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Summary

Robust optical transmission systems
Modulation and Equalization

Since the introduction of the first optical transmission systems, capacities have steadily increased
and the cost per transmitted bit has gradually decreased. The core of the global telecommuni-
cation network consists today of wavelength division multiplexed (WDM) optical transmission
systems. WDM is for these systems the technology of choice as it allows for a high spectral ef-
ficiency, i.e. the transmitted capacity per unit bandwidth. Commercial WDM systems generally
use up to 80 wavelength channels with a 50-GHz channel spacing and a bit rate of 10-Gb/s or
sometimes 40-Gb/s per wavelength channel. This translates into a spectral efficiency between 0.2
and 0.8-b/s/Hz. However, to cope with the forecasted increase in data traffic it will be necessary
to develop next-generation transmission systems with even higher capacities. These transmis-
sion systems are expected to have a 40-Gb/s or 100-Gb/s bit rate per wavelength channel, with
a spectral efficiency of between 0.8 and 2.0-b/s/Hz. At the same time, such systems should be
robust, i.e. provide a tolerance towards transmission impairments similar to currently deployed
systems.

Traditionally, optical transmission systems have used amplitude modulation. However, for the
next generation of transmission systems this is not a suitable choice. They normally require a too
large channel spacing, have a high optical-signal-to-noise ratio (OSNR) requirement and generate
significant nonlinear impairments. Current state-of-the-art transmission systems therefore often
use differential phase shift keying (DPSK). Compared to amplitude modulation, DPSK generates
less nonlinear impairments and has a lower OSNR requirement. However, due to the high symbol
rate (e.g. 40-Gbaud) the robustness against the most significant linear transmission impairments,
1.e. chromatic dispersion and polarization-mode dispersion (PMD) is still small. Tunable optical
dispersion compensators can be used to improve the chromatic dispersion tolerance and PMD
impairments are generally avoided through fiber selection. But optical compensation and fiber
selection are generally not suitable for cost-sensitive applications.

The first part of this thesis focuses on modulation formats that can further increase the capac-
ity and robustness of long-haul WDM transmission links. In particular 40-Gb/s differential



quadrature phase shift keying (DQPSK) modulation is discussed extensively in this thesis. As
a quaternary modulation format, it modulates 2 bits per symbol and therefore requires only a
20-Gbaud symbol rate. The lower symbol rate improves the tolerance towards both chromatic
dispersion and PMD. As well, the narrow optical spectrum allows for a high spectral efficiency.
On the other hand, DQPSK also requires a more complex transmitter and receiver structure, has
a higher OSNR requirement and reduces the nonlinear tolerance. We further verify the feasibil-
ity of long-haul 40-Gb/s DQPSK transmission and show that a transmission reach of 2,800-km
is viable with a 0.8-b/s/Hz spectral efficiency. In order to realize ultra long-haul transmission
we combine DQPSK modulation with optical phase conjugation, which improves the nonlinear
tolerance and enables a 4,500-km transmission distance. In addition, we discuss the combination
of 40-Gb/s DQPSK modulation with different chromatic dispersion compensation technologies,
such as lumped dispersion compensation and fiber-Bragg gratings.

The second part of this thesis discusses polarization-multiplexed (POLMUX) signaling. This is
an attractive transmission format as it modulates independent data onto each of the two orthogo-
nal polarizations of an optical fiber. This can double the spectral efficiency and halve the symbol
rate in comparison to single-polarization modulation. To further increase the spectral efficiency,
POLMUX signaling and DQPSK modulation can be combined to realize optical modulation with
4 bits per symbol. We discuss a transmission experiment with 80-Gb/s POLMUX-RZ-DQPSK
and verify the feasibility of long-haul transmission (1,700 km) with a 1.6-b/s/Hz spectral effi-
ciency. However, the interaction between PMD and other transmission impairments makes it
challenging to realize transmission systems employing POLMUX signaling without the com-
pensation of PMD-related impairments.

In the third part of this thesis we review electronic equalization techniques. This can be used
to mitigate some of the drawbacks of DQPSK modulation and POLMUX signaling. For direct
detection receivers, we show that multi-symbol phase estimation (MSPE) can be used to improve
the OSNR requirement and nonlinear tolerance of D(Q)PSK modulation. In addition, Maximum
likelihood sequence estimation (MLSE) can be used to increase the chromatic dispersion and
PMD tolerance. Electronic equalization is particulary attractive when combined with coherent
detection. In a coherent receiver, not only the amplitude of the optical signal, but the full base-
band optical field is transferred to the electronic domain (amplitude, phase and state of polariza-
tion). This enables the equalization of nearly arbitrarily high amounts of chromatic dispersion
and PMD, as well as electronic polarization de-multiplexing in the case of POLMUX signaling.
We discuss the required system architecture for a digital coherent receiver and demonstrate its
feasibility through a 100-Gb/s POLMUX-DQPSK transmission experiment over 2,375 km and
with a 2.0-b/s/Hz spectral efficiency.

The work discussed in this thesis shows that multi-level modulation formats enable long-haul
transmission systems with a bit rate of 40-Gb/s or 100-Gb/s per WDM channel and a 50-GHz
channel spacing. Electronic equalization improves the transmission tolerances, simplifies system
design and allows these formats to be used on the existing infrastructure of systems optimized
for 10-Gb/s transmission.
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Introduction

1.1 The global telecommunication hierarchy

Today’s society has been shaped in all its aspects by the progress in telecommunication technol-
ogy. Ever since the first developments that led to today’s Internet and, later on, to the invention
of the World Wide Web, data traffic has been increasing exponentially. This exponential band-
width growth has spurred the development of new technologies, which in turn made it possible to
offer services that relied on even higher bandwidth requirements. Today, Internet services such
as Skype [1], YouTube [2] or Google earth [3] depend on a backbone of high-speed ‘data pipes’
so that they can be accessed by people around the world, anywhere, anytime.

Although many people are not aware of it, fiber-optic transmission plays a key role in global
transport of telecommunications services. This is best described through the telecommunication
network hierarchy. Figure 1.1 shows a simplified model of this network hierarchy, dividing it up
into a long-haul core network, regional networks and ’last-mile’ access networks. In addition,
Table 1.1 depicts the typical distances covered by transmission links in such networks. The
core of the global telecommunication network is used for transnational, transcontinental and
transoceanic communication. A transmission link in this (ultra) long-haul core network therefore
transports the largest amount of data over the longest distances (>1000 km). In the core network,
transport technologies are required that enable a long regenerator-free transmission distance at
the lowest cost. Fiber-optic transmission is ideally suited for this purpose as it allows for both
high throughput and long transmission distance. Such systems are engineered to transmit a large
capacity over a long-haul transmission distances, and the physical limits of optical fiber as a
transmission medium has a significant impact on their design.
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Long-haul
core network

Regional /
Metropolitan
networks

‘last-mile’
access
networks

mobile s'torage

Figure 1.1: Optical network hierarchy; Long-haul core network, regional/metropolitan and ’last-mile’
access network.

To exemplify the capacity increase in long-haul data transport we look more closely at the Trans-
Atlantic Internet protocol (IP) traffic. This connection is one of the better documented transmis-
sion links in the core network, and serves therefore well as an example. Between 2004 and 2006
traffic has grown over 200%, from 0.5 Tb/s to 1.6 Tb/s [4]. This increase in required capacity
is largely fueled by new internet video-on-demand services. When we extrapolate the current
annual growth in data traffic over a 10 year period with a conservative 30% per year, we arrive at
a figure of 22 Tb/s for the Trans-Atlantic IP traffic in 2016. When we take into consideration that
the aggregated traffic is carried over multiple transmission links, each consisting of a number of
fibers, the required capacity per fiber will still be in the range of 2 to 3 Tb/s. Considering the vast
distances that have to be spanned for a Trans-oceanic link, this presents a significant engineering
challenge.

Moving down in the telecommunication hierarchy, and interlinked to the core network, are
smaller regional and metropolitan networks. Such networks provide data transport within a
smaller geographical region, for example a metropolitan area (<300 km) or a small country
(<1000 km). The amount of traffic carried on a typical metropolitan network is much smaller
than on a link in the core network. However, the number of exchange points, i.e. the points
where data originates from or is destined to, is much larger. Consequently, the challenge for such
systems is predominantly the cost-effective realization of a complex network switching architec-
ture. A metropolitan network connects again a number of access or ’last-mile’ networks together.
Such networks facilitate the connection of the end-user to the global telecommunication hierar-

2



1.2. Motivation

chy. Many different kinds of end-user applications are possible, spanning from residential inter-
net access to business and storage area networks. As a result, a large variety in access network
technologies exists, each with their own requirements and specific end-users. Legacy last-mile
networks are still largely based on copper networks, either co-axial or twisted pair. The preferred
transmission format to increase bit rates over this infrastructure is digital subscriber line (DSL)
technology. However, even with DSL technology the bandwidth of copper networks is limited,
especially when the distance between the local exchange point and the end-user is longer than a
few kilometers. Optical fibers has a significant advantage over copper networks due to its much
higher bandwidth-distance product, which enables high-speed connections over longer distances.
Fiber-optic solutions are therefore also gaining momentum in ’last-mile’ networks, and ’fiber-to-
the-home’ or ’fiber-to-the-curb’ technology is already deployed on a significant scale. As the
infrastructure of an access network is generally not shared by a large number of customers, such
networks are predominantly engineered to provide a lowest-cost solution [5]. An overview of
fiber-based technologies for ’last-mile” access can be found in [6].

Table 1.1: CLASSIFICATION OF OPTICAL TRANSMISSION SYSTEMS, AFTER [7].

System Distance (km)
Access <100
Metro <300
Regional 300 - 1,000
Long-haul 1,000 - 3,000

Ultra long-haul >3,000

1.2 Motivation

The backbone of the global telecommunication hierarchy consists of long-haul wavelength-
division-multiplexed (WDM) transmission links. A WDM transmission link transports large
amount of data traffic by multiplexing a number of lower capacity wavelength channels onto a
single fiber. The use of WDM therefore allows for a manifold increase in the capacity of long-
haul optical transmission systems. Or, maybe even more importantly, it allows for a tremendous
decrease in the cost of the transmitted bandwidth, i.e. the cost per transmitted bit. To cope
with the expected bandwidth demand in the near future, new technologies have to be researched,
developed and subsequently deployed in long-haul transmission systems.

The optical transmission links in the backbone of the telecommunication network can be classi-
fied, depending on their regenerator-free transmission distance, as shown in Table 1.1. We focus
here in particular on terrestrial long-haul transmission systems. Figure 1.2 shows the typical lay-
out of a long-haul optical transmission system and Figure 1.3 depicts an example of an optical
spectrum for a high-capacity WDM system. In an optical transmitter (Tx), a data sequence is
modulated onto an optical carrier, generated by a laser. The separate wavelength channels are
then multiplexed together using a wavelength multiplexer, for example an arrayed waveguide

3



Chapter 1. Introduction

grating (AWG), which typically has a 100-GHz channel spacing. The density of the WDM chan-
nels can be further increased through channel interleaving with an optical interleaver (INT). This
results in WDM systems with a 50-GHz channel spacing and a total number of 80 WDM chan-
nels that are multiplexed on a single optical fiber. Deployed transmission systems with 80 WDM
channels are currently state-of-the-art, but in long-haul transmission experiments up to 200 chan-
nels are sometimes multiplexed onto a single fiber. Such transmission links rely nowadays on
bit rates of 10-Gb/s and sometimes 40-Gb/s per wavelength channel to realize a 1 to 3-Tb/s
aggregate capacity'. The bit rate and wavelength spacing of a transmission system is often ex-
pressed in terms of the spectral efficiency, which is the transmitted capacity per unit bandwidth.
For currently deployed systems the spectral efficiency is between 0.2 and 0.8-b/s/Hz. Next-
generation transmission links will use bit rates of 40-Gb/s or 100-Gb/s per wavelength channel,
which results in a spectral efficiency between 0.8 and 2.0-b/s/Hz. The aggregate capacity of such
systems would then increase to 3 to 8-Tb/s over a single fiber. At the receiver side of the trans-
mission link, the WDM channels are de-multiplexed using a combination of de-interleaver and
de-multiplexers. Each of the de-multiplexed channels is then fed into an optical receiver (Rx),
which converts the signal back to the electrical domain. As most optical transmission systems
are bi-directional (on separate fibers) the optical transmitter and receiver are usually combined
in a single module, which is referred to as a transponder.

The transmission link itself consists of cascaded fiber spans with optical amplifiers in-between.
The optical amplifiers amplify the weak input signal from the previous span and launch it again
into the next span. This allows long-haul transmission while maintaining a sufficiently high op-
tical signal-to-noise ratio (OSNR) at the output of the fiber link. At bit rates of 10-Gb/s, and
in particular 40-Gb/s or 100-Gb/s, transmission impairments such as chromatic dispersion and
polarization-mode dispersion (PMD) have to be precisely dealt with. And as such impairments
accumulate in a long-haul optical transmission link, this can severely limit the feasible transmis-
sion distance. Some transmission impairments are deterministic and therefore straightforward
to compensate with proper link design. For example, the accumulated chromatic dispersion is
normally compensated using a dispersion compensation module (DCM) placed in-between two
fiber spans. Other signal impairments are more difficult to compensate as they fluctuate over
time, such as PMD. As not all transmission impairments can be compensated along the transmis-
sion link, the receiver should be able to recover the transmitted data sequence in their presence.
The tolerance of a transmission system against isolated transmission impairments, such as chro-
matic dispersion or DGD, is often expressed in terms of the required OSNR margin®.

An important aspect of the optical transmission systems that we consider in this thesis is their
robustness. When an optical transmission system is upgraded, e.g. from a 10-Gb/s to a 40-Gb/s

The actual transmitted bit rate includes an overhead for forward error correction (FEC), which is typically
7%. The bit rate used in this thesis is therefore 10.7-Gb/s for 10-Gb/s transmission and 42.8-Gb/s for 40-Gb/s
transmission. For 100-Gb/s transmission an additional 4% overhead is normally taken into account for 64B/66B
coding, as required for Ethernet transport, which increases the bit rate to 111-Gb/s.

>The OSNR margin is dependent on the required bit-error-ratio (BER). In this thesis we used a BER of 107 to
quantify the required OSNR in the analytical simulation as this matches a transmission system that operates with
a 3-dB margin with respect to the FEC limit. However, in the transmission experiments or simulations that use a
Monte-Carlo approach, a BER of 1073 or 10~ is used to improve the accuracy of the estimation. This is discussed
in more detail in Appendix B.

4



1.2. Motivation

bit rate per wavelength channel, ideally, no modifications are made in the transmission link. This
would require a 40-Gb/s transponder that has a similar tolerance to transmission impairments as
the deployed 10-Gb/s transponders. However, this is not straightforward as the tolerance against
most transmission impairments scales linearly or even quadratically with the symbol rate. To
counter the lower transmission tolerances at a higher bit rate, either sophisticated modulation
formats, optical compensation or electronic equalization can be used. In this thesis we define
a 40-Gb/s or 100-Gb/s transmission format to be robust when its transmission tolerances are
sufficiently high to allow deployment on links optimized for transmission with 10-Gb/s bit rate.

p
} Optical
W
Uptoso) B2 7 =
p to
channels< 'Y D | RX|
w 3
G 4
*2 Photo
\ laser diode
Figure 1.2: Typical layout of a WDM optical transmission link.
0
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Figure 1.3: Measured WDM spectrum with 89 channels and a 85.6-Gb/s bit rate per channel.

A second important consideration for optical transmission systems, is that they are rapidly evolv-
ing from point-to-point /inks to meshed optical networks. This requires the flexibility to pass mul-
tiple optical add-drop multiplexer (OADM) nodes along the transmission link. At such OADM
nodes traffic is routed to other links, thereby creating a meshed network. Today, most deployed
long-haul transmission systems have a 50-GHz spacing between the WDM channels. At such a
channel spacing, the width of the optical spectrum is not a significant concern for 10-Gb/s sys-
tems and WDM channels can be switched transparently through an optical network. However,
when the symbol rate of the optical signal is doubled or quadrupled, the spectral width scales
accordingly. Hence, when transmission systems that are designed for a 10-Gb/s bit rate are up-
graded to a 40-Gb/s or 100-Gb/s bit rate per WDM channel, the spectral width of the optical
signal can become a key concern [8, 9]. This requires optical modulation formats that are toler-
ant to the narrowband optical filtering that occurs when multiple OADMs are cascaded along a
transmission link.

In this thesis we focus predominantly on two technologies that can enable more robust optical
transmission. First of all, we discuss the use of robust multi-level optical modulation formats.
Such modulation formats often have favorable transmission properties that can be used to either

5



Chapter 1. Introduction

increase the capacity of an optical transmission link or increase its robustness against transmis-
sion impairments. Secondly, we focus on electronic equalization that can be combined with
robust modulation formats to further improve the performance of the transmission link.

1.2.1 Robust optical modulation formats

The modulation format defines the characteristics of the optical signal that is transmitted over
the transmission link. Until recently, the optical modulation format of choice for nearly all op-
tical transmission systems has been non-return-to-zero on-off keying (NRZ-OOK). NRZ-OOK
combines a cost-effective transmitter and receiver structure with a transmission performance suf-
ficient to realize long-haul 10-Gb/s transmission systems. This has largely prevented the use of
more complex modulation formats and NRZ-OOK is still used nearly exclusively in deployed
10-Gb/s terrestrial long-haul transmission systems. Only recently the growing interest in more
robust optical transmission technologies has opened up the possibility for commercial deploy-
ment of different modulation formats. This is particulary true for 40-Gb/s or 100-Gb/s bit rates,
where the transmission tolerances of NRZ-OOK modulation are too small to realize robust long-
haul transmission systems with a 50-GHz channel spacing.

In addition, for 40-Gb/s or 100-Gb/s bit rates the spectral efficiency is an important consideration.
Binary modulation restricts the achievable spectral efficiency to 1-b/s/Hz [10]. And in practical
systems, the realizable spectral efficiency is significantly lower than 1-b/s/Hz because WDM is
considered to be transparent, i.e. crosstalk from neighboring channels is assumed to be unknown
and hence treated as a noise source. And other system design aspects that further reduce the
spectral efficiency have to be taken into account, such as the 7% overhead usually required for
forward error correction (FEC), wavelength drift in the transmitter laser and (de-)multiplexing
filters as well as the limited filter order of optical filters and interleavers. Combined, the required
margins restrict the feasible spectral efficiency to approximately <0.7-b/s/Hz when using NRZ-
OOK modulation. Currently deployed 40-Gb/s transmission systems use modulation formats
that are more robust against transmission impairments than NRZ-OOK. This includes duobinary,
which can be used to improve the tolerance against chromatic dispersion and narrowband optical
filtering. But in particular phase modulation, using differential phase shift keying (DPSK), is
currently the most widely used state-of-the-art modulation format. Modulation formats such
as duobinary or DPSK are more tolerant to narrowband optical filtering and allow a spectral
efficiency of up to 0.8-b/s/Hz.

Multi-level modulation with 2 bits per symbol, such as return-to-zero differential quadrature
phase shift keying (RZ-DQPSK) modulation, can increase this to ~1.6-b/s/Hz. In addition it is
more tolerant to many linear transmission impairments as well as narrowband optical filtering.
Another potential candidate to reduce the symbol rate is polarization multiplexing (POLMUX).
This doubles the number of bits per symbol by transmitting independent information in each
of the two orthogonal polarizations of an optical fiber. Combined with DQPSK modulation,
POLMUX signaling enables modulation with 4 bits per symbol.




1.2. Motivation

Multi-level modulation is particulary beneficial for 100-Gb/s transmission. Although 100-Gb/s
NRZ-OOK has been demonstrated using ultra-high frequency electronics [11, 12] the use of
such a modulation format would pose considerable challenges in deployed transmission systems
due its high OSNR requirement and low chromatic dispersion and PMD tolerance. DQPSK is
therefore a more likely candidate for long-haul 100-Gb/s transmission and a number of long-haul
transmission experiments have demonstrated its feasibility [13, 14, 15]. For 100-Gb/s modulation
the main advantage of DQPSK is that it reduces the bandwidth requirement of the electrical
components in the transponder as it operates at a 50-Gbaud symbol rate. Taking this approach
a step further, POLMUX-RZ-DQPSK modulation enables 100-Gb/s transmission with only a
~25-Gbaud symbol rate. This increases the tolerance to chromatic dispersion and PMD and will
enable next-generation optical transmission systems with a spectral efficiency of 2.0-b/s/Hz.

This thesis focuses on multi-level modulation formats that can enable robust 40-Gb/s and 100-
Gb/s modulation per wavelength channel. In particular, we look more closely at the potential
impact of DQPSK modulation and POLMUX signaling in long-haul transmission systems.

1.2.2 Robust electronic equalization

Digital signal processing speeds have increased exponentially over the years [16] and have now
started to catch up with bit rates common in optical transmission systems. In particular, high-
speed analog-to-digital converters (ADC) have become available to convert the analog signal
in an optical receiver to the digital domain for subsequent digital signal processing. Current
state-of-the-art ADCs in commercial products have a sample rate of ~25-Gbaud [17, 18] and
sample rates up to ~50-Gbaud have shown to be feasible in research and development as well as
measurement equipment.

The conversion of the optical signal to the digital domains enables the use of powerful digital
signal processing algorithms. Digital signal processing increases the robustness of the transpon-
der and can help to simplify transmission link design. It reduces the need for precise optical
compensation of chromatic dispersion and it negates the need for fiber selection to reduce the
PMD on an optical transmission link [19, 20]. Digital signal processing can further be used to
lower the required OSNR through the use of improved decision variables as well as an increase
in nonlinear tolerance. The combination of multi-level modulation formats and digital signal
processing is a particularly interesting approach to realize high spectrally efficient transmission.
For efficient digital signal processing, the signal has to be sampled at twice the symbol rate. This
implies that for binary modulation formats a sample rate of 80-Gbaud and 200-Gbaud is required
for 40-Gb/s and 100-Gb/s transponders, respectively. These figures are well beyond the sample
rates that seem to be feasible in the foreseeable future. However, combined with multi-level mod-
ulation such as POLMUX-DQPSK, the sample rate requirements for a 100-Gb/s transponder are
lowered to ~50-Gbaud. A figure that seems to be feasible in the foreseeable future.

The electronic equalization schemes that have attracted the most significant interest in recent
years include feed-forward and decision-feedback equalizers, maximum likelihood sequence es-
timation (MLSE), pre-distortion, multi-symbol phase estimation (MSPE) or related approaches
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and digital coherent receivers. In particular the combination of coherent receivers with digital
signal processing has proven to be useful together with multi-level modulation formats. In ad-
dition, it can potentially recover polarization multiplexed data and correct for linear distortions,
such as chromatic dispersion and PMD, in the electrical domain. Hence, the combination of dig-
ital coherent detection and multi-level modulation formats such as POLMUX-DQPSK seems to
be one of the most suitable choices for the next generation of high-capacity optical transmission
systems.

1.3 Framework & objectives

Long-haul WDM optical transmission systems with a 10-Gb/s bit rate per wavelength channel
have been deployed on a significant scale over the last decade. But after the felecom bust in 2001,
the optical systems industry has become more cost-oriented and moved away from performance-
oriented system design that was common during the felecom boom. The first generation of trans-
mission systems with a 40-Gb/s bit rate per wavelength channel could therefore not compete
on a cost basis with deployed systems that operated with 10-Gb/s bit rates. This has prevented
commercial deployment of such systems and limited their use to transmission experiments and
field-trails. However, the use of sophisticated optical modulation formats and electronic equal-
ization can enable more robust 40-Gb/s and 100-Gb/s optical transmission systems. This has
spurred a significant research and development effort by the optical systems industry into devel-
oping these technologies for their next-generation products.

The research discussed in this thesis focuses on a number of next-generation transmission tech-
nologies that might significantly impact the design of long-haul transmission systems in the
foreseeable future. Ideally, these technologies will allow for 40-Gb/s and 100-Gb/s transmis-
sion systems that can be cost-effective in comparison to existing 10-Gb/s systems. This thesis
describes in particular the most promising modulation and equalization technologies and demon-
strates their feasibility using long-haul optical transmission experiments.

The work described in this thesis has been carried out at Nokia-Siemens networks (previously
Siemens Communications) in Munich, Germany, in cooperation with the Electro-Optical Com-
munications group, department of Electrical Engineering of the Eindhoven University of Tech-
nology, The Netherlands. This work has been part of the "MultiTeraNet” and *Eibone’ projects
from the German Bundesministerium fiir Bildung und Forschung (BMBF). In addition, it has
been carried out in close cooperation with the work of Jansen [21], which focuses on optical
phase conjugation in long-haul transmission systems.

1.4 OQutline of this thesis

In this section we give a general overview of the thesis structure. The first part of the thesis con-
sists of the Chapters 2 and 3, which discuss the fiber-optic transmission channel and long-haul
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transmission systems, respectively. The aim of these two chapters is to provide a physical frame-
work of the optical fiber as the transmission medium in long-haul telecommunication systems. In
addition, we discuss in detail the relevant technologies for amplification and distortion compen-
sation in a state-of-the-art transmission systems. These technologies are used in the transmission
experiments described in the remainder of this thesis.

The second part of the thesis consists of the Chapters 4 to 8, which deal with the relevant op-
tical modulation formats for long-haul transmission systems. Chapter 4 discusses in detail the
binary modulation formats which are currently deployed in state-of-the-art 40-Gb/s transmission
systems. Next, Chapters 5 and 6 focus on the most significant multi-level modulation format
described in this thesis, DQPSK modulation. Chapter 5 introduces the properties of DQPSK
modulation, whereas Chapter 6 discusses in detail a number of long-haul transmission exper-
iments that make use of DQPSK modulation. Subsequently, Chapter 7 discusses POLMUX
signaling, in particular the specific transmission impairments that occur when two orthogonal
polarizations are used to transmit information. Polarization multiplexing is then combined with
DQPSK modulation in Chapter 8 to realize high spectrally efficient long-haul transmission.

Finally, the third part of the thesis focuses on electronic equalization and digital signal process-
ing. In Chapter 9, digital signal processing combined with direct detection receivers is discussed
in more detail. And in Chapter 10 the use of digital coherent receivers is treated. In addition,
long-haul transmission experiments are described that use digital coherent detection together
with multi-level modulation formats to realize robust long-haul transmission with a 2.0-b/s/Hz
spectral efficiency.
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The fiber-optic transmission channel

Single-mode optical fibers are circular dielectric waveguides that weakly guide a single trans-
verse mode in two orthogonal polarizations. Made from silica glass, single-mode fibers have
very advantageous properties for the transmission of guided waves over long-distances. The use
of glass fiber for communication at optical frequencies was first proposed by Kao and Hock-
ham in 1966 [22]. Since then, progress in material technology and fiber manufacturing [23] has
resulted in the widespread availability of optical fiber with near optimal properties.

: [ cladding
coating - core -
cladding Ny, m I An=0.5%
core , R
6 cor(;, radius

(@) (b)

Figure 2.1: (a) Cross-section of an optical fiber and (b) refractive index profile of standard single-mode
fiber.

Figure 2.1a shows a cross-section of an optical fiber. In the center of the fiber is the core, which
is surrounded by the fiber cladding. For silica fibers the refractive index of the core is n ~ 1.48
(at 1550 nm) and is higher by ~0.5% than the refractive index of the cladding [24]. This can be
achieved either by doping the core with Germanium-Oxide (GeO,), which raises the refractive
index, or doping the cladding with fluoride (F), which lowers the refractive index. The fiber
cladding confines the light to the fiber core through total internal reflection and the low refractive
index difference of the core-cladding boundary reduces the scattering loss. Note that the majority,
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Chapter 2. The fiber-optic transmission channel

but not all of the optical wave propagates through the core. The core size is upper-bounded by the
need for single-mode propagation in the wavelength range of interest. A too large core diameter
with respect to the signal wavelength can result in multi-mode propagation. This is characterized
by the cut-off wavelength, which is the lowest wavelength that allows for single-mode operation.
Finally, a coating of the optical fiber is necessary for protection of the fiber.

The most widely used fiber type in optical transmission systems is standard single-mode fiber
(SSMF), which is sometimes referred to as G.652 fiber [25]. SSMF has a step refractive index
profile, as depicted in Figure 2.1b. The fiber core has a typical diameter of 9 um and the cut-
off wavelength is < 1260 nm so that it provides single-mode operation in the entire low-loss
wavelength range of the optical fiber. It was the first single-mode fiber type to be developed, but
it is still widely used in optical transmission systems. The core of a SSMF is normally doped
with GeO;. As doping with GeO; slightly raises the fiber attenuation, it is preferable to dope the
cladding with fluoride for low-attenuation fibers [26]. Such fibers are referred to as pure-silica
core fibers and are used in Trans-oceanic optical transmission systems.

Most optical fibers are fabricated (drawn) from a preform in a fiber drawing tower. A preform is
a glass rod which has a diameter of a few centimeters and is roughly a meter in length. When
heated close to the melting point in a furnace, the preform is pulled into a thin fiber [23]. The
preform contains a part with an increased refractive index along its axis, which after fiber drawing
becomes the fiber core. The remainder of the preform becomes the cladding of the optical fiber.

This chapter discusses the physical properties of an optical fiber that are the most relevant to
long-haul fiber-optic transmission systems. This includes fiber attenuation (Section 2.1), chro-
matic dispersion (Section 2.2), polarization properties (Section 2.3) and fiber nonlinearities (Sec-
tion 2.4).

2.1 Fiber attenuation

As any physical medium besides vacuum, optical fiber has an intrinsic power loss when a signal
propagates along it. The signal power P(z) in [W] decreases exponentially with the fiber length,
which is referred to a fiber attenuation. After a transmission distance z in [km], the signal power
can be denoted by,

P(z) = Ry-exp(—az), (2.1)

where Py is the power coupled into the optical fiber in [W] and « is the attenuation coefficient
in Neper per kilometer [Np/km|. The Neper is a logarithmic unit that uses base e, but it is
more convenient to define the fiber attenuation in decibel per kilometer (base 10 logarithmic),
following Equation 2.2,

oy = 10logio(exp(an,)) = 10logio(e) - anp = 4.343 - oty (2.2)

In the remainder of the thesis, the fiber attenuation coefficient in [dB/km] will be used unless
noted otherwise.
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2.1. Fiber attenuation

The fiber loss as a function of wavelength and frequency is depicted in Figure 2.2. The wave-
length (A1) and the optical frequency (f) of a spectral component are related according to A = ¢/ f,
where ¢ is the speed of light in vacuum which is equal to ¢ = 2,9979- 10 m/s. The minimum fiber
loss occurs between 1.5 um and 1.6 yum and can be as low as 0.148 dB/km [27]. In comparison,
the attenuation of conventional (window) glass is approximately 1000 dB/km. This extremely
small attenuation in single-mode silica fiber, allowing for un-repeated transmission links up to
500 km [28]. For long-haul transmission links, ~ 100 km spans with re-amplification after each
span is widely used.

Frequency (THz)
250 240 230 220 210 200 190 180
B . . s ! . i

o o
o o

£ o4f .
o Bending losses
o3}
c
.0
=
©
‘5: 0.2 R~\~
Q IR o/
£ OH- -absorption » ylelgh Sl oY
< i sCat Se~a &
R el'i,, ~e o /
' S~Al
[ [ ~~
01 1 ! 1 I 1 I
1200 1260 1360 1460 1530 1565 1625 1675 1715
Wavelength (nm)
o [ e [ s Jcl L [u]

Figure 2.2: Fiber loss as a function of wavelength and frequency.

The remaining contributions to the fiber attenuation in low-loss optical fibers comes from several
sources of which the most dominant are: Rayleigh scattering, OH ™~ absorption, bending losses
and SiO, absorption [29]. Rayleigh scattering results from microscopic fluctuations in the mate-
rial density much smaller than the wavelength of the light. It is proportional to the inverse fourth
power of wavelength, and therefore attenuates shorter wavelength more than longer wavelength
[30]. For longer wavelength (> 1600 nm) the dominant sources of fiber attenuation are bending
losses and SiO;, absorption. Bending losses are more dominant for longer wavelength because
the bending radius relative to the wavelength becomes too small, which increases the scattering
losses. For even longer wavelength (> 1700 nm), SiO; absorption becomes the dominant loss
mechanism. This results from the harmonic vibrations in the bonds of the silica molecules that
make up the glass. Apart from the higher fiber attenuation at lower and higher wavelengths,
there is often an OH~ absorption peak around 1.4 um [31]. However, this absorption peak can
be nearly eliminated by reducing the concentration of hydroxyl (OH ™) ions in the core of the op-
tical fiber [32, 26]. Optical fibers with a negligible OH ™ absorption peak are commonly referred
to as water-free or G.652C/D fibers [25]. Such fibers have a ~ 60-THz low-loss bandwidth with
an attenuation below 0.4 dB/km. In principle, this entire wavelength band can be used for optical
communication purposes.

The wavelength bands of interest for optical fiber communication are defined by the Interna-
tional Telecommunication Union Standardization (ITU-T) in [33], which span from 1260 nm to
1625 nm. The wavelength range is lower bounded by the fiber cut-off wavelength and upper-
bounded by bending and SiO, absorption losses. This wavelength range is divided into 6 wave-

13
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length bands: O, E, S, C, L and U, as depicted in Figure 2.2. For long-haul optical transmission
systems the C-band is generally used, which spans the wavelength range between 1528.77 nm
and 1568.36 nm. In addition, to increase the transmission capacity the L-band is sometimes
used in commercial long-haul systems, which spans the wavelength range between 1568.77 nm
and 1610.49 nm. Combined, both bands allow a total of approximately 160 wavelength chan-
nels on a 50-GHz WDM grid [34]. The O-band is used extensively for optical communication
in metropolitan networks, as cost-effective vertical cavity emitting lasers are available for this
wavelength band. [5, 6, 35]. The other wavelength bands are only sporadically used in dense-
WDM optical transmission systems due to the higher fiber loss and lack of optical amplifiers
with a high efficiency. All wavelength bands combined are also used in metropolitan networks to
enable WDM transmission with a large 20 nm channel spacing. Such a channel spacing allows
the use of uncooled lasers, and is known as coarse-WDM (CWDM) [36, 37].

2.2 Chromatic dispersion

Chromatic dispersion in a single-mode fiber refers to the pulse broadening induced through the
wavelength dependence of the fiber’s refractive index, and it results for optical transmission
systems in inter-symbol interference (ISI). This restricts the dispersion limited reach, i.e. the
feasible transmission distance without the need for regeneration or dispersion compensation. In
this section the background of chromatic dispersion and the impact on optical transmission links
is explained.

The speed at which the phase of any one frequency component of a wave travels along an optical

fiber is equal to,
c

Vp(w)=m7

where v, is the phase velocity of a spectral component, 7 is the refractive index of the guiding
material and o is the angular frequency in [rad/s|. As the refractive index n is larger than I,
the speed of light in an optical fiber is lower than in vacuum. In single-mode optical fibers, the
main dispersion effects are material and waveguide dispersion. Waveguide dispersion is related
to the optical field being not totally confined to the core of the fiber. A part of the optical
field propagates therefore in the cladding, which has a different refractive index. This mismatch
in refractive index causes waveguide dispersion. The dependency of the refractive index on
the angular frequency is known as material dispersion. The impact of material dispersion on a
modulated signal can be described by the mode-propagation constant 3

(2.3)

Blo) =0 =l n(@)] 4

The wavelength dependency of (@) can be approximated with a polynomial using a Taylor
series expansion. This results in Equation 2.5.

B(@) = 1+ n(@) L = o+ Bi(@— o) + 3 Ba(0— &P+ (o —an) +. (23)
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2.2. Chromatic dispersion

where 3, is defined as the n'" derivative of B with respect to the angular frequency,

_9"B
Bn = 8_co"|w:w°' (2.6)

In the context of pulse propagation inside an optical fiber, the term By in [1/km] represents a
constant phase shift and fB; in [ps/km| corresponds to the speed at which the envelope of the
pulse propagates. The group-velocity of the pulse is then defined by B; = 1/v,. The second
order term [, defines the acceleration of the spectral components in the pulse, which is known
as the group velocity dispersion (GVD) in [ps?/km)]. The third order derivative correspond to 33
in [ps®/km] and is known as the GVD slope.

In fiber-optic communication it is common to use the dispersion (D) and dispersion slope (S),
which defines the change in GVD and GVD slope with respect to a reference wavelength A,
respectively. They are related to 3, and 3 as

_dB1 2mc _dD  4rc e

Where D is expressed in [ps/nm/km] and S is expressed in [ps®/nm/km). The wavelength for
which D equals zero is referred to as the zero-dispersion wavelength (4g), it is also the wavelength
where waveguide and material dispersion have the same magnitude (but opposite signs). The
term chromatic dispersion is commonly used to refer to the fiber dispersion. This is in principle
not correct as chromatic dispersion implies that different spectral components travel at different
velocities. But the fiber dispersion is related to the group-velocity dispersion and not to the group-
velocity of the spectral components. However, as it is common terminology in the literature to
refer the fiber dispersion as chromatic dispersion, this nomenclature is also adopted in this thesis.
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Figure 2.3: Dispersion as a function of wavelength for the most common fiber types in optical communi-
cation.

Figure 2.3 shows the dispersion as a function of wavelength for the most common optical fiber
types in optical fiber communication. The zero-dispersion wavelength of SSMF is near 1310 nm
[38]. This is widely exploited in access and metropolitan networks, as it significantly increases
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the dispersion limited reach [35]. In the C-band, the chromatic dispersion of SSMF is typically
between D = 15.5 ps/nm/km around 1528 nm and D = 17.8 ps/nm/km around 1568 nm. The
dispersion slope for SSMF is approximately S = 0.057 ps?/nm/km.

By changing the core-cladding refractive index profile of the fiber, both the material and wave-
guide dispersion can be modified. For example, by increasing the waveguide dispersion the
zero-dispersion wavelength shifts to higher wavelengths. It is also possible to lower the disper-
sion slope and create a fiber with a nearly flat dispersion profile [39]. Dispersion-shifted fibers
(DSF) have a zero-dispersion wavelength in the C-band around 1550 nm and are also known as
G.653 fibers [40]. DSF have been developed to extend the dispersion limited reach of optical
transmission systems employing the C-band. A low chromatic dispersion coefficient however in-
creases inter-channel nonlinear impairments (see Section 2.4) which makes such fiber unsuitable
for WDM transmission systems. A third class of optical fibers that are frequently used in long-
haul fiber-optic transmission systems are non-zero dispersion-shifted fibers (NZDSF) or G.655
fiber [41]. There is no common definition for NZDSF, but different manufactures have their own
proprietary solutions, e.g. Alcatel TeraLight, Corning LEAF and Lucent TrueWave. The zero-
dispersion wavelength of NZDSF fiber is around ~ 1460 nm and the chromatic dispersion in the
C-band between 3-8 ps/nm/km, depending on the exact fiber type.

The ISI induced through chromatic dispersion in a fiber-optic transmission link can be quantized
by using a normalized dispersion length Lp, as defined in Equation 2.8 [42].

T2
Lp= 20
B2

The normalized dispersion length defines the propagation distance over which the pulse broadens
with approximately a factor /2. The pulsewidth Ty is the width of a chirp-free transform limited
pulse. As Tj is inverse proportional to the symbol rate, the chromatic dispersion tolerance scales
quadratically with the symbol rate. By modifying the refractive index profile it is also possible to
create fibers that have a both a negative chromatic dispersion and dispersion slope. Such fibers
can compensate for the chromatic dispersion of transmission fibers and are therefore referred to
as dispersion compensating fiber (DCF), which is discussed in Section 3.3.

(2.8)

2.3 Polarization of light

The polarization of light is the property of electromagnetic waves that describes the direction of
the transverse electric field. All electromagnetic waves propagating in vacuum or in a waveguide
have electric and magnetic fields that are orthogonal to each other in a transverse plane. The
transverse plane is again orthogonal to the direction of propagation z. In the transverse plane, the
electric field vector can be divided into two orthogonal components x and y. Note that we do not
define a frame of reference for the x and y component, and their orientation is therefore arbitrary.
The magnetic field vector is normally ignored as it is orthogonal to the electric field vector. The
state of polarization (SOP) is then defined as the pattern traced out by the electric field in the
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transverse plane as a function of time. In [43], the mathematical background of the polarization
of light is discussed in detail.

X X X
L y by y
(a) (b) (c)

Figure 2.4: Example of different SOP of an electro-magnetic wave; (a) 45° linear, (b) right circular and
(c) left elliptical.

In an optical fiber, the two orthogonal components in the transverse plane can be interpret as the
fiber supporting two orthogonal polarizations. The SOP is then defined by relative amplitude
and phase of the orthogonal polarization components x and y, as shown in Figure 2.4. When
there is no phase difference between the x and y components, the light is linear polarized. The
angle of the linear polarized light depends on the amplitude in the x component with respect to
the amplitude in the y component. For horizontally polarized light the pulse travel completely
in the x component, whereas for vertically polarized light the pulse travels in the y component.
When there is a phase difference between the x and y component the light is elliptically polarized
(Figure 2.4c). In the special case both components contain an equal amplitude and have a +90°
phase difference, the light is right-circular polarized or left-circular polarized for a —90° phase
difference (Figure 2.4b). Note that not all light is polarized, for example sunlight is un-polarized
light. However, it is still possible to model un-polarized light as polarized light by assuming a
random change in SOP for each fraction of time.

The polarization of an optical signal can be described in a vector notation by separately describ-
ing the electric field vector of the x and y component,

E.\ _ ( VPexp(jlaot + @.(t)))
< Ey ) N ( VPexp(jlavt +¢,(1)]) ) (2.9)

The SOP of an optical signal can be described using the vector notation of the complex envelope,
which is also known as the Jones vector,

VPeexp(jgx) ) : ( cos Y/ )
. = /Py +Pex . . , 2.10
( Vhexp(jey) BP0 exp(jlo,— o)) siny 19
where y is defined such that zany = \/P,//P,. The normalized Jones vector with unity ampli-
tude is widely used to characterize the SOP of an optical signal.

An alternative representation to describe the SOP of an optical signal are the Stokes parameters,
which can also describe partially or unpolarized light [43]. An additional advantage of using
Stokes parameters, is that they express the SOP in term of optical powers instead of the elec-
tric field, which is more straightforward to measure. The Stokes vector consists of four stokes
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Figure 2.5: The Poincaré sphere.

parameters, S = [So S1 S» S3]T, which can be defined in terms of the electrical field vectors
using,

( So=E.Ef+E\E; =EZ+E}
_ * * _ 2 _ 2
S1 = ExEf —E\E} =E! —E;

@.11)
Sy = ExEy + EyE; = 2E,Ey cos(|@x — ¢y)

(| S3 =iEE} —iEyE} = 2E Eysin(|@; — @)

The Stokes parameters are often normalized with respect to the total optical power So. The
Poincaré sphere is a graphical representation of the SOP which uses the normalized Stokes pa-
rameters as the axis of a 3-dimensional coordinate system, as shown in Figure 2.5. Fully polar-
ized light can be described by a point on the Poincaré sphere, whereas partially or unpolarized
light is described by a point within the sphere. The degree of polarization (DOP) defines the
distance from S to the center of the Poincaré sphere and it is therefore an important parameter to
quantify depolarization. Expressed in term of the Stokes parameters the DOP is equal to,

\/ ST+ 53+ 53
DOP=Y—" "~ ~ (2.12)

So

2.3.1 First-order polarization mode dispersion

In an ideal optical fiber with no imperfections and circular symmetry, both orthogonal polar-
izations have an identical group delay. Hence, the signal will not couple into the orthogonal
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polarization and the received SOP is identical to the SOP launched into the fiber. However, the
core of the optical fiber is in practice not completely symmetric and the material has imperfec-
tions, which results in fiber birefringence An and a difference in the group delay Af; between
the two orthogonal polarizations.

@
ABi = |Bix— By :?|nx—ny|, (2.13)
fast axis | Transmission link :
slow axis_/ S
DGD

Figure 2.6: Differential group delay in an optical fiber; the signal coupled into the slow axis travels
slower than the signal coupled into the fast axis.

In a fiber with constant birefringence, both orthogonal polarizations periodically exchange power
with a periodicity equal to the beat length 27t /AP, in [km] when the signal is coupled into the
fiber in between both orthogonal polarizations. An example of a fiber type with constant bire-
fringence are polarization-maintaining fibers, which are fabricated by artificially enhancing the
stress induced birefringence in the fiber core [44]. On the Poincaré sphere the constant birefrin-
gence results in a periodic rotation of the output SOP around two orthogonal polarization axes,
the principle states of polarization (PSP). When the signal is coupled into one of the PSP, the
SOP is constant along the fiber. The PSP with the lower refractive index is referred to as the fast
axis, because a signal traveling along this axis has a higher group velocity. Following a similar
argument the orthogonal PSP, which is on the opposite side of the Poincaré sphere, is then called
the slow axis. After an optical signal propagated over a distance L, the differential group delay
(DGD) is equal to AT = AP; - L. Figure 2.6 illustrates DGD in an optical transmission link.

& ot

Figure 2.7: Possible causes of random birefringence in non-ideal optical fibers. From left to right, an
oval core shape, outside pressure due to mechanical stress, wind or temperature, fiber bending and fiber
twisting.

In the fibers used for optical transmission links, birefringence is random, and changes both along
the optical fiber and over time. Rashleigh and Ulrich were in 1978 the first to note that this
random coupling between both orthogonal polarizations could result in signal impairments [45].
The random coupling can be the result of both imperfections introduced in the manufacturing
process or external influences as depicted in Figure 2.7. Consequently, the birefringence results
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in a random change of the SOP that is analog to the random walk theorem [46]. The random
birefringence in a fiber also implies that the DGD is a statistic distribution. This is known as
polarization mode dispersion (PMD) in [ps], which is defined as the statistical average of the
DGD.

PMD =< At > (2.14)

where < AT > is the mean DGD and () denotes an ensemble average. The DGD variance var(<
A7t >) can be denoted through a square relation with the average DGD [47].

var(< At >) = ﬂi/g < At >? (2.15)

We assume now that the fiber consists of an infinitely large number of infinitely small fiber sec-
tion, which all rotate the SOP according to the random walk theorem. Then the central limit
theorem states that the distribution of the sum of a large number of independent but identically
distributed variables is approximately Gaussian distributed, independent of the specific distri-
bution of the variables [48]. For optical fiber with random birefringence this implies that the
normalized stokes parameters S 3 are Gaussian distributed. The PMD properties of an optical
fiber can be characterized through the PMD vector 7 [49]. T is a vector in normalized Stokes
space, pointing in the direction of the slow PSP, and with a magnitude equal to the DGD. When
the normalized stokes parameters S 3 are Gaussian distributed, the probability density function
of the magnitude of the PMD vector is Maxwellian distributed [50].

32AT2 4AT?
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Priath = A

) (2.16)
The Maxwellian distribution of Pr{At} is only correct when the differential group delay is
equally distributed over all (infinitely small) fiber sections. When there are points along the
fiber with a high local birefringence, the distribution will begin to resemble the square root of
a non-central Chi-square distribution with three degrees of freedom [51]. This is also known as
the Hinge model [52, 53]. A high local birefringence can result from tight bends in the fiber or
points of alleviated mechanical vibrations such a roads or railroad tracks.

For random coupling, the mean DGD (< At >) does not increase linearly with propagation
distance, but with its root-mean-square [29]. The PMD coefficient is the PMD (mean DGD)
divided by the square root of the propagation length (v/L) in [ps/v/km]. The unit [ps//km]
shows that the maximum allowable PMD decreases with approximately a factor of two when
the symbol rate is doubled. Note, however, that the PMD limited transmission distance scales
quadratically with the symbol rate.

Due to the statistical nature of PMD there is a finite probability that an arbitrarily high DGD will
occur. Usually, one therefore defines a system outage probability, which implies that the DGD
can not exceed a certain value during more than a specific fraction of the time. A widely accepted
value for the system outage probability is 30 minutes per year or a probability of 5.7-107>. This
is equal to an average PMD of between 10% and 15% percent of the symbol rate. For older
installed optical fibers the typical PMD coefficient can be as high as 1 ps/ vkm. But modern
optical fibers can have a much lower PMD value, in the order of 0.05 ps/ \/l% [54]. The lower
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2.3. Polarization of light

PMD results mainly from improvements in the manufacturing process, such as fiber spinning
during the drawing stage of fiber manufacturing [55]. Due to the improvements in fiber PMD,
the PMD-related penalties in state-of-the-art transmission systems are often dominated by PMD
in the dispersion compensation and fiber amplifiers. The probability distribution of PMD can,
for example, be determined by measuring the change in DGD over either time or frequency and
an overview of PMD measurement techniques can be found in [56].

2.3.2 Second-order polarization mode dispersion

The change in SOP under the influence of fiber birefringence is wavelength dependent. Using
the PMD vector the frequency derivative of the Stokes vector S is defined as,

i
This describes how § rotates over the Poincaré sphere when the frequency is changed. Using
Sw 1t can be shown that with a change in frequency the output PMD vector rotates around the
PSP’s, where the magnitude of the DGD determines the rate of rotation. When the PMD vector
is aligned with the PSP’s there is no rotation on the Poincaré sphere, and the PMD consists only
of the DGD. On the other hand, when § is launched in between the PSP’s the rotation angle is
maximized because T x S has its largest value.

So TxS. (2.17)

The magnitude and the orientation of the PMD vector change with wavelength and Equation 2.17
applies only for a narrow wavelength range. The change in the PMD vector with wavelength re-
sults in higher-order PMD, which refers to all orders of PMD excluding first-order PMD (DGD).
We limit here the description of higher-order PMD to second-order PMD (SOPMD), which is the
most important contribution to higher-order PMD for WDM transmission systems. The change
of the PMD vector with wavelength can be described by a Taylor expansion of the PMD vector
around a carrier frequency @y [49]. The first frequency derivative describes SOPMD, which is
then denoted by,

. adt

T = %
where the subscript @ denotes differentiation with respect to frequency. The first term of the
SOPMD expression denotes the change of the DGD with wavelength (A7), which is known as
polarization chromatic dispersion (PCD). The second term denotes the change of the PSP with
frequency (py) and describes the depolarization of the signal. When visualized on the Poincaré
sphere the PSP’s would trace out a random path with frequency, due to depolarization. Similar
to the DGD variance, the average PCD in [ps?] is related to the square of the average PMD,

< ATy >~ 0.5831- < AT >2 . (2.19)

= ATp +ATP, (2.18)

The average SOPMD depolarization component is equal to zero which follows directly from the
definition of a vector in normalized stokes space. The variance of the statistical distribution of
both PCD and the depolarization component of the SOPMD in [ps4] can be described by [47],
2 2
T

3
var(< Aty >) = &. < At >4, var(< po >) = 1oz <AT>.(220)
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This shows that the SOPMD variance is related to the fourth power of the average DGD. SOPMD
can be particulary important for higher symbol rates (e.g. 40 Gbaud), because of the broader
spectral width of the signal. Compared with the impact of DGD, the influence of SOPMD is
normally small for lower symbol rates (e.g. 10 Gbaud). However, the influence of SOPMD
can increase considerably for high average PMD, due to the fourth power dependence between
SOPMD variance and average DGD. This can be of particular importance for optical transmis-
sion systems that use PMD compensation.

2.3.3 Polarization dependent loss

Polarization dependent loss (PDL) refers to the polarization dependence of the insertion loss. It
mainly occurs in in-line optical components, such as isolators and couplers. It results in a change
of the optical power in the transmission link, which depends on the random evolution of the SOP
over time, frequency and along the fiber. The PDL at the end of the transmission link is therefore
statistically distritbuted, and the worst-case cumulative PDL is normally much lower than the
added PDL of all components in the link. In the remainder of the thesis we assume 3-dB of PDL
as a realistic figure for a long-haul transmission link.

The polarization dependent change in optical power causes depolarization, as both PSP’s are no
longer orthogonal to each other, and can result in fluctuations in the OSNR. The OSNR consists
of both ASE polarized parallel to the signal and ASE polarized orthogonally to the signal. The
influence of ASE orthogonal to the signal is minimal as it does not coherently interfere with
the optical signal. However, in the presence of severe PDL, the noise emitted in the orthogonal
polarization can become polarized parallel to the signal, which causes an OSNR penalty [57].
The amount of average PDL that results in a penalty of 1 dB (with probability of 99.9%) due
to PDL-induced OSNR fluctuations is approximately 3 dB [58, 59]. PDL further impacts the
probability distribution of DGD and SOPMD, which can cause an increase in DGD and SOPMD
related impairments. But as reported by Shtaif and Rosenberg in [59], it requires unrealistically
high values of PDL before a noticeable penalty occurs.

The impact of PDL is more significant for modulation formats which use the SOP to transmit
information, or which periodically change the SOP to enhance the nonlinear tolerance. This is
discussed in more detail in Section 7.3.4.

2.4 Nonlinear transmission impairments

Optical fibers are essentially a nonlinear guiding medium for electromagnetic waves at deep in-
frared wavelengths. Although silica is only a weakly nonlinear medium, the nonlinear properties
of optical fiber are important to consider. This results from the high confinement of the propagat-
ing electromagnetic waves to the core of a single-mode optical fiber. For SSMEF, the effective area
of the fiber core is typical 85 um? and it is even smaller for fiber types such as DCF or NZDSF.
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2.4. Nonlinear transmission impairments

For optical powers in the mW range, the light intensities within the fiber’s core are then in the
MW /m? range. For such intensities, the nonlinear properties of optical fiber become important.
This is especially the case for long-haul optical transmission links, where nonlinear impairments
add up over long propagation distances.

There are three types of nonlinear processes that are important for optical transmission systems.
The first type are the nonlinear processes where there is no energy transfer between the optical
field and the dielectric medium. Such nonlinear processes are called non-resonant and can be
described as an intensity dependent variation in the refractive index of the silica fiber. This
change in the refractive index of a fiber is known as the Kerr effect, discovered in 1875 by John
Kerr. The most important Kerr nonlinear processes are self-phase modulation (SPM) which
is discussed in Section 2.4.2, cross phase modulation (XPM, Section 2.4.3), cross-polarization
modulation (XPolM, Section 2.4.4), four-wave mixing (FWM, Section 2.4.5) and intra-channel
XPM and FWM (Section 2.4.6).

The second type of nonlinear processes describes the nonlinear interaction between signal and
noise, also known as nonlinear phase noise. The impact of nonlinear phase noise on optical
transmission systems is discussed in Section 2.4.7. The third type of nonlinear processes are
known as the resonant processes or non-elastic scattering processes. In non-elastic processes the
optical field transfers a part of its energy to the dielectric medium. The most important non-
elastic scatting processes, stimulated raman scattering (SRS) and stimulated Brillouin scattering
(SBS) are discussed in Section 2.4.8.

2.4.1 Pulse propagation

The Schrodinger equation, proposed by Erwin Schrodinger in 1926 describes the space- and
time-dependence of a quantum mechanical system and plays therefore a central role in quantum
mechanics. The nonlinear Schrodinger equation (NLSE) is related to the Schrodinger equation
used in quantum mechanics and models the evolution of a (single polarization) optical field
E(z,t) in an optical fiber [42]. It can be written as:

JE o B2 0°E J°E _
- - Zg — ]&—2 n @—3 +  JYEPE 2.21)
dz 2 2 T 6 dT ——
v . . . Y Kerr nonlinearities
attenuation dispersion dispersion slope

Where E is the complex envelope of the optical field, z the propagation distance in [km|, T =
t — Piz is the time measured in a retarded frame and ¢ is denoted in [Np/km)].

The term jy|E|>E represents the nonlinear contribution to the NLSE, which is proportional to
the power of the optical field times the nonlinear coefficient y. The nonlinear coefficient can be
derived from the wave equation, which describes the propagation of light through an optical fiber
and is denoted by,

1 9%E(z,1) 9°P(z,1)

VXV XE(zt)= —C—zT—MOT,

(2.22)
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where V is the vector differential operator, E(z,t) the electrical field vector and P(z,¢) the dielec-
tric polarization vector. When the optical frequency of the signal is far away from the resonance
frequency of the medium (in this case silica) the dielectric polarization vector P(z,z) can be
described as a power series of the electrical field vector E(z,t).

P(z,0) = eo(xV E(z0) + 1P : E*(z,0) + P E3 (z,0) + ...), (2.23)

where & is the vacuum permittivity and %™ is the n'" order susceptibility, a tensor of order n+ 1.
The first order susceptibility xV determines the linear behavior of an optical fiber. The second
order susceptibility %@ vanishes for optical fibers because SiO; is a symmetric medium. How-
ever other materials can have a strong second order susceptibility. For example, the nonlinear
processes that enables optical phase conjugation as discussed in Section 3.6, are related to x(z).
The nonlinear effects that play a role in optical transmission links are included through the third
order susceptibility pasl Higher order susceptibility are small and can be neglected.

When an intense pulse travels through an optical fiber, it changes the refractive index of the fiber.
The dependence of the refractive index on the power of the optical field is denoted by,

(@, |E|?) = no(®) +no|E[*/Acyy, (2.24)

where |E|? in [W] is the power of the optical field in the fiber, A, s in [m?] the effective mode
area, ng the linear refractive index and n; in [m? /W] the nonlinear contribution to the refractive
index. The linear refractive index is related to the first order susceptibility )((1) by:

ng=1/1+Re{xyM}. (2.25)

The nonlinear contribution to the refractive index depends on the third order susceptibility y(3)
and the linear refractive index,
3

(3)
= 8ng Re{ Yxvrx - (2.26)

nz

The nonlinear refractive index is a material parameter which is related to the chemical composi-
tion of the optical fiber. For silica fiber it is approximately no = 2.3 - 10729 m?/W, but this value
1s slightly higher for fiber doped with GeO, [42]. As a smaller core area results in stronger con-
finement of the light, the nonlinear interaction in an optical fiber depends also on the effective
core area A, s in [m?]. The nonlinearity coefficient ¥ in [km~!W~!] combines the nonlinear
refractive index and the effective core area of the fiber in a single coefficient.

o 21 %)

V= A (2.27)

The nonlinearity coefficient for SSMF and a wavelength around 1.5 um is y = 1.3 km~!W~1,
In highly nonlinear fibers for nonlinear signal processing the nonlinearity can be as high as y =
21 km~'W~! [60] while for a photonic crystal fibers this value can reach y = 640 km~'W~!
[61].

Due to fiber attenuation, the influence of fiber nonlinearities is not evenly divided over the fiber
length but the majority of the nonlinear interaction takes place in first part of the fiber. This can
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be denoted by the effective length of the fiber, which has an asymptotic behavior for increasing
fiber length.
1 —exp(—al)

Lerr= — Y (2.28)

where « is defined in [Np/km). For long fibers this van be approximated with L,ss ~ 1/c. For
example, for a fiber attenuation of 0.2 dB/km and a fiber span of 100 km the effective length is
equal to 21.5 km. The signal power as a function of the transmission distance is also referred
to as the power map. Because nonlinear impairments results from the combined impact of fiber
nonlinearities and chromatic dispersion, the asymmetric power map in a fiber has a strong impact
on the dispersion map, i.e. where along the fiber the chromatic dispersion is compensated. This
is discussed in more detail in Section 3.3.1.

2.4.2 Self-phase modulation

The nonlinear change in the refractive index causes an intensity dependent nonlinear phase shift,
which is referred to as self-phase modulation (SPM). The impact of SPM can be analytically
studied using the NLSE in the absence of chromatic dispersion. In this case Equation 2.21
reduces to

JoE o
< < N——

. Kerr nonlinearities
attenuation

This equation can be solved analytically, which results in,

oz .
E(z,T)=E(0,T) exp(——) exp(jospm(z.T)) (2.30)
where E(0,T) is the complex field amplitude at z = 0 and the SPM induced nonlinear phase shift

is defined as

21 exp(-a)

ospm (2, T) = Y|E(0,T) (2.31)

The maximum nonlinear phase shift is obtained after propagation over length L and for a peak
power P, at the center of the pulse (7' = 0), Equation 2.31 then reduces to,

Ospm max = YPoLeff- (2.32)

Equation 2.31 shows that the nonlinear phase shift changes across the pulse because different
parts of the pulse have a different intensity, this results in a SPM-induced chirp, which causes
pulse broadening.

The combined effect of SPM-induced nonlinear chirp and chromatic dispersion results in am-
plitude distortions. The SPM-induced nonlinear chirp shift the leading edge of a pulse to lower
frequencies (red-shift) and the trailing edge of pulse to higher frequencies (blue-shift). In the
presence of chromatic dispersion, the red-shifted and blue-shifted parts of the pulse travel at
a different speed. When two pulse components with different frequency are overlapping they
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interfere, which causes amplitude distortions. Unlike chromatic dispersion, the nonlinear SPM-
induced chirp cannot be compensated as this would require a material with a negative Kerr effect.
As these amplitude distortions are dependent on the signal power, they are commonly referred to
as nonlinear impairments.

The combined effect SPM-induced nonlinear chirp and chromatic dispersion can be used to re-
duce the impact of nonlinear impairments. For a positive chromatic dispersion coefficient (D > 0)
the nonlinear and dispersion-induced chirp have opposite signs, and therefore (partially) cancel
each other out. This can be used to reduce the impact of SPM by appropriately choosing the
residual chromatic dispersion at the receiver, which is known as post-compensation [62].
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Figure 2.8: Eye diagrams showing the impact of SPM after 100-km SSMF with 15-dBm input power;
(a) linear transmission (b) nonlinear transmission, no residual dispersion and (c) nonlinear transmission,
600-ps/nm residual dispersion.

Figure 2.8 depicts an example of SPM-induced signal distortions. The eye diagrams show trans-
mission over a 100-km SSMF span (y = 1.3 km~'W~!, D = 17 ps/nm/km) with a 15-dBm input
power. Figure 2.8b shows the impact of SPM through overshoots near the edge of the pulse.
When the SPM induced phase shift is partially compensated with 600-ps/nm of chromatic dis-
persion (Figure 2.8c) nearly the same eye opening is obtained as in the absence of nonlinear
impairments.

The balance between chromatic dispersion and SPM induced chirp can also be used to construct
transmission links where the signal propagates undistorted by chromatic dispersion or fiber non-
linearity [42]. This is know as soliton propagation and was first demonstrated by Mollenauer et.
al. in 1980 [63]. Ideally, this would require a loss-less fiber as the fiber attenuation destroys the
balance between chromatic dispersion and SPM. However, soliton propagation is also possible
for lossy fiber, although it requires small amplifier spacings. Soliton propagation has been an
extensive field of research throughout the 1990’s [64, 65] as it allows for error-free transmission
over Trans-oceanic distances. But a drawback of transmission systems using soliton propagation
is that they require a low chromatic dispersion coefficient for high bit rates, which increased
inter-channel impairments in WDM transmission system [66]. In WDM transmission systems it
is therefore preferable to use in-line dispersion management, which is also known as dispersion-
managed soliton transmission [67].
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2.4.3 Cross-phase modulation

Cross phase modulation (XPM) describes the nonlinear phase change through the Kerr effect that
results from the interaction with another optical pulse at a different wavelength. There is only a
distinction between SPM and XPM in the case both pulses have a clearly separated spectrum, as
is the case in WDM transmission systems.

In Equation 2.33 the refractive index is denoted a function of two co-propagating wavelength
channels [42].

(0, Ex_1 ) = no(@) + na(|Ex >+ BIEs ) /Ay (2.33)

where B is a measure for the difference in polarization between the two channels. When both
channels have the same polarization B is equal to 2 and when they are orthogonally polarized B
is equal to 2/3. The factor two stems from the number of terms of the ¥(3) susceptibility that
contribute to the nonlinear polarization rotation (Equation 2.23), which double for two distinct
optical frequencies compared to the single (degenerate) case [42]. The factor 1/3 results from
the weaker interaction between two orthogonal polarizations. Neglecting chromatic dispersion
results in expression 2.34 for the total nonlinear phase shift induced through SPM and XPM
when two channels are co-propagating,

1 —exp(—az)

0k (2) = Y(|Ex(0)]* + c|E3_£(0)[?) ”

(2.34)
When two pulses at different wavelengths propagate along the fiber perfectly overlapping each
other (in the absence of chromatic dispersion) the impact of XPM is similar to SPM. The XPM
induced nonlinear phase shift is however more detrimental when the two pulses at different wave-
lengths are partially overlapping in time. One part of the pulse will experience a nonlinear phase
shift whereas the other part of the pulse will be unaffected. The nonlinear phase shift interacts
with chromatic dispersion along the link, which converts the phase shifts into amplitude distor-
tions.

Chromatic dispersion decreases the XPM induced nonlinear phase shift as both channels have a
different group velocity and therefore walk-off from each other. Consider the nonlinear phase
shift that a pulse at @; imposes on a pulse at a». The faster the two pulses walk-off, the smaller
the difference in nonlinear phase shift will be across the pulse at ;. In the extreme case, both
pulses walk-off fast enough that the nonlinear phase shift is nearly constant across the pulse and
the impact of XPM diminishes. The XPM efficiency is therefore related to the walk-off length
LW in [m]
_ Ty . Iy
Biz—Bul ~ |BlAw’

where By is the group velocity for the k" co-propagating pulse with k = 1,2, A is equal to |@; —
| and proportional to the difference in wavelength. The walk-off length is further dependent
on the symbol period Ty. This implies that impact of XPM decreases both for higher chromatic
dispersion and a higher symbol rate. XPM is therefore most detrimental for narrow channels
spacing or low dispersion fiber [68, 69]. For example, in an optical transmission system with

Ly (2.35)
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SSMF and a 10-Gb/s symbol rate, the nonlinear impairment is XPM dominated for a 25-GHz
WDM channel spacing [70] and SPM dominated for a 100-GHz WDM channel spacing.

The reduced XPM efficiency between neighboring WDM channels with an orthogonal SOP is ex-
ploited in polarization interleaved transmission systems [71, 72], which reduces the XPM caused
by the nearest neighbor channels. However, polarization interleaving complicates system design
as it requires the transmitter to use polarization maintaining components up to the point where
the orthogonally polarized WDM channels are multiplexed. Further techniques to reduce the
impact of XPM-induced nonlinear impairments are optimization of the dispersion map (see Sec-
tion 3.3.1) and shifting or scrambling the relative timing between adjacent WDM channels with
optical delay lines [73].

In the context of optical or electrical equalization of nonlinear impairments there is a further
significant difference between SPM and XPM. In the case of SPM, the source of the impairment
are trailing or leading pulses at the same wavelength. The source of the impairment is thus
known to an equalizer with memory, which can therefore (partially) compensate for it [74, 75].
For XPM, the source of the impairment are neighboring WDM channels that are unknown to any
(practical) equalizer. In the context of equalization, XPM induced impairments therefore appear
as noise.

2.4.4 Cross-polarization modulation

Cross-polarization modulation (XPolM) is an extension of SPM when the two orthogonal polar-
izations in the fiber are considered. Nonlinear interaction between both polarization components
at the same wavelength results in coherent coupling, which can be considered as a XPM-like ef-
fect. However, both polarization components carry a portion of the same signal and XPolM has
therefore a similar impact as SPM [42]. This is evident by considering the nonlinear contribution
to the refractive index An, and An, for a two-polarization model,

(@, |E*) = no(@) +m(|Eof* + 5 |Ey )
(2.36)
(@, |Ey*) = no(@) +m(|Ey|* + 5| Ex])-
) 3 15x

Equation 2.36 shows that the strength of XPoIM between orthogonal polarization components is
a factor % of the SPM strength when only a the single polarization is considered. However, we
can also observe from Equation 2.36 that the refractive index of both polarizations components
combined (i.e. 71(®, |Ex|?) +7i(®, |Ey|?)) is independent of the SOP. This is evident by computing
the magnitude of the nonlinear refractive index for, respectively, Ex = 1,E, =0 and E, = E, =
1/2-+/2. The total nonlinear phase shift in a single WDM channel is therefore independent of
the SOP.

The impact of XPolM becomes more detrimental for multiple co-propagating WDM channels.
As an example we assume that a pulse train propagates at a frequency @; with its power equally
divided over the two orthogonal polarizations E, = E, = 1/2- V2. The SOP of a second co-
propagating pulse train at a frequency @, is such that all power propagates in one of the polari-
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zation components Ey = 1,E, = 0. The nonlinear phase shift induced on the E\, component of
a pulse at @; is then smaller by a factor 3 compared to the E, component, which follows from
Equation 2.33. This results in a change of the relative phase difference between both polariza-
tion components E, and E|, of the pulse, which in turn changes the SOP. Because the SOP change
depends on the pulse train at a»,, it results in a noise-like change of the SOP and, hence, depolar-
ization. This depolarization can severely degrade the efficiency of PMD compensation [76]. In
the presence of PDL, the depolarization is converted into amplitude fluctuations.

XPolM is particulary detrimental when a polarization sensitive receiver is used, as the depolar-
ization translates into amplitude distortions when a single polarization is filtered out [77, 78]. In
particular for polarization-multiplexed transmission (Chapter 7) this results in crosstalk between
the two polarization tributaries.

2.4.5 Four-wave mixing

Four-wave mixing (FWM) is a parametric nonlinear process which involves interaction between
four optical waves, in this case different WDM channels, hence the name four-wave mixing. Two
or three photons are annihilated and new photons are created at difference frequencies such that
the net energy and momentum are conserved.

The FWM efficiency depends on the frequency and phase matching among the four optical
waves. There are two distinct four wave mixing processes. In the first process three photons
are annihilated and a new photon is created at the sum frequency of the three photons (for exam-
ple third-harmonic generation). The phase matching condition for this process is hard to satisfy
in an optical fiber and is therefore not of significance to optical transmission systems. The second
mixing process annihilates two photons and creates two photons. The frequency (left) and phase
matching (right) conditions are denoted in Equation 2.37 [79].

W) + W = W3 + Wy, N1 +nyp = n303 + 14 0y4. (2.37)

Where w; is the frequency and n; the refractive index of the fiber at this frequency. The phase
condition is most easily satisfied in the case ®; = @,, which is also referred to as degenerate
FWM. In this case, FWM generates two photons at the Stokes and anti-Stokes wavelengths of
a», which are located at frequencies w3 and wy. The Stokes shift w, — w3 = wy — w, depends on
the fiber parameters.

When two WDM channels at @, and w3 are co-propagating this results in FWM products at
W =2m — 3 and @4 = 203 — w,. This is illustrated in Figure 2.9. For equally spaced WDM
channels (e.g. on a 50-GHz wavelength grid) FWM has the worst impact, as the FWM products
result in crosstalk for other co-propagating channels.

Chromatic dispersion decreases the FWM efficiency considerable as the difference in phase ve-
locity causes the phase matching condition to be only satisfied over a short transmission distance.
This decreases FWM efficiency considerable and is therefore only the dominating Kerr nonlinear
impairment for small WDM channel spacings and low dispersion fiber, such as DSF [80, 81]. A
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Figure 2.9: Principle of four-wave mixing.

potential solution to reduce the FWM efficiency is the allocation of unequal channel spacings,
but this significantly reduces the number of allowable WDM channels [82, 83]. The FWM ef-
ficiency is also reduced when the polarization of the neighboring WDM channels is orthogonal,
as is the case for polarization interleaved transmission systems [71, 72] or when using the higher
dispersion coefficient in the L-band [84]. For C-band transmission systems using SSMF, the
impact of FWM can generally be neglected.

2.4.6 Intra-channel XPM and FWM

The nonlinear interaction that occurs between subsequent pulses at the same wavelength is very
similar to XPM and FWM, and is therefore referred to as intra-channel XPM and FWM. Intra-
channel XPM (IXPM) and intra-channel FWM (IFWM) are a subdivision of SPM, with pure
single pulse SPM sometimes referred to as isolated SPM (ISPM). The XPM and FWM processes
explained in the previous section are inter-channel nonlinear effects, which describe the inter-
action between co-propagating WDM channels. Intra-channel XPM and FWM occur mainly in
transmission links with high dispersive fiber, as a single pulse is spread out over multiple time
slots.

IXPM and IFWM are particulary important for transmission at bit rates of 40-Gb/s or above and
high dispersive fiber such as SSMF [85, 86]. For such bit rates, the signal waveforms evolves
very fast when propagating along the fiber, which averages out the nonlinear interaction between
symbols from the same wavelength channel as well as the interaction between co-propagating
WDM channels. This transmission regime is known as pseudo-linear because, similar to a linear
transmission link, the optimum residual dispersion is close to zero. Pseudo-linear transmission
occurs when the normalized nonlinear length (Equation 2.28) is significantly larger than the
normalized dispersion length (Equation 2.8).

IFWM results in energy transfer between subsequent time slots [85, 87]. This effect is the most
evident for amplitude modulated signals, as it creates ghost pulses in the time slots where a ’0’
is transmitted. The IFWM induced energy transfer further results in amplitude jitter in the "1’
symbols. This is illustrated in Figure 2.10 where a ’0” ’1” 1’ 0’ sequence is transmitted over
high dispersive fiber. Along the fiber the signal is dispersed and the pulses are spread out beyond
their respective time slots. At the same time the Kerr effect causes both pulses interact with
each other, which results in two FWM products. When subsequently the accumulated dispersion
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Figure 2.10: Impact of intra-channel FWM (after [85]).

is compensated at the receiver, the two FWM products appear as ghost pulses in the time slots
where a ’0’ is originally transmitted.

IXPM generates a frequency shift due to the intensity change of the overlapping pulses. Through
the interaction with chromatic dispersion this frequency shift is subsequently converted into tim-
ing jitter [86]. The impact of intra-channel XPM and FWM impairments in high-dispersive
transmission links can be reduced through a symmetric transmission link. This is, for exam-
ple, possible by evenly splitting the chromatic dispersion compensation between the transmitter
and receiver [88] In addition, mid-link optical phase conjugation allows for a symmetrical link
design, as discussed in Section 3.6.

2.4.7 Nonlinear phase noise

Nonlinear phase noise results from the interaction between the optical signal and ASE induced
power fluctuations. These power fluctuations are transformed into phase noise through interac-
tion with the Kerr effect. Nonlinear phase noise was first described by Gordon and Mollenauer
in 1990 and is therefore commonly referred to as the Gordon-Mollenauer effect [89]. It is only
of significant importance for modulation formats that encode the information in the phase of the
optical signal.

Ideally, a phase modulated signal has a regular pulse shape and each pulse contains an equal
amount of optical power. The nonlinear phase shift introduced through the Kerr nonlinearity is
then the same for each pulse. When ASE from optical amplifiers is added to the signal along
the transmission link, each pulse interferes constructively or destructively with the ASE. This
results in a different power for each pulse. When the signal propagates further along the link
the pulses then experiences a difference in nonlinear phase shift, which is referred to as SPM
induced nonlinear phase noise [90]. Figure 2.11 illustrates this origin of nonlinear phase noise
through the interaction of ASE with the Kerr effect. Several methods have been demonstrated to
reduce or cancel out the impact of nonlinear phase, including optical phase conjugation [91, 92]
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Figure 2.11: Impact of nonlinear phase noise on optical transmission systems.

and semiconductor optical amplifier based optical regeneration [93]. The constellation diagram
in Figure 2.11 shows the typical nonlinear phase noise induced ying-yang shape. This correlation
between signal power and nonlinear phase shift can be used to reduce the impact of SPM induced
nonlinear phase noise. For example, in the receiver a phase shift can be applied to each symbol
that i1s dependent on the intensity of the symbol. This is possible through either optical [94, 95] or
electronic [96] means. Alternatively, signal processing in the receiver could take the ying-yang
shape into account when making a decision on the data [95].

Nonlinear phase noise can further result from interaction through XPM. In this case the ASE
that is added along the transmission link changes the power level of the co-propagating channels,
which either enhances or reduces the XPM-induced nonlinear phase shift. The difference in
XPM strength in turn translates into nonlinear phase noise. For XPM induced nonlinear phase
noise, there is no correlation between signal power and phase shift in the constellation diagram,
which makes it more difficult to compensate for.

The nonlinear phase noise strength is dependent on both the fiber chromatic dispersion coefficient
as well as the OSNR along the transmission link [95]. For high dispersive fiber, the power in
a symbol period changes rapidly along the fiber which averages out the nonlinear phase shift
contribution. The impact of nonlinear phase noise is also strongly dependent on the OSNR along
the transmission link, i.e. the path-averaged OSNR. As the OSNR requirement increases for
high bit rates, so will the path-averaged OSNR. This reduces the impact of nonlinear phase noise
as the ASE power is not large enough to make a significant contribution to the total nonlinear
phase shift. Nonlinear phase noise is therefore mainly the dominating impairment for D(Q)PSK
modulation at < 20-Gb/s bit rates or transmission over low dispersion fiber, such as DSE.
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2.4. Nonlinear transmission impairments

2.4.8 Non-elastic scattering effects

The second class of nonlinear effects important to optical transmission systems are the non-
elastic scattering effects. Non-elastic scattering effects depend on the interaction between the
optical pulses and the silica molecules of the optical fiber. The optical pulses transfer a part of
the photon energy to the dielectric medium. The most important non-elastic scatting effects in
optical transmission are stimulated raman scattering (SRS) and stimulated Brillouin scattering
(SBYS).

When a photon collides with a silica molecule of the fiber, it normally scatters through elastic
Rayleigh scattering, which does not transfer any energy to the silica molecule. However, for a
small fraction of the photon-molecule collisions (~ 10~®) Raman scattering occurs. The origin
of Raman scattering is related to the imaginary part of the A susceptibility (see Equation 2.23,
whereas the Kerr nonlinearities have their origin in the real part. Raman scattering transfers a
part of the photon energy to the silica molecule which makes a transition to a higher-energy vi-
brational state. In the process a lower frequency photon is generated. The frequency shift of
the generated photon is dependent on the propagating material. For silica, which is not a crys-
talline material, a continuous spectrum is created with a peak value around 13.2 THz ~ 100 nm
downshifted from the original frequency, this is called the Stokes band.

Raman scattering can result in stimulated emission when co-propagating WDM channels are
present within the Raman bandwidth. SRS is the most effective when both channels have the
same polarization and the wavelength difference is close to the 100 nm Raman gain peak. The
SRS efficiency dependent on the fiber type and the intensity of the incident pulse [97]. In par-
ticular when the optical power is above a critical power, the SRS threshold, the Stokes band will
build up nearly exponentially. For long-haul optical transmission systems the input power per
channel is generally lower than the SRS threshold, hence SRS-induced impairments are normally
not significant. However, SRS can be exploited to create Raman amplifiers [98], which use the
fiber as a gain medium by launching a strong pump signal in the fiber. Raman amplifiers are
discussed in more detail in Section 3.2.2.

MM =M

Wy Wy
Figure 2.12: Principle of Stimulated Raman Scattering.

In WDM transmission, SRS can also occur between neighboring channels, which results in un-
wanted crosstalk. This transfers energy from the high frequency channels to lower frequency
channels and can result in bit-dependent [99] and time averaged SRS crosstalk [100]. Bit-
dependent crosstalk behaves similarly as XPM and its impact is therefore relatively small for
fibers with a high dispersion coefficient [99]. Time averaged SRS crosstalk results in a gain tilt
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in the WDM spectrum as depicted in Figure 2.12 [101]. This crosstalk can be reduced in optical
transmission systems using dynamic gain equalizers (DGE) along the transmission link.

Stimulated Brillouin scattering (SBS) results from the interaction between photons and acoustic
waves. An optical signal traveling through the fiber generates an acoustic wave, which in turn
modulates the refractive index of the optical fiber in a periodic manner. This periodic variation
of the refractive index scatters the light of the incident wave through Bragg refraction. This gen-
erates a backwards propagating wave, counter-directional to the optical signal. The virtual Bragg
grating is moving with a certain acoustic velocity, which causes a Doppler shift of ~10 GHz be-
tween the backward reflecting wave and the optical signal [42]. The power reflected through SBS
increases exponentially when the power is above the SBS threshold. SBS therefore limits the op-
tical power that can be launched into the fiber. However, for optical transmission systems SBS
is not of significant importance as it nearly vanishes for pulses shorter than several nanoseconds.
Phase modulation of the optical signal is also an effective method to reduce the SBS efficiency.
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In long-haul WDM transmission systems there are basically five dominant limitations: OSNR,
optical bandwidth, chromatic dispersion, PMD and nonlinear impairments. The tolerance with
respect to these limitations scales linearly, or even quadratically, with the bit rate. Hence, to build
robust long-haul transmission systems at high bit rates these transmission impairments should be
considered and, if possible, compensated.

This chapter deals with the design of long-haul optical transmission systems and the required
technologies to compensate for the dominant transmission impairments. First of all, in Sec-
tion 3.1 the optical transmitter and receiver are discussed. Subsequently, in Section 3.2 the
periodic amplification of optical signals is explained. Section 3.3 then describes the chromatic
dispersion compensation in long-haul optical transmission systems and the design of dispersion
maps. In Section 3.4 the compensation of PMD is briefly treated and Section 3.5 describes the
impact of optical-add-drop multiplexing in transparent optical networks. Finally in Section 3.6,
optical phase conjugation is discussed as a potential technology to compensate for nonlinear
impairments.

3.1 Transmitter & receiver structure

An optical transmission link can be defined as the physical medium over which an information
carrying optical signal propagates between a transmitter and a receiver. In the transmitter an
optical carrier, generally the output of a laser, is modulated with a bit sequence. At the receiver,
the optical signal is again converted into an electrical signal using one or more photodiodes.
After a binary decision, ideally, the transmitted bit sequence is again obtained. This section
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discusses the most common optical modulation principles (Section 3.1.1) and receiver structure
(Section 3.1.2). Section 3.1.3 explains the use of forward error correction in optical communica-
tion systems.

3.1.1 Optical modulation

Optical modulation is the conversion of a signal from the electrical into the optical domain. This
can be achieved by a variety of modulation technologies, which include directly modulated lasers
(DML), electro-absorption modulators (EAM) and Mach-Zehnder modulators (MZM). In order
to realize high-speed modulation an optical modulator should have (1) a high electro-optical
bandwidth, (2) low optical insertion loss, (3) not induce undesired frequency chirp in the signal
and (4) have a high enough extinction ratio. The extinction ratio is defined as the ratio of the
energy in the 0’ compared to the energy in the ’1’s.

Optical modulation can be most easily realized by direct modulation of the laser drive current.
A DML is a very cost-efficient modulation technique as it is compact and does not require any
further optical components apart from the transmitter laser. Although DMLs have been shown to
operate at bit rates up to 40 Gb/s [102, 103] their modulation bandwidth is limited. High-speed
modulation of a DML introduces frequency chirp, a residual phase modulation, alongside the
desired intensity modulation and reduces the extinction ratio. The frequency chirp broadens the
modulated spectrum, which makes it unattractive to use DML in WDM systems. They are today
mainly used in low-bit rate applications, e.g. up to 2.5 Gb/s or short-reach 10-Gb/s transmission.
In addition, frequency chirp reduces the chromatic dispersion tolerance. A special application
of DMLs that is better suited for high-speed modulation is the use of frequency instead of am-
plitude modulation. When subsequently a narrowband optical filter is placed after the DML the
frequency modulation is converted into intensity modulation with a high extinction ratio [104].

For high-speed modulation, external modulators are generally required as they result in a nearly
chirp-free signal. An external modulator switches the incoming continuous-wave laser output
ON or OFF, depending on the electrical drive signal applied to the modulator. An EAM mod-
ulates the optical field by controlling the absorption of the device material using the externally
applied voltage. Modulation with an EAM can result in an optical signal with lower chirp than
a DML and a high electro-optical bandwidth can be realized [105]. However, EAMs have a
wavelength dependent performance, low extinction ratio (<10 dB typical), high insertion loss
(10 dB typical) and a limited optical input power. EAMs mainly find applications in low-cost
10-Gb/s transmitters but have also been used extensively in (single-channel) OTDM transmission
experiments.

The most widely used device for optical modulation is the MZM, first proposed by Ernst Mach
[106] and Ludwig Zehnder [107]. A MZM consists of two 3-dB couplers with two intercon-
necting waveguides of equal length to create an interferometer, as show in Figure 3.1. The MZM
waveguides are normally made from a Lithium-Niobate (LiNbO3) electro-optic crystal [108], but
sometimes other materials are used such as Gallium Arsenide (GaAs) [109], and Indium Phos-
phide (InP) [110]. In such an electro-optic crystal the refractive index depends on the applied
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3.1. Transmitter & receiver structure

electric field. An electrical drive signal can therefore modulate the refractive index of the crystal,
which in turn changes the velocity of the light propagating through the waveguide. By choosing
the electrical drive voltage level appropriately, the interference in the second 3-dB coupler can be
either constructive or destructive. The difference in drive voltage which changes the interference
from constructive to destructive is known as the V of the modulator. The two waveguides of a
MZM can be modulated separately, which is known as dual-drive operation and which is used
in Z-cut modulators. Alternatively, both waveguides can be coupled together, which is known as
single-drive operation and which is used in X-cut modulators.

A typical V; for a single-drive LINbO3 MZM modulator is ~4 V. In order to amplify the elec-
trical drive signal to the required peak-to-peak voltage (V),), high power and broadband driver
amplifiers are therefore required. In a dual-drive modulator the peak-to-peak voltage swing of
the electrical drive signal is reduced by a factor of two when a differential drive signal is applied
to both waveguides. This is attractive for high-bit rates as there is a trade-off between the electro-
optical bandwidth and the V; of the MZM. A dual-drive modulator, on the other hand, has the
drawback that it requires two broadband driver amplifiers to amplify the electrical drive signal to
a sufficiently high peak-to-peak voltage.
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Figure 3.1: (a) Structure of a X-cut MZM, (b) Operation of a MZM for pulse carving, (c-e) RZ eye
diagrams for (c) 33%, (d) 50% and (e) 66% pulse carving.

A MZM is particulary suitable for long-haul transmission as it has a high extinction ratio (>20 dB
typical), low insertion loss (4 dB typical) and is (nearly) wavelength-independent. The MZM
can be used to generate several different optical modulation formats, which is described in more
detail in Chapter 4. Another application of a MZM is pulse carving, i.e. the conversion of a
non-return-to-zero (NRZ) signal into a return-to-zero (RZ) pulsed signal. RZ pulse carving is
widely used for different optical modulation formats as it is less sensitive to imperfections in
the transmitter. In high bit rate optical transmitters this can help to reduce the often stringent
requirement on, for example, the electro-optical bandwidth of the modulator and driver amplifier
voltage swing.
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Table 3.1: DRIVE SIGNAL PROPERTIES FOR RZ PULSE CARVING WITH A MZM.

RZ pulse carving Modulator  Drive signal Drive
duty cycle bias voltage voltage swing frequency
33% crest 2-Vg 0.5 - symbol rate
50% quadrature Vi symbol rate
66% trough 2-Vy 0.5 - symbol rate

The impact of transmission impairments changes significantly when comparing NRZ and RZ
modulation. Because of its more regular pulse shape, RZ modulation improves the tolerance
against nonlinear signal impairments. Especially for a 40-Gb/s symbol rate, i.e. transmission
limited by intra-channel nonlinear impairments, there is a clear improvement in nonlinear toler-
ance [111]. The main drawback of RZ modulation is the more complex transmitter structure as
well as broadening of the optical spectrum. This reduces the tolerance against narrowband fil-
tering, which is a significant disadvantage for spectrally efficient optical transmission or optical
transmission systems with cascaded optical add-drop filtering. In addition, the broadened optical
spectrum reduces the chromatic dispersion tolerance somewhat [112]. RZ pulse carving, on the
other hand, improves the PMD tolerance as the ISI between adjacent bits is reduced [112, 113].

Using a MZM, three different RZ pulse shapes can be generated, as depicted in Figure 3.1. RZ
pulse carving with a 50% duty-cycle is generated by driving a MZM with a sinusoidal drive
signal at a frequency equal to the symbol rate. Both 33% or 66% duty-cycle are realized by
driving a MZM with a sinusoidal drive signal at half the symbol rate. The drive frequency, bias
voltage and drive signal voltage swing are summarized in Table 3.1. Note that RZ modulation
with a 66% duty-cycle, in addition to the amplitude modulation, also encodes a 180 phase shift
between consecutive symbols. It is therefore often referred to a carrier-suppressed return-to-zero
(CSRZ). RZ modulation with a duty-cycle below 33% is possible by cascading two pulse carvers
with a time offset between the two drive signals. This has been used in high-bite rate OTDM
transmission experiments [114]. The narrower the duty-cycle of the RZ pulse, the broader the
optical spectrum and the higher the peak-to-average power. The change in pulse shape is evident
from Figure 3.1c-e. Because of the more narrow optical spectrum, RZ modulation with a high
duty-cycle is often preferred in WDM transmission.

3.1.2 Optical receivers

The most common configuration of an optical receiver is depicted in Figure 3.2. It can be sub-
divided in the lower speed optical receivers (up to ~10-Gb/s) and high bit-rate receivers for
40-Gb/s transmission systems. Both types of optical receiver use a high-speed photodiode to
convert the optical signal to the electrical domain. As a photodiode only detects the power enve-
lope of the optical, any phase information is discarded from the signal. There are several types
of high-speed photodiodes, but the most common one found in optical receivers is a p-i-n pho-
todiode. A p-i-n photodiode is a semiconductor device that contains a p — n junction with an
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undoped (intrinsic) layer between the n (negative) and p (positive) layers. When incident light is
absorbed in the depletion region of the intrinsic layer, a photocurrent is generated. Photodiodes
for the 1.5um - 1.6um wavelengths range are normally made from indium gallium arsenide (In-
GaAs). The electro-optical conversion in a photodiode cannot detect arbitrary high frequencies,
and a photodiode therefore low-pass filters the signal. The electro-optical 3-dB bandwidth of a
photodiode should be in excess of 70% of the symbol rate. A photodiode is further characterized
by its responsivity in [A /W], which defines the efficiency with which the photodiode converts the
optical signal into a photocurrent. Most p-i-n photodiodes have a responsivity of 50%-70%, but
high-speed photodiodes often have a somewhat reduced responsivity.
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Figure 3.2: Optical receiver configuration.

For lower speed optical receivers, a transimpedance amplifier is typically used for automatic gain
control (AGC). The transimpedance amplifier amplifies the photocurrent, which has typical peak-
to-peak voltage of 10 mV for 50Q termination, and controls the gain such that a constant output
voltage is obtained. For high-speed optical receivers, the bandwidth and gain of a transimpedance
amplifier can be inadequate. In this case, an optical pre-amplifier is used in the receiver to amplify
the signal. In addition, 40-Gb/s receivers require tunable dispersion compensation (TDC) to
optimize the accumulated dispersion, this is discussed in more detail in Section 3.3.

In the clock and data-recovery (CDR), the receiver is synchronized with the signal in order to
sample at the correct time instant within the symbol period. The data recovery then takes a dig-
ital decision on the signal. A variable sampling threshold is normally used for data recovery, as
the optimum threshold changes under the impact of transmission impairments such as chromatic
dispersion and PMD. This threshold can be optimized using a feedback signal from the forward
error correction (FEC) that minimizes the BER. Afterwards, FEC decoding is applied to recover
errors that occurred in the received sequence and the transmitted data is extracted from the trans-
port frame (e.g OTN [optical transport network] framing). The signal is then time de-multiplexed
for further processing.
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3.1.3 Forward-error correction

For long-haul transmission systems, the signal quality at the receiver is normally too low to
ensure error-free transmission (BER < 10~ !3). For such systems, FEC enables the correction of
bit-errors after transmission by encoding the data appropriately at the transmitter. FEC coding
also increases the system robustness against signal impairments such as chromatic dispersion and
PMD.

FEC coding requires that some redundant information is added to the transmitted data, which is
referred to as the FEC overhead. In optical communication systems the typical FEC overhead
i1s 7%, although in submarine ultra long-haul transmission a FEC overhead of 25% is normally
used. This increases the bit rate, for example, from 10 Gb/s to 10.709 Gb/s. The use of FEC
results in a coding gain, which defines the difference in required OSNR for a BER of 10713
with and without FEC coding. The highest BER before FEC that can be corrected to a BER
below 10~!3 after FEC is typically referred to as the FEC limit. When the bit-errors are not
Gaussian distributed but come in error-bursts (e.g. PMD-induced) the FEC code might not be
able to correct all bit-errors at the FEC limit. FEC coding therefore interleaves the data before
transmission in order to obtain Gaussian-like error statistics after transmission [115]. In optical
transmission experiments, the use of FEC is normally assumed by taking into account the 7%
required overhead and measuring the transmission performance at the FEC limit.

FEC has been used since the 1960s in radio communication, but the first application to fiber-optic
transmission systems was reported by Grover in 1988 [116]. The first commercial applications
of FEC were submarine optical transmission systems in the early 1990’s [117]. In particular,
the Reed-Solomon(RS) code RS(255,239) has been adopted for submarine-transmission systems
and has been specified in ITU-T G.975 [118]. This code is known as the first-generation FEC
and provides a coding gain of up to 5.8 dB. Nowadays, the most common error correcting codes
used in optical transmission are known as second-generation FEC codes. These codes consist of
two interleaved codes, where the individual codes can be, for example, RS or Boss-Chaudhuri-
Hocquenghem (BCH) codes or a combination of both. Such codes have a code gain of ~ 8.5 dB
and have been standardized in ITU-T G.975.1 [119]. An overview of FEC in optical transmission
systems is given in [120], where also more advanced codes using turbo codes and soft-decision
decoding are discussed.

For the transmission experiments described in this thesis we assume the use of a concatenated
RS(1023,1007)/BCH(2047,1952) code with 7% overhead as defined in ITU-T G.975.1 subclause
4. This code corrects a 2.23 - 10~3 BER before FEC to a 1-10~!3 BER after FEC, a coding
gain of 8.3 dB. This code is widely used in transmission experiments and deployed long-haul
transmission systems [121]. In some long-haul transmission experiments in the literature a more
advanced code is used that achieves a coding gain of 8.8 dB with a 6.69% overhead [122, 123].
This code is defined in ITU-T G.975.1 subclause 1.9 and consists of interleaved BCH(1020,988)
with 10-fold iterative decoding. A 4-10~3 BER before FEC is corrected by this code toa 1-10~13
BER after FEC.
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3.2 Fiber loss compensation

As discussed in Section 2.1, optical fiber is a low-loss transmission medium that allows for
considerable transmission distances without re-amplification of the signal. However, in order to
realize long-haul transmission systems (1,000 km - 3,000 km) periodic amplification is required
after each fiber span in order to compensate for fiber loss. The span length varies strongly
in deployed transmission systems, but a typical design value is a span attenuation of 21 dB.
Depending on fiber quality and splicing losses this translates into a span length between 80 km
and 110 km. In between the fiber spans different amplification technologies can be used to
compensate for the fiber loss. In this section we discuss doped fiber amplifiers and Raman
amplification.

3.2.1 Erbium-doped fiber amplifiers

In long-haul optical transmission systems, optical amplification is nearly exclusively used to am-
plify the signal in between fiber spans. On of the main advantages of optical amplification over
optical-electrical-optical conversion is thats it can amplify the optical signal independently of
modulation format and bit rate. In addition, a single amplifier can amplify the full C-band trans-
mission window. The most common type of optical amplifiers are Erbium doped fiber amplifiers
(EDFA). EDFAs are constructed by doping a single mode fiber with Erbium (Er**) ions and
pumping the fiber with one or more pump lasers. Early work on EDFAs was pioneered by Mears
[124] and Desurvire [125] in 1987. A detailed overview of EDFA design and technologies can
be found in [126].

The general structure of an EDFA is shown in Figure 3.3a. The actual optical amplification takes
place in the Erbium-doped fiber with a typical length of ~ 10 meters, which is pumped with light
from one or more laser diodes. In Figure 3.3a the fiber is bidirectionally (forward and backward
direction) pumped by two laser diodes, which is the most common for optical amplifiers that re-
quire a high output power. Either co-directional or counter-directional pumping is also possible
when the required output power is not too high. The input signal and output of the pump lasers
is combined using a pump combiner, which allows for a low insertion loss. Optical isolators are
normally required in optical amplifiers to prevent backreflections. The input isolator prevents
light from the counter-directional pump or amplified spontaneous emission (ASE, defined later)
to propagate backwards out of the amplifier input. The output isolator prevents that that the out-
put light can be reflected back into the amplifier, which could cause lasing. The gain equalizing
filter is necessary to ensure that all WDM channels are amplified uniformly and that a flat output
spectrum is obtained. Gain equalization can be realized using a variety of filter technologies,
such as thin-film filter [127] or long-periodicity fiber Bragg gratings [128].

The wavelength of the pump signal is either around 980 nm or 1480 nm. The energy levels
(vibrational states) in Figure 3.3c are not discrete levels but rather a manifold, which is due to
the non-crystalline nature of silica. Each energy level that appears as a discrete spectral line in an
isolated Erbium ion is split into a manifold when silica glass is doped with the Erbium ions, this
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is known as the Stark effect. The Stark effect explains why amplification occurs in a wavelength
band rather than at a single wavelength. Pumping with a 1480 nm laser excites the Erbium ions
from the ground-state manifold #1;5 /2 into the I3 /2 manifold, from where they can amplify
light in the 1500-nm wavelength region via stimulated emission. In the case of pumping with a
980-nm laser the ions are first exited to the */;, /2 manifold, from where there is a quick (~ 11Ls)
non-radiative transfer (relaxation) to the *I;5 /2 manifold. The 115 /2 manifold is metastable with a
half-time of around 10 ms, which is known as the fluorescence time. This is orders of magnitude
longer than the bit rates that are normally used in optical communication systems (i.e. 2.5-Gb/s
to 40-Gb/s). An exception to this are systems that use burst-mode transmission where the burst-
interval can be longer than the fluorescence time [129].
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Figure 3.3: (a) schematic of an EDFA; (b) gain spectra of a C-band EDFA and (c) energy level diagram
of an erbium-doped silica fiber.

The principle behind optical amplification is stimulated emission. In stimulated emission, as first
described by Einstein in 1917 [130], a photon from the pump signal transfers a part of its energy
to the Erbium ion which makes a transition to a higher-energy vibrational state. When a photon
from the input signal collides with the Erbium ion it falls back to the lower vibrational state
and at the same time releases a duplicate photon with the same properties (frequency, state of
polarization). In optical amplification, this process is repeated numerous times which results in
an exponential increase in signal power. The typical gain of an EDFA can therefore be in excess
of 40 dB. The output power of an EDFA strongly depends on the number of pump lasers and
their respective pump powers. A typical value for the EDFA output power is ~23 dBm, which is
generally sufficient to amplify up to 80 WDM channels in the wavelength band between roughly
1525 nm and 1570 nm. As depicted in Figure 3.3b, the EDFA generally exhibits a gain peak
around 1530 nm. The spectral gain profile can be flattened by doping the Erbium-doped fiber
with co-dopants such as Aluminium Oxide (A, O3) [126], or through the use of gain flattening
filters.
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Besides stimulated emission, also spontaneous emission occurs in an optical fiber amplifier. In
spontaneous emission, an ion in the high energy *I;5 /2 manifold falls back to the ground state,
emitting a photon in the process. In contrast to stimulated emission, the emitted photon has
an arbitrary frequency and state of polarization. As the spontaneous emission is in turn also
amplified along the optical amplifier, this causes amplified spontaneous emission (ASE). ASE is
the most dominant for high gain amplifiers, where a large part of the output signal can consists
of ASE. The ASE generated by an optical amplifier is added to the amplified signal, which
reduces the OSNR. An optical amplifier can therefore be characterized with its noise figure,
which denotes the difference in OSNR between the input and output of the amplifier. A practical
C-band EDFA normally has a noise figure between 4 dB and 6.5 dB.

Pumping the erbium-doped fiber with a 980-nm laser allows the highest gain efficiency and
lowest noise figure. With a 1480-nm pump wavelength a higher power efficiency can be achieved
as no transfer to the Iy /2 manifold occurs. Such a transfer reduces the power efficiency, as part
of the energy is lost through relaxation when the ion falls back to the *I;5 /2 manifold. On the
other hand, stimulated emission of the 1480-nm pump wave occurs along the Erbium-doped
fiber. The fraction of Erbium ions in the exited *I;5 /2 manifold is therefore much smaller, which
reduces the gain efficiency, i.e. the small-signal gain as a function of pump power. As a result,
a longer Erbium doped fiber is required which generally results in a higher noise figure. Optical
amplifiers for the L-band also used Erbium-doped fiber, but this requires a different optimization
of the fiber length (~ 100 m) and Erbium ion concentration. A single erbium-doped fiber can
therefore not amplify both wavelength bands.

The EDFA belongs to a broader family of rare-earth doped fiber amplifiers that also includes
neodymium, ytterbium, praseodymium, or thulium doped fiber amplifiers [131]. Doping with
other rare-earth elements can be used to construct optical amplifiers for wavelengths other than
the C- or L-band. Ytterbium doping can further be used to construct Y tterbium-Erbium co-doped
double-clad optical amplifiers [132, 133]. In such amplifiers the 980-nm pump is absorbed by the
Ytterbium ions, which are excited to a higher vibrational state. The Ytterbium ions subsequently
transfer their energy to the Erbium ions. As the Ytterbium doping density can be much larger
than the Erbium doping density this allows for a higher amplifier gain. The co-doping is often
combined with double-clad amplifiers. A double-clad amplifier pumps the cladding of the fiber
to obtain a more equal distribution of the pump power along the fiber length. Such amplifiers
can have output powers as high as 33 dBm. In Section 6.5 such an amplifier is used as pump
amplifier for phase conjugation.

SSMF

VOA
(‘ /| DCM
Booster

Pre-amp EDFA EDFA

O —>
next span

Figure 3.4: EDFA structure used in the long-haul optical transmission experiments.

Figure 3.4 shows the typical EDFA structure used in the long-haul transmission experiments
discussed in this thesis. The received optical signal is first fed into a pre-amplifier stage. A pre-
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amplifier EDFA is optimized for high gain and a low noise figure. The pre-amplifier stage can
consist of two separate EDFAs with a variable optical attenuator (VOA) in between both ampli-
fiers. The VOA is used to dynamically reduce the tilt in the wavelength spectrum, which can
either result from SRS along the fiber or the preamplifier amplification itself. After the pream-
plifier, generally, a dispersion compensation module (DCM) is used for chromatic dispersion
compensation. The signal is then fed to the booster EDFA, which is optimized for high out-
put power. The combination of pre-amplifier and booster stage allows the realization of both a
low-noise figure and high output power.

3.2.2 Raman amplifiers

A Raman amplifier is an optical amplifier based on Raman gain, which results from the effect of
SRS (see Section 2.4.8). The use of SRS to construct a Raman amplifier was proposed by Stolen
et. al. in 1972 [134] and demonstrated by Hegarty et. al. in 1985 [135]. The most well known
type of Raman amplification is distributed Raman amplification, which uses the transmission
fiber as a gain medium. A Raman amplifier can be forward (co-propagating) pumped, backward
(counter-propagating) pumped or a combination of both (bi-directional). Backwards pumped
Raman amplification is the most common and the power of the pump P,(z) and signal Py(z) can
be expressed as follows,

Pp(z) = Bp(L)exp(—0tp(L—2))
(3.1)

Py(2) = Py (0)exp(—az)exp (8 [exp(—ay, (1.~ 2)) — exp(—a, L))
Where gg is the Raman gain coefficient in [m/W]. P,(L) is the Raman pump power in [W], which
is launched counter-propagating to the optical signal from the back-end of the transmission fiber.
P, in [W] is the signal power launched into the transmission fiber. The attenuation coefficients
o, and oy in [Np/km| denote the fiber attenuation at the pump and signal wavelengths. The
attenuation coefficients are normally different for the pump and signal, as the pump is in the
1445 nm wavelength region where the fiber attenuation is slightly higher. The Raman gain
coefficient of depolarized light is 0.428 - 10~!3 m/W for SSMF [98]. Note that pump depletion
is not included in this equation.

In Figure 3.5a the optical signal power as a function of transmission distance is depicted for
backwards pumped Raman amplification with A.ry = 72.8 um?, og = 0.2 dB/km, P, = 0 dBm,
op = 0.25 dB/km and P, = 24.5 dBm. This results in Raman ON/OFF gain G,,,, ¢ of 12.4 dB.
The Raman ON/OFF gain can also be denoted through

8r (L)

FW— [1—exp(o,L)] ). (3.2)

8R
Gonfoff = €xXp (@PP(L)Leff> = exp(

Raman amplification does not necessarily compensate the full span loss, and the remaining part
can be compensated using an EDFA. This is known as hybrid EDFA/Raman amplification. This
improves the OSNR compared to EDFA-only amplification as the lowest power that occurs along
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Figure 3.5: Optical signal power as a function of the transmission distance for (a) Backward-pumped
Raman, (b) Forward-pumped Raman and (c) bi-directional Raman and all-Raman amplification. All
schemes use a total pump power of 24.5 dBm, except for all-Raman amplification which uses a total pump
power of 26.5 dBm.

the link is now much higher. The noise figure of a hybrid Raman/EDFA amplifier can be charac-
terized with the effective noise figure. The effective noise figure of a Raman amplifier is defined
as the noise figure that EDFA-only amplification would need to have in order to achieve the same
OSNR as obtained with Raman amplification The effective noise figure of a hybrid EDFA/Raman
amplifier can be as low as -3 dB [136, 137]. However, intra-band SRS between the Raman pumps
increases the noise figure for lower wavelengths and a typical hybrid-EDFA/Raman amplifica-
tion scheme has therefore an effective noise figure between 0 dB and 1 dB for the worst WDM

channel [138].

A further possible amplification scheme is forward-pumped Raman amplification, where the sig-
nal and pump are co-propagating along the fiber. This scheme is less desirable as it increases
the signal power in the first part of the transmission link, which results in increased nonlinear
impairments (see Figure 3.5). For the same pump power, backward and forward-pumped Ra-
man amplification have the same ON/OFF Raman gain. Equation 3.2 is therefore also valid for
forward-pumped Raman amplification when P, (L) is replaced with P,(0). The evolution of the
signal and pump powers along the transmission fiber is now denoted through,

Pp(z2) = Pp(0)exp(—apz)
2,0 (3.3)
Py(z) = Py(O)exp(—aSZ)exp@%@—p[l - exp(—apZ)]>
Figure 3.5b shows an example of the power evolution for the forward-pumped scheme, using the
same parameters as the backward-pumped scheme. Finally, in bi-directional Raman amplifica-
tion, Raman pumps are both co-propagating as well as counter-propagating with the signal. This
can be used for all-Raman amplification. All-Raman amplification is depicted in Figure 3.5c,
using a 23.5-dBm pump power for both co-propagating and counter-propagating directions. Be-
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cause of the high required pump powers for all-Raman amplification it is desirable to combine it
with fiber types that have a high Raman gain coefficient, such as NZDSF.

A Raman amplifier is very suitable for WDM transmission as the 3-dB bandwidth of the Raman
gain spectrum is approximately 55 nm. To further flatten and broaden the Raman gain spectrum,
multiple Raman pump laser at different wavelengths are often used. This allows for a Raman
amplifier with a flat 100-nm gain spectrum [139], which is nearly equal to the Stokes shift in
SSMF. A multi-pump Raman amplifier consists often of a single strong pump and several smaller
pumps to equalize the gain spectrum [138]. For the transmission experiments in this thesis,
Hybrid EDFA/Raman amplification is used with four Raman pumps. A 300-mW polarization-
multiplexed pump at 1423 nm and depolarized pumps at 1436 nm (150 mW), 1453 nm (90 mW)
and 1467 nm (150 mW) [140].

SSMF DCF DCF
—_— >
Raman next span
pumps Pre-amp Booster
EDFA EDFA

Figure 3.6: Hybrid Raman/EDFA structure used in the long-haul optical transmission experiments.

Figure 3.6 depicts the typical hybrid Raman/EDFA structure used in the long-haul transmission
experiments discussed in this thesis. The SSMF is backward pumped with an average Raman
gain between 11 dB and 14 dB, depending on the transmission fiber used in the experiment.
The insertion loss of the DCF is distributed by placing a DCF module after the Raman pumps,
which compensate for part of the chromatic dispersion. The remaining chromatic dispersion
is compensated between the pre-amplifier and booster EDFA. Alternatively, the full chromatic
dispersion can be compensated with a DCF module placed after the Raman pumps followed by
only a pre-amplifier (see Section 10.6.3).

Raman amplification has also some important drawback compared to EDFAs. The pump powers
required for Raman amplification are typically significantly higher than the pump powers re-
quired in an EDFA. This results in a more expensive amplifier design and the high pump powers
can reduce the reliability of the pump lasers [138]. Finally, the distributed nature of high pump
powers in Raman amplification makes handling safety precautions important. The high optical
powers can cause injuries to skin and eyes and cause optical connectors to damage easily when
there is dirt or dust on the connector [141, 142]. As an alternative, discrete Raman amplification
can be used. In discrete Raman amplification the high optical powers are contained within the
amplifier subsystem and do not propagate into the transmission fiber. Instead DCF or specially
designed fiber is used as a Raman gain medium. The high Germanium doping in the core and
the small effective area results in ~7 times the Raman gain efficiency of SSMF [143]. In Sec-
tion 3.3.2, discrete Raman amplification is used to investigate the feasibility of lumped chromatic
dispersion compensation.
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3.2.3 Optical-signal-to-noise ratio

The ASE added by the optical amplifiers in a long-haul transmission link ultimately limits the
feasible transmission distance. When we consider a long-haul transmission link with Nypaps,
the total ASE power Pi% in [W] added by all optical amplifiers along the link equals Py, =
PasgNspans. This is valid under the assumption that a single amplifier adds a noise power Pysg
and that all spans have the same insertion loss. After Nspqs, the ratio between ASE power and
signal power is known as the OSNR and is defined as,

OSNR — Poutput _ Poutput :
PASENspans 2]VOAfO

(3.4)

where P, defines the signal power at the output of the last amplifier of the transmission link
and has unit [W]. The noise power can be expressed as the noise power spectral density per
polarization Ny. For measurement purposes the OSNR is often normalized with respect to a
certain optical bandwidth, usually 0.1 nm, which is expressed through the reference bandwidth
Afo in [Hz]. The factor two results from the two orthogonal polarization dimensions in the fiber.
Note that, although the ASE is assumed to be unpolarized, only the ASE that is polarized parallel
to the signal results in signal-spontaneous beat noise upon detection with the photodiode. The
ASE in the orthogonal polarization is added to the signal upon detection with the photodiode,
but there is no signal-spontaneous beat noise as the ASE does not coherently interfere with the
signal. It therefore worsens the OSNR tolerance with only ~0.3 dB [10], which results from
spontaneous—spontaneous beat noise.

The noise power spectral density of an amplifier can be expressed as,

Ny = nspth(G - I)Nspans = nspth(aLspan - 1)]Vspansa (3.5)

where ng), is the spontaneous emission factor of a single amplifier, fj the reference frequency in
[Hz] and £ is Planck’s constant (6.626068 -1073* m?kg/s). The amplifier gain G is substituted
with the fiber span loss 0tLg,, under the assumption that the gain of each amplifier is equal to
the span loss.

The noise figure of an EDFA can then be expressed as [144],
1 1 2ng(0tLspan—1)+1

F=2ng,(1— =)+~ =
=5+ G ALgpan

(3.6)

In the limit of high gain (G = a(Lpa, > 10) the noise figure therefore approaches F = 2ng,. This
shows that even a perfect optical amplifier ng, = 1 has a noise figure of 3 dB.

Combining Equations 3.4, 3.5 and 3.6 gives an expression for the OSNR as a function of the
amplifier noise figure and the span loss.

Pour put

OSNR =
(aLSP(l"F_ l)thAfONspans

(3.7)
aLspanPinput -~ Pinput
(aLspanF —1 )hf OAf oV, spans F hf OAf oV pans
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Denoting Equation 3.7 in [dB] gives,

Pinput
OSNR|dB] =~ 10lo
[ ] glO(NspanthfOAfO
= Pypur|dBm] — 1010g10(Nspans) + 58dBm — F|dB] (3.8)

= Poutpu[dBm] — &Lgpan — 1010g10(Nspans) + 58dBm — F [dB],

where —10log10(hfoAfo) equals 58 dBm for a reference frequency fy of 193.4 THz (1550 nm)
and a reference bandwidth Af of 12.5 GHz (0.1 nm). We can therefore conclude that the OSNR
scales linearly with Py, and inversely with the insertion loss of the fiber span. In order to
increase the OSNR at the receiver, either the input power into the fiber span (which equals Py pur)
has to be increased or the loss of the fiber span oLy, has to be reduced. The input power is
ultimately limited by degradations due to nonlinear impairments. The span loss can be reduced
by spacing the amplifiers closer together, as is often done for ultra long-haul transmission systems
that have to bridge transoceanic distances, or the use of Raman amplification.

3.3 Chromatic dispersion compensation

Chromatic dispersion accumulates along an optical fiber which causes ISI and limits the feasi-
ble transmission distance, i.e. the dispersion-limited reach. The normalized dispersion length in
Equation 2.8 shows that there is a quadratic dependence between the dispersion-limited reach and
the symbol rate. This is also evident from Table 3.1, which depicts the dispersion-limited trans-
mission reach over SSMF. Hence, in order to realize long-haul transmission systems, chromatic
dispersion compensation is required.

Table 3.2: DISPERSION-LIMITED core
REACH FOR NRZ-OOK AND A 2-DB
OSNR PENALTY.

cladding

f_H
Symbol rate (Gb/s) SSMF (km)
n. | _
2.7 640 " |
10.7 40 0 core radius
42.8 2.5
107 0.4 Figure 3.7: Refractive index profile of

a DCE.

Chromatic dispersion compensation can generally be subdivided into two categories, in-line and
accumulated dispersion compensation. The bulk of the chromatic dispersion in a long-haul trans-
mission link is normally compensated using in-line dispersion compensation. Several technolo-
gies have been developed for in-line chromatic dispersion compensation, such as dispersion com-
pensating fiber (DCF), dispersion managed cables [145], Higher-order mode DCF [146], fiber
Bragg gratings and optical phase conjugation.
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Nowadays, DCF is the standard solution to compensate for the chromatic dispersion accumulated
in long-haul optical transmission systems. It yields colorless, slope-matched dispersion cance-
lation with negligible cascading impairments. DCF was first proposed by Lin et. al. in 1980
[147] and demonstrated in 1992 by Dugan et. al. [148]. DCF has a smaller core effective area
(~20 pm?) and different core index profile in comparison to SSMF. Figure 3.7 shows the core
index profile of DCF, which normally has triple-cladding structure. The triple cladding index
profile has a narrow high-index core surrounded by a deeply depressed cladding followed by a
raised ring. The refractive index of the core is raised through GeO, doping. The small core size
and triple-cladding structure forces a larger part of the optical field to propagate in the cladding,
which increases the significance of waveguide dispersion and results in large negative values of
D. The triple cladding design also changes the sign of the dispersion slope such that the DCF is
slope-matched with the transmission fiber. State-of-the-art DCF can therefore accurately com-
pensate the chromatic dispersion of all channels in the C-band. The high (GeO;) doping in the
core of the DCF and the fact that a larger part of the optical field propagates in the cladding
slightly raises the attenuation of the DCF, which is typically close to @ = 0.5 dB/km. It also
makes DCF more vulnerable to core ovality than SSMF, which results in higher module PMD
[149] and raises the nonlinear coefficient. An extensive overview of dispersion compensation
using DCF can be found in [143].

Despite the fact that the DCF consists of several kilometers of fiber, it is normally used as disper-
sion compensation module (DCM) where the fiber is coiled around a spool for discrete dispersion
compensation. This is due to the higher insertion loss per kilometer and the higher complexity
of cable installation, which makes it unattractive to use DCF as part of the transmission fiber.
The insertion loss of state-of-the-art DCM is ~6 dB for a module that can compensate for the
chromatic dispersion of 100 km of SSMF (1700 ps/nm). Normally, a two-stage EDFA structure
with mid-stage access for the DCM is used to compensate the insertion loss (see Figure 3.4). In
such a two-stage amplifier, the input power into the DCF is an important design parameter. The
relatively high insertion loss of the DCF must be compensated while keeping at the same time
the input powers into the DCF low enough to avoid nonlinear impairments. This relative impact
of nonlinear impairments can be quantized using a path-averaged nonlinearity 7.

z=L
§= y/ . exp(—az)dz, (3.9)
7=
where L is the length of the fiber and « is denoted in [N p/km]. We now consider 100 km of SSMF
and matching DCF and use the fiber parameters in Table 3.3. The path-averaged nonlinearity is
then 24.5 dB and 25.0 dB for the SSMF and DCEF, respectively. The difference between SSMF
and DCEF is small, because the impact of the higher DCF nonlinearity is offset through the higher
DCF attenuation coefficient. The path average nonlinearity is independent of the input power,
but by multiplying with the input power we obtain an expression for the total nonlinear phase
shift.

ONL = OnL ssuF + OnL.DcF = VssmrPo ssmr + YocrPo.pcr - (3.10)

The DCF-induced increase in the total nonlinear phase shift can be denoted as,

NL.SSMF + ONL.DCF Yocr
Adwzpcr = 2V Pniper _ g, toer 3.11)
ONL SSMF Yssmr - APy
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Table 3.3: SSMF AND DCF FIBER PARAMETERS, DCF
PARAMETERS ARE TAKEN FROM [143].

SSMF DCF unit
Insertion loss () 0.2 0.5 [dB/km]
Dispersion (D) 17 -170 [ps/km/nm]
Nonlinearity (y) 1.3 524 [Wlm™!]

where AP, is the difference input power between the SSMF and DCEF,
(3.12)

This shows that when the input power difference between SSMF and DCF increases, the DCF-
induced contribution to the total nonlinear phase shift diminishes.

The total noise figure of a two-stage amplifier can be calculated using Friis’s formula [126].

opcrLpcr - F>+1 opcrLpcr - F>+1
Ftot - Fl + Gl = Fl +

(3.13)
ossmrLssmr /AP

where F;,; is the total noise figure of the amplifier. The noise figure of the pre-amplifier F| and
booster F; are assumed to be 5.0 dB and 7.5 dB, respectively [143]. The pre-amplifier gain G| is
equal to the SSMF span loss minus AF,. Figure 3.8 depicts the total noise figure and the increase
in nonlinear phase shift for a 100 km SSMF span using the fiber parameters of Table 3.3. This
shows that a smaller difference in input power leads to an increased nonlinear phase shift but
a decrease in total noise figure of the two-stage EDFA. Combining the total noise figure and
the increase in nonlinear phase shift gives a measure of the optimal difference in input power
between SSMF and DCF. This shows that the optimum power difference is 6.5 dB, which results
in a combined penalty of ~7 dB. When dispersion compensation is not required, a single-stage
EDFA with a 5 dB noise figure would in principle be sufficient to amplify the signal and no
nonlinear phase shift would be accumulated in the DCE. Hence, we can conclude that DCF-
based chromatic dispersion compensation results in a ~2 dB penalty due to the combined effect
of an increased nonlinear phase shift and higher effective noise figure. We note that this penalty
is independent of the modulation format, as it is based on the DCF-induced increase in nonlinear
phase shift and not the absolute nonlinear tolerance. This simplified analysis does not take the
amplifier spectral tilt into account, which might change the choice of the SSMF and DCF input
powers.

The chromatic dispersion at the receiver is referred to as the accumulated dispersion. The ac-
cumulated chromatic dispersion of a long-haul link is normally only roughly known as not all
fiber is measured accurately before deployment. In addition, the chromatic dispersion slope,
different propagation paths in a transparent optical network and temperature dependence [150]
also introduce a variation in the accumulated dispersion at the receiver. For <10 Gb/s transmis-
sion systems the accumulated dispersion tolerance is generally large enough such that a standard
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Figure 3.8: Effective noise figure and increase in nonlinear phase shift as a function of the input power
difference between SSMF and DCE, the solid curve shows both penalties combined.

direct detection receiver can compensate for the variations that occur. For higher symbol rates
(e.g. 40-Gb/s), on the other hand, the accumulated dispersion tolerance is generally too small
to compensate for such variations. This can be solved by using optical modulation formats that
are more tolerant to chromatic dispersion, as extensively discussed in the remainder of this the-
sis. Alternatively, tunable chromatic dispersion compensation can be employed to improve the
chromatic dispersion tolerance at the receiver. A number of different technologies have been
proposed for tunable dispersion compensation, including Fiber Bragg gratings [151, 152], thin
film etalons [153] and digital signal processing technologies. Digital signal processing such as
pre-distortion and digital coherent receivers are an exception to the subdivision of in-line and
accumulated dispersion compensation as they can compensate for the full dispersion of the fiber
link (see Chapter 10).

3.3.1 Dispersion map

In a long-haul transmission system, chromatic dispersion interacts with the SPM and XPM in-
duced nonlinear phase shifts. Depending on the local dispersion along the transmission link,
this can result in severe transmission impairments. It is therefore important to design the local
dispersion evolution along the link, which is known as the dispersion map.
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Figure 3.9: Degrees of freedom in the design of a dispersion map.
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Figure 3.9 visualizes the degrees of freedom that can be used in the design of a dispersion map.
First of all, the pre-compensation refers to a DCM with negative dispersion that is added to pre-
chirp the signal directly after the transmitter [154]. An optimized pre-compensation makes the
dispersion map more symmetric with respect to the zero-dispersion point and minimizes the path-
averaged pulsewidth over the high power area of the transmission system. A lower path-average
pulsewidth reduces the overlapping of neighboring pulses and, hence, minimizes the distortions
due to SPM-induced nonlinearities [155]. A rule of thumb for the design of the dispersion map
is to choose the pre-compensation such that the path-averaged nonlinearity corrected for the sign
of the local dispersion is close to zero.

”:Nspans Z:Lspan(n)
Y Z / sign[Dypcqi (2)]exp(—oaz)dz = 0. (3.14)
n=1 Z:Lspan(nfl)

When the path-average nonlinearity is close to zero it results in a transmission link where the
high-power areas are nearly symmetric with respect to the zero-dispersion point. This is illus-
trated in Figure 3.10a which indicates the high-power areas along the transmission link directly
after each EDFA. Such a link design is possible through the use of a dispersion map that is
symmetric with respect to the middle of the link [88, 156].

The second degree of freedom is the inline under-compensation, which denotes the difference
between the chromatic dispersion of each span and the chromatic dispersion of the subsequent
DCF module. The inline under-compensation changes the chromatic dispersion in the high power
region at the beginning of each subsequent span. This averages out the interaction between the
nonlinear phase shift and chromatic dispersion, as the power envelope is slightly different for
each of the following high power regions. The inline under-compensation is particulary im-
portant to reduce the impact of XPM, as it is similar to a path-averaged walk-off length. The
XPM penalty is, on the other hand, only slightly dependent on the pre-chirp and local disper-
sion [157]. Finally, the post-compensation optimizes the accumulated dispersion at the receiver.
The optimal amount of post-compensation can compensate to a certain degree the SPM-induced
nonlinear phase shift as discussed in Section 2.4.2. The optimization of the dispersion map for
WDM transmission systems is reported in many theoretical (e.g. [158, 159]) and experimental
studies (e.g.[160, 157, 161]).
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Figure 3.10: (a) Dispersion map with indication of high-power area and (b) average standard deviation
of the power in a symbol (75% symbol period) for 10.7-Gb/s and 42.8-Gb/s NRZ-OOK modulation.
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The choice of the dispersion map is particulary important for a ~10 Gb/s symbol rate, as the
number of interacting pulses is relatively small. This is illustrated in Figure 3.10b which shows
the standard deviation of the power in each pulse, averaged out over all pulses in the transmitted
sequence, as a function of chromatic dispersion only. In order to exclude the pulse transitions,
only the middle 75% of the time slot is used in the calculations. The standard deviation of the
power increases with the accumulated chromatic dispersion as the overlapping pulses interfere
with each other. For a 10.7-Gb/s symbol rate the standard deviation increase up to an accumulated
dispersion of ~2000 ps/nm and then saturates. This indicates that if the dispersion map keeps the
local dispersion in high-power area below ~2000 ps/nn the nonlinear impairments will be lower
than when the chromatic dispersion is not periodically compensated. For a 42.8-Gb/s symbol
rate, the standard deviation saturates for a ~150 ps/nm accumulated dispersion. This indicates
that for higher symbol rates, the number of interacting pulses rapidly increases which limits the
efficiency of suppressing nonlinear impairments through the choice of the dispersion map. We
note that another measure often used to characterize the impact of nonlinearities is the peak power
along the transmitted sequence. The peak power shows a similar trend as the average standard
deviation, but as there is no averaging in computing the peak power, it is more dependent on the
length of the transmitted sequence.
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Figure 3.11: (a) Required OSNR for 10.7-Gb/s NRZ-OOK after 2000-km transmission with a O all
optimized dispersion map, O optimized in-line and pre-compensation, zero accumulated dispersion and
A zero pre, in-line and accumulated dispersion. (b) accumulated dispersion tolerance for different input
powers.

As an example, Figure 3.11 illustrates the impact of dispersion map optimization on the nonlinear
and dispersion tolerance in a long-haul transmission system. Depicted in Figure 3.11a is the non-
linear tolerance for 20x100 km transmission with a single 10.7-Gb/s NRZ-OOK channel. When
no dispersion map is used and the pre-, in-line- and accumulated dispersion are all equal to zero,
an input power of -1 dBm per span results in a 2-dB OSNR penalty. Optimizing the pre- and
in-line compensation improves the nonlinear tolerance significantly to 6-dBm input power per
span. For this link, the optimum pre-compensation is in the range -1190 ps/nm (lower powers)
to -680 ps/nm (higher powers). The optimum in-line under-compensation ranges from 51 ps/nm
(lower powers) to 68 ps/nm (higher powers). When furthermore the accumulated dispersion at

53



Chapter 3. Long-haul optical transmission systems

the receiver is optimized, the nonlinear tolerance increases to 10 dBm per span. The optimum
accumulated dispersion for different input powers per span is depicted in Figure 3.11b for a dis-
persion map with -680 ps/nm pre-compensation and 68 ps/nm in-line under-compensation. This
shows that in the nonlinearity-limited transmission region the accumulated dispersion can be as
high as 900-ps/nm. Note that for a zero pre- and in-line compensation, optimizing the accumu-
lated dispersion also improves the nonlinear tolerance (to ~ 8 dBm, not shown). However, for
WDM transmission the impact of XPM would be particulary strong in this case, which makes it
less relevant. When the pre- and in-line compensation are optimized, the impact of XPM can be
reduced. However, even for an optimized dispersion map the impact of XPM will considerably
limit the nonlinear tolerance.

In the long-haul transmission experiments described in this thesis, the dispersion map is opti-
mized in order to understand its impact on the transmission properties of different modulation
formats (see Chapter 6). The dispersion map is optimized by starting of with an dispersion map
as would be optimal for 10.7-Gb/s NRZ-OOK modulation, and then independently varying the
pre-compensation and in-line under-compensation. In deployed transmission systems, the opti-
mization of the dispersion map is somewhat restricted because every span has a different length
and the DCMs are only available in a certain granularity. A further requirement for optically-
switched networks is that at each add-drop points the accumulated dispersion is low in order to
minimize the required post-compensation. A practical chromatic dispersion map for such trans-
mission systems is a double-periodic dispersion map [162]. Such a dispersion map typically has
a high inline under-compensation for each span, but once every several spans the accumulated
dispersion is reduced through a high inline over-compensation.

3.3.2 Lumped dispersion compensation

The design of a dispersion map improves the reach in a long-haul transmission system signifi-
cantly. But it also requires complex system engineering to obtain a near optimal dispersion map
in deployed transmission systems. An alternative approach is the use of lumped dispersion maps,
which compensate the chromatic dispersion every several spans or, in the extreme case, do not
apply in-line dispersion compensation at all. For example, the dispersion compensation can be
concentrated only at specific points, such as optical add-drop nodes. This allows the replacement
of multiple small DCMs with a single “’large-dispersion” DCM. Furthermore, it has the advan-
tage that simpler EDFAs can be used in between the dispersion compensation nodes. The use
of a lumped dispersion map can potentially also improve transmission performance. When no
mid-stage access are required for the EDFAs, less pump lasers are required and the EDFA can
have a lower noise figure. As shown previously, this can improve the OSNR with up to 2 dB.

Figure 3.12 depicts the accumulated dispersion along a transmission link for both a conventional
and a lumped dispersion map. This illustrated that the local dispersion along the link is signif-
icantly higher in the case of a lumped dispersion map. The higher local dispersion can reduce
the nonlinear tolerance, which makes lumped dispersion compensation less interesting for ultra
long-haul transmission systems or modulation formats that require careful optimization of the
dispersion map. For example, for 10.7-Gb/s NRZ-OOK modulation the use of a lumped disper-
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Figure 3.12: Example of a lumped dispersion map.

sion will result in a reduced nonlinear tolerance as this modulation format strongly benefits from
an optimized dispersion map [163]. But 40-Gb/s transmission has shown to be highly resistant
towards a large accumulated dispersion, particulary when phase shift keyed modulation formats
are used [164].

To make lumped dispersion compensation practical an important consideration is the large inser-
tion loss of the single centralized DCM. An efficient amplification scheme to reduce the insertion
loss is backwards pumped Raman amplification, as DCF has a high Raman gain coefficient. This
allow for a high ON/OFF Raman gain, in the order of 25 dB, while using only low power Ra-
man pumps. A further increase in Raman gain can result in double Rayleigh scattering, which
increases the noise figure [165, 166]. When hybrid EDFA/Raman amplification is used the total
DCEF insertion loss can be ~30 dB, which is sufficient to compensate the chromatic dispersion of
500 km of SSMEF. An alternative approach for lumped dispersion compensation would be the use
of chirped FBGs. This combines a large chromatic dispersion with an insertion loss small enough
to be compensated using EDFA-only amplification. An example of long-haul transmission with
a lumped dispersion map is discussed in Section 6.3.

3.3.3 Chirped fiber-Bragg gratings

Chirped multi-channel fiber-Bragg gratings (FBG) are an alternative to DCF for the compen-
sation of chromatic dispersion in long-haul transmission links [167, 168]. A FBG is a type of
distributed Bragg reflector, first demonstrated by Hill et. al. in 1978 [169]. It consists of a short
segment of fiber with a periodic variation of the refractive index along the fiber core. The re-
fractive index variation generates a wavelength specific dielectric mirror that reflects a particular
wavelength. A FBG can therefore be used to construct a very narrow optical filter that reflects
the desired wavelength and transmits all other wavelengths. When a FBG is combined with a
circulator, the resulting component transmits only the desired wavelength and attenuates all oth-
ers, as shown in Figure 3.14. The signal enters the circulator through port 1 and outputs it again
through port 2. The FBG connected to port 2 then reflects only the desired wavelengths back into
the circulator, which outputs the signal again through port 3.

The refractive index profile of a FBG can have a linear variation in the grating period. Different
wavelength are then reflected at different positions along the FBG, which introduces chirp into
the signal. Such chirped fiber Bragg gratings can be used for dispersion compensation. A chirped
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FBG does not reflect a single wavelength, but rather reflects a range of wavelength defined by
the variation of the grating period. This can be used to construct FBGs with a broad bandwidth,
for example the full C-band, which can compensate the chromatic dispersion for multiple WDM
channels. Alternatively, multiple short gratings can be written on top of each other to reflect
multiple WDM channels with a single complex grating. Such a structure enables the manufac-
turing of full C-band FBGs that can be used on a 100-GHz [170] or 50-GHz grid [171]. The
amplitude response of a chirped FBG with 100-GHz channel spacing is depicted in Figure 3.13b.
This shows a very flat insertion loss with a ripple of <0.5 dB across a 65-GHz bandwidth and a
~25 dB insertion loss in between two pass-bands.

In Figure 3.13c, the phase response of a chirped FBG is depicted. A draw-
back of chirped FBGs is that they suffer from distortions in their phase re-

sponse, better known as the group delay ripple (GDR). The GDR is caused 2 FBe
by imperfections in the gratings fabrication process and limits the num- 3
ber of FBGs that can be cascaded. Figure 3.13d shows the obtained GDR !

when the a linear fit is subtracted from the group delay response. In [172], circulator

Scheerer et. al. showed that the penalty can be calculated from the ampli-
tude and period of the GDR in the frequency domain. The main consider-
ation is the ripples frequency relative to the symbol rate. High-frequency
ripples, i.e. ripples with more than one ripple period within the signal bandwidth, create satellite
pulses in the time domain. These satellite pulses interfere with adjacent pulses and therefore
cause ISI. Low frequency ripples, with only a fraction of the ripple period within the signal
bandwidth, cause pulse broadening. This pulse broadening is analog to chromatic dispersion and
therefore merely changes the residual dispersion of the signal. The low-frequency ripples can

Figure 3.14: FBG
with circulator.
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Figure 3.13: (a) Comparison between FBGs and DCF for chromatic dispersion compensation; (b) am-
plitude, (c) group delay and (d) group delay ripple of a channelized chirped-FBG.
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be compensated using tunable dispersion compensation. As a result, mainly the high-frequency
ripples cause transmission impairments. Note that the best prediction of the penalty associated
with cascaded FBGs is generally the phase ripple (PR) weighted by the signal spectrum [173].

Figure 3.13a lists the most significant differences between DCF and FBGs for dispersion com-
pensation. The main advantage of FBGs is their lower insertion loss and negligible nonlinearity.
This potentially allows simpler EDFA design, by cascading the FBG and transmission fiber with-
out a mid-stage amplifier. Another advantage is the compact size, which enables the integration
of a (tunable) FBGs in the receiver. A FBG can be made tunable through heating or stretching of
the fiber grating, which enables dispersion tuning over a range of typically 800 ps/nm [174]. The
main disadvantage of FBGs is the PR-related impairments. However, improved fabrication pro-
cesses have gradually reduced the PR of slope-matched FBGs, which significantly increases their
cascadability [175] A further reduction in PR-related impairments is possible using equalization
[176], which enables ultra long-haul transmission using FBGs for dispersion compensation. In
Section 6.4 the impact of PR-induced impairments are discussed for a long-haul WDM transmis-
sion experiment using 10.7-Gb/s NRZ-OOK and 42.8-Gb/s RZ-DQPSK modulation.

3.4 PMD compensation

As there is no easy compensation solution, PMD related penalties are among the most cumber-
some for state-of-the-art long-haul optical transmission systems. However, several approaches
have been proposed that either mitigated or actively compensated the impact of PMD. Passive
PMD mitigation technologies include the use of robust modulation formats, as discussed further
in this thesis, and FEC-supported polarization scrambling [177, 178]. Active PMD compensa-
tion techniques include PSP coupling [179], the use of optical PMD compensators [180, 181]
and optical [182] or electrical signal processing. An extensive overview of PMD compensation
technologies is given by Sunnerud et. al. in [183].

PC DGD PC DGD DGD
O {Ad{Rx QO A0 RX
A
i;eedback feedback

(a) (b)
Figure 3.15: (a) single-stage PMD compensator; (b) two-stage PMD compensator.

PSP coupling simply aligns the input SOP with the PSP of the transmission link. This is a fairly
easy method to compensate for DGD, but cannot be used to compensate for second-order PMD
or in the presence of strong PDL. It also requires a feedback signal from the receiver to the
transmitter, which complicates system design. In addition, the time delay in a long transmission
link makes it impossible to track fast polarization changes. Optical PMD compensators can ei-
ther use single-stage [180] or two-stage compensation [181], as illustrated by Figure 3.15. A
single stage PMD compensator consists of a polarization controller followed by either a fixed
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or tunable birefringent section. Such a PMD compensator has either two (fixed) or three (tun-
able) degrees of freedom. The degrees of freedom of a PMD compensator is a good figure of
merit for the complexity of the control algorithm. With a fixed single birefringent section, the
amount of birefringence should match the average PMD of the link and a penalty is introduced
when the compensator DGD is larger than the DGD of the transmission link. Note that a single-
stage PMD compensator can only compensate for a limited amount of second-order PMD [184].
Hence, for 43-Gb/s transmission a two-stage PMD compensator is desirable. A two-stage PMD
compensator (Figure 3.15b) has normally 4 degrees of freedom. This requires both a sophisti-
cated control algorithm as well as a suitable choice of the feedback signal. Most two-stage PMD
compensators schemes are known to have the tendency of getting trapped in suboptima [183].

An important design aspect for PMD compensators is the speed of compensation. Polarization
changes in an optical fiber are normally on the scale of a few degrees per second. However
under the influence of, for example, vibrations, temperature changes, human handling or wind
in the case of aerial fibers, the polarization changes can reach a speed of ~50 revolutions per
second on the Poincaré sphere [185, 186, 187]. In order to track these polarization changes with
a (0 < 10°) accuracy, the response time of the automatic polarization control should be in the
order of 1 ms. The feedback required for optical polarization controllers makes it difficult to
obtain such response times. The combined requirement of a short response time and control
algorithms that do not suffer from local suboptima has stalled the deployment of optical PMD
compensators in recent years.

3.5 Narrowband-optical filtering

The previous three sections discussed the compensation of transmission impairments that occur
in a long-haul optical transmission link. This section discusses the impact of optical narrowband
filtering, a transmission impairment that typically occurs in an optical transmission network. An
optical meshed network requires that signals routed through the network have the flexibility to
pass multiple optical add-drop multiplexer (OADM) and photonic cross connects (PXC) nodes
along the transmission link [188].

An OADM compromises different optical sub-systems to realize wavelength switching. Gen-
erally, the WDM spectrum is de-multiplexed in order to block certain WDM channels and let
other WDM channels pass through. This can either be achieved with a wavelength blocker or
a wavelength selective switch (WSS), with the difference being that a wavelength blocker has a
1x1 structure whereas a WSS can be a NxM switch, with N and M being the number of input and
output ports, respectively. Common types are a /x4 or /1x9 WSS. The combination of a wave-
length blocker with fiber-optic couplers at the input and output makes it possible to add/drop
WDM channels. A wavelength blocker can be realized using planar lightwave circuits or liquid
crystal technology [189], whereas a WSS is generally realized using micro-electro mechanical
system (MEMS) technology [190].
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Figure 3.16: Transmittance of a 50-GHz WSS.

The wavelength de-multiplexing that occurs in an OADM/PXC results in spectral filtering of
the WDM channels. Particulary when multiple OADM/PXC are cascaded this filtering can limit
the optical bandwidth to a fraction of the channel spacing. Figure 3.16 shows the measured
transmittance of a state-of-the-art WSS, which has a (single-pass) 3-dB bandwidth of 43-GHz
on a 50-GHz ITU grid. When the measured transmittance is cascaded multiple times to simulate
cascaded filtering, the 3-dB bandwidth is reduced significantly, as depicted in Figure 3.16. Note
that we here assume that all optical filters have exactly the same transmittance as a function of
wavelength. In deployed optical networks, the filter transmittance of the cascaded OADM/PXC
is likely to be slightly shifted in wavelength, for example, due to temperature differences or slight
variations in the device specifications. This indicates that on a 50-GHz ITU grid, the available
3-dB bandwidth is approximately 35-GHz when a realistic number of 3-4 OADM/PXC is passed
along the transmission link. This bandwidth is therefore a suitable figure-of-merit to determine
if a modulation format can be used with a 50-GHz channel spacing.

Today, state-of-the-art transmission systems have a 50-GHz WDM channel spacing. This implies
a 0.8-b/s/Hz spectral efficiency for 40-Gb/s transmission. For binary formats this is close to the
theoretical limit which makes it difficult to cascade multiple OADM with an acceptable OSNR
penalty. The more narrow optical spectrum of multi-level modulation formats is therefore one of
the more decisive advantages over binary modulation formats. In the remainder of the thesis, a
WSS is included in the optical transmission experiments to emulate the strong optical filtering as
it occurs in a transparent optical network.

3.6 Optical phase conjugation

Nonlinear transmission impairments are clearly the most difficult transmission impairments to
compensate in a long-haul transmission link. This mainly results from the lack of a technology
that can inverse the nonlinear impairment, e.g. a material with a negative Kerr effect. Optical
phase conjugation (OPC) is one of the technologies that can (partially) compensate for nonlinear
transmission impairments. It uses the transmission fiber itself to compensate for transmission
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impairments and, in effect, invert the sign of the Kerr effect in the second half of the transmis-
sion link. With OPC, the impairments that occurred before conjugation can be canceled out by
impairments that occur after phase conjugation. OPC is currently not used in deployed optical
transmission systems, but it is one of the most promising technologies to increase the robustness
against nonlinear transmission impairments.

Yariv et. al. proposed in 1979 the use of chromatic dispersion compensation by means of OPC
[191]. But apart from the compensation of chromatic dispersion, OPC can also be used to com-
pensate for other (deterministic) linear and nonlinear transmission impairments. This includes
the compensation of SPM [192, 193], IXPM/IFWM [194, 195] and nonlinear phase noise [91].
And as OPC compensates the chromatic dispersion along a transmission link, it also allows for
simpler EDFA design. The broad range of transmission impairments that can be compensated
using OPC makes it a very powerful technology to extend the reach of long-haul transmission
systems. This section briefly discusses the theory behind optical phase conjugation. Section 6.5
discusses long-haul transmission experiments using OPC for the compensation of transmission
impairments. An in-depth description of optical phase conjugation in long-haul transmission
systems can be found in [21].

3.6.1 Periodically-poled lithium-niobate

The most promising technology to realize OPC is parametric difference frequency generation
(DFG) in a periodically-poled lithium-niobate (PPLN) waveguide. Several other techniques
have been proposed to phase conjugate an optical signal and have been used in earlier exper-
iments. This includes highly nonlinear fiber [196], a semiconductor optical amplifiers [197],
silicon waveguides [198] and AlGaAs waveguides [199]. Highly nonlinear fibers, semiconduc-
tor amplifiers and silicon waveguides are all media with a high x> and therefore use FWM to
conjugate the optical signal. As a result, the phase conjugated signal is degenerated through
SPM and XPM that occur simultaneously with the FWM in a x> nonlinear media.

A PPLN waveguide has a high second order susceptibility > but negligible third order suscep-
tibility 3. Nonlinear interaction resulting from the third-order susceptibility (i.e. SPM, XPM
and FWM) can therefore be neglected. Phase conjugation with a PPLN waveguide is realized by
second harmonic generation (SHG) and DFG [200, 201]. The principle of the cascaded SHG and
DFG process in a PPLN waveguide is illustrated in Figure 3.17. Through SHG, the pump at fre-
quency @p,mp 18 up-converted to the frequency 2 - @py,p. Simultaneously DFG occurs where the
second harmonic 2 - @y, interacts with the input signal @;y,;. The DFG generates a phase con-
jugated output signal that mirrors the input signal @;p,; with respect to the pump signal ®p.
The frequency of the output signal is therefore Wcon jugare = 2 * Opump — Dinpur- It 1 also possible
to phase conjugate the signal using only DFG, in that case the pump signal should have a fre-
quency 2 - Wsignq +A® [202], where Aw is the frequency difference between the input and phase
conjugated output signal. The cascaded SHG/DFG process is instantaneous and phase sensitive
in its response, which implies that OPC with a PPLN waveguide is transparent to bit rate and
modulation format [203] and has a high conversion efficiency [204]. The DFG and SHG pro-
cesses can conjugate signals over a broad wavelength range. For example, in [202] conversion is
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shown between the 1.31um and 1.5um band. The input signal can be a single wavelength chan-
nel or multiple WDM signals. In [205], Yamawaku et. al., showed the simultaneous conversion
of 103 WDM channels using a single PPLN waveguide.

In an ordinary LiNbO3 waveguide, SHG and DFG have a very low efficiency because of the
phase mismatch caused by the dispersion of the lithium-niobate. For efficient SHG and DFG,
this phase mismatch needs to be compensated, which is possible through quasi-phase matching
(QPM). First order QPM can be realized by reversing the sign of the nonlinear susceptibility
(periodically poling) with every phase matching period. Typically, the phase matching period of
the periodic poling is ~16.5um. Note that the phase matching period fixes the wavelength of
the pump signal, hence a PPLN waveguide has to be designed for a specific pump wavelength.
However, slight tuning of the operating wavelength can be realized by changing the operating
temperature of the PPLN waveguide. A concern of OPC using a PPLN waveguide is that it
suffers from the presence of the photorefractive effect [206]. This can be mitigated by heating
the PPLN waveguide. Typically, a PPLN waveguide is operated at 180° to 200° Celsius. Because
of the high operating temperature, pigtail fibers cannot be glued to the waveguide and free-space
optics have to be used to couple the light in and out of the PPLN waveguide, which complicates
sub-system design. Another approach to mitigate the photorefractive effect is doping the LiNbO5
slightly with magnesium-oxide [207]. This lowers the operating temperature to between 50° and
90 Celsius [194, 195], which allows gluing the fibers to the waveguide. Hence, magnesium-
oxide doped PPLN waveguide are more practical for use as an optical subsystem.
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Figure 3.17: Second harmonic generation (SHG) — Figure 3.18: Counter directional polarization in-
and difference frequency generation (DFG) in a  dependent OPC subsystem.
PPLN.

A PPLN waveguide is intrinsically polarization dependent, which is a significant drawback for
in-line OPC in a long-haul transmission system. However, two polarization diversity schemes
can be used to make the PPLN structure polarization independent. Either using a parallel [208]
or a counter-directional [209] approach. In the parallel polarization-diversity scheme, the input
signal is split up into two orthogonal polarization components that are separately phase conju-
gated by two PPLN waveguide. The counter-directional polarization-diversity scheme, on the
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other hand, uses a single PPLN waveguide. In the transmission experiments described in Sec-
tion 6.5 a counter-directional polarization-diversity structure is used, as depicted in Figure 3.17.
A polarization beam splitter (PBS) splits the incoming signal with arbitrary polarization into
the two orthogonal polarization modes (TM and TE). Counterclockwise rotating, the signal on
the TM mode is then phase conjugated in the TM aligned PPLN waveguide, and subsequently
converted to the TE mode with a TE < TM fusion splice. Clockwise rotating, the TE mode is
first converted to the TM mode and and afterwards phase conjugated. Both counter propagating
modes are again recombined with the same PBS. The pump signal @, is combined with the
input signal ®;,,,; before the polarization-diversity structure. In order to obtain the same con-
version efficiency for both the clockwise and counter-clockwise direction, the pump has to be
launched at 45° with respect to the principal axes of the PBS such that the pump power is split
with a 50% — 50% ratio. As both the TE and TM mode travel through the same components for
the counter-direction polarization-diversity scheme, the structure has an inherently low DGD.
And as long as the pump power is high enough that the DFG and SHG processes are not satu-
rated, the PDL is also inherently low. The main disadvantage is the vulnerability to multiple path
interference resulting from reflections and the finite extinction ratio of the PBS.

3.6.2 Compensation of transmission impairments

As discussed in Section 2.4, the propagation of an optical signal can be expressed by the Non-
linear Schrodinger equation assuming a slowly varying envelope approximation. The complex
conjugate of the Nonlinear Schrodinger equation can be denoted as,

OE* a B2 O*E* d3E* _
= G GRIE L BYEL e aas)
0z 2 2 dT 6 T —_——
v . . . g Kerr nonlinearities
attenuation dispersion dispersion slope

where E* denotes the complex conjugate of the optical field. Comparing Equations 2.21 and
3.15 shows that the contributions of the chromatic dispersion and the Kerr effect have an inverted
sign. We now assume that the signal is phase conjugated in the middle of a perfectly symmetrical
transmission link. In this case, impairments due to chromatic dispersion and the Kerr effect that
occurred along the first part of the link are perfectly canceled out in the second part of the link.
The sign of the attenuation and the dispersion slope remains unchanged and are not compensated.

An important consideration for OPC-aided transmission links is that, ideally, compensation of
chromatic dispersion and the Kerr effect can only be realized in a transmission link that is per-
fectly symmetric with respect to the OPC unit. However, due to the attenuation of the optical
fiber, the power envelope decreases exponentially with propagation distance along a single span.
As a result, the transmission link will not be fully symmetric with respect to the OPC unit. The
asymmetry can be reduced by using all-Raman amplification, as discussed in Section 3.2.2 [208].
However, Chowdhury et. al. showed that also with hybrid EDFA/Raman amplification, where
the power profile along the link is not fully symmetric with respect to the OPC unit, significant
nonlinearity compensation can be achieved [194, 195]. And in [210], Jansen et. al. showed
that also with EDFA-only amplification a significant gain in nonlinear tolerance can be achieved.
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Compensation of the dispersion slope can be achieved by optimizing the post-compensation on
a per-channel basis after transmission [211, 208, 203]. Alternatively, the third order dispersion
can be compensated using a slope compensator [212].

In a long-haul transmission link, the power envelope evolution is a periodic function of the trans-
mission distance. This produces a periodic variation of the fiber refractive index through the Kerr
effect. This causes the transmission link to act as a very long FBG with a grating period equal
to the amplifier spacing. Such a virtual grating induces a parametric gain which causes exponen-
tial growth of the signals spectral sidebands [213]. This parametric gain is known as sideband
instability and can be interpreted in the frequency domain as a FWM process which is quasi
phase-matched through the virtual grating. The growth of the spectral sidebands in not symmet-
ric with respect to the middle of the transmission link and can therefore not be fully compensate
with OPC [193, 214]. Modulation instability can be mitigated with a periodic dispersion map
[215], hence it is insignificant in transmission system using periodic dispersion compensation.
The lumped dispersion map in OPC-aided transmission systems does not suppress modulation
instability, which can therefore result in signal impairments. However, in deployed transmission
links not every span will have the same length and power profile, and this significantly reduces
the effectiveness of the parametric gain. In the long-haul transmission experiments described
in this thesis no modulation instability impairments have been observed, which probably also
results from (slight) differences in span length [203, 216].

When hybrid EDFA/Raman amplification is used in a transmission link, the noise figure of the
amplifiers can vary across the C-band. This is a result of pump-to-pump interaction between
the Raman pumps, which reduces the OSNR of the lower wavelength [138]. This in turn causes
a wavelength-dependent performance, where the higher wavelength channels generally have a
better performance than the lower wavelength channels. In an OPC-aided transmission link,
wavelength conversion occurs in the middle of the transmission link. As a result, all wavelength
channels propagate both in the higher and the lower wavelength band for part of the transmission
distance. This can ease the design of transmission links somewhat as the wavelength dependent
performance among the WDM channels is averaged out.

The most significant drawback of OPC in a long-haul transmission link is its incompatibility with
OADM. As an example we assume that an OPC unit is placed in the middle of a transmission
link which also contains an OADM, offset from the middle of the transmission link. This implies
that the dispersion of the add/drop channels will not be fully compensated by the OPC. OPC-
based dispersion compensation in a transmission link with OADMs therefore requires phase
conjugating the signal at multiple points in the link. Alternatively, the OPC can be only used
for the compensation of nonlinear impairments and the chromatic dispersion is compensated by
other means [194, 195].

3.6.3 Nonlinear phase noise compensation

The impact of nonlinear phase noise is, due to its statistical nature, one of the most difficult
transmission impairments to take into account in the design of a transmission system. OPC can

63



Chapter 3. Long-haul optical transmission systems

partially compensate for nonlinear phase noise impairments, as originally proposed by Lorat-
tanasane and Kikuchi [193].

Figure 3.19 depicts a transmission link of 6 spans with and without mid-link OPC for nonlin-
ear phase noise compensation. We assumes the every EDFA has the same output power and
introduces the same amount of ASE onto the signal. The ASE generated by an EDFA adds
amplitude noise to the signal. When the signal plus amplitude noise subsequently propagates
over the another fiber span, it introduces a nonlinear phase shift to the signal that is dependent
on the total power level (i.e. signal plus noise). The total nonlinear phase shift is defined by
the number of spans that the ASE propagates along the link and therefore accumulates with
(Prot,N) = (Protn—1) +N - (p), where (p) is the nonlinear phase shift added in the first span and
N is the n'" span of the transmission link. It can be shown that this is equal to,

n=N N
(procn) = () Y, n={p)- Z(1+N). (3.16)
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Figure 3.19: Nonlinear phase noise compensation using optical phase conjugation (after [193]).

When mid-link OPC is used in the transmission link, the nonlinear phase noise can be partly
compensated. This is depicted in Figure 3.19b, which shows how the nonlinear phase noise adds
up along the transmission link. As an example, we now take the amplitude noise generated by
amplifier B. After amplifier B, the signal plus noise propagates over two spans before reaching
the OPC unit (between amplifiers B and D), generating a nonlinear phase shift equal to 2(p). The
OPC unit conjugates this signal, which reverses the sign of the nonlinear phase shift but keeps
the power of the signal plus noise unchanged. After the OPC unit, transmission over the two
more spans (between amplifiers D and F) generates again the same nonlinear phase shift equal
to 2(p). However, the contribution to the nonlinear phase shift before and after the OPC have an
opposite sign and therefore add up to zero. In the last two spans (between amplifier F and Rx)
another nonlinear phase shift equal to 2(p) is generated, which is not compensated anymore. The
total nonlinear phase shift generated by the noise of amplifier B, reduces therefore from 6(p) to
2(p). Computing this for all amplifiers shows that the total nonlinear phase shift is reduced from
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28(p) to 16(p)). Note that it is beneficial to place the OPC unit at 66% of the transmission link.
For example, when in the example in Figure 3.19 the OPC unit is placed after then 5" span, the
total nonlinear phase shift is reduced to 7(p).

The nonlinear phase noise penalty is related to the nonlinear phase noise variance, rather than
the average and scales with (p?)N> [193]. McKinstrie et. al. showed in [217] that with mid-link
OPC the accumulated nonlinear phase noise variance becomes proportional to (2({p?))(N/2)3 =
(p?)(N?/4), resulting in about 6 dB phase noise suppression. When the OPC unit is placed at
66% of the transmission link, the phase noise reduction can be increased to 9.5 dB. However,
the OPC can then not fully compensate for the chromatic dispersion of the link. When not every
amplifier adds the same amount of noise to the signal, the optimum placement of the OPC unit
changes. For example, amplitude distortions in the transmitted signal can be modeled as an
amplifier with a high noise factor. The optimum placement of the OPC unit to compensate for
transmitter-induced impairments is at 50% of the transmission link. This will shift the optimal
position of the OPC unit more towards the middle of the link.

Iwo OPC Iw OPC 50% Iw OPC 66%
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Figure 3.20: Simulated constellation diagrams of DPSK modulation, (a) without OPC, (b) with OPC at
50% of the transmission link and (c) with OPC at 66% of the transmission link.

Figure 3.20 illustrates the compensation of nonlinear phase noise through OPC in a long-haul
transmission link. Simulated is single channel DPSK transmission (see Section 4.3) over 30 x
90-km spans with a 3-dBm input power per span and the ASE added along the transmission line.
The fiber attenuation is o = 0.25 dB/km, fiber nonlinearity ¥ = 1.3 W~ 'km~! and chromatic
dispersion is neglected. Without OPC, a constellation plot is obtained that illustrates the typical
ying-yang shape of a nonlinear phase noise distorted signal. This shape disappears partly or
completely when OPC is used to reduce the impact of nonlinear phase noise. In particular when
the OPC unit is placed at 66%, the impact of nonlinear phase noise is almost fully compensated.
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Binary modulation formats

Many different modulation formats exist that use either amplitude, phase, frequency or polariza-
tion modulation to either transmit information or enhance the transmission tolerance. We focus
here on the most significant binary modulation formats that are deployed in long-haul transmis-
sion systems.

As a reference format we use NRZ-OOK modulation, as this currently still the most widely de-
ployed modulation format for terrestrial long-haul transmission systems. The other modulation
formats are evaluated in comparison to OOK. First of all, Section 4.1 introduces briefly the ad-
vantages and disadvantages of OOK modulation. Subsequently, Section 4.2 described duobinary
modulation, which is currently the most widely used modulation format for 40-Gb/s transmis-
sion. We then focus on phase shift keyed modulation formats, which is likely to replace duobi-
nary modulation for long-haul 40-Gb/s transmission. Differential phase shift keying (DPSK)
is discussed in Section 4.3. Finally, in Section 4.4 we describe a narrowband filtering tolerant
DPSK format, known as partial DPSK.

4.1 On-off-keying

From the first application of fiber optics in the middle of the 1970’s until only recently, NRZ-
OOK has been the modulation format of choice for most commercial applications. NRZ-OOK
is an amplitude modulation format, as it encodes the information in the amplitude of the optical
field. The transmitter and receiver structure of NRZ-OOK modulation is depicted in Figure 4.1.

At the transmitter, NRZ-OOK is realized by switching the output of a laser ON or OFF, de-
pending on the information to be transmitted. Direct modulation can be used for NRZ-OOK
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Figure 4.1: NRZ-OOK transmitter and receiver structure and simulated optical spectrum for 42.8-Gb/s
NRZ-OOK.

modulation, as well as external modulators. For long-haul transmission systems, external mod-
ulation with a MZM is normally preferred to reduce the residual chirp in the modulated signal.
The MZM modulates the output of a laser, typically a distributed feedback laser (DFB), which
results in a chirp-free signal with high extinction ratio. The operation of a MZM for NRZ-OOK
modulation is depicted in Figure 4.2a. The MZM is biased in the quadrature point and is driven
from minimum to maximum transmittance. The electrical drive signal requires therefore a peak-
to-peak amplitude of V. Note that due to the nonlinear transmission function of the MZM,
overshoots and ripples on the electrical drive signal can be suppressed during modulation.

The optical spectrum of a NRZ-OOK modulated signal is depicted in Figures 4.1 and 4.2b,
respectively. This shows the power spectral density (PSD) as function of optical frequency.
NRZ-OOK has a strong component at the carrier frequency, which contains half the optical
power and is referred to as the carrier. The spectrum further shows clock tones that are spaced at
multiples of the symbol rate, but which are strongly reduced compared to the carrier component.
The bandwidth of the optical spectrum is approximately twice the symbol rate.
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Figure 4.2: (a) Operation of the MZM for OOK modulation and eye diagrams showing, respectively, (b)
10.7-Gb/s NRZ-OOK and (c) 10.7-Gb/s RZ-OOK modulation.
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The simple transmitter and receiver structure of OOK modulation comes at the cost of subopti-
mal transmission properties. In particular the nonlinear tolerance is low due to the strong optical
carrier in OOK modulation. The nonlinear tolerance can be improved through RZ pulse carving,
which results in RZ-OOK modulation [111, 218]. Without RZ pulse carving, OOK is referred
to as NRZ-OOK, which is often abbreviated to NRZ. The most suitable RZ-OOK modulation
format for WDM transmission is CSRZ. As discussed in Section 3.1.1, the RZ pulse caring re-
sults in a 180 phase change between consecutive symbols for CSRZ. Because of this alternating
phase change, the optical field has a positive sign for half the 1’ symbols, whereas the other
half has a negative sign. This results in a zero-mean optical field envelope, which suppresses
the carrier component. The zero-mean optical field also improves the nonlinear tolerance in the
pseudo-linear regime where there is strong pulse overlapping.

Another approach to improve the nonlinear tolerance is the use of chirped RZ-OOK modulation,
also known as CRZ. In CRZ, a specific amount of phase modulation is imposed on the RZ-
OOK signal [219, 220]. Chirped RZ-OOK has an increased nonlinear tolerance in comparison to
RZ-OOK modulation, but at the same time the signal chirp results in spectral broadening. This
implies there is a trade-off between spectral efficiency and nonlinear tolerance for CRZ, and the
optimum phase modulation index therefore depends on the system properties. CRZ modulation
can be generated by modulating the phase of the RZ-OOK signal using a phase modulator (PM).
Note that CRZ thus requires three modulators in cascade, for data coding, pulse carving and
phase modulation, respectively. This either requires careful synchronization of the three drive
signals or an integrated CRZ modulator such as reported by Griffin et. al. in [221]. Because
of its higher nonlinear tolerance, CRZ is used in ultra long-haul (transoceanic) transmission
systems.

4.2 Duobinary

Duobinary modulation is the best known example of a class of coding formats known as partial
response codes, or alternatively known as phase engineering or phase coding formats. Similar
to OOK, such modulation formats transmit the information in the amplitude domain and rely
on straightforward direct detection at the receiver. But unlike OOK, there is predefined phase
relation between consecutive bits that can be used to improve the optical filtering tolerance as
well as the chromatic dispersion tolerance. Duobinary is sometimes also referred to as pseudo
binary transmission (PSBT) [222].

Duobinary has originally been introduced in the 1960’s by Lender as a suitable technique to trans-
mit binary data into an electrical cable with a high-frequency cutoff characteristic [223, 224].
The main characteristic of duobinary modulation is a strong correlation between consecutive
bits, which results in a more compact spectrum. It can either be generated as a 3-level amplitude
signal (’0’, ’0.5°, ’1”) or as a 3-level signal that combines phase and amplitude signaling (’-1°,
’0’, ’17), which is referred to as AM-PSK modulation [224]. The first optical duobinary experi-
ment using 3-level amplitude modulation was reported at 280 Mb/s by O’Mahony in 1980 [225].
However, duobinary generation through 3-level amplitude modulation results in a lower receiver
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sensitivity as the symbol distance is reduced by a factor of two [226]. Optical transmission ex-
periments using AM-PSK modulation for duobinary generation have therefore gained interest in
the mid-90’s [227, 228]. The use of AM-PSK duobinary generation is advantageous in optical
communication as it has ideally the same or an even better OSNR requirement than OOK mod-
ulation [228]. At the same time the narrower optical spectrum and strong correlation between
consecutive bits result in an increased dispersion tolerance [227]. This has made duobinary mod-
ulation a useful modulation format to increase the robustness of 10.7-Gb/s and 42.8-Gb/s optical
transmission systems where the chromatic dispersion tolerance is a key design parameter.
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Figure 4.3: Duobinary transmitter and receiver structure and optical spectrum of 42.8-Gb/s duobinary.

The transmitter and receiver structure of duobinary modulation is shown in Figure 4.3. Analo-
gous to OOK modulation, the transmitter consists of a standard MZM. In addition, the electrical
signal is encoded before modulation to realize the required correlation between consecutive bits
that characterizes duobinary modulation. Prior to encoding, the logical signal is first pre-coded,
such that at the receiver the transmitted sequence is again recovered. The pre-coder therefore
implements the inverse transfer function of the encoder, modulation and decoder combined. A
duobinary pre-coder can be implemented through the operation,

b(k) =d(k)Db(k—1). (4.1

where d(k) represents bit k of the input sequence, b(k) is the sequence after pre-coding and
@ is a logic exclusive OR operation. The pre-coder implementation is therefore a recursive
operation, which is difficult to realize with high-speed electronics. An alternative non-recursive
implementation consists of an AND operation of the input sequence and clock signal, followed by
a toggle flip-flop (T-FF) [229]. Note that pre-coding is not required in transmission experiments
that uses a PRBS to evaluate the performance, as the duobinary encoding then merely results in
a cyclic shift of the input sequence.

The phase coding in duobinary modulation is exemplified in Figure 4.4. A logical ‘0’ is coded
as a zero whereas a logical '1’ is coded as either ' — 1’ or '1’. Consecutive logical '1’s have a
180° phase shift when they are separated by an odd number of logical ‘0’s. The duobinary signal
constellation in Figure 4.4 depicts the three constellation points and the binary logical symbols
that they represent. Duobinary encoding can be realized through a delay-and-add,

c(k) = b(k) +b(k—1), 4.2)

where c(k) is the output sequence of the encoder that is used for modulation. Note that the
encoder operation converts a binary signal into a 3-level amplitude signal. To realize duobinary
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Figure 4.4: Duobinary signal and signal constellation.

modulation with a MZM, the electrical driving voltage should have a peak-to-peak voltage of
2Vy and the MZM has to be biased in the trough point. The MZM then switches between two
crest points, which have a 180° phase difference. This effectively maps:

0 — ep(j-m) = -1
1 — 0 = 0 ,
2 — exp(j-0) = 1

which is equal to the duobinary partial response code. However, on itself the duobinary partial
response code does not result in an improved chromatic dispersion tolerance. To improve the
dispersion tolerance the spectral width has to be reduced by electrically low-pass filtering the
signal with a By /2 bandwidth, where the bandwidth By is twice the inverse of the symbol period
(Bo = 1/Tpy). For ’standard’ binary coding, low-pass filtering with a By/2 bandwidth results in
severe eye closing. This is best exemplified with a ’1 0 1’ logical sequence. Low-pass filtering
results in energy leakage from the surrounding ’1° into the middle 0’ which closes the eye. But
duobinary encoding does not allow a logical sequence 1 0 1’ to occur, instead coding it to ’-1 0
1’ or’1 0-1". The energy from the surrounding ’-1’ and ’1’ that leaks into the middle 0’ through
narrowband filtering now destructively interferes, which limits the eye closing. As a result, strong
low-pass filtering does not impact the signal too severely. The delay-and-add operation can be
replaced by low-pass filtering the signal with a By/4 bandwidth. The narrowband electrical
filtering results in a compact optical spectrum, which is evident from comparing the optical
spectrum of duobinary modulation (Figure 4.3) and OOK modulation (Figure 4.1).

Duobinary modulation with a MZM preceded by electrical low-pass filtering is depicted in Fig-
ure 4.5a, and Figure 4.5b shows the eye diagram for 10.7-Gb/s duobinary modulation. Due to
its simplicity this transmitter structure has become the standard duobinary implementation. The
low electrical bandwidth allows for a further simplification as the MZM modulator used in duobi-
nary transmitter only requires a By /4 electro-optical bandwidth [230, 231]. Hence a 42.8-Gb/s
duobinary transmitter can be realized using a ~10-Gb/s modulator. At the receiver, the decoding
of duobinary modulation results directly from the square-law detection |E|? of the photodiode,
ie. =1 — 1,0 —0and 1 — 1. Duobinary modulation therefore uses the same direct detection
receiver as NRZ-OOK modulation.

The duobinary eye diagram in Figure 4.5b shows a triangular shape with residual energy in the
'0/s. This results in a 2-3 dB back-to-back OSNR penalty compared to NRZ-OOK modula-
tion. Kim et.al. showed that the OSNR requirement of duobinary can be significantly improved
through narrowband optical filtering at either the transmitter or receiver [232]. The optimal op-
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Figure 4.5: (a) Operation of the MZM for duobinary modulation and (b-c) measured eye diagram shows
10.7-Gb/s duobinary (b) without and (c) with additional narrowband optical filtering.

tical filter bandwidth is approximately 0.8 - By, with a 2" order Gaussian shape [233]. After
narrowband optical filtering the duobinary signal becomes more NRZ-like, as evident from Fig-
ure 4.5c. Figure 4.6a compares the back-to-back OSNR tolerance of duobinary, narrowband
filtered duobinary and NRZ-OOK. Narrowband optical filtering at the receiver is particularly in-
teresting as it filters out more noise than a broad de-multiplexing filter, which results in a ~4 dB
OSNR improvement [234]. Because of the narrower optical bandwidth the OSNR tolerance for
filtered duobinary is approximately 1 dB better than NRZ-OOK [235]. The quantum limit for a
theoretically optimal duobinary modulation is therefore also ~1 dB below the quantum limit of
NRZ-OOK modulation [236]. However, the theoretically obtainable performance of duobinary
modulation is hard to achieve in practice. In a commercial transponder penalties often arise from
variations in the electrical component bandwidth. This can be improved through the integration
of a narrowband optical filter, but for a 10-Gb/s receiver this requires a very narrow optical fil-
ter with a ~8-GHz bandwidth. For a 40-Gb/s receiver, optical filtering is more practical as the
required filter bandwidth scales inversely with the symbol rate. Optical filters with a 32-GHz
bandwidth are readily available.

The OSNR tolerance of duobinary is also improved through the use of RZ-duobinary instead
of NRZ-duobinary, which can be generated using an additional pulse carver at the transmitter.
However, the broader optical bandwidth of RZ-duobinary cancels out the improved chromatic
dispersion tolerance that characterizes duobinary, which becomes similar to RZ-OOK modula-
tion. Although the chromatic dispersion tolerance can be recovered through narrowband optical
filtering at the receiver this again reduces the OSNR tolerance [237]. RZ-duobinary is therefore
only sporadically used in optical transmission experiments and not in deployed transmission sys-
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tems. A different application of RZ-duobinary is the reduction of intra-channel impairments, in
which it obtains a similar performance as CSRZ [111].

Figure 4.6b shows the chromatic dispersion tolerance of duobinary. In the absence of narrow-
band optical filtering, a’w’ shape is obtained in the dispersion curve. This is typical for duobinary
modulation. The 'w’ shape disappears when the duobinary signal is narrowband optical filtered,
which improves the back-to-back OSNR requirement. We note that the narrowband optical fil-
tering strongly reduces the chromatic dispersion tolerance for a 2-dB OSNR penalty. However,
this is not due to a reduction in the absolute dispersion tolerance but rather a side-effect of the
improved back-to-back OSNR requirement. The residual energy in the '0’s that cause the *w’
shape in the dispersion tolerance also reduces the DGD tolerance of duobinary modulation. In
the presence of DGD the pulses spread out, which further raises the residual energy in *0’s and
results in an OSNR penalty. We note though that the SOPMD tolerance of duobinary is more
beneficial; the narrow optical spectrum reduces the PSP depolarization and the large chromatic
dispersion tolerance reduces the impact of PCD [238].
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Figure 4.6: Simulated comparison of (a) back-to-back OSNR tolerance and (b) chromatic dispersion
tolerance for O 42.8-Gb/s duobinary, O 42.8-Gb/s filtered duobinary A 42.8-Gb/s NRZ-OOK. The opti-
cal filter bandwidths are 90-GHz 3rd order Gaussian for duobinary and OOK, and 34-GHz 2nd order
Gaussian for filtered duobinary.

Duobinary modulation has been used extensively in long-haul transmission experiments at 10.7-
Gb/s [239] and 42.8-Gb/s [240, 241, 242] bit rates. The narrower spectral width of duobinary
makes it a good candidate for DWDM transmission with narrow channel spacing [243]. Hence,
duobinary modulation can be used to realize 42.8-Gb/s transmission with a 50-GHz channel
spacing, enabling a 0.8-b/s/Hz spectral efficiency [240, 241].

Besides duobinary modulation there are a large number of other partial response codes that offer
similar properties [244]. But the simplicity of duobinary encoding through electrical low-pass
filtering has made it the most widely used partial response format. Higher-level partial response
(polybinary) codes generally do not offer a further improvement in the dispersion tolerance.
Although such formats concentrate the power closer to the carrier, they cannot further reduce the
total spectral width in comparison to a duobinary signal [245].
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4.3 Differential phase shift keying

Both OOK and duobinary modulation encode the information in the amplitude of the optical sig-
nal. Binary phase shift keying (BPSK), on the contrary, encodes the information in the signal’s
phase. Because a photodiode is only sensitive to the incident optical power, phase shift keying
requires demodulation at the receiver before it can be detected. Various schemes are capable
of demodulating BPSK signals. Homodyne demodulation provides the best performance but is
complex to realize. In optical transmission systems a low-complexity self-homodyne (interfero-
metric) demodulation scheme is therefore often used [10, 246]. With self-homodyne demodula-
tion, the information is encoded in the differential phase of the optical signal. Hence, the name
differential BPSK, or DPSK.
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Figure 4.7: (a) Transmitter and receiver structure of RZ-DPSK and (b-e) measured eye diagrams for 42.8-
Gb/s RZ-DPSK; (b) before phase demodulation, (c) constructive component, (d) destructive component
and (e) after balanced detection.
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Figure 4.8: Signal constellations for binary OOK and binary DPSK modulation, both signal constella-
tions have the same average optical power.

The transmitter and receiver structure of DPSK modulation is shown in Figure 4.7. DPSK mod-
ulation has a number of advantages over OOK modulation that makes it a suitable modulation
format for robust long-haul transmission systems. The main benefit of DPSK modulation is the
lower OSNR requirement when compared to OOK. This can be understood directly from the
signal constellation, as visualized in Figure 4.8. In the case of OOK modulation, the difference

74



4.3. Differential phase shift keying

between the two constellation points equals the signal energy E;, assuming NRZ pulse coding, an
infinite extinction ratio and an average optical power 1/2-0+1/2-|E|?> = 1/2-|E;|*>. For DPSK,
both constellation points have the same signal energy but a differential phase of either A¢ =0
or A¢ = . When the difference between the two constellation points equals \/2E, the average
power of DPSK is the same as for OOK, i.e. 1/2-|1/v2E|> +1/2-|1/V2Es|*> = 1/2-|E|*.
However, as the symbol distance is increased with a factor /2 in comparison to OOK modula-
tion, we obtain a ~ 3-dB advantage in OSNR tolerance.
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Figure 4.9: (a) Operation of the MZM for DPSK modulation and eye diagrams before phase demodula-
tion showing, respectively, (b) 10.7-Gb/s NRZ-DPSK and (c) 10.7-Gb/s RZ-DPSK modulation.

4.3.1 Transmitter structure

As DPSK modulation carries the information in the optical phase, the most straightforward mod-
ulator configuration is based on a phase modulator. An (ideal) phase modulator changes only
the phase of the optical signal, which results in constant amplitude. However, as the electro-
optical bandwidth of a practical phase modulators is limited, the 180° phase transition is not
instantaneous, which introduces chirp between symbol transitions. In the presence of chromatic
dispersion and/or nonlinear impairments, this chirp limits transmission tolerances.

The more practical DPSK transmitter design is, similar to OOK modulation, based on a MZM.
DPSK modulation with a MZM is depicted in Figure 4.9. The MZM is biased in the trough
of the modulator curve and the electrical driving voltage has a peak-to-peak voltage of, ideally,
2V;. The MZM therefore switches between two crest points, which encodes the 180° phase
jumps. This is visible in the NRZ-DPSK output signal, which shows characteristic intensity dips
when the MZM switches from ' — 1’ to ’1” or vice-versa. The width of the intensity dips in the
NRZ-DPSK signal depends on the electro-optical bandwidth of the MZM and/or the bandwidth
of the electrical drive signal. The electro-optical bandwidth of a MZM is similar to what can be
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realized for a phase modulator. But as a MZM has exact 180 phase changes, it does not suffer
from modulator induced chirp.

When the DPSK modulator is followed by an additional pulse carver the NRZ pulse shape is
converted to a RZ shape, similar as discussed for OOK modulation. For DPSK, pulse carving
with a 66% duty-cycle does not result in alternating phase coding but merely inverts the encoded
information in the DPSK signal. It is therefore not fully correct to refer to CSRZ-DPSK, although
the abbreviation is often used in the literature. Figure 4.9b and 4.9c show typical eye diagrams
for 10.7-Gb/s NRZ-DPSK and RZ-DPSK, respectively.

As DPSK modulation is based on differential detection, it requires pre-coding of the transmitted
sequence. The pre-coder for DPSK is similar to the pre-coder required for duobinary modulation
(Section 4.2,[239]). Note that the ’encoding’ of the signal is, in contrast to duobinary modulation,
not realized at the transmitter but through the phase demodulation at the receiver.

4.3.2 Receiver structure

In a DPSK receiver, the differential phase modulation is normally converted into amplitude mod-
ulation using a Mach-Zehnder delay-line interferometer (MZDI). An MZDI demodulates the
differential phase between each data bit and its successor, which implements the differential de-
coding of DPSK modulation. Figure 4.10 depicts in more detail the phase demodulation with an
MZDI. The optical input signal before demodulation is NRZ-DPSK modulated and has an aver-
age optical power of 1 mW (Figure 4.10a). The center spectral lobe of the NRZ-DPSK optical
spectrum has a width equal to twice the signal bandwidth, 2By = 2/Tj.

The MZDI splits up the signal in two copies, delays one copy over a single bit period AT in [s]
and recombines both arms to create optical interference. Note that AT is not necessarily equal
to the symbol period Ty (e.g. for partial DPSK). The transfer function of the MZDI is defined
through,

ur(t) =r(t) exp(jAQ)r(t —AT), 4.3)

where u4 (¢) is the constructive and destructive component, respectively. r(¢) is the input signal
and A¢ the phase difference between both interferometer arms. The phase difference is ideally
A¢ = 0=+ 7. This can be understood by noting that for this phase shift and an unmodulated input
signal, destructive interference occurs at one of the outputs and constructive interference at the
other output. Hence, the output ports of the MZDI are referred to as the constructive and de-
structive port, respectively. When AT is the delay in the interferometer arm, the constructive and
destructive output ports exhibits a periodic notch response with a 3-dB bandwidth of 1/(2AT)
and a free spectral range (FSR) of 1/AT. The constructive and destructive components obtained
after demodulation are depicted in Figures 4.10b and 4.10c, respectively. Both signal components
have a different optical spectra and signal structure but carry the same (but inverted) information.
The optical spectrum of the constructive output port has a central lobe with a spectral width of
By = 1/Tp, which results in duobinary modulation [247, 248]. In the optical spectrum of the
destructive output signal the carrier frequency is suppressed, which results in an alternating mark
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inversion (AMI) signal. An AMI signal has a 180° phase jump between each consecutive '1°,
which gives the characteristic RZ shape of the AMI signal.

An MZDI can be realized with different technologies, for example with fiber-optic couplers
[249], a fiber-Bragg grating [250] or free space technology [251]. An MZDI based on fiber-
optic couplers requires active phase stabilization, as even slight changes in temperature result in
a change in the differential delay of a fraction of an optical cycle. The path-length difference
changes the interference between the two signals, which would degrade signal quality without
an active control. An MZDI based on free-space technology is athermal and therefore does not
require active phase stabilization. However, the drawback of an MZDI design without active
control is that the phase difference between the two interfering arms cannot be adjusted to the
center frequency of the received signal. Hence, such an MZDI must be matched to a predefined
wavelength (usually the ITU grid). When the MZDI should be colorless, i.e. when it can be used
for any WDM channel, this implies a fixed 50-GHz FSR, instead of 43-GHz FSR as would be
optimal for a 43-Gb/s bit rate.

Closely related to the phase stabilization of an MZDI, but more difficult to avoid, is the pola-
rization dependent wavelength shift (PDA). When both arms of the MZDI have a polarization
dependent propagation coefficient, the periodic notch response of the MZDI is dependent on the
SOP of the incoming light. As an example, we assume that the phase offset in the MZDI is mini-
mized for a certain input SOP. The worst penalty then occurs when the input SOP changes to the
orthogonal SOP on a time scale faster than the phase offset control loop. There is a high proba-
bility this will occur, since polarization changes are generally much faster than a thermal control.
The penalty that results from a PDA can be avoided through polarization tracking, but this is
impractical as it significantly raises the receiver complexity. Minimizing the PDA is therefore
one of the more important criteria in the design of an MZDI.

Both the constructive and destructive output port of an MZDI carry the full information of the
DPSK signal. Therefore, detecting either only the constructive or destructive output is sufficient.
This is known as single-ended detection. But in order to obtain the ~3-dB OSNR improvement
of DPSK over OOK modulation, both MZDI output ports have to be detected simultaneously.
This is known as balanced detection, which uses two photodiodes followed by a differential
amplifier. The transfer function of a DPSK receiver, i.e. the MZDI plus balanced detection is
now defined through,

wt) = |us ()] = fu-(r)?
(4.4)

= [57(0)+exp(jAd) gt — AT)P — |3 (1) —exp(jad) 5r(t —AT) P,

where u(t) is the output after balanced detection. This is depicted in Figure 4.10d, which shows
that the peak-to-peak amplitude of the balanced output is twice that of the constructive and de-
structive signal, separately. Figure 4.7 depicts measured eye diagrams for 42.8-Gb/s RZ-DPSK
before demodulation and the constructive, destructive and balanced signals after demodulation.
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Figure 4.10: Phase demodulation of 42.8-Gb/s NRZ-DPSK showing the input signal before demodula-
tion, as well as the spectra of the constructive, destructive and balanced outputs of the MZDI. The phase
difference between the MZDI arms is equal to AQ = T in the example.
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4.3. Differential phase shift keying

A special application of DPSK demodulation is the optical generation of either duobinary or
AMI modulation. This can be achieved using a DPSK transmitter followed by an MZDI to
demodulate either the constructive or destructive component. Especially the generation of optical
duobinary via this method has some practical applications. The optical duobinary signal has
similar properties as the (electrical) duobinary described in Section 4.2. This can be especially
interesting in transmission links where strong narrowband filtering occurs [252]. On the other
hand, the transmitter is more complicated as it requires an MZDI and higher bandwidth optical
and electrical components (drive amplifiers, optical modulator).

4.3.3 Back-to-back OSNR requirement

The use of interferometric detection in DPSK allows for a lower-complexity receiver but requires
a high OSNR to obtain the same performance as homodyne (coherent) detection. Figure 4.11
compares the theoretical performance of the different detection schemes for 10.7-Gb/s DPSK.
The difference in OSNR requirement between 10.7-Gb/s DPSK with coherent and direct detec-
tion is 0.6 dB for a 103 BER. Differential detection is not required in a coherent receiver and
this can improve the OSNR requirement with a further 0.55 dB. The total difference in OSNR
requirement between 10.7-Gb/s BPSK with coherent detection and DPSK with direct detection
is therefore 1.1 dB for a 103 BER.

FEC limit |

log(BER)

"2 3 4 5 6 7 8
OSNR (dB/0.1nm)

Figure 4.11: Theoretical performance of 10.7-Gb/s DPSK modulation © direct detection with an MZDI,
O coherent detection with differential decoding, A coherent detection without differential decoding.

The difference is slightly dependent on the BER and it can be shown that the theoretical re-
ceiver sensitivity or *quantum limit’ at a BER of 10~ is 18 photons/bit for coherent BPSK and
20 photons/bit [253] for direct detection DPSK. In comparison, for OOK with direct detection
the quantum limit is 38 photons/bit. Hence the theoretical sensitivity difference between OOK
and DPSK modulation is 2.8 dB at low BER. Experimental verification has shown receiver sen-
sitivities for direct detection DPSK of 30 photons/bit [254] and 38 photons/bit [255, 112] at a bit
rate of 10 Gb/s and 42.7 Gb/s, respectively.

Besides the lower OSNR requirement, coherent detection can have further advantages over in-
terferometric detection in the nonlinear transmission regime. Interferometric detection compares
the phase difference between two consecutive symbols; the sensitivity penalty is therefore a prod-
uct of the phase error in both symbols. When one assumes an ideal transmitter and LO laser in
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coherent detection (i.e. no phase noise) the penalty only dependent on the phase error in the
received symbol itself. Hence, coherent detection theoretically reduces the impact of nonlinear
phase noise by a factor of two in comparison to interferometric detection [256]. The main draw-
back of homodyne demodulation is the higher complexity of a coherent receiver as it requires the
detection of the full optical field, including the state of polarization. Because of its relative sim-
plicity, self-homodyne demodulation is therefore the preferable choice for deployed transmission
systems. A practical approach for homodyne demodulation that is currently under consideration
is a coherent intra-dyne receiver, which is discussed in Chapter 10. In this section we further
discuss the properties of DPSK modulation using a direct detection receiver.

Modulation required
-3 format OSNR (dB)
— for 1073 BER
xr -4
0 .5 RZ-DPSK, balanced 11.1
S 6 NRZ-DPSK, balanced 11.8
NRZ-DPSK, constr. 14.3
8 NRZ-DPSK, destr. 13.6
-10 NRZ-OOK 15.2

120 12 14 16 18 20 22
OSNR (dB/0.1nm)

Figure 4.12: Simulated OSNR requirement for O 42.8-Gb/s NRZ-DPSK, balanced, O 42.8-Gb/s RZ-
DPSK, balanced, A 42.8-Gb/s NRZ-DPSK, constructive, & 42.8-Gb/s NRZ-DPSK, destructive, > 42.8-
Gb/s NRZ-OOK. In all cases a 90-GHz optical filter bandwidth is used

The difference in OSNR requirement between DPSK and OOK modulation depends on pulse
shape and receiver parameters. For the simulations depicted in Figure 4.12, the difference in
required OSNR between NRZ-DPSK and NRZ-OOK is 3.4 dB. The >3-dB penalty is a result
of the broad 90-GHz optical filter bandwidth used in the simulations. For DPSK modulation,
the transfer function of the MZDI narrowband filters the signal which reduces the spontaneous-
spontaneous beat noise in the signal. For OOK, on the other hand, the OSNR requirement is
higher as the spontaneous-spontaneous beat noise is not filtered out. It is further observed that
the constructive and destructive components of the NRZ-DPSK signal differ by 0.7 dB in OSNR
requirement. This is a consequence of the RZ pulse shape of the destructive (AMI) components
in comparison to the NRZ-pulse shape of constructive (duobinary) component. For the same
reasons, a 0.7 dB difference in OSNR is observed between NRZ-DPSK and RZ-DPSK. The
difference between NRZ-DPSK and the constructive/destructive component is 2.5 dB and 1.8 dB,
respectively, for a 1072 BER but increases for lower BER. We note that with narrowband optical
filtering the comparison changes as each of the signal has a different optimal filter bandwidth.
However, a 90-GHz filter bandwidth is a reasonable assumption for transmission systems with a
100-GHz channel spacing.
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4.3. Differential phase shift keying

4.3.4 Receiver imperfections

Imperfection in the phase demodulation have a significant impact on the optical performance
characteristics of a DPSK receiver [257, 258]. A direct detection DPSK receiver can be impaired
through, for example, an amplitude or time imbalance between the constructive and destructive
outputs. The amplitude imbalance results in a shift of the optimum threshold whereas the time
imbalance offsets the constructive and destructive components, resulting in a skewed eye dia-
gram. Furthermore, the phase differences and bit-delay between the signal and its delayed copy
upon interfere within the MZDI are important to consider. The bit-delay in the MZDI is an im-
portant aspect for partial DPSK, and is therefore discussed extensively in the next section. We
note that although the simulated results are for a 42.8-Gb/s symbol rate, most of the receiver
imperfections are bit rate independent.
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Figure 4.13: Simulated DPSK receiver imperfections, (a) amplitude imbalance and (b) phase mismatch;
O 42.8-Gb/s NRZ-DPSK, 00 42.8-Gb/s RZ-DPSK.

Figure 4.13a shows the amplitude imbalance between the constructive and destructive compo-
nent. An amplitude imbalance results from a difference in the pigtail or connector loss in one
of the two arms, or a difference in conversion efficiency between the two photodiodes. The
amplitude imbalance is defined as [257],

2 2
LS e U

0=
g ? + ]’

4.5)

where |u_|? and |u|? are the averaged output powers of both photodiodes before balanced de-
tection. The amplitude imbalance varies between &« = 1 and is in the extremes equal to single-
ended detection of either the constructive or destructive component. For NRZ-DPSK, the curve
is slightly asymmetric, which results from the difference in OSNR requirement between the con-
structive component (dominant for & < 0) and destructive component (dominant for ¢« > 0). For
RZ-DPSK, the difference is negligible as both components have a similar OSNR requirement.
The simulated penalty is with 2.6 dB slightly lower than the 2.8-dB penalty that one would ex-
pect from theory, which is caused by the higher BER (10~>) used in the simulations. An & = 0.2
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Chapter 4. Binary modulation formats

results in a 0.5-dB penalty, which equals approximately a 1.5 dB difference between the two
outputs of the MZDI.

The phase offset penalty results from a phase difference upon interference between the two arms
of the MZDI, as A¢ = 0 is optimal. For an OSNR penalty of 1 dB, the allowable phase offset is
about 20.5¢ (see Figure 4.13b). Note that the penalty is independent of the pulse coding (RZ or
NRZ). A phase offset in the MZDI can be induced through (1) wavelength drift of the transmitter
laser, (2) temperature drift of the MZDI and (3) polarization-dependent wavelength shift of the
MZDI [259]. The phase offset in degrees is related to the laser wavelength through,

A¢ =360-AfAT, (4.6)

where Af is the laser frequency drift in [Hz]. To counter a temperature or laser wavelength
drift, the required tracking speed is generally slow and in the seconds range. A (slow) thermal
control can therefore be used to change the phase difference between the two arms and as a
control signal, the RF power after balanced detection can be measured [260]. When a phase
offset is present in the MZDI, the constructive and destructive component are not anymore fully
orthogonal to each other, i.e. |u |> ~ —|u_|?. The substraction of the constructive and destructive
component through balanced detection then result in a lower RF power. Hence, a phase offset in
the MZDI lowers the RF power obtained after balanced detection and maximizing the RF power
will minimize the phase offset in the MZDI.
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Figure 4.14: (a) chromatic dispersion and (b) DGD tolerance for 42.8-Gb/s NRZ and RZ-DPSK; O 42.8-
Gb/s NRZ-DPSK, after balanced detection, 90-GHZ filter O 42.8-Gb/s RZ-DPSK, 90-GH?, filter. A 42.8-
Gb/s NRZ-DPSK, destructive component, 60-GHZ filter O 42.8-Gb/s NRZ-DPSK, constructive component,
40-GHy filter.

4.3.5 Chromatic dispersion & DGD tolerance

The chromatic dispersion tolerance of DPSK modulation is depicted in Figure 4.14a. This
shows that the dispersion tolerance differs between the destructive and constructive component
of DPSK. This difference can be explained by the line coding in both components. Due to its

82



4.4. Partial DPSK

duobinary coding, the constructive component has similar properties as duobinary modulation.
This improves the dispersion tolerance, although the tolerance is somewhat lower compared to
conventional duobinary. The destructive component, on the other hand, has a reduced dispersion
tolerance. This results from the RZ-shape of the signal, which broadens the optical spectrum.
Note that the optical filter bandwidth for both the constructive and destructive component is
different and has been optimized. The chromatic dispersion tolerance after balanced detection
is determined by both components. However, together with narrowband filtering (not shown)
the dispersion tolerance becomes similar to the tolerance of the constructive component. When
we furthermore compare the dispersion tolerance of RZ-DPSK with NRZ-DPSK, a significant
reduction is evident. This results from the broader optical spectrum of the RZ signal. In addi-
tion, there is no significant difference between the constructive and destructive component for
RZ-DPSK.

Figure 4.14b shows the DGD tolerance for 42.8-Gb/s NRZ-DPSK and RZ-DPSK. For a RZ
pulse shape, there is less ISI for small amounts of DGD because the pulses spread out but not
yet interfere with the neighboring pulses. Hence, we find a 9 ps and 10 ps DGD tolerance (1-dB
OSNR penalty) for NRZ-DPSK and RZ-DPSK, respectively. For larger amounts of DGD the
tolerance of both RZ and NRZ is similar, as the DGD tolerance is mainly determined by the
symbol rate.

4.4 Partial DPSK

Ideally, 42.8-Gb/s modulated signals can be deployed in transmission systems with a 50-GHz
channel spacing. But when OADM/PXCs are passed along the transmission link this result in
severe narrowband optical filter, and the optical bandwidth can be reduced to ~35 GHz. For
42.8-Gb/s NRZ-DPSK modulation this result in high OSNR penalties, which limits the number
of add-drop nodes that can be passed

When a NRZ-DPSK signal is narrowband filtered, the constructive component remains nearly
unaffected because most of the energy is close to the carrier. In addition, the constructive com-
ponent has a duobinary line coding which significantly improves its tolerance to narrowband
filtering. For the destructive component, on the other hand, most of the energy is relatively far
away from the carrier. Narrowband filtering therefore reduces the power in the destructive com-
ponent, which becomes distorted. As a result, the signal after balanced detection is asymmetric
and the optimum threshold shift towards the constructive component.

The use of a shortened MZDI in the DPSK receiver, which has a AT < Tj bit-delay between
both arms, improves the narrowband filtering tolerance. This is known as partial DPSK, and
was first demonstrated in 2003 by Yoshikane et. al. [261]. Figures 4.15a and 4.15b depicts the
concept of partial DPSK and the OSNR requirement as a function of the bit-delay, respectively.
This shows that for 42.8-Gb/s NRZ-DPSK there is a strong asymmetry with respect to the 1-
bit delay. For AT < Ty, the signal and its delayed copy are only partially overlapping upon
interference, which results in deterministic interference at the beginning and end of the symbol
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Figure 4.15: (a) phase demodulation with < 1-bit delay, (b) OSNR penalty for different MZDI bit-delays
O 42.8-Gb/s NRZ-DPSK, 90-GH filter bandwidth O 42.8-Gb/s RZ-DPSK, 90-GH filter bandwidth A
42.8-Gb/s NRZ-DPSK, 35-GH filter bandwidth.

period. After balanced detection the electrical signal appears, apart from a negative offset, similar
to a duobinary signal. This is evident from Figure 4.16, which shows simulated eye diagrams of
the balanced output for several MZDI bit-delays. The shortened bit-delay in the MZDI results in a
somewhat higher OSNR requirement. This is explained by the observation that the constructive
and destructive components are not fully orthogonal anymore, which results in a lower signal
power after balanced detection. For AT < Tp, the destructive component fades out and the
penalty is solely determined by the constructive component. For AT > Ty, the symbol transition
of the delayed copy occurs in the middle of the symbol period which results in crosstalk. The
penalty reduces for AT >> T and is close to zero for AT ~ 27 as the symbol transitions are again
aligned with each other [262].

The impact of a shortened bit-delay on the narrowband filtering tolerance is show in Figure 4.15b.
Depicted is the penalty for 42.8-Gb/s NRZ-DPSK with a 35-GHz, 3’ order Gauss filter as a
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Figure 4.16: Impact of < 1-bit MZDI delay. The upper row show the optical spectra (0.1-nm res.) of
the constructive and destructive output port. The lower row show the electrical signal after balanced
detection.
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function of the MZDI bit-delay. For a 1 bit-delay, a 16.0-dB OSNR is required, a 1.9-dB OSNR
penalty. When the bit-delay is reduced, the narrowband filtering penalty reduces accordingly,
with a minimum penalty for a 0.65 bit-delay. Note that for a 0.65 bit-delay there is a negligible
difference in OSNR requirement between NRZ-DPSK with (35 GHz) and without (90 GHz) opti-
cal filtering. This is particulary interesting from a system design point of view, as no performance
variation has to be accounted for. We further observe that with narrowband filtering, the bit-delay
can be reduced to zero with only a minor penalty. In this case the DPSK signal is demodulated
through narrowband optical filtering [263]. The improved narrowband filtering tolerance for a
shortened bit-delay is best explained with the optical spectra of the constructive and destructive
component, as shown in Figure 4.16. When the bit-delay is decreased, the 3-dB bandwidth of the
MZDIs periodic notch response broadens. As a result, a larger part of the signals energy passes
through the constructive port. The destructive component, on the other hand, is attenuated and
fades out for shorter bit-delays. The optical narrowband filtering mainly affects the destructive
component, which is attenuated anyway through the demodulation with a shortened MZDI. The
constructive component (with the duobinary line coding) becomes the dominant signal compo-

= 200 T O] I
£ (:5 80 16 15
8_ E/ 17
g 100 16\ 5 70k 15
9 17 S
2 ELUS
5 0 g
5 o 50' /
o 2
T 100 =40 \———‘1/
€ ©
o £ 30f
< % ___// 17
© 00— : ' - : ' O yoee—r—o : :
0.4 0.6 0.8 1 1.2 1.4 0.4 0.6 0.8 1 1.2 1.4
MZDI bit-delay (AT/T,) MZDI bit-delay (AT/T,)
(a) (b)
200 - - - - - —~90

O 80r 7
100} | S k —/
T Tiseso
- 16 Csi".}ﬁ 0] 3 50} \v
5 //
-100} i &= 40y

200 06 08 1 12 14 20524 06 08 1 12 14

MZDI bit-delay (AT/T,) MZDI bit-delay (AT/T,)
(c) (d)

Chromatic dispersion (ps/nm)
o

Figure 4.17: Chromatic dispersion (a,c) and optical filter bandwidth (b,d) tolerance for NRZ-DPSK (a,b)
and RZ-DPSK (c,d) as a function of MZDI differential delay. The contour plots show the required OSNR
for a 1073 BER.
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nent, which in turn reduces the narrowband filtering penalties. As a result, partial DPSK is the
DPSK format of choice for deployed transmission systems. The improvement in optical filter
tolerance for 42.8-Gb/s NRZ-DPSK with a shortened MZDI is discussed in [264, 265]. For
RZ-DPSK, the penalty is more or less symmetrical with respect to the 1 bit-delay. A shortened
bit-delay results in a signal that has similar properties as RZ-duobinary, including a broad optical
spectrum. No significant improvement in narrowband filtering tolerance is therefore observed at
low OSNR penalties [266].

Finally, we note that the chromatic dispersion tolerance and the filter bandwidth are dependent on
each other as well as on the MZDI bit-delay. This is depicted in Figure 4.17. When narrowband
optical filtering or a shortened MZDI are considered separately, an OSNR penalty is observed
for NRZ-DPSK. For an OSNR requirement of 16-dB (2.5-dB penalty), the narrowband filter tol-
erance is 35-GHz. However, combined with a shortened 0.65 bit-delay MZDI the narrowband
filter tolerance is improved to 24 GHz. At the same time, the chromatic dispersion tolerance
increases from 80-ps/nm to 95-ps/nm, for an 16-dB required OSNR. We note that this is com-
puted with a 60-GHz optical filter ban