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System Characterization and Reception
Techniques for Two-Dimensional Optical Storage

The digital revolution has spurred a tremendous growth in the distribution and storage
of digital information worldwide. To support this growth, capacities and data rates
of storage technologies have had to grow rapidly, and must continue to grow rapidly.
Storage systems convert digital information into physical effects on a storage medium
such as a magnetic or optical disk, and reconvert these effects into an electrical signal
when reading out the stored information. A data receiver then operates on this analog
read-out signal so as to recover the information. For this receiver to work properly,
it must exploit detailed prior knowledge about the behavior of the storage channel,
including the electrical-to-physical and physical-to-electrical conversion. During the
development of a new storage system, this knowledge is obtained through construc-
tion of a channel model that describes the behavior and artifacts of the channel, and
through channel characterization techniques that permit experimental validation and
iterative refinement of the channel model.

In existing optical storage systems such as CD, DVD and Blu-Ray disc, informa-
tion is stored on the disc in a spiral with a single data track, and with a sufficiently
large spacing between adjacent rotations of the spiral to avoid intertrack interfer-
ence. This is a one-dimensional (1-D) storage format in that data symbols are packed
tightly (and interfere) only in the along-track direction. In order to increase stor-
age density and data rates, data can instead be stored in a so-called broad spiral that
encompasses multiple data tracks, with no intertrack spacing. This format is two-
dimensional (2-D) in that data symbols are now packed tightly both in the along-track
and across-track directions. Because of this tight packing, storage densities can in-
crease significantly. Furthermore, by using a set of parallel laser beams, all tracks in
the broad spiral can be read out simultaneously, thereby dramatically increasing data
rates. The key disadvantage of 2-Dvis a vis1-D optical storage stems from the much
higher storage density, which induces strong 2-D intersymbol interference (ISI), and
simultaneously increases the sensitivity of the receiver to interferences and artifacts.
For this reason, accurate channel characterization becomes essential, and the receiver
must be accurately tailored to the key channel artifacts. This thesis addresses these
two challenges. As a basis of reference it uses the so-called TwoDOS system, the
first fully operational 2-D optical storage system developed to date. The developed
techniques are, however, generically applicable to 2-D optical and magnetic storage
systems.

The thesis sets out with a comprehensive study of the key characteristics of the
TwoDOS channel, including linear and nonlinear ISI, various types of noise, and tem-
poral variations. The salient characteristics are described in terms of simple models,
which are validated experimentally. Special attention is devoted to the characteriza-
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tion of noise sources. As storage capacities increase, media noise becomes increas-
ingly prevalent in both optical and magnetic storage systems. For this reason a noise
characterization scheme that efficiently decomposes combinations of media and ad-
ditive noise and subsequently estimates the key noise parameters, is highly desirable.
In this thesis, such an adaptive noise decomposition scheme is proposed and ana-
lyzed. Simulation results show that high estimation accuracies are obtained at low
computational complexity.

The thesis proceeds to develop reception techniques that exploit some of the key
characteristics of the TwoDOS system. It focuses on two critical receiver building
blocks, namely the bit detector, which reconstructs the recorded bits, and the adapta-
tion loops, which continuously keep track of the system parameters.

In 2-D systems, the bit detector tends to be highly complicated because it must be
two-dimensional in nature. To simplify the detector, an adaptive equalizer commonly
precedes the bit detector in order to limit the span of the 2-D ISI. Since detector com-
plexity tends to grow exponentially with this ISI span, the use of an adaptive equalizer
permits dramatic simplifications of the detector. At high storage densities, however,
our characterization results suggest that significant ISI is left outside the span that
the detector can handle. ThisresidualISI causes a significant performance deterio-
ration. To overcome this deterioration, an innovative 2-D ISI cancellation scheme is
developed. At the heart of this scheme is a 2-D filter that ideally produces a replica
of the residual ISI. Subtraction of the filter output from the detector input produces
a new input that ideally contains no residual ISI. The 2-D filter is excited by tenta-
tive bit decisions. These are readily available in many 2-D systems as the detector
typically uses several iterations, and the decisions produced in the first iterations can
be earmarked as tentative. In the thesis it is shown analytically, through simulations
and experimentally that the application of a 2-D ISI cancellation scheme can yield
substantial performance improvements at very modest hardware cost.

Even with an adaptive equalizer, 2-D bit detectors tend to be highly complex. A
typical strategy to further lower complexity is to split the detection problem up into a
succession of smaller tasks, each typically covering a limited number of tracks. This
subdivision invariably leads to a larger detection latency, as these smaller tasks are
carried out consecutively, with the result of one task serving as input for the next.
Unfortunately the tracking capabilities of the adaptation loops within the receiver de-
pend heavily on this latency, and tend to become inadequate to track rapid variations
of e.g. DC, amplitude and timing parameters. In this thesis a scheme is proposed
that overcomes this problem by exploiting the fact that the bulk of these variations is
common across all the tracks. Accordingly, control information for the common part
of the variations can be extracted from the tracks for which detection latency is small-
est. Simulations and experimental results confirm the effectiveness of the developed
scheme.



Contents

1 Introduction 1
1.1 Digital Data Storage: History and Trends . . . . . . . . . . . . . . 1
1.2 Optical Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Single-Spiral Optical Discs . . . . . . . . . . . . . . . . . . 5
1.2.2 Two-Dimensional Optical Storage . . . . . . . . . . . . . . 7
1.2.3 New Technologies . . . . . . . . . . . . . . . . . . . . . .10

1.3 Magnetic Storage . . . . . . . . . . . . . . . . . . . . . . . . . . .12
1.3.1 Longitudinal and Perpendicular Storage . . . . . . . . . . .13
1.3.2 Two-Dimensional Magnetic Storage . . . . . . . . . . . . .14

1.4 Basic Signal Processing for 1D Storage System . . . . . . . . . . .15
1.4.1 Modulation Codes . . . . . . . . . . . . . . . . . . . . . .17
1.4.2 Detection Principles . . . . . . . . . . . . . . . . . . . . .18
1.4.3 Viterbi Detection . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.4 Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.5 Motivation and Content of this Thesis . . . . . . . . . . . . . . . .29
1.6 List of publications and Patents . . . . . . . . . . . . . . . . . . . .30

1.6.1 Papers . . . . . . . . . . . . . . . . . . . . . . . . . . . . .30
1.6.2 Patents . . . . . . . . . . . . . . . . . . . . . . . . . . . .33

2 Two-Dimensional Optical Data Storage 35
2.1 Two-Dimensional Disc Format . . . . . . . . . . . . . . . . . . . .35

2.1.1 2-D Lattice Characteristics . . . . . . . . . . . . . . . . . .36
2.1.2 Manufacturing of TwoDOS discs . . . . . . . . . . . . . .38
2.1.3 Test Format . . . . . . . . . . . . . . . . . . . . . . . . . .40

2.2 Read Out of a TwoDOS disc . . . . . . . . . . . . . . . . . . . . .41
2.3 Optical Storage Channel Models . . . . . . . . . . . . . . . . . . .43

2.3.1 Intersymbol Interference Model . . . . . . . . . . . . . . .43
2.3.2 Noise Model . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4 Signal Processing Principles . . . . . . . . . . . . . . . . . . . . .49
2.4.1 Modulation Code . . . . . . . . . . . . . . . . . . . . . . . 49
2.4.2 Receiver principles . . . . . . . . . . . . . . . . . . . . . .51

2.5 Data Receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52
2.5.1 Basic operation . . . . . . . . . . . . . . . . . . . . . . . .52



viii Contents

2.5.2 Equalization . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5.3 Timing Recovery . . . . . . . . . . . . . . . . . . . . . . . 57
2.5.4 DC and gain control . . . . . . . . . . . . . . . . . . . . .58
2.5.5 Interaction between adaptation loops . . . . . . . . . . . . .59

2.6 Bit Detection Techniques . . . . . . . . . . . . . . . . . . . . . . .59
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .62

3 Characterization of Experimental TwoDOS PRML System 65
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Intersymbol interference Characterization . . . . . . . . . . . . . .67

3.2.1 Linear ISI Model . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.2 Bilinear ISI Model . . . . . . . . . . . . . . . . . . . . . . 73
3.2.3 Look-Up Table Model . . . . . . . . . . . . . . . . . . . . 74
3.2.4 Residual ISI Model . . . . . . . . . . . . . . . . . . . . . . 75
3.2.5 Experimental Results . . . . . . . . . . . . . . . . . . . . .76

3.3 Noise Characterization . . . . . . . . . . . . . . . . . . . . . . . .79
3.3.1 Correlated Gaussian Noise Model . . . . . . . . . . . . . .80
3.3.2 Data-Dependent Auto-Regressive Noise Model . . . . . . .80
3.3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . .84
3.3.4 Media Noise . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.4 Time Variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.1 Adaptive Data-Aided Parameter Estimation for the Channel

Characterization . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.2 Time-varying Channel Artifacts . . . . . . . . . . . . . . .93

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .97

4 Adaptive Decomposition of Noise Sources in Digital Storage Systems with
Media Noise. 101
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .101
4.2 Media Noise in Optical Storage . . . . . . . . . . . . . . . . . . . .105

4.2.1 Data-Dependent Media Noise Characterization . . . . . . .106
4.2.2 Adaptive Estimation Scheme . . . . . . . . . . . . . . . . .107
4.2.3 Simulation results . . . . . . . . . . . . . . . . . . . . . .110

4.3 Magnetic Storage . . . . . . . . . . . . . . . . . . . . . . . . . . .116
4.3.1 Media Noise Model . . . . . . . . . . . . . . . . . . . . . .117
4.3.2 Adaptive Estimation Scheme . . . . . . . . . . . . . . . . .118
4.3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . .119

4.4 Test Pattern Design . . . . . . . . . . . . . . . . . . . . . . . . . .121
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .122



Contents ix

5 Cancellation of Linear Intersymbol Interference for Two-Dimensional
Storage Systems 127
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .127
5.2 Overview of ISI Cancellation . . . . . . . . . . . . . . . . . . . . .129
5.3 Linear ISI Cancellation in 2-D Systems . . . . . . . . . . . . . . .131

5.3.1 Probability of Error of a Viterbi Detector in the presence of
RISI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

5.3.2 Probability of Error of the ISI cancellation scheme . . . . .134
5.3.3 Error Propagation in the Receiver using Tentative Decisions

for ISI Cancellation . . . . . . . . . . . . . . . . . . . . . .136
5.3.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . .137

5.4 Experimental Results for TwoDOS . . . . . . . . . . . . . . . . . .141
5.4.1 SWVD with Two Detection Iterations . . . . . . . . . . . .144
5.4.2 SWVD with Three Detection Iterations . . . . . . . . . . .145
5.4.3 Cross-Talk Cancellation . . . . . . . . . . . . . . . . . . .146

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .150

6 Minimum-Latency Tracking of Rapid Variations in Two-Dimensional Stor-
age Systems. 151
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .151
6.2 Receiver Model . . . . . . . . . . . . . . . . . . . . . . . . . . . .154
6.3 Effect of latency on loop behavior . . . . . . . . . . . . . . . . . .155

6.3.1 Loop Behavior . . . . . . . . . . . . . . . . . . . . . . . .155
6.3.2 Gradient Noise . . . . . . . . . . . . . . . . . . . . . . . .157

6.4 Minimum-Latency Adaptation . . . . . . . . . . . . . . . . . . . .158
6.5 First-Order Minimum-Latency

Adaptation Loops . . . . . . . . . . . . . . . . . . . . . . . . . . .159
6.5.1 Basic Behavior . . . . . . . . . . . . . . . . . . . . . . . .161
6.5.2 Gradient Noise . . . . . . . . . . . . . . . . . . . . . . . .162
6.5.3 Behavior of the Inner Loop with Latency . . . . . . . . . .163
6.5.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . .164

6.6 Minimum-Latency Timing Recovery . . . . . . . . . . . . . . . . .167
6.6.1 Basic Behavior . . . . . . . . . . . . . . . . . . . . . . . .169
6.6.2 Gradient noise . . . . . . . . . . . . . . . . . . . . . . . .171
6.6.3 Behavior of Inner Loop with Latency . . . . . . . . . . . .172

6.7 Experimental Results for the TwoDOS system . . . . . . . . . . . .173
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .176

7 Conclusion and Recommendations for Future Work 177
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .177
7.2 Recommendations for Future Work . . . . . . . . . . . . . . . . . .180



x Contents

Bibliography 182

Acknowledgment 203

Curriculum Vitae 205



xi

List of Abbreviations

ADC: Analog to Digital Convertor
AGC: Automatic Gain Control
AR: Auto-Regressive
ASIC: Application Specific Integrated Circuit
AWGN: Additive White Gaussian Noise
BD: Blu-Ray Disc
BER: Bit-Error Rate
CD: Compact Disc
DA: Data-Aided
DD: Decision-Directed
DFE: Decision-Feedback Equalizer
DL: Dual Layer
DVD: Digital Versatile Disc
EBR: Electron-Beam Recording
ECC: Error Correction Coding
EFM: Eight-to-Fourteen Modulation
EPRML: Extended Partial Response Maximum Likelihood
FDTS: Fixed-Depth Tree-Search
FFT: Fast Fourier Transform
FIR: Finite Impulse Response
FPGA: Field Programmable Gate Array
GB: Giga Byte
HF: High Frequency
HDD: Hard Disk Drive
IC: Integrated Circuit
IFFT: Inverse FFT
ISI: Intersymbol Interference
LBR: Laser Beam Recording
LE: Linear Equalizer
LF: Loop Filter
LIM: Liquid Immersion Mastering
LMS: Least Mean Square
LS: Least Square
LUT: Look-Up Table
MAP: Maximum A-Posteriori
MIMO: Multiple-Input Multiple-Output
MB: Mega Byte
ML: Maximum Likelihood



xii List of Abbreviations

MLSD: Maximum Likelihood Sequence Detection
MMSE: Minimum Mean Square Error
MNP: Media Noise Percentage
MR: Magnetic Resonance
MSE: Mean Square Error
MTF: Modulation Transfer Function
MTR: Maximum Transition Length
MVA: Multi-track Viterbi Algorithm
NA: Numerical Aperture
NCO: Numerically Controlled Oscillator
NEA: Normalized Estimation Accuracy
NF: Near-Field
NLC: Non-linearity Compensation
NPML: Noise-Predictive Maximum Likelihood
OSR: Oversampling Ratio
PDIC: Photo Diode Integrated Circuit
PID: Proportional, Integrating and Differentiating
PLL: Phase-Locked Loop
PRML: Partial Response Maximum Likelihood
PSD: Power Spectral Density
RISI: Residual Intersymbol Interference
RLL: Run-Length Limited
SEM: Scanning Electron Microscope
SIL: Soli Immersion Lens
SNR: Signal-to-Noise Ratio
SOVA: Soft-Output Viterbi Algorithm
SP: Signal Processing
SRC: Sample Rate Convertor
SWVD: Stripe-Wise Viterbi Detector
TB: Tera Byte
TED: Timing Error Detector
TwoDOS: Two-Dimensional Optical Storage
UV: Ultra-Violet
VCO: Voltage Controlled Oscillator
VA: Viterbi Algorithm
VD: Viterbi Detector
VGA: Variable Gain Amplifier
XTC: Cross-Talk Cancellation
ZF: Zero-Forcing



xiii

List of Symbols

Notational Conventions

a scalar value.
a vector.
A matrix.
ak value at time instantk.
al

k value at time instantk for track l .
ak vector at time instantk.
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Chapter 1

Introduction

“Faster and larger” is the comment you often hear, when people are talking about
the evolution of data rate and capacity of storage systems. This statement indeed
indicates one of the commercial requirements for new storage devices. The need for
storing tremendous amounts of digital data has prompted the development of various
storage systems. Recently two-dimensional (2-D) storage systems have been pro-
posed as a candidate for next generation storage systems [1]. These 2-D systems are
based on reading and processing several data streams in parallel, in optical systems by
using parallel laser beams and in magnetic systems by using an array of read heads.
The exploitation of parallelism results in an increased data rate and enables an in-
creased capacity, which are effectively achieved by applying innovative 2-D channel
coding and advanced 2-D signal processing techniques.

This work aims at the development of advanced signal processing algorithms
that overcome some of the main bottlenecks in 2-D systems. Bottlenecks should be
understood as issues that seriously hamper the performance of the 2-D system. An
accurate characterization of the 2-D system is essential for the identification of these
bottlenecks. Subsequently advanced signal processing algorithms can be designed to
resolve these bottlenecks.

In this chapter the background, the motivation and the organization of the thesis
are presented. In Section 1.1 an overview of the history of storage systems and an
explanation for its great market success are given. Section 1.2 discusses the principles
of optical storage systems and also the extension of the conventional one-dimensional
(1-D) system to its 2-D equivalent. In Section 1.3 a similar discussion is given for
magnetic storage systems. An overview of the signal processing algorithms involved
in 1-D storage systems is presented in Section 1.4. Finally, in Section 1.5 an outline
of the thesis is given.

1.1 Digital Data Storage: History and Trends

During the emergence of the digital era, the fast growth of information technology
demanded the transmission and the storage of digital data in huge volumes and at high
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speed. As a result the development of improved communication and storage systems
and this growth came together. Whereas communication systems transport informa-
tion from one location to another, storage systems do it from one time to another.
The common goal is to eventually retrieve the stored or transmitted information as
reliably as possible. The information is represented in the form of digital binary data.
Although communication systems and storage systems have a lot of similarities, in
this work the focus is on storage systems.

In Fig. 1.1 a schematic overview of a general digital storage system is shown. In
general the functionality of the systems can be described as storing (accomplished by
the write channel) information on a specific media at one point in time and retrieving
(accomplished by the read channel) it from the media at another point in time. Hence
the storage system can be considered to consist of three distinct parts: the write chan-
nel, the physical channel and the read channel. The write channel generates an analog
write signal based on the binary input data. The physical channel consists of the com-
bination of media and physical components to read/write information on the media.
Its input is the analog write signal and its output is an analog read signal. In magnetic
storage the read/write head is the main physical components, while in optical storage
the laser, the optics (lenses) and the Photo Detector Integrated Circuit (PDIC) are the
physical components of main interest. The read channel recovers the original data by
processing the read signal in accordance with certain algorithms. Typical signal pro-
cessing techniques that are utilized in the read channel are equalization, bit-detection
and timing recovery.

Several types of storage systems can be identified depending on the type of me-
dia used to store the information. The three main types are: magnetic storage, optical
storage and solid-state storage. Also a combination of magnetic and optical storage
has been proposed: the magneto-optical system [2]. In this work only systems that
are based on rotating discs will be discussed, both of the magnetic and optical type.
The evolution of densities and data rates of magnetic and optical storage systems is
shown in Fig. 1.2. In the left plot the densities of the different standardized optical
storage systems are shown: Compact Disc (CD), Digital Versatile Disc (DVD), DVD
Dual-Layer (DVD-DL), and finally Blu-Ray disc. Furthermore the densities for the
experimental Two-Dimensional Optical Storage (TwoDOS) system and for the mag-
netic Hard Disk Drive (HDD) are shown. In the right plot (evolution of data rates) the
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Figure 1.1: Schematic overview of a general storage system.
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Figure 1.2: Evolution of areal density and data rate in storage systems.

Read-Only-Memory (ROM) versions of the CD and DVD are compared to the read
versions of Blu-Ray, TwoDOS and HDD.

Although the depicted evolution has been mainly due to technological improve-
ments made in the physical channel (improved design of media and/or physical com-
ponents such as heads, lasers, etc.), sophisticated coding and signal processing algo-
rithms have also played an important role [3]. For a given head/media combination
the use of more advanced signal processing techniques allows the bits to be more
closely packed together on the media, resulting in an increased areal density. A
classical example of this is the increase in capacity due to the replacement of peak
detection techniques by partial response techniques in hard disk drives in the early
1990s [4–6].

The most striking performance lag of conventional optical storage technology
compared to hard disk drives is its lower data rate, and, to a lesser extent, its lower
storage density (see Fig. 1.2) [7]. On the other hand, a major advantage of optical
storage over magnetic storage is the removability of the optical media (discs) [8]. At
the time of the introduction of the CD, its capacity greatly exceeded that of HDDs.
Unlike in optical storage, the media used in magnetic storage cannot be removed from
the player and is not standardized. As a result its capacity and data rate can grow con-
tinuously due to incremental innovations [9]. Another reason for the comparatively
slow evolution of optical storage densities, besides the inertia that arises with stan-
dardization processes, is the slow pace at which the wavelength of laser diodes has
improved. Fig. 1.2 shows the current status of HDD, with a data rate of 1 Gb/s,
and a density of 100 Gb/in2, whereas Blu-Ray achieves a data rate of 35 Mb/s and a
density of 14.7 Gb/in2. Fundamental physical limitations exist in magnetic storage,
which ultimately restrict achievable densities in the order of 1 Tb/in2 and data rates
in the order of 10 Gb/s [10,11]. In the following two sections, a more detailed discus-
sion will be given about the evolution of optical and magnetic storage technologies.



4 Introduction

1.2 Optical Storage

Although optical storage dates back to the early 1970s [12], the first commercial suc-
cess was achieved with the introduction of the CD in 1983 [13]. At that time, the
CD provided an alternative for magnetic storage systems with the following advan-
tages: high capacity (680 MB on a disc with a diameter of 12 cm), removability
of the disc without risk of damaging the data and finally its reliability (there is no
risk of erasure of bits and the addition of a transparent protective layer avoids head
crashes like they occur in magnetic disc systems). CD uses prerecorded, replicated
discs (so-called CD-ROM, read-only memory) to store digital audio at an informa-
tion density of about1µm2/bit. This information density is directly related to the
size of the optical spot which is diffraction limited. This size depends only on the
wavelength of the laser and the numerical aperture (NA) of the objective lens where
NA is defined as the sine of the opening angle of the light cone that is focused on
the storage medium. For CD, an infrared laser is used with wavelengthλ = 780nm
and furthermore NA = 0.45. The thickness of the transparent disc (that serves as
the protecting cover-layer for the data) is 1.2 mm. Despite its gigantic success, the
CD suffered from one major disadvantage with respect to magnetic storage: it does
not permit information to be written and/or erased. This disadvantage was circum-
vented later on with the introduction of the CD-RW (rewritable), which is based on
phase-change techniques [14].

In Fig. 1.3 the evolution of optical storage systems is shown together with the
corresponding capacities and physical parameters. Furthermore also the disc for-
mats are shown on which the distance between two neighboring tracks is indicated.
In 1996 the successor of the CD standard, known as digital versatile disc (DVD),
was introduced. DVD has a storage capacity of 4.7 GB. This enlarged capacity was
achieved by exploiting improved physical components: a red laser with wavelength
λ = 650nm, an objective lens with NA = 0.60 and a substrate thickness of0.6 mm.
The main field of application for DVD is digital movie, whereas CD focused on dig-
ital audio. In conjunction with the breakthrough of high-definition television, the
need for even higher storage capacities emerged in the development of new optical
disc systems.

Currently, two standards are competing to be the third generation optical storage
system: the Blu-Ray disc (BD) [8] and the high-definition digital versatile disc (HD-
DVD) [15]. In Fig. 1.3 only BD is depicted but properties of HD-DVD are similar.
Both standards use blue laser light with a wavelength of 405 nm. The BD format is
based on a NA of 0.85 and a cover layer of 0.1 mm thickness. It achieves a capacity
of 23.3, 25 or 27 GB on a single storage layer. The HD-DVD format is based on
a NA of 0.65 and a cover layer of 0.6 mm thickness. It achieves a capacity of 15
GB for ROM and 20 GB for RW. Although the capacity of HD-DVD is lower than
that of BD, HD-DVD is less sensitive to dust and scratches compared with BD, due
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to the use of a thicker cover layer. Furthermore, the 0.6 mm cover-layer fabrication
process of HD-DVD is similar to the conventional DVD technology, which results in
a lower overall fabrication cost. At this point in time, it is not clear which of the two
standards will be the winner of the competition.

Beyond these standardized products, much new research is in progress for the de-
velopment of optical systems with capacities and data rates beyond those of BD/HD-
DVD [16]. In Fig. 1.3 one of these systems is depicted, namely the TwoDOS system.
It utilizes the same physics as the BD system but, based on innovative signal process-
ing techniques, it achieves a capacity of 50 GB at a data rate which is 10 times the
data rate of BD. The basic operation of this experimental system will be explained in
more detail in Section 1.2.2, whereas the basic operation of the standardized products
will be discussed in Section 1.2.1.

Summarizing, optical storage is the preferred technology when high-density stor-
age on removable storage media is required, for a number of different reasons: low
cost, exchangeability between all drives from different brands (obtained through stan-
dardization), and, last but not least, robustness. This technology is ideal for content
distribution because of its low-cost replication, and plays a key role in the archival of
data. In the near future, optical storage devices will continue to form an integral part
of the daily life of both consumers and specialist users.

1.2.1 Single-Spiral Optical Discs

In general, an optical storage system operates based on different intensities of re-
flected light for the ones and the zeros that are to be recorded. On a read-only disc,
microscopically small lands and pits are arranged in a spiral path. The lands and pits
represent the digital binary data. The pits on the disc scatter the light and result in a
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Figure 1.3: Generations of Optical Storage. The parameters shown are:
disc capacity, physical parameters (wavelength,λ and Numeri-
cal Aperture, NA), areal density and substrate thickness.
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Figure 1.4: Schematic overview of an optical storage system.

low reflectivity. The lands however have a high reflectivity. As a result pits and lands
cause different reflected light intensities, making them distinguishable at the receiver
end of the system.

The production of the read-only discs is called mastering and is achieved by me-
chanically impressing a negative image of a master stamper. For rewritable media the
information is not stored by lands and pits but by areas where the state of the alloy is
different. In its preferred crystalline state, the alloy reflects light in a unique direction.
In the amorphous state the light is reflected equally in all directions. As a result the
two states cause different reflection intensities, again making them distinguishable at
the receiver end.

Fig. 1.4 depicts some of the basic elements of a conventional 1-D optical disc
player. The light beam, generated by a semiconductor laser diode, is focused on the
disc by a beam splitter and an objective lens. A servo procedure (not shown) ensures
that the optical spot is centered on a single track of mastered pits. The reflected light
is focussed on the Photo Detector Integrated Circuit (PDIC). This PDIC generates an
electrical signal according to the intensity of the light. As a result pits (or amorphous
areas for RW discs) on the disc result in electrical signals with a low amplitude while
lands (or crystalline areas) result in signals with a high amplitude. Based on this
information the read channel is able to retrieve the information that was written on
the disc.

As mentioned before, the light is focussed by the objective lens down to the limits
of diffraction, resulting in the well-known airy light intensity profile [17]. The full-
width at half-maximum of the light profile is known as the airy distance and is of
major importance to optical storage since the achievable density of the disc will be
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governed by this parameter. In general, the spot size is determined by two parameters:
λ and NA. The airy distanceφAiry (which is half of the spot size) is defined as

φAiry =
λ

2NA
(1.1)

and is a fundamental quantity because the permissible distance between two adjacent
bits is ruled byφAiry. If the distance is smaller than the airy distance, Intersymbol
Interference (ISI) arises, i.e. light is reflected not only by the current bit but also
by bits adjacent to the current one. In the tangential direction (along the track) ISI
is allowed because the receiver is able to deal with it up to a limited amount. As a
result, the tangential distance can be reduced below the airy distance but only to a
limited amount. In the radial direction (orthogonal to the track), cross-talk cannot
be handled in conventional single-spiral disc systems. Hence the intertrack distance
must be larger than the airy distance. As a result the total amount of bits that can be
stored in a specific area is limited by the airy distance. More precisely the area of a
user bit cell scales proportionally to(λ/NA)2.

Besides the limit in achievable capacity for a given combination of laser and op-
tics, there exists also a limit on the achievable data rate. The maximum achievable
data rate is limited by the maximum rotation velocity of the disc, which is limited by
the maximum centrifugal forces the polycarbonate disc can endure without breaking.
Experiments have shown that the ultimate linear velocity at the outer radius of a stan-
dard 12 cm disc is approximately 56 m/s. Whereas the capacity scales proportional to
(λ/NA)2, the maximum data-rate depends on the tangential bit size only and scales
linearly with λ/NA. Hence, in optical storage, the maximum data rate does not keep
pace with the growth in storage capacity. While the time to record a full DVD at the
maximum rate amounts 5 minutes, it takes about 12 minutes to write a full BD [18].
One possible solution for this problem is the parallel writing/reading of tracks on a
disc. This parallel access will be referred to as 2-D storage and is the topic of the
next section.

1.2.2 Two-Dimensional Optical Storage

The first and so far only 2-D system on the market has been introduced by Zen-
Kenwood around 1997 under the TrueX trademark [19–21]. A schematic represen-
tation of the system is shown in Fig. 1.5. Because of the strong market position of
the standardized CD and DVD format, the TrueX system was bound to read these
formats (single-spiral discs). Although the TrueX system uses 7 laser spots, the gain
in data rate did not amount to the same factor for these discs. Basically there are two
reasons for this. The first reason is the fact that the data is read discontinuously and
when one of the beams reaches a zone that was read previously by another beam, it
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Figure 1.5: Schematic representation of the Zen-Kenwood technology.

has to jump to another zone of the disc. That jump is quite time consuming. The sec-
ond reason is that data are not read in the correct order, and hence must be re-ordered
to re-form logic data blocks and to ensure correct reading of the disc.

To really benefit from the multiple spots in the system, the format of the disc
should be adapted accordingly. This results in a multi-track disc in which the jump
necessary in the TrueX system becomes unnecessary. The combination of multi-
track recording and multi-spot reading allows the data rate to be increased by a factor
equal to the number of tracks on the disc, i.e. the number of parallel laser beams. An
experimental system, called Two-Dimensional Optical Storage (TwoDOS), utilizes
this combination to achieve an increase in data rate with a factor of 10 with respect
to the Blu-Ray system using the same physics. In Fig. 1.6 the disc formats of Blu-
Ray and TwoDOS are shown. In contrast with conventional optical storage, where
the bits are stored in a single spiral (a 1-D sequence of bits), in TwoDOS the bits are
organized in a so-called broad spiral [18]. Within a single rotation of this broad spiral,
a number ofL bit-tracks are placed besides each other to form a hexagonal structure.
Adjacent rotations of the broad spiral are separated by a guard band consisting of a
bit-track without any pits. The data is read out with an array ofL laser spots arranged
such that each spot is centered on one of the bit-tracks within the broad spiral.

An additional advantage of multi-track storage is that it can lead to an increase of
areal density [22]. As mentioned earlier, traditional 1-D systems treat cross-talk as
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Figure 1.6: Disc formats of Blu-Ray disc and TwoDOS systems.

undesired interference, and efforts in advanced signal processing have mainly been
directed towards an increase of the tangential linear density, while increases of radial
density (number of tracks that can be packed in the radial direction) have generally
been neglected. As a result the tracks are separated by a distance that makes radial
ISI negligible. Recently, however, crosstalk cancellers have been used to permit an
increase of radial density [23]. Also the use of 2-D modulation codes can allow a
reduction of the impact of radial ISI as demonstrated in [24]. Nevertheless, as radial
ISI increases, all those methods deteriorate quite quickly. As a result, to increase the
radial density substantially, radial ISI should not be treated as undesired crosstalk but
as information.

In 2-D systems, the different tracks are read out simultaneously, resulting in an
array of signals. This array is used as input of the read channel which performs par-
allel processing on the signals of the array. The parallel processing makes it possible
to treat the radial ISI present in the different signals, as information in the detection
process. Because the data is stored on a fixed hexagonal lattice, a stationary 2-D bit
configuration is present under every spot at each detection instant. By accounting for
all ISI (tangential and radial ISI) in the read channel, the distance between the tracks
can be narrowed within the broad spiral (equivalently increasing the radial density),
hence an increase of the quantity of information stored on the disc.

The improvements in data rate and in capacity of 2-D optical storage are made
possible by advanced signal processing techniques, which are necessary to reliably
detect the bits of the new disc format. An additional advantage of 2-D systems is the
fact that it can be implemented on top of the capacity/data rate improvements that
are obtained by further improving the laser wavelengthλ and the NA of the objective
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lens. Hence the 2-D approach is orthogonal to other approaches for improving the
capacity and the data rate of optical storage systems. For this reason the 2-D ap-
proach was discussed separately from other new optical storage technologies, which
are discussed in the next section. Two-dimensional optical storage is the main topic
of this work and a more comprehensive introduction to it is given in chapter 2.

1.2.3 New Technologies

By extrapolating the parameters of the conventional standardized optical storage sys-
tems (see Fig. 1.3), the capacity and the data rate of the next standard are expected to
be around a Quarter Terabyte (QTB) per layer and 150 Mb/s (1x), respectively. The
exact capacity and data rate has always been defined by a particular target application
for each new format: CD for audio (74 minutes in digital format), DVD for a full-
length movie (about two hours in MPEG2 coding) and finally BD (or HD-DVD) for
movies in high-definition format. Besides these specific target applications, several
other application fields continuously demanded higher storage capacities and higher
data rates: data archiving and software distribution, in particular PC-games with a
high video resolution.

At this moment the target application of the4th generation system is less clear.
There is a general trend to store digital content (audio and video) on hard-disks,
witness the commercial success of the Apple iPod. The device containing the hard-
disk is becoming the multimedia center of the home, containing digital audio, digital
video and personal data. This multimedia center generally also contains an optical
drive to archive data. This optical drive should have a reasonable storage capacity
but more importantly the data rate will be a key factor, as already explained before.
Other possible applications for the new generation of optical drives are 3-dimensional
video, interactive video and gaming with full-resolution video content.

In search of the next generation of optical storage devices, many research efforts
have been established, each of them with its advantages and disadvantages. In this
section a brief overview will be given of the different approaches.

Near-field Storage

One possible solution for increasing the capacity, is increasing the NA of the lens
beyond 1. This is possible by reading data through a “solid immersion lens” (SIL)
[25]. This type of optics is already used in microscopes and in lithography equipment
for semiconductor production. The SIL uses the different refractive indices of glass
and air to achieve a high NA. The SIL optical head is composed of a hemisphere
which is made of high refractive index glass and high NA focusing objective lens [18].

The attribute “near-field” refers to the extremely short distance between the
read/write head and the disc surface. Since the intensity of the reflected light is very



11

sensitive to the distance between the head and the disc, the SIL should be allowed to
fly over the disc at only a few ten nanometers from the disc [26]. A system using an
actuator accomplishes this by carrying the head and containing the SIL. The roughly
25 nm gap is directly comparable to the distance between the head and the disk sur-
face in hard-disk assemblies. In literature experimental systems based on near-field
technology, have been described that have a capacity of 150 GB per layer [27,28].

Multi-layer Storage

Commercial optical discs are now available in dual-layer formats, where the two lay-
ers are separated by a distance that is relatively large compared to the focal depth of
the laser beam. To increase capacity, it would be desirable to increase the number of
layers. It is well known that the amount of spherical aberration increases consider-
ably with the number of layers [28]. This aberration originates from crosstalk from
adjacent layers and interference of out-of-focus tracks, and causes great difficulty in
the read-out electronics [29]. However, for a limited amount of layers the aberrations
can be controlled and reliable read-out can be be realized. One of the main reasons
that discs with more than two layers have not been commercially available is the
increased production cost for these types of discs. Experimental systems have been
demonstrated that use 4 or 8 layers [28]. Results show that 100 or more layers may be
possible with conventional thin-film technology if sufficient read-out signal-to-noise
ratio is obtained [29,30].

Multi-level Storage

On conventional optical discs data is stored only via a binary alphabet. A natural and
immediate idea to increase the capacity of disc is to use a larger alphabet. This idea
has, of course, been extensively studied in the past, but has not been very successful.
A rewritable multi-level system can be realized by recording marks with different
sizes [31]. For read-only systems the reduction in mark size is difficult to achieve
because the pits have to be mastered and replicated. To overcome this problem pit-
edge modulation has been proposed: a multi-level signal is generated by shifting
the rising and falling edge of the binary modulated signal in discrete steps during
mastering of the disc [32–34,34]. Another option is to modulate the pits in the radial
direction as discussed in [35]. Also pit-depth modulation has been proposed [36].
Besides the problem of mastering, the multi-level approach is not compatible with
the existing formats. For all those reasons and the need of high Signal-To-Noise
Ratio (SNR), multi-level storage has not been a great success.
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Holographic Storage

In optical holography, data is stored throughout the volume of the recording medium,
as opposed to on the surface for disc storage systems. Data are impressed onto an
optical coherent beam using a spatial light modulator or page composer. The signal-
bearing beam interferes with a reference beam inside the recording medium to pro-
duce an interference grating, representing a data page. Multiple gratings are super-
imposed by varying the optical properties of the reference beam, a process referred to
as multiplexing. Upon data retrieval or read-out, a single reference beam is incident
on the medium under the same conditions as used for storage, producing a diffracted
beam representing the stored data page. The diffracted beam is detected by a detec-
tor array, which allows extraction of the stored data bits from the measured intensity
pattern.

Since data can be accessed through large pages, holographic memories can offer
extremely high data rate, as fast as 10 Gb/s. An important limitation to holographic
memory developments is that the power of the refracted signal is reduced with the
number of holograms that are superimposed. As a result, at high density numerous
pages are superimposed which leads to low reflection and the information cannot be
accessed at high rate with high reliability. Therefore holographic memories are facing
the problem of having to realize a trade-off between access speed (which optical
memory generally lacks) and capacity. To be competitive, holographic memory needs
to achieve 500 Mb/s and 250 GB on a 12 cm disc. This technology is not available
yet but with improvements of medium and read-out techniques this could be achieved
in the next few years.

1.3 Magnetic Storage

Digital magnetic storage systems originated after the second world war, closely linked
to the development of the first digital computers [9]. IBM’s 350 was the first disk
drive system and was invented by Johnson in 1956 [37]. The drive consisted of 50
disks of 24 inch and could contain about 4.4 MB of data. From that point on, storage
capacities, data rates and price per bit have undergone a rapid and continuous growth.
In 2008 disk drives with a capacity of 1 TB are commercially available containing
4 disks of 3.5 inch. In the 21st century applications for hard disks have expanded
beyond computers to include digital video recorders, digital audio players, personal
digital assistants, and digital cameras. In 2005, the first mobile phones to include
hard disks were introduced.

Continuous improvements in both recording/reading heads and magnetic me-
dia (the disk itself) have been the key enablers of this evolution. The heads have
been made considerably smaller and more sensitive, allowing writing and reading of
smaller bits. Also the distance between the disk and the flying heads has been re-
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duced from about 6.35 mm for the IBM 350 to 10 nm and below nowadays and as
this distance is one of the determining factors of the achievable resolution (i.e the
smallest disk region that reliably can be written or read), a higher storage density
can be achieved. The main media improvements were the reduction of the substrate
coating thickness, the improved quality of the coating (flatness, robustness) and the
improved thermal stability of the magnetic material (to avoid the problem of thermal
bit erasure).

Besides these improvements in the physics of the system, also improvements in
the signal processing algorithms have led directly to increased storage capacities. The
continuously increasing capabilities of digital electronics allowed the signal process-
ing algorithms to be more complex. In Section 1.4, the developments in the signal
processing algorithms utilized for data storage will be discussed in more detail. In
the next section the operation of magnetic storage systems will be discussed.

1.3.1 Longitudinal and Perpendicular Storage

Figure 1.7 depicts schematic views of both longitudinal and perpendicular disk drives.
In both types of magnetic drives, the information is stored in the recording layer of
the magnetic disk in the form of small regions with a magnetization in either one of
the two opposite directions. These regions are denoted as magnetic elements and the
direction of magnetization of these elements represents the bits. In longitudinal mag-
netic storage the medium is magnetized in the direction of the disk motion, whereas
in perpendicular storage the medium is magnetized vertically, i.e. perpendicular to
the direction of disk motion [38]. The recording (i.e. writing) of the information
is accomplished by applying a signal current to the windings of the recording head.
This current magnetizes the head and causes a flux pattern that follows the head poles
and fringes from the head due to the presence of an air gap. The fringing head flux
magnetizes the media. A very small distance of the head to the media is a prerequisite
for high information densities as it determines the achievable resolution. To achieve a
very small distance, the magnetic head is a flying head that uses air bearing to levitate
at a constant height over the disc (called flying height).

During the read-out process the magnetization of a bit region causes a flux in the
head, resulting in a voltage across the windings of the head. The detection of the
bits is realized by monitoring this voltage. This type of head is called an inductive
head and is also depicted in the figure. In replacement of these inductive heads,
magneto-resistive (MR) heads have been introduced for reading. MR heads use a
sensor of magneto-resistive material that is placed between two shields. The excellent
sensitivity of these MR heads has been a key factor in the density improvements after
1992.

Up to a few years ago, all commercial HDDs used longitudinal storage while
perpendicular storage received a lot of scientific attention but was not commercial-
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Figure 1.7: Comparison of longitudinal and perpendicular magnetic stor-
age.

ized [39]. However in 2006, the first commercial HDD based on a perpendicular
arrangement was introduced allowing higher densities (in 2007 the first commercial
HDD with a capacity of 1 TB was introduced based on perpendicular storage). Per-
pendicular storage achieves a higher density because the alignment of the bits in this
manner takes less platter area than in the longitudinal system [40]. Hence bits can be
placed closer together on the platter, increasing the number of magnetic elements that
can be stored in a given area. Another reason for the increased capacity of perpen-
dicular systems is the higher coercivity of the magnetic material. This is possible due
to the fact that in a perpendicular arrangement the magnetic flux is guided through a
magnetically soft underlayer underneath the hard magnetic media films. This mag-
netically soft underlayer can be effectively considered as a part of the write head,
making the write head more efficient, thus making it possible to produce a stronger
write field gradient with essentially the same head materials as for longitudinal heads,
and therefore allowing for the use of the higher coercivity magnetic storage media.

1.3.2 Two-Dimensional Magnetic Storage

The motivation of multi-track recording/multi-head reading is twofold: increasing the
overall density and increasing the data rate. As already stated before, a conventional
1-D system does not treat the radial ISI as information but considers it as interference.
However in a 2-D system the radial ISI can be treated as a source of information.
Hence the radial density can be increased considerably by placing the different tracks
next to each other without any guard space in between them [41]. Besides the increase
in density, also an increase in data rate is achieved by using an array of heads to read
out the information on the disk.

A general multi-track/multi-head configuration is depicted in Fig. 1.8, together



15

��
�

��
�

�������

�������

������	


������


������


������


������

��
�

Figure 1.8: General multi-track multi-head configuration in magnetic stor-
age system.

with the disk format [42]. The basic idea of such a configuration is to adapt the
format of the disk to the multi-head read process [43]. Basically the information on
the disk is stored in a multi-track format that is then accessed by parallel reading.
For magnetic storage the parallel tracks are contained within concentric meta-tracks.
The parallel multi-track reading overL tracks is performed by an array ofN magnetic
read heads.

The detection process should be based on multi-channel signal processing the-
ory. Hence a multi-input, multi-output (MIMO) problem statement can be used as
basis for simultaneous detection of the read-out signals from the interfering magnetic
tracks [22]. In Chapter 2 receiver structures will be discussed that can be applied for
bit-detection in these 2-D magnetic storage systems.

1.4 Basic Signal Processing for 1D Storage System

In Fig. 1.9 a more detailed overview of a storage channel is depicted (see Fig. 1.1 for
the general overview). As already stated before, the user data is stored via the write
channel on a physical media. The media together with the physical components to
read and write, form the physical channel. Finally the read channel recovers the
stored user data.

Error-Correction Coding (ECC) is first applied to the user data to prevent burst
errors. To this end the ECC encoding step adds some redundant information [44]. In
many commercial HDDs, Reed-Solomon codes with certain degrees of interleaving
are used [45]. The encoded bits are then subject to another type of coding, namely,
modulation coding [44]. The purpose of modulation coding is to match the data to
the characteristics of the physical channel and to help in the operation of various
adaptation loops [46, 47]. Many types of modulation codes are used depending on
the specific needs (see Section 1.4.1). The modulation-encoded bits are the actual
bits that are stored on the media. The pulse modulation block converts these bits into
an appropriate write-current waveform which can be used by the physical storage
channel. For example in magnetic storage, each current pulse is properly shaped
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Figure 1.9: Block diagram of digital optical storage system.

and positioned (by means of pulse shaping and write precompensation) to counteract
nonlinear distortions in the recording process. These operations are performed in the
pulse modulation block.

In the overall block diagram, every block in the write channel has a counterpart in
the read channel. The analog signal that is generated by the physical channel during
read-out, is processed by front-end circuits (e.g. amplifier, bandlimiting filter, analog
to digital convertor, ADC, etc.) which condition the replay signal prior to the channel
Signal Processing (SP) block [48]. The channel SP block aims at recovering the data
written on the disc as reliably as possible. To this end, an equalizer shapes the sig-
nal according to certain pre-chosen criteria so that a data detector is able to recover
the binary data with as few errors as possible, while a timing recovery block ensures
the detector operates at a digital signal that is sampled synchronously with respect
to the recorded bits [3, 6]. The detected data sequence is then applied to a modula-
tion decoder and finally to an error-correction decoder. The resulting recovered data
sequence is the best estimate of the user data at the input of the storage system.

In this section we describe the state-of-the-art in signal processing algorithms for
storage systems. Although the SP algorithms in optical storage (see [49, 50]) and in
magnetic storage (see [6, 9]) are tailored to different applications, they are very sim-
ilar. As a result, the SP algorithms described in this section, are applicable to both
systems. If a specific algorithm is tailored to one of both systems, this will be explic-
itly mentioned. The focus is on the advanced digital signal processing algorithms that
are of particular interest for the remainder of this work. The main important terms are
discussed in more detail: modulation codes, detection principles and other important
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Table 1.1: Part of the EFM conversion table
User data sequence EFM sequence

00000000 01111000111111
01010101 00000011111000
01111100 01111111111110
11010010 11100011100001
11111111 00111111100011

signal processing techniques (e.g. equalization and timing recovery).

1.4.1 Modulation Codes

As already stated above, the task of the modulation encoder is to convert its input
data into a constrained sequence which is suitable for the physical storage chan-
nel. Run-Length-Limited (RLL) codes are widely used for this purpose in digital
magnetic and optical storage systems. They are also known as(d,k) codes, where
d+1 andk+1 are respectively the minimum and the maximum lengths of strings of
identical symbols in the encoder output stream. Thed-constraint controls the high-
est transition frequency and thus has a bearing on intersymbol interference when a
bandwidth-limited channel is considered. Thek-constraint limits the maximum tran-
sition spacing and ensures that the adaptation loops are updated frequently enough.
For example, timing is commonly recovered with a phase-locked loop which adjusts
the phase according to observed transitions in the waveform, and thek-constraint
ensures an adequate number of transitions for synchronization of the read clock.

The benefits of RLL codes come at a cost in the form of redundancy that is added
in the data stream. On the average,p source symbols are translated intoq channel
symbols. The rateRof the modulation code is given byR= p/q. Clearly0 < R< 1.
In general RLL codes will decrease the overall throughput of the system, resulting in
either a lower data rate, or a lower Signal-To-Noise Ratio (SNR) in case the baud rate
1/T was enlarged to achieve the same overall user data rate [3]. In general, the baud
rate1/T is defined as the number of modulated bits read from the media per unit of
time, i.e. it takesT seconds to read one modulated bit from the physical media.

In practical storage systems, thed-constraint is restricted to 0,1 or 2; and the
k-constraint ranges between 2 and 10. For example, in the CD system the Eight-to-
Fourteen Modulation (EFM) code is used, which is a (2,10) code (withR= 8/17).
In Table 1.1 some examples of the conversion of the user data to the modulation
encoded bits are given for the EFM code. In this code 8 user bits are converted into
14 modulation encoded bits [51]. In magnetic storage systems, the rates ofd = 0
codes have been steadily increasing over the years, from initially, rate8/9 to 19/20
and 64/65 [52].

Besides these improvements in rates, further enhancements have been introduced
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in recent years: the combination of RLL codes with parity bits in parity-based post
processing schemes [52] and a Maximum Transition Run (MTR) constraint which
eliminates the critical bit patterns that cause most errors in sequence detectors [53].
For optical storage, modulation codes often also need to have the DC-free property,
i.e. they should have almost no content at very low frequencies [54]. This DC-free
constraint significantly reduces interference between data and servo signals. Further-
more it facilitates filtering of low-frequency disc noise, such as finger marks on the
disc surface.

1.4.2 Detection Principles

The objective of the channel SP block (see Fig. 1.9) is to recover the data written on
the disk as reliably as possible. In the remainder of this work this block will be de-
noted as the data receiver. The analog replay signal coming from the physical channel
is preprocessed by front-end circuits. These circuits comprise an anti-aliasing filter
and an ADC to convert the analog signal into a digital signal. This digital signal is
subsequently used as the input of the data receiver. Generally, the receiver can be con-
sidered to consist of two parts: a detector and a preprocessing part. The preprocessing
part aims at transforming the receiver input signal into a signal with properties that
are desired by the bit-detector. Typically this part consists of an equalizer to shape the
ISI structure, a timing recovery circuit to make the detector input signal synchronous
with respect to the baud rate1/T, and some additional signal processing blocks with
a specific purpose (e.g. offset and gain control). The type of detector that is used,
determines the desired operation of the preprocessing blocks. Therefore the different
types of detectors will be discussed first and in the next subsection the other signal
processing blocks will be discussed in more detail.

Strictly speaking, detectors come in two categories: symbol-by-symbol detectors
and sequence detectors. Symbol-by-symbol detectors essentially make a memoryless
mapping of the detector input into detected bits. Peak detectors are a typical example
of this type of detectors and were the universal choice for data detection in magnetic
storage until the 90s [55]. In optical storage systems, a slicer is a typical example of
a symbol-by-symbol detector that is extensively used in CD systems. To account for
the ISI in the system, symbol-by-symbol detectors should be properly combined with
RLL coding. In optical storage systems the use of a nonlinear equalizer called limit
equalizer [56] and a post-processing scheme to correct dominant errors in the thresh-
old detector output [57] have been proposed to improve the performance. These addi-
tional schemes make the receiver more robust against ISI and other artifacts, such as
media noise. However, as tangential storage densities increases, the overlap between
neighboring pulses becomes severe and the peak detector performance deteriorates
significantly, even with the use of these additional mechanisms [58].

Sequence detectors make a symbol decision based on observation of signals over
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Figure 1.10: Schematic overview of a PRML system.

many symbol intervals and, as a result, they can perform considerably better than
symbol-by-symbol detectors in the presence of large amounts of ISI. Maximum Like-
lihood Sequence Detectors (MLSD) are the most prominent example of sequence
detectors and are typically implemented as a Viterbi detector (see Section 1.4.3 for
more explanation about Viterbi detection) [59–62]. The optimal detector can gener-
ally not be realized because of its excessive complexity. Hence, in real applications,
sequence detectors are invariably used in combination with an equalizer, which re-
duces the effect of ISI to a certain extent [63]. Receivers of this type are known as
Partial-Response Maximum-Likelihood (PRML) receivers [4] and are widely used
in magnetic storage systems since 1990 and also in the Blu-Ray Disc system [16].
Fig. 1.10 depicts a PRML system. The dataak is corrupted by the channel which
is characterized by an unknown impulse responsehk and an additive noise sequence
vk. The received signalrk is input of the equalizer with impulse responsewk. The
equalized signalyk is input of the VD which is designed for a predefined target re-
sponse. In general, a target response defines the expected ISI structure at the detector
input and may characterized by the impulse responsegk. The memory lengthG of
the target response influences the complexity of the VD following an exponential rule
( 2G), see Section 1.4.3 for further explanation about the VD. The equalizer serves,
roughly speaking, to transformhk into gk. The equalizer impulse responsewk is com-
monly adapted based on the error signalek which is difference betweenyk anddk,
wheredk is the desired detector input signal. The adaptation ofwk is discussed in
Section 1.4.4. The VD produces bit decisionsâk. The operation of the VD will be
explained in Section 1.4.3.

The choice of the target responsegk is crucial for guaranteeing optimal system
performance [64]. Hence, in literature, numerous methods have been proposed for
choosing a target response based on several criteria [65–69]. In general Viterbi de-
tectors are optimal in case there is no residual ISI (RISI) at the detector input and the
noise is spectrally flat (i.e. white). As we will see in Chapter 3, RISI and non-white
noise will be key problems in 2-D systems which each require designated solutions
to guarantee acceptable system performance. The most favorable choice forgk would
be one which yields a limited amount of ISI components to limit the complexity of
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the VD, and which has an amplitude spectrum that is similar to the one of the channel
to minimize noise enhancement.

Mismatches between channel and target causes the noise to be colored at the
VD input and the VD becomes a suboptimal detector. Several modifications have
been proposed to improve the performance based on the noise characteristics: for
colored noise [70–72], for data-dependent noise [73] and for data-dependent colored
noise [74, 75]. Basically all these modifications can be divided into two groups:
techniques where the target is adapted such that the noise is as white as possible [76]
and techniques where noise prediction within the VD is used to effectively whiten
the noise [77–79].

Besides these modifications for noise characteristics, also modifications for non-
linear channels have been proposed. By employing a linear target response, it is not
possible to cover nonlinear ISI components, which can be significant especially at
high storage densities. As a result significant Residual ISI (RISI) remains at the de-
tector input, which deteriorates the performance of the detector significantly. For this
problem, researchers have proposed two types of solutions: a nonlinear equalizer to
minimize nonlinear ISI at the detector input, and a modified detector that accounts
for the nonlinear ISI at its input. In the latter solution the VD is not matched anymore
to the linear target responsegk on which the equalizer is based but it is matched to
a nonlinear target response, often described by a look-up table, denoted as the VD
ideal values table. In this table, for every possible combination of bits within a pre-
defined window (normally with the same length as the linear target responsegk), an
entry is stored that represents the VD ideal input value. This table is used in the VD
for the computation of the branch metrics, see Section 1.4.3 for the definition and
the computation of branch metrics. The entries in the table account for all nonlinear
ISI which is still present after equalization [76, 80]. These ideal values are adapted
based on the Least Mean Square (LMS) algorithm and are used in the VD for the
computation of the branch metrics. Significant performance gains are possible when
such measures are employed [74,81–83].

Another detection technique of interest is the Decision-Feedback Equalizer (DFE)
[84, 85]. In Fig. 1.11 a schematic overview of a DFE is depicted. The DFE consists
of a feedforward filter, a feedback filter and a slicer. The feedforward filter equalizes
the signal into a target response which is constrained to be causal so that precursive
ISI, i.e. interference due to symbols which are not yet detected, is absent. The feed-
back filter cancels all postcursive or trailing ISI, i.e. interference due to symbols that
have already been detected, based on past decisions such that at the slicer input only
ISI due to the current symbolak is present. To do perfect cancellation, the impulse
response of the feedback filter should contain all postcursive ISI components of the
target response. The slicer makes bit-decisionâk on a symbol-by-symbol basis. The
cancellation of postcursive ISI comes for free in terms of noise enhancement [3]. As
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Figure 1.11: Schematic overview of a DFE system.

a result, the DFE is optimal in the sense of minimal noise enhancement. In fact it
is the optimum receiver with no detection delay. A disadvantage of the DFE is the
problem of error propagation, i.e. erroneous decisions propagate via the feedback fil-
ter and can corrupt subsequent decisions. Fortunately, error propagation is typically
only a minor problem. Also for DFE systems, improvements have been proposed for
data-dependent noise [86] and for nonlinear channels [87].

To improve the performance further, several modifications to the basic DFE have
been proposed: for example parallel DFE [88], dual DFE [89] and multi-level DFE
[90]. Another key proposal has been to use a combination of decision-feedback and a
fixed-depth tree-search (FDTS) based detector, this combination is called fixed-depth
tree-search with decision-feedback (FDTS/DF) [5]. The FDTS detector is a depth-
limited exhaustive tree search algorithm, A good comparison of the performance of
the different types of detection techniques (PRML, DFE and FDTS) is given in [91]
and in [92].

Besides these traditional detection techniques, new techniques have been pro-
posed to improve system performance even further. One of these new techniques is
iterative/turbo detection [93–96] , which has been applied to optical systems [97,98]
and to magnetic systems [99–101]. Another type of technique is the postprocessing
technique which try to improve the reliability of the bit decisions based on knowledge
of the nonlinear channel [102] or of the noise characteristics [50,103,104]. As these
new techniques are not of primary interest for this work, we will not further elaborate
on them.

1.4.3 Viterbi Detection

In this work the PRML receiver will be mainly used. In this section, the VD which
is used in the PRML receiver will be discussed in more detail. The very well-known
algorithm introduced by Viterbi in 1967 [105] is the most extensively used detection
algorithm and had a massive impact on digital communication. A Viterbi detector
(VD) performs maximum-likelihood detection in an efficient fashion and its opera-
tion is based on dynamic programming [3]. Viterbi detection is possible for optical
and magnetic storage channels because these types of channels have a finite memory



22 Introduction

lengthM. For example, a memory lengthM of 2 bits means that the channel output
depends on the current bit and the previous 2 bits. The memory length can be reduced
by using an equalizer before detection. So in general, at the timek, the detector input
signal can be written as

yk(sk−1,sk) =
M

∑
i=0

piak−i +nk, (1.2)

wherepk is the impulse response function at the detector input,ak ∈ {−1,1} are the
bits,nk is a noise term andsk−1 = [ak−M, ...,ak−1] is the state describing the memory
of the channel andsk is the current state.

At the heart of the VD is a so-called trellis that is determined by the memory
length of the channel and the modulation code. In Fig. 1.12 an example of such a
trellis is shown for uncoded data and a memory lengthM = 2. The nodes of the
trellis at time instantk represent all possible statessk. In total there areS= 2M

possible states. In the trellis, each statesk has two possible predecessorssk−1. The
transitions between states are called branches. Every branch uniquely describes a
noiseless detector inputdk = ∑M

i=0 piak−i (denoted as the reference value) whereak

are the bits described by the two states that are connected by the branch and where
pk is assumed to be known by the detector. Maximum-likelihood sequence detection
boils down to finding the admissible sequencedk that is closest to the detector input
sequenceyk in the Euclidean sense. This can be accomplished by first calculating a
metric for every branch in the trellis according to

β(sk−1,sk) = (yk−dk)2. (1.3)

Subsequently the path through a sequence of states in the trellis has to be found that
has the least sum of branch metrics. This path reflects the best fit of the detector input
signalyk to the calculated reference valuesdk. The goal of the VD is to find the path
through the entire trellis that has the smallest path metric. This goal is achieved by
following a stage-wise approach. At each stagek and for every statesk it finds the
path with the smallest metric. This path is denoted as a survivor path, so at stage
k, there areS= 2M survivor paths, one for each state. The survivor paths can be
constructed by a recursive procedure. At each time instantk, for all states the path
with the smallest metric is calculated. The smallest metric is obtained by comparing
path metrics for its two predecessor states and subsequently selecting the smallest
path metric. The path metric for going from statesk−1 to statesk can be calculated as

λ{sk−1,sk}
k = λ̂sk−1

k−1 +β(sk−1,sk), (1.4)

whereλ̂sk−1
k−1 was the smallest path metric leading to statesk−1 at time instantk−1.

As a result the smallest path metric leading to statesk is calculated as

λ̂sk
k = min

sk−1
{λ{sk−1,sk}

k }. (1.5)
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Figure 1.12: Example of a trellis for a channel with memory length 2.

The selection of the path with the smallest path metric is done by a so-called Add-
Compare-Select unit. Because of the finite memory length of the channel, each of the
survivor paths will, after some amount of back-tracking, pass through the same node
in the trellis. This node uniquely defines the detected bit that is used as output of the
detector.

1.4.4 Adaptation

In Section 1.4.2 it was mentioned that equalization is an effective mechanism to shape
the signal suitable for detection, by mitigating the effects of ISI and noise. Adaptation
techniques are used in the receiver to compensate, in real-time, for variations in the
optical channel. The choice of the adaptation speed, i.e. the speed at which we react
to variations in the optical channel, is a key parameter in the design of adaptation
loops. On the one hand, we would like to make the adaptation as fast as possible to
adequately track all variations. On the other hand, fast adaptation invariably leads to
worse steady state performance due to the increased amount of gradient noise, which
is noise in the adaptation loop due to noise sources present in the system. As a result
it is desirable to adapt not faster than strictly needed to track the bulk of the varia-
tions. For the same reason it is desirable to adapt no more parameters than strictly
needed. Based on this reasoning, it is appropriate to slowly adapt the large number
of equalizer coefficients to account for the overall channel response variation and to
adapt a few important and fast-varying parameters with some dedicated fast adapta-
tion loops. Usually in storage applications these parameters are sampling phase, gain
and DC level [4].

Another key factor that plays a role in the determination of the choice of adap-
tation speed is the overall latency in the adaptation loop. In general, latencies cause
the tracking capabilities of the loop to deteriorate with respect to a loop without any
latency. Detection latency is the main source of latency in an adaptation loop and
as a result the latency of the detector should be taken into account in the design of
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Figure 1.13: Schematic overview of an adaptive PRML system.

all adaptation loops. In 2-D systems, detection latencies are even larger and as a re-
sult the design of adaptation loops for 2-D systems are of particular importance to
guarantee acceptable system performance.

In this subsection the adaptation loops used for the different parameters are dis-
cussed. First the adaptation of the equalizer and the target response is discussed.

Equalizer and Target Response

In Fig. 1.13 a schematic overview of an adaptive PRML system is depicted, where
both the equalizer impulse responsewk and the target responsegk are adapted. The
channel has an unknown impulse responsehk while the detector is designed for the
target responsegk. The equalizer serves, roughly speaking, to transformhk into gk.
To this end, the equalizer impulse response is adapted based on the error signalek.
This signal is a measure of the difference between the actual detector input signalyk

and the desired input signaldk = (a∗g)k, where∗ denotes convolution. A problem is
that the bit sequenceak is generally not known in the receiver. However, an estimate
âk may be used to calculatedk. This will work well in case erroneous bit decisions
are rare. At the startup of the system, however, many bit errors may occur when the
initial equalizer settings are far off. To avoid problems at startup, in many systems
initial acquisition is achieved by using a known data sequenceak, like a preamble.
In Fig. 1.13, a switch is present at the detector input that selects the detected bit-
sequencêak in case an arbitrary bit sequence is read from the disc, or the known
sequenceak if a preamble is read. This switch enables a reliable initial acquisition:
during start-up, adaptation is enabled only during read-out of a preamble.

In many systems, the target response is optimized before system production and
as a result it can be considered to be fixed. However an alternative configuration could
be to also make the target response adaptive (this configuration is shown in Fig. 1.13).
Both wk andgk are adapted based on the errorek = yk− dk. To avoid interaction
between the adaptation ofwk andgk, a constraint needs to be imposed on the equalizer
impulse response and/or on the target response. In many systems a monic constraint
is imposed on the target response, i.e.g0 = 1. This constraint causes the equalizer
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to approximate a canonical whitened matched filter, which is the optimum prefilter
for the VD [106]. However this optimum filter is only approximated if the target
response has sufficient length, which causes the full-fledged VD to have a rather high
complexity. The VD complexity can be reduced by either using sequence feedback
or by constraining the length of the target response (causing again a loss with respect
to the whitened matched filter) [3].

The adaptation of the equalizer coefficients can be based on the LMS technique
or on the Zero-Forcing (ZF) technique. The LMS technique is based on the Minimum
Mean Square Error (MMSE) criterion, where the objective is to minimizeE[e2

k]. This
results in the following update rule for equalizer

wk(i) = wk−1(i)+2µekrk−i for i ∈ {−W,−W+1, ...,W}, (1.6)

where2W + 1 is the overall equalizer length andµ is an adaptation constant which
determines the bandwidth of the adaptation loop. The choice ofµ is always a trade-
off between tracking speed and gradient noise, where gradient noise is defined as
variations around the steady-state coefficient value caused by the channel noiseuk.
The LMS technique will converge to the MMSE solution, yielding a compromise
between minimizing RISI and noise enhancement at the detector input.

In the ZF technique, RISI is forced to be zero at the detector input. This means
that the detector input will be a noisy version ofdk (the ideal detector input). In
practice, there are infinitely many ISI components (related to past, present and future
bits) and as a result not all RISI components will be zero but the overall amount
of RISI will be minimized across a predefined span. The update rule for the ZF
adaptation of the equalizer is

wk(i) = wk−1(i)+2µekdk−i for i ∈ {−W,−W+1, ...,W}. (1.7)

This update rule has the disadvantage that the loop will become ill-conditioned in
case the channel has frequencies with zero transfer, i.e. spectral nulls, while the
target response is non-zero at one or more of these frequencies. In an attempt to force
the RISI to zero for these frequencies, the equalizer coefficients will blow up to large
values, resulting in a lot of noise enhancement. A possible solution for this is the
introduction of tap leakage. The update rule is changed to

wk(i) = (1−α)wk−1(i)+2µekdk−i for i ∈ {−W,−W+1, ...,W}, (1.8)

whereα is the so-called leakage factor. When the error is zero, the equalizer coef-
ficients slowly leak to zero. This means that for frequencies where the channel has
spectral nulls the equalizer transfer will not blow up to large values.

For adaptation of the target response, the LMS and the ZF criteria are equivalent
and yield the following update rule

gk(i) = gk−1(i)+2µekâk−i for i ∈ {0, ...,G−1}, (1.9)
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Figure 1.14: Zero-forcing AGC loop.

whereG is the target length andµ is again an appropriate adaptation constant. As
already stated, to avoid interaction between the adaptation ofwk andgk a constraint
needs to be imposed on the target response: the monic constraint (g0 = 1) [67], the
unit energy constraint (∑k gk = 1) [65] or some other constraint [92].

Note that the LMS and ZF techniques try to minimize an objective that is not di-
rectly linked to the Bit-Error Rate (BER) of the system. Recently, adaptation methods
have been proposed that try to directly optimize the BER by using the sequence am-
plitude modulation criterion. This allows a further performance improvement com-
pared to the LMS or ZF methods. These new techniques have been developed for
equalizer adaptation [107,108] and for target response adaptation [109].

Automatic Gain Control

In digital storage systems, received signal levels may vary widely. These variations
can be due to gain variations in the analog front-end of the system or due to variations
in the optical path (e.g. dust, fingerprints). Although the equalizer accomplishes gain
control, a dedicated adaptation loop is commonly used that accomplishes Automatic
Gain Control (AGC) [3]. The most important reason why gain variations are handled
by a separate adaptation loop is that normally the ADC is just behind the AGC and
in this way the ADC needs far fewer bits. Another reason why gain variations are
handled by a separate adaptation loop is that in general fast gain-variations cannot be
handled by the equalizer adaptation because it is only adapted slowly (due to the large
number of coefficients). The AGC loop can be fast because only a single parameter
has to be adapted, namely the gain parameterc.

The AGC loop can be based on the ZF or the LMS criterion. Here the focus will
be on the ZF criterion. The LMS loop is similar [3]. Fig. 1.14 depicts a ZF AGC
loop. The AGC inputrk is multiplied by the gain parameterck to produce the output
xk. The crosscorrelation ofek anddk serves as a basis for the adaptation of the gain
parameterck. The update rule is given by

ck = ck−1 +µekdk. (1.10)
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Figure 1.15: Receiver model with an inductive data-aided timing recovery
circuit.

An analysis of the dynamic behavior of this adaptation loop can be found in Sec-
tion 6.3 and will not be given in this section.

To avoid interaction between the equalizer adaptation and the AGC, commonly
a constraint is imposed on the equalizer coefficients: limit the overall energy of the
equalizer coefficients or fix the central coefficient to a fixed value (e.g.w0 = 1).

Timing Recovery

Up to this point, we have assumed that the receiver operates at exactly the baud rate
1/T (see Fig. 1.10). In practice this will not be true and a local resynchronisation
in terms of frequency and phase must be established in the receiver. The problem
of timing recovery is concerned with the determination of the ideal time instants at
which the samples should be taken. Clearly, timing recovery is very important since
errors in the choice of the sampling instants will directly be translated in to poor
detection performance [110]. This poor performance is because the appropriate ISI
structure (according to the target response) at the detector input is only guaranteed at
the correct sampling instants. In literature many different types of timing recovery
schemes have been proposed [3]. One possible way to accomplish timing recovery in
digital storage systems is to use a digital Phase Locked Loop (PLL) [3]. In this work a
digital PLL will be used that employs an inductive data-aided timing recovery circuit
based on a ZF adaptation criterion [47]. Inductive means that the timing information
is extracted behind the resynchronisation, data-aided refers to the knowledge of the
transmitted bits and ZF refers to the way the timing information is extracted.

In Fig. 1.15 a receiver model is depicted in which a digital PLL based on inductive
timing recovery is used to accomplish timing recovery. The analog received signal
r(t) is sampled by the Analog to Digital Convertor (ADC) which is controlled by a
free-running clock signal with frequency1/Ts which is close to baud rate1/T. The
digital signalrn = r(nTs) is used as input of the asynchronous equalizer (a discus-
sion about the operation and adaptation of an asynchronous equalizer can be found
in [111]), which shapes the channel ISI into an ISI structure defined by the target
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Figure 1.16: Phase-domain model of the loop filter (LF) and the numerically
controlled oscillator (NCO).

response. Subsequently, a Sample Rate Convertor (SRC) is used to resample the
equalized signalyn at the baud rate1/T. The sampling phase of the SRC is deter-
mined by a phase estimateφk. The SRC together with the Timing Error Detector
(TED), the Loop Filter (LF) and the Numerically Controlled Oscillator (NCO) form
the PLL that tracks the clock phase and frequency of the binary data. The TED serves
to generate a timing error estimateχk which is an indication of the sampling phase
error at the detector input. The LF serves to filter the timing error estimate to pro-
duce an instantaneous frequency value. This value is used by the NCO to produce
the sampling phaseφk which is used by the SRC. The NCO is implemented as an
integrator.

As already stated above, the TED is of the data-aided type, i.e. it uses the data
sequenceak (either as a known preamble sequence or as bit decisionsâk). To ensure
proper acquisition, the preamble is used as input of the TED. When the end of the
preamble is reached the PLL has sufficiently converged such that reliable bit deci-
sions âk are produced. Beyond that point these bit decisions are used as input of
the TED. Besides the data sequence also the detector input is used in the TED. The
output of the TED can be expressed as

χk = ek(q∗a)k = (yk−dk)(q∗a)k, (1.11)

whereek is the error signal,dk is the desired detector input signal (see Fig. 1.13) and
q is the sampled derivative of the target responseg. The signal(q ∗ a)k can easily
be approximated by convolvingdk with the (1−D2) operator [112]. By using this
operator, alsoek needs to be delayed by one bit interval.

Fig. 1.16 depicts a phase-domain model of the LF and the NCO. In a phase-
domain model the operation of the different blocks is described in terms of the sam-
pling phase. The input of the LF is the phase error estimateχk generated by the TED
and the output of the model is the sampling phase estimateφk that is used in the SRC.
Because the timing recovery circuit needs to be able to handle frequency offsets, the
LF is a second-order filter. The LF has a proportional branch with weighing factor
Kt that ensures an average steady-state phase error equal to zero, and an integrating
branch with weighing factorKti , which lets the loop converge towards the correct
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frequency value. The dynamic behavior of the loop can be expressed as a function of
the ideal sampling phaseθk and the phaseφk produced by the timing recovery loop.
The transfer function of the complete loop can expressed as

Gφ(z) =
Φ(z)
Θ(z)

=
Kt(z−1)+Kti

(z−1)2 +Kt(z−1)+Kti
. (1.12)

This is a second-order transfer function which may be characterized by a normalized
natural frequencyωnT =

√
Kti and a damping factorζ = Kt/(2

√
Kti) [3] .

Because at low SNRs accurate timing recovery is of crucial importance for system
reliability, many improvements to the timing recovery circuit described above have
been proposed in recent years. One of these improvements is a modification made
to the TED to account for the signal-dependent nature of media noise [113–115].
Furthermore, the joint estimation of data and ideal sampling instants has received a
lot of attention: either a direct optimization [116] or in the form of a per-survivor
timing recovery [117–120].

1.5 Motivation and Content of this Thesis

In Chapter 2 the TwoDOS concept will be explained in detail. The main purpose of
the chapter is to explain the basic techniques that are needed for the realization of
a 2-D storage system. The characteristics and the characterization of the TwoDOS
system will be discussed in Chapter 3. There the strengths and weaknesses of the
TwoDOS system will be gauged based on experimental results. The conclusions that
are drawn from that chapter will serve as a basis of motivation for the subsequent
chapters.

A first conclusion is the fact that media noise (i.e. variations in bit size and bit
position) is the dominant source of noise in the experimental TwoDOS system. In
Chapter 4 a novel method for the accurate characterization of media noise is pre-
sented. The knowledge of the magnitude of the different noise types in a digital
storage system is prerequisite for taking measures against the negative impact of the
noise types on system performance. In Chapter 4 a real-time characterization algo-
rithm is proposed that is able to efficiently decompose the different noise sources
based on the information available within the system. The proposed algorithm makes
use of the data-dependency of the media noise to distinguish between the different
noise sources. The algorithm is simple and as a result only a very limited amount of
complexity is required to implement it in storage systems as an easy “add-on” to read
channels ICs.

A second conclusion of Chapter 3 concerns the existence of large amounts of ISI
in the experimental TwoDOS system. The ISI can be divided into two categories:
nonlinear ISI caused by bits within a small span of the current bit and a substan-
tial amount of linear ISI caused by bits that are located further away. The nonlinear
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ISI can be taken into account in the detector by using a pattern-dependent reference
value. If also the linear ISI would have to be taken into account by the detector this
would result in a very high complexity. A simple yet highly efficient alternative solu-
tion is the cancellation of this linear ISI. In Chapter 5, ISI cancellation in 2-D storage
systems is discussed. In this chapter, a theory is developed for the error rate of re-
ceivers that use tentative decisions to cancel ISI. Furthermore, precise conditions are
formulated under which such ISI cancellation can be applied effectively. Experimen-
tal results for the TwoDOS system show that a substantial performance improvement
may be obtained by applying ISI cancellation.

A third conclusion of Chapter 3 is the fact that some channel parameters exhibit
rapid variations. Because system performance is very sensitive to variations of stor-
age channel parameters, accurate tracking of rapid variations is of major importance
in the TwoDOS receiver. Tracking capabilities are limited by latencies in the adap-
tation loops. These latencies are largely governed by delays of the bit-detector. In
2-D storage systems data are packaged in a group of adjacent tracks, and for some
of the tracks the detection delays can increase dramatically with respect to 1-D sys-
tems. As a result the effective latencies in the adaptation loops preclude the tracking
of rapid variations and really limit the performance of the system. In Chapter 6 a
scheme is proposed that overcomes this problem and that can be used for timing re-
covery, automatic gain control and other adaptive circuits. Rapid variations for all the
tracks are tracked using control information from tracks for which detector latency
is smallest. This works properly if rapid variations are common across the tracks as
is the case, for example, for the TwoDOS system. Experimental results for TwoDOS
confirm that the scheme yields improved performance with respect to conventional
adaptation schemes. Finally in Chapter 7 the conclusions are given together with
recommendations for future research.
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Chapter 2

Two-Dimensional Optical Data Storage

“The further growth of today’s information society will require larger storage capac-
ities and faster access to ever growing data bases and digital content. The classical
roadmap for optical storage seems to come to an end, both in capacity and in data
rate. We propose to develop a new and challenging concept for optical storage, in
which the information written on the disc fundamentally has a two-dimensional char-
acter. We call this new concept TwoDOS (Two-Dimensional Optical Storage). The
aim is to generate key technologies that realize an increase over the3rd generation
of optical storage with a factor of two in data density and a factor of 10 in data rate
for an optical read-only system, based on innovative two-dimensional channel coding
and advanced signal processing, in combination with a read channel consisting of a
multi-spot light path realizing a parallel read-out. TwoDOS will achieve a capacity
of at least 50 GB for a 12 cm disc, with a data rate of at least 300 Mb/s”

This is an extract of the project definition of the TwoDOS project [121]. In this
chapter we will give an introduction to the TwoDOS system. Section 2.1 describes
the format of the disc. Section 2.2 explains how these discs can be read using a li-
near array of laser spots. Section 2.3 gives a detailed analysis of the two-dimensional
(2-D) channel and introduces models that describe the complete 2-D system. Subse-
quently, the basic principles to recover the 2-D bit patterns from the replay signals are
discussed in Section 2.4. These principles will be expanded further in Section 2.5,
where the data receiver is introduced. In this section the signal processing path from
Photo Detector IC (PDIC) up until the bit-detector will be discussed. The bit-detector
itself will be discussed in Section 2.6.

2.1 Two-Dimensional Disc Format

The continuingly increasing demand for data rate and capacity has urged the devel-
opment of new storage techniques. The use of a two-dimensional lattice to store the
information on a disc is one of these techniques. One could argue that all disc-based
storage is actually based on a 2-D format. Conventionally, the data is considered to
be 1-D in the sense that the information is stored as a 1-D sequence of bits that is
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arranged along a spiral track on the disc. Successive rotations of the spiral are con-
sidered as different tracks on the disc that evolve in the tangential direction of the
disc. The distance between adjacent tracks is chosen such that during read-out the
different tracks simply do not interfere. Furthermore there is no physical relationship
between the data on the adjacent tracks.

In a 2-D storage system this is different: the adjacent tracks are aligned in phase
with respect to each other and the intertrack distance is reduced significantly. Fur-
thermore the data of the different tracks belong to a single entity that should be read
simultaneously. The reduction in intertrack distance and the simultaneous read-out
increases respectively the capacity and the data rate of the system. In this section the
2-D disc format of TwoDOS will be discussed. First the lattice characteristics will be
discussed, followed by the modulation code and the test format.

2.1.1 2-D Lattice Characteristics

In the TwoDOS system, the bits are stored in a metaspiral consisting of a number of
bit-tracks stacked upon each other with a fixed phase relation in the radial direction.
In this way the bits form a 2-D lattice. A 2-D close packed hexagonal ordering was
chosen because it has a 15% higher packing density than the square lattice as used
in [122–125]. On the other hand, in a hexagonal lattice 6 direct neighbors will cause
the bulk of the Intersymbol Interference (ISI), while in a square lattice only 4 direct
neighbors are present.

In Fig. 2.1 the broad spiral of the TwoDOS system is shown. The broad spiral
containsL bit-tracks (in the figure,L = 7), stacked upon each other to form a hexago-
nal structure. Adjacent rotations of the broad spiral are separated by a so-called guard
band with a width of one bit-track. This guard band serves the following purposes:

• A primary function of the guard band is to introduce a discontinuity in the
phase relationship between adjacent rotations of the broad spiral to ensure a
constant areal density at different radial positions on the disc.

• The guard band can serve as a starting point for a 2-D detection process. The a-
priori known content of the guard band (i.e. an empty bit-track) can be used as
side information in a first detection step (see Section 2.6 for more information
about 2-D detection).

• The guard band can be used as a basis for radial tracking [18]. A tracking
signal for a 2-D system can be generated by comparing the averaged amplitude
signals of the two boundary tracks of the broad spiral. If a radial offset is
present, one of the spots of the boundary tracks will be scanning an empty
guard band, resulting in a lower average amplitude for that track.
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Figure 2.1: Schematic TwoDOS disc format (right part) and hexagonal bit
pattern illustrating 3 adjacent shells (left part).

Besides the hexagonal structure, also the grouping of bits into shells is shown in
Fig. 2.1. Bits with an identical distance to the central bit are numbered identically.
Thex−axis is denoted as the tangential direction (i.e. parallel with the broad spiral)
and they−axis is denoted as the radial direction (i.e. orthogonal to the broad spiral).

In Fig. 2.2 some additional definitions are introduced. Here the hexagonal lat-
tice is shown again together with the cartesian axesx andy. The different tracks
are numbered according to their position: the track closest to the center of the disc
is numbered 0, up toL−1 for the track furthest away. The hexagonal lattice is de-
fined by the three lattice directionsu, v andv′. Bits lying along the directionv are
time-synchronous, i.e. they are delivered simultaneously to the bit-detector (see Sec-
tion 2.5). The grid-spacing, corresponding to the spatial sampling interval, is denoted
aH and is referred to as the lattice constant. Bit values equal to ‘1’ are recorded as
circular holes in the disc surface with a diameterbH , while bit values ‘0’ are charac-
terized by the absence of such a hole.

To represent all the points in the hexagonal lattice, any of the couples(u,v),
(u,v′), (v,v′) can be chosen as a coordinate system. In this work the system(u,v)
is chosen as coordinate system because it shares the tangential direction with the
Cartesian system and it includes the time-synchronous direction. An index system
(u,v) based on these hexagonal coordinates is used to define the points on the lattice.
The transformation from the coordinate pair(u,v) to Cartesian coordinates is defined
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Figure 2.2: 2-D bit layout of a TwoDOS disc and definition of the lattice
parameters.

by the ‘generating matrix’ [126] given by:

G =
aH

2

[
2 1
0

√
3

]
. (2.1)

Consider the laser spot focused on the disc on a certain position, described by the
position vectorρρρ, for example indicated as ‘0’ in the left part of Fig. 2.1. For this
point the following bit sets are defined:

• the matrixAk contains all bits defined by the following coordinates(u,v) with
v∈ {0,L−1} andu∈ {k− I , ...,k+ I} whereI is a predefined window length;

• the setBl
k contains all bits that are within the first shell of the bit with coordi-

nates(k, l);

• the setCl
k contains all bits ofAk that are not within the first shell ofal

k, i.e. that
are not part ofBl

k.

2.1.2 Manufacturing of TwoDOS discs

In a TwoDOS disc the data are stored as lands or pits in the hexagonal lattice. The
circular pit-holes are embossed into the disc by means of a so-called stamper in a
mass production process. The stamper can be manufactured using one of the follow-
ing techniques: Laser Beam Recording (LBR), Liquid Immersion Mastering (LIM)
or Electron-Beam Recording (EBR). A stamper is created by illuminating a photo-
sensitive resist layer, which is spin-coated on top of a glass substrate, using a focused
laser beam (LBR and LIM) or an electron-beam (EBR). The photo resist is etched
away completely at the positions at which it was illuminated. Subsequently a nickel
alloy is deposited on the top of the resist layer by means of a sputtering process.
The metallized glass master is electroplated to form a thick nickel, so-called father
stamper, which can be removed from the glass substrate.
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The father stamper is used to replicate discs. Several replication methods exist to
produce many identical reproductions of the father stamper. In the TwoDOS project,
the glass-2P (Photo-Polymerization) process is used. In this process, a liquid lacquer
is deposited on top of the glass substrate on which the stamper is pressed against. The
lacquer is cured by ultra-violet (UV) light through the transparante substrate. After
curing the newly formed disc can be released from the stamper and an aluminum and
additional protective layer can be deposited on top of the lacquer.

Laser Beam Recording

Generally the spot in a mastering machine should be smaller than the spot in the read-
out system. Because the spot size is proportional toφAiry = λ

2NA , it is not possible for
LBR mastering to achieve the very small pit size that is necessary for a 35 GB or
a 50 GB disc capacity. For this reason, experiments are performed with a scaled
NA equal to 0.57. For example, for the hexagonal lattice withaH = 248 nmthe
disc capacity amounts only to 15.5 GB. However when read out with a lens with
NA = 0.57, this is equivalent to a capacity of 35 GB atNA = 0.85.

Liquid Immersion Mastering

As already stated above, a conventional far-field optical system with Blu-Ray param-
eters (λ = 405 nmandNA = 0.85) is not sufficient to record a TwoDOS disc.
As a result a system with a shorter wavelength or a higher NA should be used. A
possible solution to achieve this is to use Near-Field mastering (see Section 1.2.3).
Another solution is called liquid immersion mastering (LIM) [127, 128]. Here a far-
field objective lens is used (NA=0.9) and an immersion liquid is applied between the
lens and the rotating disc. The immersion liquid, which has a refractive index con-
siderably higher than 1, allows light waves at angles above the critical angle to pass
through the liquid film without the problem of total internal reflection. This gives a
diffraction limited spot corresponding to a NA of approximately 1.2.

For the LIM discs, a run-length-limited (RLL) modulation code is used similar
to the 17PP (parity preserving) code that is used in the Blu-ray Disc format. The
shortest mark on the disc has a length of 2 channel bits, while the longest mark is
equal to 8 channel bits. Fig. 2.3 depicts a Scanning Electron Microscope (SEM)

Figure 2.3: SEM image of a LIM disc.
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Figure 2.4: SEM image of an EBR disc.

image of a LIM disc. In the TwoDOS project, several LIM discs have been produced
with capacities ranging from 37.5 GB to 70 GB.

Electron-Beam Recording

For the hexagonal format even smaller pits are required and also LIM may not be
sufficient anymore. A disruptive technology to master even smaller features is to
use an electron-beam recorder (EBR) [129]. In the EBR process, an electron beam
with a very small wavelength can be obtained by accelerating electrons with a very
high voltage. The effective spot diameter is however not directly determined by the
wavelength. It is rather limited by spherical aberrations of the objective lens in the
electron-optical setup, and due to the finite energy spread of the high-energy elec-
trons. Within the resist the effective spot size is further increased by forward and
backward scattering of the electrons in the resist. Therefore, in regions with a large
number of pits there is a considerable amount of background illumination and the pits
tend to be somewhat larger. This effect is know as the proximity effect and it causes
a pattern-dependent variation in the signal level (see Section 2.3.2). In this thesis,
a disc with lattice characteristicsaH = 138 nm (50 GB) andbH = 102 nm will be
mainly used to produce experimental results. In Fig. 2.4, a SEM image of this type of
EBR disc is shown. In this image three rotations of the broad spiral are shown which
are separated by approximately 10 empty bit-tracks.

2.1.3 Test Format

The data that is written on the disc is in principle not known at the receiving end of
the system (i.e. the data receiver). In a data receiver (see Section 1.4 for 1-D receivers
and Section 2.5 for the TwoDOS receiver), several adaptation loops are present that
use the knowledge of the data to base their operation on. For evaluation purposes, it
is convenient to use the receiver in a data-aided (DA) operation mode, which means
the actual data is assumed to be known and is used to generate the error signals for the
adaptation loops. The final receiver, however, should operate in a decision-directed
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Figure 2.5: Schematic representation of the frame-based test format of the
TwoDOS discs: preamble structure, synchronization pattern,
data pattern and Nyquist sequence.

(DD) mode, which means that for the generation of the error signals the output of
the bit-detector should be used. In DD mode an acquisition problem occurs: the
adaptation loops need correct bit decisions from the bit-detector in order to converge
properly, while the bit-detector needs the adaptation loops to be converged in order
to produce reliable bit decisions. To overcome this deadlock, the data on the disc is
organized in frames. Fig. 2.5 depicts a schematic representation of the frame-based
format of the TwoDOS disc.

In every frame the user data is preceded by a sequence of a-priori known data
symbols called the preamble. The preamble sequence is chosen such that it contains
the adequate amount of information for the critical adaptation loops: for the TwoDOS
system the critical adaptation loop is the timing recovery circuit. A periodic pattern
of two pits and two lands (a so-called2T-pattern) is chosen as preamble sequence for
the timing recovery loop, the DC adaptation loop and the gain adaptation loop. This
2T-pattern is repeated 64 times such that the adaptation loops have sufficient time
to converge. At that point the bit-detector is able to produce reliable bit decisions.
As a result after the preamble has ended the receiver can operate reliably in a DD
mode. After the preamble a sync-pattern is inserted that indicates the beginning of
the user data in the frame. The sync-pattern is chosen such that it has a large detection
distance with respect to the periodic pattern of the preamble, i.e. that it is sufficiently
different from the preamble [130]. The total length of the frame is 2560 bits.

2.2 Read Out of a TwoDOS disc

In the previous section, the format of the TwoDOS disc is discussed. In this section
we will describe the optical system that is used to read out the TwoDOS discs. To
achieve an increase in data rate with respect to Blu-Ray disc, the different tracks of
the broad spiral should be read out simultaneously (i.e. in parallel). The simultaneous
read-out is accomplished by the use of an array ofL laser spots arranged such that
each spot is centered on one of the bit-tracks within the broad spiral.
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Figure 2.6: Simplified representation of the read-out principle of a 2D disc.

A schematic representation of a solution that achieves this parallel read-out is
depicted in Fig. 2.6. In this solution, the array of laser spots is generated from a
single laser diode by using a diffraction grating. Such a phase grating consists of a
periodic pattern [18]. The advantage of using a diffraction grating is that only a single
laser diode is needed. This argument reveals also the main disadvantage: multi-spot
writing is not possible. After the diffraction grating the array of laser beams passes
to some optical components (not shown in the figure): a collimator, a beam shaper,
a telescope and an objective lens. At this point every laser spot is focussed on a
different track of the broad spiral on the disc. Subsequently, the reflected light is
focussed on a photo detector IC (PDIC). A multi-spot PDIC is used to generate a
so-called high-frequency (HF) signal for every bit-track. The analog HF signals are
used as input of the data receiver (which consists of signal processing blocks and a
bit-detector, see Section 2.5 for further explanation).

Due to the fact that the different spots originate from the same source and due
to the coherent nature of the laser light, interference will occur in areas where the
different spots overlap. The different spots in the array are diffraction limited and
have the Airy intensity profile [17,131]. To limit the amount of interference, the min-
imal distance between two consecutive laser spots on the disc has been chosen such
that the local maximum of the second Airy rings of adjacent spots are aligned, as is
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Figure 2.7: Configuration of adjacent optical spots. The airy intensity pro-
files are shown for two adjacent spots. As an example, a delay of
9.2 bits is shown as it applies for the discs withaH = 138nm).

shown in Fig. 2.7. The minimum distance between two spots can be calculated to be
2.682λ/NA. For the 50 GB disc (aH = 138nm), the time delay between two succes-
sive tracks can be calculated to be 9.2 bit periods [18]. A dedicated signal processing
block is present in the data receiver that compensates for this delay (namely the delay
compensation block, see Section 2.5).

2.3 Optical Storage Channel Models

The optical detection technique used in the TwoDOS read-out process is the so-called
central aperture detection as is described in [17]: all photons that are reflected or
diffracted from the optical disc into directions that are comprised within the (so-
called central) aperture at the exit pupil of the objective lens, constitute the physical
signal which is detected by the PDIC. The resulting HF signal is further processed
in the data receiver. To analyse the operation of the data receiver it is important to
have a model of the optical channel (see Section 1.4). In this section several channel
models will be discussed. In general, the HF signal can be divided into two parts:
first, a part that arises from the bits on the disc, more precisely the desired signal
component and the linear and nonlinear ISI, and second, a random part, namely the
noise in the system.

2.3.1 Intersymbol Interference Model

Increases in capacity and in data rate with respect to Blu-Ray disc are the key benefits
of 2-D optical storage. These increases are enabled in part by applying enhanced
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signal processing techniques while using the same optical system as in 1-D (i.e. the
same laser wavelength and the same objective lens). The main difference with a 1-D
system is the reduced intertrack distance, while the optical spot is basically identical.
As a result, from a physical point of view, there is no difference between the 1-D
and the 2-D optical channel: both have a 2-D optical laser spot and hence a 2-D
impulse response. For 1-D systems, the 2-D optical channel is simply replaced by
its 1-D equivalent because the intertrack distance is so large that only the track under
consideration causes ISI. In this section, several 2-D channel models are discussed,
starting from the simple linear model to the more sophisticated (and more accurate)
scalar diffraction model.

Linear Braat-Hopkins Model

Simulation tools for signal waveforms in 1-D optical storage (CD, DVD and BD,
the Blu-Ray Disc format) often use a linear model for the optical channel. This
linear model is characterized by the modulation transfer function (MTF) as derived
in the Braat-Hopkins formalism for the read-out of optical discs [17]. The 1-D Braat-
Hopkins MTF can easily be extended to its 2-D equivalent. This 2-D MTF, denoted
by H2−D( f ,θ), is given by a circularly symmetric function

H2−D( f ,θ) =

{
sin(π f T)

π f T

(
arccos| f

fc
|− f

fc

√
1− ( f

fc
)2

)
, | f |< fc,

0, | f | ≥ fc,
(2.2)

with f the spatial frequency,θ the azimuth in the 2-D spatial frequency plane andfc
the cut-off frequency of the (central-aperture) optical channel. This cut-off frequency
is given by2NA aH/λ with aH the lattice constant,λ the wavelength of the laser light
and NA the numerical aperture of the (objective) lens.

The 2-D MTF is characterized by an almost linear roll-off from DC up tofc and is
shown in Fig. 2.8(a) for the optical parametersλ andNA, and the lattice constantaH

used in the TwoDOS project. The MTF has a characteristic shape, reminiscent of a
Chinese hat. Note that this simple model does not account for channel non-linearities,
which are expected to be quite relevant in TwoDOS.

The channel output signalr l
k (at time instantk and for trackl ) is given by

r l
k = ∑

i, j

h2−D(i, j)al− j
k−i (2.3)

whereal
k ∈ {0,1} (1 represents a pit and0 represents a land) andh2−D is the 2-D

impulse response function obtained by taking the inverse Fourier transform ofH2−D

(see Fig. 2.8(b)).
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(a) MTF (b) impulse response

Figure 2.8: Nominal MTF and impulse response function based on the li-
near Braat-Hopkins model forλ = 405 nm, NA = 0.85 and
aH = 138 nm.

Scalar Diffraction Model

A more sophisticated way of computing the channel output is the approach based
on scalar diffraction theory [17, 131]. Fig. 2.9 depicts the principle of the scalar
diffraction approach to compute the HF signal. In this approach, the HF signal is
computed in a couple of steps.

• First the probe functionP(ρρρ) is computed. This represents the (complex-
valued) spot profile that is focused on the disc at a position determined by
the 2-D position vectorρρρ. It is obtained by taking the inverse 2-D Fourier
transform of the waveformP( f ) at the entrance pupil of the objective lens.

• The disc reflection functionD(ρρρ) has to be computed next. This function of
the disc accounts for the relative phase difference between the light reflected
from the mirror at land level and the light reflected from the mirror at the
bottom of the pit-area. For TwoDOS, a pit-bit (ai = 1) is mastered as a pit-hole
centered in the hexagonal cell that is available for each bit; a land-bit (ai = 0)
is characterized by the absence of a pit-hole. The disc reflection function can
be written as

D(ρρρ) = 1+∑
i

biW(ρρρ−ρρρi), (2.4)

whereW(ρρρ−ρρρi) is the pit-window function for the bit at positionρρρi which is
unity inside the pit-hole and vanishes outside. Furthermorebi = ai(ejφp −1)
whereφp is the double phase depth of the pit (i.e. from the top of the pit to the
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Figure 2.9: Principle of the scalar diffraction approach.

bottom and back) which can be expressed asφp = 2π2d
λ , whered is the depth

of the pit.

• The diffraction of the laser spot caused by the pit-structures on the disc is
mathematically described by the product of the disc reflection function with
the probe function of the laser spot: this product, denoted byDp(ρρρ), yields the
reflected and diffracted wavefronts.

• Fourier transformation ofDp(ρρρ) from the disc plane towards the plane of the
exit pupil of the lens yields the wavefrontDp( f ) in the plane of the exit pupil
where the physical detection takes place. The HF signal can easily be computed
as the integration of the power|Dp( f )|2 over the frequency region of the central
aperture that is used for detection.

The approach based on scalar diffraction described above has two main disadvan-
tages: its computational complexity (e.g. two 2-D Fourier transforms) and the fact it
is like a black-box, i.e. it does not offer additional insight into the linear and nonlinear
characteristics of the optical channel. For these reasons, in [132] a new channel model
is proposed which describes the optical channel via linear and bi-linear dependencies
on the binary channel bits written on the disc. These dependencies are derived based
on the scalar diffraction approach. The complex-valued waveformDp( f ) at the pupil
plane will be denoted as|ψ > and can easily be rephrased as

|ψ >= |ψL > +∑
i

ai |ψi >, (2.5)

with a first term|ψL >= FT[P(ρρρ−ρρρp)], denoting the waveform in case only land-pits
were present (ρρρp is the current position on the disc andFT denotes Fourier transform)
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and with a second term, yielding the contributions from all pit-bits that are within the
area of the laser-spot. In the latter term, a single pit-bit at positionρρρi with a pit-area
defined byW(ρρρ−ρρρi) causes a contribution|ψi >= FT[P(ρρρ−ρρρp)W(ρρρ−ρρρi)].

The channel output signal when the laser spot is focused at positionρρρp, can be
written as

r(ρρρp) =< ψL|ψL > +∑
i

bi < ψL|ψi > +∑
i

b∗i < ψi |ψL > +∑
i, j

b∗j bi < ψ j |ψi >,

(2.6)
where the mathematical operation< φ|ϕ >=

∫
CAφ∗( f )ϕ( f )d f is the integration over

the central aperture (CA) of the pupil. This channel output signal is dependent on the
bits ai through the coefficientsbi . The first term is a DC-term, the next two terms
represent that part of the signal that is linearly dependent on the bitsai , while the last
term is the bi-linear term, which corresponds to the interference between two pit-bits
at positionsρρρi andρρρ j , contributing to the HF signal with the laser spot focused atρρρp.
The channel output signal can be written in terms of the bitsai as

r(ρρρp) = 1−∑
i

ciai + ∑
i 6= j

di, jaia j , (2.7)

where the coefficientsci represent the linear ISI contributions and the coefficientsdi, j

represent the bi-linear ISI contributions. They can be calculated as

ci = 2(1−sin(φp))(< ψL|ψi >−< ψi |ψi >),
di, j = 2(1−sin(φp))Re(< ψi |ψ j >).

(2.8)

The coefficients of the linear and bi-linear kernels have to be computed only once,
at the initialization stage of the computations. Only in that stage, a limited number
of time-consuming fast Fourier transforms (FFTs) have to be carried out. Once the
coefficients of the kernels have been set-up, the actual signal generation boils down
to a small number of additions per HF sample to be computed: consequently, a large
number of HF-samples can be computed in a short computation time. The values of
the kernels for different lattice constantsaH and pit-hole diametersb can be found
in [132] and in [18].

2.3.2 Noise Model

In this section a short description of noise models will be given. In an optical stor-
age system several noise sources might be present, each contributing to the overall
amount of noise at the receiver input. In this section the focus will be on the physical
origin of these noise sources and less on the mathematical description of them (see
Section 3.3 for mathematical noise models). The different noise sources are described
in the order in which they appear in the physical channel.
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Figure 2.10: Detailed image of an EBR disc containing a substantial amount
of pit-size noise. This disc is only used to illustrate the existence
of pit-size noise but is not used for obtaining experimental re-
sults.

Media Noise In general, media noise can be described as the noise that is induced
by the write process. In optical storage, media noise originates from small deviations
in the pit-shape from its ideal form. For example, random inaccuracies in the pit-
position will cause media noise. Another inaccuracy might be the variation of the
pit-size from one pit to the other. This effect is clearly observed in some worst case
EBR-mastered discs. One reason for this effect is that only a limited number of
electrons is available to master a single pit. A photograph of a clear, worst-case
example is shown in Fig. 2.10.

In general, media noise can be considered as a random variation of the pits that
are recorded in the medium. During the read-out process, however, it is filtered by the
MTF. As a consequence the media noise has a spectrum corresponding to the transfer
function of the optical channel. Due to the fact that only pits show random variations,
the amount of media noise that is present at the channel output will highly depend
on the type of pattern that was stored on the disc. This implies that pit-noise will be
data-dependent. This knowledge can be used to derive some quantitative estimates
on the amount of media noise during experiments. This estimation will be the subject
of Chapter 4.

Laser Noise: Relative Intensity Noise The light intensity of semiconductor lasers
tends to fluctuate due to a couple of reasons: spontaneous emission at low laser power
levels, and fluctuations in the current that drives the laser. These fluctuations cause
a Gaussian, uncorrelated variation at the PDIC output but with only limited effect on
the overall noise power [18].
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Shot Noise Shot noise arises due to the fact the photons arrive at the PDIC input
following a Poisson process. Therefore, even at a constant average incident power
on the PDIC, the number of photons arriving within a certain limited amount of time
is fluctuating leading to a non-zero variance of the detected photo-current [133]. For
the TwoDOS system it was found that this type of noise can be neglected with respect
to other types of noise.

Electronics Noise Electronics noise is an accumulation of all the different noise
sources that are present in the integrated circuits of the photo detector and in the
current-amplifier. This noise can roughly be divided into two categories: current
noise and voltage noise. The current noise can be considered to have a flat power
spectral density, while the voltage noise increases with increasing frequency. As a
result, the increase in data rate in 1-D systems by spinning the disc faster will make
the detection less reliable as more voltage noise arises. In a 2-D system, however, a
lower rotation speed yields the same data rate and hence a lower voltage noise. In the
TwoDOS system, electronics noise at high frequencies together with media noise at
low frequencies were identified to be the main sources of noise [18].

Quantization Noise The analog output of the PDIC is transformed into the digital
domain by an ADC. In the digital domain only a limited number of amplitude levels
can be represented. The number of levels depends on the number of bits at the ADC
output. The mapping of the signal into a specific level causes some random quantiza-
tion noise. In the TwoDOS project an 8-bit ADC is used and only a limited amount
of quantization noise will occur.

2.4 Signal Processing Principles

Up to this point, the optical storage system up to the ADC has been elaborated on.
The digital replay signals that are produced by the ADC will be processed by the data
receiver in order to detect the bits that were written on the disc. In this section the
basic signal processing principles will be introduced that can be used for the 2-D data
receiver. Especially the differences with the 1-D data receiver, see Section 1.4, will
be discussed in detail.

2.4.1 Modulation Code

As has been seen in the previous section, the MTF of the optical channel is low-pass
with a hard cut-off frequencyfc. As a result all frequency content abovefc is not
transmitted across the optical channel. For this reason modulation codes are used to
shape the user data such that it has limited or no content abovefc. In 2-D systems
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modulation codes can have a more sophisticated design because they are not limited
to use the input data sequence of a single track but they can operate across different
tracks.

In literature several 2-D low-pass codes have been proposed [134–136]. Multi-
track (d,k) constrained binary codes can be defined in a couple of alternative ways
depending on whether thek−constraint and/or thed-constraint is defined only along
the track or also across the different tracks [46]. A low-pass coding technique for
2-D systems was proposed in [137]. The technique is based on defining constraints
on the bits in the lattice where each point has 6 direct neighbors. A first constraint
is the number of bits in the direct neighborhood with the same sign and a second
constraint specifies the minimum number of azimuthically-contiguous nearest neig-
bors (specifying the minimum mark size). Additional constraints are required for the
boundaries of the broad spiral, where not all of the 6 neighbors are present. In [137]
the bits were considered to be stored on a rectangular lattice. In [18], the technique
was rephrased for a hexagonal lattice.

Low-pass coding schemes generally remove patterns that cause large amounts of
ISI. Another criterion to remove patterns from the data stream is to remove those
patterns that cause small detection distances in maximum likelihood detectors. The
detection distances are defined as the difference in total Euclidean distance between
admissible waveforms received in the absence of noise. For a single bit error this
distance can be formulated asd2 = ∑∀(i, j) h2−D(i, j)2. For error patterns that con-
sist of multiple bit errors, ISI has to be taken into account and smaller values ofd2

are possible due to the partial cancellation of impulse response coefficients due to
neighboring bits in the error pattern.

For 2-D channels, due to the large amount of possible error patterns, finding error
patterns with small detection distances is more difficult than for 1-D channels and
some procedures of doing so are reported in [138]. For the TwoDOS optical channel,
a brute-force search of error patterns shows that closed-rings of alternating +1 and
-1 all result in low Euclidean distances. These rings will be referred to as Nyquist
rings. In Fig. 2.11(a) two possible Nyquist rings are shown. The left pattern with 6 bit
errors has the smallest Euclidean distance and its spectrum is shown in Fig. 2.11(b).
By comparing this spectrum with the transfer function of the optical channel shown in
Fig. 2.8, one can see why these patterns are the worst-case patterns: the error patterns
have mainly high-frequent content while the channel itself passes only low-frequent
content. As a result these error patterns have a low power spectrum at the channel
output and they result in small detection distances.

The elimination of these critical patterns is similar to the effect achieved by the
MTR-constraint in 1-D systems (see Section 1.4.1). In a 2-D system this type of
modulation code is constructed based upon two types of building blocks. The first
type of building block is constructed by dividing the meta-spiral into a small number
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(a) Error patterns. (b) Spectrum of pattern with 6 bit errors.

Figure 2.11: Worst-case error patterns for the TwoDOS channel.

of strips, each containing a limited amount of tracks (for example 3 tracks). Within
such a strip, encoding is done by applying a 1-D encoding scheme by consideringM-
ary symbols (whereM denotes the number of possible symbol combinations within
the strip,M = 23 = 8 in the example). Strips are concatenated in the radial direction.
The second type of building block is a single bit-track that is 1-D modulated and is
inserted between consecutive strips such that the track serves as merging bit-track
effectively gluing consecutive strips together. More details about the procedure to
encode and decode this 2-D modulation code can be found in [139] and will not be
repeated here.

2.4.2 Receiver principles

The receiver principles for 1-D systems, as explained in Section 1.4.2, can easily
be extended to 2-D systems. In literature several types of 2-D receivers have been
proposed. In this section, we will give a brief overview of these types together with
their main advantages and disadvantages.

A 2-D storage channel can essentially be considered as a Multiple-Input Multiple-
Output (MIMO) channel. Given a MIMO channel, different types of receiver struc-
tures can be realized, including those based on a Decision-Feedback Equalizer (DFE)
and Partial Response Maximum Likelihood (PRML) detection. In the MIMO re-
ceiver the equalizer essentially becomes a 2-D filter that transforms the 2-D ISI, in-
duced by the channel, into a desired ISI structure at the detector input, denoted as
the target response. Exactly at this point, an extra degree of design freedom enters:
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namely this ISI structure is not restricted to be 1-D but can also be 2-D. For exam-
ple, a possible choice for the target response can be the full-response target response,
i.e. an ISI structure with a central ‘1’ surrounded by all ‘0’s. As is well-known,
in this case the optimum 2-D receiver structure consists of a matched-filter front-
ends followed by tapped-delay line equalizers, of dimension equal to the number of
tracks [140,141]. The optimal performance of this receiver structure can be achieved
in the limit of an infinite number of tracks by a linear MMSE equalizer [42]. In
this case a symbol-by-symbol detector is used. Also in the DFE receiver, this type
of detector is exploited. For 2-D systems different types of DFEs can be conceived
of: a number of 1-D DFEs preceded by an equalizer that minimizes the cross-track
ISI [41], a DFE that eliminates all cross-track ISI of tracks that not have been de-
tected [142] or a full 2-D DFE that operates on a column by column basis [143].
These types of DFEs can also be constructed to operate based on a different type of
detector, like for example the Fixed-Delay Tree Search (FDTS).

Besides DFEs also PRML receivers can be considered. In general, a PRML re-
ceiver using a Viterbi detector (VD) can be constructed using two alternative realiza-
tions: one with a 1-D VD, in which a 1-D target response along the track should be
chosen and one with a 2-D VD that is the most general. The latter realization has
the disadvantage of the greatly increased detector complexity, as discussed in more
detail in Section 2.6. The choice of the 2-D target response is a crucial factor for
achieving acceptable system performance [144]. In the TwoDOS project, a PRML
receiver structure has been chosen. In the next section the structure and the building
blocks of the data receiver used in the TwoDOS project will be explained in more
detail.

2.5 Data Receiver

In the TowDOS project, the operation of the data receiver is based on a PRML de-
tection technique employing a 2-D Viterbi detector. In this section the different parts
of the PRML receiver will be discussed in detail, except for the 2-D Viterbi detec-
tor, which will be the topic of Section 2.6. First, the general receiver architecture is
briefly discussed.

2.5.1 Basic operation

A top-level block diagram of the receiver architecture under consideration is shown in
Fig. 2.12. The analog replay signalsr(t) = [r0(t), r1(t), ..., rL−1(t)], whereL denotes
the number of tracks on the disc, coming from the multi-spot PDIC are sampled at
a fixed frequencyfs = 1/Ts, asynchronous with respect to the baud rate, by a multi-
channel ADC. To avoid any aliasing from high-frequent noise components back to
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Figure 2.12: Block diagram of the data receiver used in the TwoDOS project.
A wide arrow represents an array of signals. A mathematical
symbol next to each signal path indicates the name of the sig-
nal(s). The clock domains are separated by vertical dashed
lines and the sampling rate is indicated on each side of the
dashed line at the bottom of the drawing.

the baseband of the signal, the analog signal is filtered with an analog low-pass filter
(not shown in the figure). On the one hand,fs should be chosen as low as possible
for practical reasons. On the other hand it should be chosen high enough such that
data components do not cause aliasing, i.e. it should obeyfs > 2 fc where fc is the
channel cut-off frequency (see Section 2.3.1). Whenfs = 2 fc, the analog low-pass
filter should have a pass-band with amplitude 1 in the frequency region[0, fc], an
infinitely steep transition band atfc, and a stop-band with infinite attenuation for
f > fc. In practice such a filter cannot be realized. For this reason, the sampling
frequency is increased to relax the requirements for the analog low-pass filter. In the
experimental TwoDOS system, the sampling frequencyfs is chosen to be 2.5 times
the baud rate, i.e.fs = 2.5/T [145].

In the receiver, after the ADC, a sequence of digital signal processing blocks
is used to reliably detect the user bits. The last block in this sequence is the 2-D
bit-detector and all other blocks serve to preprocess the signal such that the detector
input signalyk resembles as closely as possible the ideal detector input signaldk.
This ideal detector input signal is the outcome of the convolution of the bits with the
target responseg. As the actual bits are not known in the receiver, the bit estimates
âk produced by the bit-detector will be used instead. The desired signal at timek for
track l can then be expressed as

dl
k = ∑

i, j

gl (i, j)âl− j
k−i . (2.9)

The signal processing blocks in the receiver are a delay-compensation block, a
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2-D equalizer, a DC and gain compensation block and finally a sample-rate conver-
tor. The first block in the signal processing path is the delay compensation block that
eliminates relative track delays caused by the slanted orientation of the linear array
of read-out spots with respect to the tangential direction of the broad spiral (see Sec-
tion 2.2). Also here a high sampling frequencyfs helps to limit the complexity of this
block to an acceptable level [146]. At the output of the delay compensation block,
the signal is decreased in sample-rate by a factor of 2, i.e. the signalrn has a sample-
rate of1/2Ts. The required anti-aliasing filtering before this sample-rate reduction is
combined in an efficient way in the delay compensation block [18]. The reduction of
the sample-rate is done to lower the processing rate and the complexity of the sub-
sequent blocks in the signal processing path. After the delay compensation block, a
preamble detection block is used to identify the start and the end of the preamble in
the data sequence. This block is needed as the delay compensation block estimates
the relative delays between the different tracks only during a preamble [18]. Also
other adaptation loops (see below) use the output of the preamble detector to switch
between different operation modes: acquisition and tracking.

After the delay-compensation block, a 2-D adaptive equalizer is used to transform
the ISI induced by the optical channel into the ISI as defined by the target response.
The coefficients of the equalizers are updated via an adaptation loop to account for
channel variations. The signalsrn are the inputs of the equalizer andxn denotes the
equalized output signals. In Section 2.5.2 more details about the 2-D equalizer can
be found.

After the 2-D equalizer, the DC and gain compensation block accounts for offset
and amplitude variations that might occur in the total system (e.g. drift in the analog
amplifiers). The DC and gain estimates are produced by adaptation loops. The delay
in these loops is minimized by placing the DC and gain compensation block as close
as possible to the detector input (only the SRC is positioned in between). This allows
fast response of these adaptation loops.

The bit-detector is designed to operate on samples synchronous to the baud rate.
As a result a sample-rate converter is needed to convert the output signalsyn of the
DC and Gain compensation (at a frequency1

2Ts
) to synchronous input samples for the

bit-detector (at a frequency1T ). The Sample Rate Converter (SRC) is implemented as
a polyphase filter structure in combination with linear interpolation. The SRC forms
part of the Phase Locked Loop (PLL) which accurately controls the frequency and
phase of the samples at the output of the SRC.

Each block in the receiver accounts for a particular effect of the channel on the
received signalr(t). Because the channel might vary over time, the blocks are re-
quired to compensate for these variations. In other words, adaptivity is needed in the
receiver to compensate for channel variations. This adaptivity is achieved by utilizing
adaptation loops that are able to adjust parameters of the blocks. These adaptation
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loops serve to minimize the mismatch betweenyk anddk. To achieve this, they use
the error signalek = yk− dk. In practice the delay of the bit-detector needs to be
compensated for when deriving the error signalek. This is achieved by delayingyk

(not shown in the figure). In the following subsections the most important blocks in
the receiver will be discussed together with their associated adaptation loops.

2.5.2 Equalization

The 2-D equalizer transforms the 2-D ISI induced by the optical channel into a 2-D
ISI structure defined by the target responseg. The equalizer is implemented as a set
of 2-D hexagonal filters, one filter for every track:

xl
n = ∑

i, j

wl (i, j)r l− j
n−i , (2.10)

wherexl
n is the equalizer output signal,r l

n is the input signal andwl (i, j) denotes
the filter coefficients for trackl , with an extent determined byi ∈ {−W,W} and
j ∈ {0,L− 1}, W defines the length of the filters and their height is limited to the
number of tracks within the broad spiral. It should be noted that in the TwoDOS
receiver, the number of equalizer input signals is equal to the number of equalizer
output signals. In 2-D systems this is not generally true. For example, for the systems
shown in Fig. 1.8 (magnetic systems withL tracks that are read out byN heads), the
equalizer would haveN input signals andL output signals. Another example is given
in [147] for 2-D optical systems. Here a tribinary target response is used, such that
the equalizer hasL inputs and producesL+1 outputs. In the TwoDOS receiver, the
size of the 2-D equalizer should be chosen carefully. The bulk of the ISI power at the
channel output should be covered by the span of the equalizer. By using the scalar
diffraction model, it can be computed that at least 5 shells surrounding the central bit
should be covered [18].

Because of the nonlinear nature of the optical channel, non-linear equalizers
might yield an improved performance [83, 148]. The added implementation cost
of these types of equalizers is likely to be significant and for this reason, a linear
equalizer is used in the TwoDOS receiver. The channel nonlinearities are taken into
account in the detection process, see Section 2.6.

The equalizer coefficients are continuously adapted based on either the Least
Mean Square (LMS) or the Zero-Forcing (ZF) adaptation technique. Both techniques
use the error signalek to update the equalizer coefficients. The LMS technique tries
to minimize the power of the error while the ZF technique forces residual ISI (RISI)
to be zero [106], where RISI is defined as the difference between the actual ISI and
the ISI as defined by the target response. In the TwoDOS receiver the choice has been
made to use an asynchronous equalizer. This choice complicates the adaptation con-
siderably because an inverse SRC is needed to transfer the synchronous error signal
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Figure 2.13: Zero-forcing equalizer adaptation loop in the overall block di-
agram.

to the asynchronous domain. Here, only the asynchronous ZF adaptation technique
will be discussed. For asynchronous LMS adaptation we refer to [149] where the 1-D
situation is explained.

In Fig. 2.13 the ZF adaptation loop is depicted. This loop forces RISI to be zero
or, equivalently, it causes the detector input signalyk to be be a noisy version of the
reference signaldk. A synchronous ZF adaptation loop for track numberl would
accomplish this by forcing for every equalizer coefficientwl (i, j) the correlation be-
tween the error signalel

k and the reference signald j
k−i to zero. In the asynchronous

case, the equalizer coefficients are spaced by the double sampling period2Ts rather
than the bit periodT. This means that the correlation betweenel

k andsk(n− i, j)
should be forced to zero (wheren is the index associated with the rate1/2Ts), where
sk is a matrix with columns containing spatially interpolated versions ofdk (roughly
for k∈ {−WTs/T, ...,wTs/T} to cover the entire equalizer span). To accomplish this
interpolation, the samplesdk are stored in a shift register (SHR). The output of the
SHR is a matrix of desired signals, one vector for each track (matrix signals are de-
noted by a double arrow in the block diagram). These vectors are then interpolated
along the track such that the spacing is correct. Across the track no interpolation is
needed as the samples are spaced according to the inter-track distance. Summarizing,
the matrixsk at time instantk, contains for all tracksl a vector of samples spaced at
a rate2Ts.

The correlation signals∆l
k(i, j) are obtained (fori ∈ {−W,W}, j ∈ {0,L−1} and

l ∈ {0,L−1}) as
∆l

k(i, j) = e(k, l)sk(n− i, l − j). (2.11)

These signals are used as inputs to a set of adjustment circuits (denoted as “Adj. Circ.”
in the figure), one for every equalizer coefficient that is adapted. The adjustment cir-
cuit consists of a scaling factor, i.e. the adaptation constantµ and an ideal integrator.
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The outputs of the adjustment circuit are the values of equalizer coefficients given in
the synchronous time domain. As the equalizer operates in the asynchronous domain,
some kind of conversion is needed to transform the synchronous coefficient values to
the asynchronous domain. This conversion is accomplished by a temporal interpola-
tion. As the equalizer coefficients are slowly varying in time, this interpolation can
be realized by a set of simple zero-order hold functions with negligible performance
degradation [111].

The coefficient update can be written as

wl
k(i, j) = wl

k(i, j)+2µ∆l
k(i, j), (2.12)

whereµ is a suitable adaptation constant. Note that this update is not fundamentally
different from the 1-D case, see (1.7). Just as in the 1-D case, the introduction of tap
leakage is essential to limit the sensitivity of the coefficient values to spectral nulls
in the channel. The leaky coefficient-update given in (1.8) for the 1-D equalizer, can
easily be extended to the 2-D case and is omitted here.

2.5.3 Timing Recovery

The delay compensation block, right after the ADC, already achieves a crude align-
ment of the different tracks (this block is not discussed separately but the interested
reader is referred to [18]). The fine alignment and the transformation into the syn-
chronous domain is done by the timing recovery circuit. Timing recovery for 2-D
systems is not very different from the timing recovery for 1-D systems. One could
just apply an independent circuit for every track. However there are some differences
with respect to the 1-D case.

The first difference arises from the fact that by using 1-D Sample Rate Convertors
(SRCs) a rectangular fundamental domain is obtained that is smaller in the temporal
(tangential) direction than the hexagonal fundamental domain originating from the
hexagonal bit lattice (see [18] for more explanation about the difference in funda-
mental domains). Due to the smaller fundamental domain in the temporal direction,
aliasing might occur in this direction. This type of aliasing might be avoided by us-
ing a 2-D SRC for every track. In the TwoDOS project, however, the choice has been
made to use a 1-D SRC. Due to the shape of the MTF (see Fig. 2.8), the effect of
aliasing is minimal and the performance gain by using a 2-D SRC does not justify
the complexity.

The second difference lies in the fact that the frequency (and in principle also
the phase) of the different tracks are equal. As a result this information can be used
to derive a common frequency error for all the tracks simultaneously by averaging
the timing errors of all these tracks. This common derivation of the frequency error
makes the timing recovery circuit more robust. As the error is averaged over the
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different tracks, the amount of gradient noise in the loop is reduced and as a result
the bandwidth of the loop filter might be increased.

Although a separate SRC is used for every track, there is still some relation be-
tween the SRCs, namely they need to output new samples at the same time. A third
difference with 1-D timing recovery is the fact that due to small phase differences
between different tracks at the SRC input, the SRCs of the different tracks do not
need to skip or add samples simultaneously to be able to output at the same time. As
a result in the implementation of the SRCs some buffering needs to be incorporated
to account for this. For the actual implementation of the SRCs we refer to [18].

2.5.4 DC and gain control

Other time-varying parameters in the system are the DC offsets and the gains of the
channel. Several artifacts in the system might cause variations of DC offset and/of
gain:

• Variations in the analog part of the data receiver cause both DC offset and gain
fluctuations. Examples are the DC offset and the gain variations in the PDIC
and in the ADC due to temperature variations, voltage variations or ageing.

• Baseline wander has an impact on the DC offset at the detector input. Baseline
wander appears in case the signal is AC coupled, which means no DC content
is transmitted by the channel. As a result if the data is not DC-free, a slowly
time-varying DC offset will be present at the detector input.

• Artifacts in the optical part of the system. For example variations in disc reflec-
tion due to scratches, fingerprints or inhomogeneous material may cause rapid
variations of both DC and gain values. Furthermore gain variations between
different tracks appear in the TwoDOS system due to variations in diffraction
efficiency of the grating [18].

This list of possible artifacts suggests that many DC and gain variations are com-
mon for the different tracks. For example a scratch on the disc will affect a large 2-D
area. Especially the rapid variations appear to be common across the tracks, while
static or slowly varying artifacts cause track-dependent variations. These observa-
tions reveal a worthwhile adaptation strategy: rapidly varying parameters are identi-
fied as much as possible and controlled commonly in fast adaptation loops (common
timing parameters, a common DC offset and a common gain factor). The remaining
response after compensation of the rapidly-varying components is mainly subject to
slow variations and is further shaped towards the target response by slow adaptation
loops. These slow loops have in general a large number of parameters to adapt. This
adaptation strategy is the subject of Chapter 6 where the theoretical issues and the
practical implementation is described in more detail.
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Unless mentioned otherwise, individual adaptation loops for every track will be
used. As their functionality and their implementation are not fundamentally different
from the 1-D case, the description is omitted and the interested reader is referred to
Section 1.4.4.

2.5.5 Interaction between adaptation loops

The different adaptation loops in the TwoDOS receiver each have a dedicated func-
tion. For example, the gain loop controls the signal amplitude at the detector input
and the timing recovery loop controls the sampling phase. It must be noted that there
can, in general, be interaction between the different loops. For example, also the
equalizer is able to adjust the gain of the system. If the equalizer coefficients are
all multiplied by a common factor, the gain value produced by the gain adaptation-
loop will be divided by the same factor. This means that both loops might drift in
an opposite direction without the error generation circuit of the loops being able to
detect this. This interaction is undesirable because in a fixed-point implementation it
leads to a loss in dynamic range and causes quantization errors. Another example is
the interaction between the equalizer and the timing recovery loop. Both are able to
adjust the phase at the detector input.

To avoid interaction between adaptation loops, a constraint may be imposed on
one of the loops. A common constraint to avoid interaction between the equalizer
adaptation loop and the gain adaptation loop, is to fix the central coefficient of the
equalizer to 1. In this way the gain factor of the equalizer is bounded and the gain
variations in the optical system are handled by the gain adaptation loop. The inter-
action between the equalizer and the timing recovery loop is also reduced but not
avoided by this constraint [111]. In the TwoDOS system, however, this type of inter-
action does not cause the equalizer adaptation loop and the timing recovery loop to
deviate a lot from their normal range of operation, i.e. the largest coefficient values
are still located around the central coefficient and the sampling phase obtained by the
timing recovery circuit does not deviate more than 1 symbol period from its central
value. As a result no extra measures need to be taken in the TwoDOS receiver to
further reduce the interaction.

2.6 Bit Detection Techniques

The bit-detector that is used in the TwoDOS system is a 2-D Viterbi detector. The
aim of this detector is to jointly detect the bits of all tracks in the broad spiral. A
straightforward detection approach is to generalize the 1-D VD to multi-track sys-
tems by grouping the tracks. This approach results in a 2-D VD where a normal
Viterbi algorithm is applied that usesM-ary symbols instead of binary symbols, with
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Figure 2.14: Two-Dimensional state description where all tracks are in-
cluded.

M = 2L (L is the number of tracks in the broad spiral). Figure 2.14 depicts the states
that are used in this case. This 2-D VD has the large disadvantage that the complexity
grows exponentially with both the number of tracksL and with the channel memory
lengthM. The number of statesS is given by2ML, this means that for 7 tracks and
M = 2, S = 214 = 16,384 states are needed. This amount of states is not prac-
tically implementable and for this reason another type of 2-D VD was developed to
serve as bit-detector in the TwoDOS receiver. The new 2-D bit-detector will be re-
ferred to as Stripe-wise Viterbi Detector (SWVD). The operation of this detector is
based on some refinements of the multi-track Viterbi algorithm (MVA) whose prin-
ciples have been described in the work of Krishnamoorthi [150] and Weeks [151].
The refinements, together with the basic operation of the SWVD, will be discussed
in the following sections. Note that the purpose of this section is not to give a de-
tailed overview of the implementation of the SWVD but to introduce the principle of
operation and derive some features that are important for the following chapters.

2-D Stripewise Viterbi detection The SWVD is based on the MVA. In the MVA,
joint detection is performed on a number ofLs < L tracks. Such a subset of tracks
will be referred to as a stripe. To cover all different tracks in the broad spiral,Ln =
L−Ls+1 stripes are needed, if the different stripes are shifted by a single bit-track.
The stripe-wise approach of the MVA-algorithm is based on a concatenation scheme
of interconnected Viterbi detectors in which the output of previous stripes is passed
as side-information for the branch metric calculations of subsequent stripes.

In Fig. 2.15 a SWVD is shown with stripes containing 3 bit-tracks. In total 5
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Figure 2.15: Configuration of the stripe-wise VD forL = 7, five stripe VDs
are organized in a<−shape.

stripe VDs are needed to cover the complete broad spiral. The different stripe VDs
are organized in a “<”-shape. This shape is utilized because it results in the lowest
latency between input and output, namely three times the latency of a single stripe
VD. If the stripe VDs were organized sequentially from the upper to the lower track,
the latency would be 5 times the stripe VD latency. The stripes adjacent to the guard
band are used as starting points because the guard band contains known bits (namely
zeros). These known bits can be used as side-information for the branch metric cal-
culation for the first stripe VDs. As there are two guard bands, the stripe VDsV0 and
V1 are the first to launch. The stripe VDV0 outputs a bit decision for the upper track
l = 0, whileV1 outputs a bit decision for the lower trackl = L−1. These outputs are
passed as side-information to the next stripe VDs, respectivelyV2 andV3. The last
stripe VD outputs bit decisions for the inner 3 bit-tracks.

The branch metric used inV0 is the sum of the Euclidean distances of the metrics
of the different tracks belonging to that stripe;

βV0(Sk,Sk−1) =
2

∑
l=0

(yl
k−1−dl

k−1)
2, (2.13)

wheredl
k is the ideal detector input signal for trackl according to the target response

gl (this signal will be also referred to as the reference signal). The ideal detector
input signal is determined by the bits that are defined by the matrixBl

k−1, namely
the current bit and the bits in the first shell. Note that for the two outer tracks in the
stripe VD (for example, forV4 these tracks are track number 2 and track number 4)
not al the bits inBl

k are defined by the two statesSk andSk−1. ForV4 the bits that
are not defined, are colored grey in Fig. 2.15. As these bits are required to calculate
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the branch metric, the values are taken from an arrayâ of most-recent bit decisions
that are available. In the figure, the thick black arrows indicate where bit decisions
of other stripe VDs are used as side information in the branch metric calculation of
other stripe VDs. For stripe VDV4 the needed bits are all already detected by other
stripe VDs, however forV0 no bit decisions are readily available. As a starting point,
â is filled with zeros or with some best guesses of the bit values as obtained from a
preliminary bit-detector like a threshold detector.

As these preliminary decisions are not very reliable, the performance of the stripe
VD might suffer from this lack of prior knowledge. A possible way to reduce this
effect, is by introducing weights in the calculation of the branch metric (for stripe VD
V0) as

β(Sk,Sk−1) =
2

∑
l=0

ωl (yl
k−1−dl

k−1)
2, (2.14)

whereωl are some suitable weights. For example, for stripe VDV0 these weights are
ω0 = ω1 > ω2. For the stripe VDs in the lower part of the broad spiral, the weights
of the upper track should be smaller than the other weights because for these stripe
VDs no prior information is available for the tracks above the stripe.

As already stated above, side-information is taken fromâ. It seems natural that
the reliability of this prior information influences the reliability of the final decisions
of the stripe VD. As a result it would be preferable to have reliable prior information
for all the stripe VDs. A way to achieve this, is to do multiple iterations of the
different stripe VDs, as shown in Fig. 2.15. As a result it would not be needed during
the second iteration to use the initial guesses contained inâ. This leads us to the final
implementation of the SWVD as it is used in the TwoDOS receiver for bit-detection.
This implementation is shown in Fig. 2.16. The SWVD consists of two detection
iterations, where every iteration consists of stripe VDs which are organized in a “<”-
shape. The first iteration is performed by stripe VDs (V00 up to V05 in the figure)
each covering two bit-tracks, which results in a stripe VD with 16 states. The second
iteration consists of stripe VDs (V10 up toV14 in the figure) each covering three bit-
tracks which results in a stripe VD with 64 states. In every iteration the binary output
from a first stripe VD is passed to a next stripe VD to be used as side information
in the branch metric calculations [152]. The outputs of the first iteration are used as
side information in the second iteration.

2.7 Conclusions

In this chapter, a global overview of the TwoDOS system is given. In the TwoDOS
system, bits are stored on a hexagonal lattice. In contrast with conventional optical
storage systems (CD, DVD and BD), where the bits are stored in a single spiral (a
1-D sequence of bits), in TwoDOS the bits are organized in a so-called broad spiral.
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Figure 2.16: The configuration of stripe-wise Viterbi detection: two itera-
tions of stripe detectors are used to detect the bits of the broad
spiral.

The broad spiral contains a numberL of bit-tracks, stacked upon each other to form
a hexagonal structure. Adjacent rotations of the broad spiral are separated by a guard
band consisting of a bit-track without any pits. The data is read out with an array of
L laser spots arranged such that each spot is centered on one of the bit-tracks within
the broad spiral. A multi-spot photo detector integrated circuit is used to generate a
so-called high-frequency (HF) signal for every bit-track.

A PRML receiver has been built for TwoDOS. It consists of a bit-detector pre-
ceded by an adaptive equalizer, an adaptive DC compensator, an AGC and a timing
recovery loop. A 2-D VD performs joint bit-detection on all bit-tracks. To reduce
the complexity of a full-fledged 2-D VD, the VD is divided into smaller processing
units (called stripe VD). Each stripe VD covers a limited number of bit-tracks (so-
called stripes with a typical height of 2 or 3 bit-tracks). This detection configuration
is called a Stripe-Wise Viterbi Detector (SWVD). The SWVD consists of two detec-
tion iterations, where every iteration consists of stripe VDs which are organized in
a “>”-shape. The first iteration is performed by stripe VDs each covering two bit-
tracks, which results in a stripe VD with 16 states. The second iteration consists of
stripe VDs each covering three bit-tracks which results in a stripe VD with 64 states.
In every iteration the binary output from a first stripe VD is passed to a next stripe
VD to be used as side information in the branch metric calculations. The outputs of
the first iteration are used as side information in the second iteration.
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Chapter 3

Characterization of Experimental
TwoDOS PRML System

This chapter is concerned with the detailed characterization of the TwoDOS system.
A system model is proposed that accurately describes both the intersymbol interfer-
ence structure and the noise structure. The intersymbol interference is modeled via a
Look-Up Table (LUT). The noise structure is modelled as the output of a 2-D data-
dependent autoregressive filter. The proposed system model is simple, accurate and
it is able to track channel variations. Throughout this chapter experimental signal
waveforms coming from the TwoDOS system will be used to illustrate the character-
ization in terms of the proposed model. The results of this experimental characteriza-
tion provides important information about the quality of the mastered discs and about
possible modifications to the TwoDOS PRML receiver to improve its performance.

3.1 Introduction

In general, characterization techniques are used to analyze the signal waveforms of
an experimental system. Characterization results allow researchers to identify vari-
ous distortions in the experimental storage channel, and are hence fundamental for
compensating or counteracting these distortions. In optical storage systems, char-
acterization serves three main purposes: 1) to monitor the quality of the mastered
media (e.g. pit imperfections), 2) to interpret the characterization results in order to
fine-tune the experimental read-out system and 3) to provide information for possi-
ble improvements in several signal processing algorithms utilized in the modulation
code, the mastering, the read-out and the receiver.

The characterization of an experimental system involves two steps: the selec-
tion of a system model with a proper structure, and the accurate estimation of the
model parameters based on experimental signal waveforms. The first step is crucial:
if the structure of the selected model is not matched to the experimental system un-
der consideration, the estimated parameter values are meaningless and no relevant
conclusions can be drawn from the characterization results. Therefore in this chapter
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the focus will be on the development of a system model matched to the experimental
TwoDOS system.

Modelling high density storage effects has been the subject of intensive research
interest in recent years [153–155]. The typical tradeoff in modelling is accuracy
for tracking speed, with detailed but computationally intensive models [156] on one
end of the spectrum and fast parametric models [157] on the other end. Ideally,
a model must be computationally efficient and therefore simple parametric models
are commonly used. Parametric models with one and more parameters have been
proposed for 1-D magnetic systems [154, 155, 158, 159] and for 1-D optical systems
[3, 160]. In this chapter we will develop a simple parametric model suitable for 2-D
systems by extending these 1-D models to their 2-D equivalents.

In general, a channel model consists of two distinct parts: a intersymbol inter-
ference (ISI) model that is a deterministic function of the recorded data and a noise
model that describes the indeterministic or random portion. The ISI model describes
the portion of the signal waveform that is uniquely dependent on the information
(bits) written on the disc, i.e. it covers the linear and nonlinear ISI originating from
the bits. The second part describes the portion of the signal waveform that is not
uniquely dependent on the written bits, i.e. this portion will not be the same for dif-
ferent occurrences of the same bit pattern. As it is subject to random processes, this
part will be denoted as the noise model.

In this chapter we will propose a system model for 2-D digital data storage sys-
tems. The ISI model will be developed in Section 3.2 and it consists of two parts:
a Look-Up Table (LUT) to cover all nonlinear and linear ISI originating from bits
with a limited distance from the current bit, and a linear filter that covers all linear
ISI originating from bits with a larger distance. In Section 3.3, the noise model
will be developed. In general the noise can be modelled as the output of a 2-D
data-dependent autoregressive filter. The proposed noise model is the 2-D equivalent
of the 1-D model described in [157]. It matches the observed waveform up to the
second-order statistics. When the noise is Gaussian, the first- and the second-order
statistics uniquely define the probability distribution.

The development of the system model will be accompanied by results for the
experimental TwoDOS system to illustrate the agreement of the model with an ex-
perimental system. The PRML receiver that has been built for TwoDOS will be used
as basis for the experimental characterization [145]. The receiver consists of a bit-
detector preceded by an adaptive equalizer, an adaptive DC compensator, an AGC
and a timing recovery loop (see Section 2.5). To improve the signal processing algo-
rithms applied in the receiver, the characterization is performed on the detector input
signals because the quality of these signals are directly related to the performance of
the receiver. The characterization results (i.e. the values of the estimated parameters)
yield important information about the ISI structure and the physical noise sources in
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the TwoDOS system.
Throughout this chapter, a data-aided adaptive scheme will be used for the esti-

mation of model parameters. This scheme has the advantage that variations in model
parameters can be monitored easily. These variations provide important information
about time-varying artifacts in the experimental system. Time variations of different
parameters will be discussed in more detail in Section 3.4.

3.2 Intersymbol interference Characterization

In Fig. 3.1 a model of a 2-D storage system is given. In this model the bit sequenceak

is input of the continuous-time channel which is characterized by a (possibly nonlin-
ear) 2-D functionh(.) and the noise signalv(t). The resulting replay signalr(t) has
a continuous-time nature and is the input of the data receiver. These replay signals
are subsequently sampled at the baud rate1/T. Hence the resulting discrete-time
signalr k is synchronous with respect to the input bit sequence. In order to do reliable
bit-detection the 2-D channel impulse response is transformed by the equalizer into a
predefined target response. This equalizer is characterized by a 2-D impulse response
wk. The resulting signalyk is hence a synchronized signal characterized by a prede-
fined impulse response and is used as input of the bit-detector (denoted by DET in
the figure).

In this section the focus is on the development of a discrete-time ISI model suit-
able for the characterization of the detector input signalyk of the experimental Two-
DOS system. In other words we want to have a discrete-time model of the detector
input signalyk as a function of the input sequenceak. In the remainder of this chapter
the part of the signal due to ISI will be described by the functionp(.). This function
describes the chain of operations of the continuous-time channel, the sampler and the
equalizer. These operations will be grouped and will be denoted as the equivalent
channel or just as the channel in the remainder of this chapter, not to be confused
with the time-continuous channel from Fig. 3.1. This ISI model will be part of the
overall system model for TwoDOS.

The configuration that is used for ISI characterization, is shown in Fig. 3.2. In
response to the bit sequenceak = [a0

k,a
1
k, ...,a

L−1
k ]T (with al

k ∈ {0,1} and whereL is
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Figure 3.1: Block diagram of a storage system model.
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Figure 3.2: Basic configuration used for ISI characterization.

the total number of tracks on the disc andT denotes matrix transposition) which is
recorded on the disc, an equivalent channel produces an output signal
yk = [y0

k,y
1
k, ...,y

L−1
k ]T. The channel output signalyl

k at timek for track l is given by

yl
k = sl

k +nl
k, (3.1)

wheresl
k is the ISI signal, containing all ISI and the signal due to the current bital

k,
andnl

k is the noise signal (which is data-dependent and colored, see Section 3.3). As
already stated in the previous section, the signalsl

k is a deterministic function of the
bits written on the disc, denotedsl

k = pl (ak). For every trackl , the functionpl (.)
defines the relationship between the bits on the disc and the received signal and each
of these functions might be nonlinear and time-dependent. To characterize the signal,
the bitsak are applied to a set of filters with input-output functionp̃l (.). The output
signals̃sk of these filters are subtracted from the channel output signalsyk to produce
an error signal for every track. The error signal of trackl at timek is given by

el
k = pl (ak)− p̃l (ak)+nl

k. (3.2)

For every trackl the power ofel
k is minimized whenp̃l (.) is selected to equalpl (.).

This suggests the use of an independent adaptation algorithm for every trackl that
minimizesel

k by adjusting the functioñpl (.). When the power ofel
k reaches its mini-

mum value for every trackl , p̃(.) specifies the unknown functionp(.) andek describes
nk. In practice, one is most interested in the precise knowledge of the function for
the middle track, as in general the central track is the most difficult one to do reliable
detection on. For this reason in the remainder of this chapter characterization results
will be shown for the middle track only.

A proper choice for the functioñp(.) is crucial for accurate ISI characteriza-
tion. In general, in low-density storage applications linear functions are often used
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because they provide sufficient accuracy [3]. However at increasing densities, non-
linear ISI becomes more pronounced and more complicated functions are needed
to fully describe the signal waveform. For optical storage systems this nonlinear ISI
can be modelled by adding bilinear ISI coefficients to the linear ISI coefficients [132].
These bilinear coefficients represent the interaction of pairs of bits. More generally
a Volterra kernel can be used to model storage channels [161]. The resulting ISI
model will be more accurate but it will also have many more parameters that need to
be estimated. Another approach to model nonlinear channels with a finite memory
length is the usage of a look-up table (LUT) [148]. This approach has the advantage
that it completely describes the deterministic channel operation. Disadvantages of
the LUT table are the fact that the table entries do not reveal much information about
the operation of the channel and that a large number of parameters are needed [162].

To characterize the experimental TwoDOS signals, different function types will
be used. In Section 3.2.1 a linear function is used for the characterization. The ex-
perimental results for this function type clearly suggest that besides linear ISI also
nonlinear ISI is present. In Section 3.2.2 bilinear coefficients are added to the linear
function to account for the main nonlinearities induced by the optical channel. In-
spired by detection methods suited for nonlinear channels, in Section 3.2.3 a LUT
will be used for the ISI characterization. To limit the total number of required entries
in the LUT, in Section 3.2.4 the LUT is combined with a linear filter.

3.2.1 Linear ISI Model

In digital storage systems, the channel outputyl
k can often be approximated as a linear

function of the input bits according to

yl
k = AT

k Pl
k +nl

k, (3.3)

where

Ak =




a0
k−I ... a0

k ... a0
k+I

a1
k−I ... a1

k ... a1
k+I

...
...

...
...

...
aL−1

k−I ... aL−1
k ... aL−1

k+I




T

(3.4)

is the matrix containing input bits of all tracks with a span ofI bits around the current
bit (al

k ∈ {0,1}). Furthermore,

Pl
k =




pl
k(−I ,0) ... pl

k(0,0) ... pl
k(I ,0)

pl
k(−I ,1) ... pl

k(0,1) ... pl
k(I ,1)

...
...

...
...

...
pl

k(−I ,L−1) ... pl
k(0,L−1) ... pl

k(I ,L−1)




T

(3.5)
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Figure 3.3: Configuration of linear ISI characterization technique for Two-
DOS experimental system. The matrixAk with the bit values is
used as input of a set of linear filters with impulse responsesP̃l

k
to produce for every trackl an ISI signals̃l

k.

is the channel impulse response matrix for trackl at time instantk andnl
k is an additive

noise signal. To emphasize the time dependence of the channel impulse response a
subscriptk is added toPl .

The functionsp̃(.) which are used in the ISI characterization, will also be linear
with the same structure as the one defined in (3.5). The output signals̃l

k of the char-
acterization technique can be written

s̃l
k = AT

k P̃l
k. (3.6)

All the coefficientsp̃l
k(n,m) of P̃l

k(n ∈ [−I , I ], m∈ [0,L− 1] and l ∈ [0,L− 1]) are
adapted based on the LMS adaptation algorithm [153,163]

p̃l
k(n,m) = p̃l

k−1(n,m)−µhel
ka

m
k+n, (3.7)

whereµh is an adaptation constant which enables a tradeoff between speed of con-
vergence and steady-state excess mean-square error. The behavior of this algorithm
has been studied extensively [164–166].

A schematic overview of this linear ISI characterization technique applied to the
experimental TwoDOS system, is shown in Fig. 3.3. For every trackl , a 2-D adaptive
filter with impulse responsẽPl produces, based onAk which contains all relevant bit
valuesa j

i for i ∈ {k− I , ...,k+ I} and j ∈ {0, ...,L−1}, a signals̃l
k that is an estimate
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Figure 3.4: Estimated linear coefficients of the detector impulse response of
the central track versus spatial coordinatesx and y (with units
given inabit = 138nm). The coefficients are centered around the
central coefficient̃p3(0,3).

of the ISI part of the experimental TwoDOS signalyl
k, which is, in this case, the

detector input signal. Experimental TwoDOS discs are used with 7 parallel bit-tracks
(L = 7) and a capacity of 50 GB. These discs are read out under normal conditions by
the optical player and experimental replay signals are produced which are digitized
and used in the TwoDOS receiver. Adaptive signal processing blocks in the receiver
(equalizer, timing recovery, DC/gain control) transform these digitized replay signals
into a synchronous detector input signal with a predefined target impulse response,
more precisely a one-shell target with a central coefficient equal to 1, i.e.g0 = 1
andg1 = 0.26 (and as explained in Section 2.5.4, the coefficients are subsequently
normalized to have a total power equal to 1).

The estimated impulse responseP̃ for the central track is shown in Fig. 3.4.
Clearly the bulk of the signal energy is contained within the first shell (central 7
bits). These bits are defined by the setBl

k for track l , see Section 2.1.1. Only a lim-
ited amount of ISI originates from bits outside this first shell for these experimental
signals.

To judge the quality of the ISI characterization technique, the actual (experimen-
tal) signal values and expected signal values (according to the linear model) should
be compared. As the signal values mainly depend on the bits defined by the setBl

k,
they are defined by all possible combinations of bits within the first shell (27 = 128
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Figure 3.5: Overview of 7-bit cluster types for linear characterization (14
different types).

combinations). All these possible combinations can be grouped further in to clusters
with the same amount of pits (al

k = 1) in the first shell. This grouping is described by
the cluster number which is defined as7al

k + ∑(i, j)∈Bl
k

a j
i . In Fig. 3.5 an overview of

all cluster numbers (with a specific example for every cluster number) is given.
At the detector input, it is expected that the estimated impulse responseP̃ is equal

to the target response which is linear and circularly symmetric. As a result the calcu-
lated ISI signal valuẽsl

k is expected to depend only on the associated cluster number.
To judge whether the experimental system results in a channel impulse response that
is really linear and circularly symmetric, the experimental signal values should be
compared with the expected ISI signal values for all possible bit combinations.

In Fig. 3.6 the mismatch between the experimental signal values and the calcu-
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Figure 3.6: Mismatch between experimental signal values (averaged over
time) with respect to expected ISI signal values according to the
linear model versus cluster number for the 128 different clusters.
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lated ISI signal values is plotted versus cluster number for all possible different bit
clusters. The experimental signal values are obtained by averaging the experimental
valuesyl

k over time for a specific cluster number to minimize the effect of noise. If
the linear model would be an appropriate model for the experimental system, these
mismatches would be zero for all clusters. Clearly these mismatches are not zero for
numerous clusters. As a result we can conclude that the linear model does not fully
describe the experimental signal values and a more sophisticated model should be
developed. Channel nonlinearity seems the most likely cause for the offsets in signal
values. In the next section bilinear coefficients are added to the linear ISI characteri-
zation technique to account for this nonlinear ISI.

3.2.2 Bilinear ISI Model

Many storage applications are severely hampered by nonlinear channel effects. To be
able to describe these nonlinearities several models have been introduced [82]. For
optical storage, it is shown that not all the coefficients of the Volterra decomposition
are needed [161]. The nonlinear operation is sufficiently described by adding bilinear
combinations to the linear system model [132]. This means that only combinations
of two pit-positions need to be considered. A further simplification can be real-
ized by explicitly imposing rotational symmetry, by neglecting all the interferences
beyond the nearest-neighbor pits and by neglecting the cross-interference between
nearest-neighbor pits that are separated by a distance larger thanabit [18]. For this
simplification, the system model needs two additional parameters to account for the
remaining bilinear interference:α for the interaction between the central pit and the
pits of the first shell andβ for the interaction between two pits of the first shell that are
neighbors. These coefficients are updated according to the standard LMS adaptation
technique (see Section 3.4.1 for more details about adaptive parameter estimation).
The signals̃l

k is given by

s̃l
k = AT

k Pl
k +αal

kp1,0(Bk)+βp1,1(Bk), (3.8)

wherep1,0(Bk) = −al
k + ∑(i, j)∈Bk

a j
i and p1,1(Bk) is the number of pit-pairs within

the first shell that are nearest neighbors of each other. The bilinear coefficientsα and
β represent respectively the interaction between a central pit and pits in the first shell,
and the interaction between neighboring pits within the first shell.

Characterization results for the 50 GB disc show that the mean power ofek de-
creases from−18.45 dB (in case the linear model is used) to−18.75 dB (in case
the bilinear terms are added to the linear model). This improvement indicates that
bilinear ISI is present in the experimental TwoDOS signal. More bilinear coefficients
can be added to see wether these results could be improved. We can capture all (not
only the bilinear) nonlinear effects originating from pits within the first shell by the
use a look-up table (LUT), which is the topic of the next section.
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Figure 3.7: LUT configuration for ISI characterization technique for track
l = 3.

3.2.3 Look-Up Table Model

To include nonlinearities,̃sl
k can be constructed as a LUT (which can be implemented

as a RAM) rather than as a linear filter as discussed in Section 3.2.1. However, if we
want to cover the entire matrixAk, this table will have a very large number of entries
(2L(2I+1)). Because the bulk of the nonlinear ISI is induced by bits close to the central
bit al

k, the dependence window for the LUT is centered around this bit. This window
of the LUT is described by the subsetBl

k. It covers all bits that are adjacent to the
current bit, e.g.B2

k = [a1
k,a

1
k−1,a

2
k+1,a

2
k,a

2
k−1,a

3
k+1,a

3
k]. As a result, for every trackl ,

the LUT has27 = 128entries. The entries in the LUT can be computed beforehand
by averaging or can be updated adaptively based on the LMS adaptation technique
(see Section 3.4.1).

This dependence window will be used to characterize the TwoDOS system and
the configuration is shown schematically in Fig. 3.7.

The reference values̃sl (Bl
k) (128values in total) are plotted versus cluster number

in Fig. 3.8 for the central trackl = 3, where cluster number is again defined as7al
k +

∑ j,i∈Bk
a j

i . The plot shows two branches: the left branch corresponds to clusters with
al

k = 0 and the right branch corresponds to clusters withal
k = 1. The mean power

of el
k for the LUT characterization technique amounts to−21.84 dB for the central

track (l = 3), which is an improvement of 3.4 dB with respect to the linear model
and nearly 3.1 dB with respect to the bilinear model. This shows that higher-order
nonlinearities are truly significant in the TwoDOS system and may not be neglected.

The LUT model covers all linear and nonlinear ISI originating from bits within
the first shell. However, from Fig. 3.4 we can see that although the bulk of the energy
is coming from linear ISI from within the first shell, there is still linear ISI from
outside the first shell. The magnitude of this ISI for different experimental conditions
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Figure 3.8: LUT values for the central trackl = 3.

is studied in the next section.

3.2.4 Residual ISI Model

The signals̃l
k should depend on all the channel input bits inAk. In the LUT-model

however, the signal-dependence window of the LUT covers only a subset ofAk,
namelyBl

k and therefore not all ISI is modelled by the LUT. To also include linear
contributions from bits outside the first shell, we propose to use a combination of a
LUT that encapsulates the main nonlinearities (which originate fromBl

k) and a linear
2-D convolution that generates the signal due to residual intersymbol interference
(RISI) originating from the remaining input bits. The signal outputs̃l

k can then be
expressed as the sum of the output of the LUT and the RISI signal which is the
convolution output:

s̃l
k = s̃(Bl

k)+Cl
k
T
F̃l

k. (3.9)

The RISI signal is computed by convolving the bits which are inAk but not inBl
k

(these bits are described by the subsetCl
k, which has zero coefficients for the 7 central

bits) with the RISI impulse responseF̃l . Hence, the impulse responseF̃l hasL(2I −
1)−7 nonzero coefficients. Summarizing for every trackl , a LUT and a 2-D impulse
responsẽFl is used to characterize the noiseless signal outputsl

k.
This configuration with two parts is shown in Fig. 3.9 for the TwoDOS system.
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Figure 3.9: Configuration for ISI characterization technique for a combina-
tion of a LUT and a linear RISI Filter for trackl = 3.

The RISI impulse responsẽFl obtained from the experimental TwoDOS characteri-
zation is shown in Fig. 3.10 forl = 3 in case there is an angle between the disc and the
laser beam (also referred to as a tilt angle) of−1.0◦ in the radial direction. The RISI
components are limited in amplitude. Even so, RISI originating from symbols with
limited temporal separation from the symbols of the target response is non-negligible.
This RISI hampers the performance of the SWVD considerably, suggesting that some
extra measures against RISI should be taken. One of these measures is the cancella-
tion of RISI which is treated in Chapter 5.

3.2.5 Experimental Results

A PRML receiver has been built for TwoDOS [145]. It consists of a bit-detector pre-
ceded by an adaptive equalizer, an adaptive DC compensator, an AGC and a timing
recovery loop. The purpose of the adaptive equalizer is to shape the ISI structure
induced by the channel into a predefined linear ISI structure, characterized by the
target responsegk.

Because at the detector input the bulk of the ISI energy is concentrated within
the span defined by the target response (typically this span covers all bits within the
first shell, see Fig. 2.1), the signal LUT is implemented to incorporate this energy,
i.e. the LUT ofs̃l (Bl

k) has27 = 128entries. If due to misequalization, not all the ISI
is incorporated into the target span, some RISI is left outside the span of the target.
This RISI is characterized by the impulse responseF̃l . A 2-D VD performs joint bit-
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Figure 3.10: Estimated amplitudes (normalized with respect toE[|sl (Bl
k)| ])

of the RISI impulse responseF̃l at the detector input forl = 3
(F̃l is centered around trackl = 3). Both axes are scaled in
terms ofaH , whereaH is the distance between two bits mea-
sured on the disc (aH = 138nm for 50 GB disc).

detection on all bit-tracks based on the values in the LUT entriess̃l (Bl
k). To reduce

the complexity of a full-fledged 2-D VD, the VD is divided into smaller processing
units (called stripe VD). Each stripe VD covers a limited number of bit-tracks (so-
called stripes with a typical height of 2 or 3 bit-tracks). This detection configuration
is called a stripe-wise viterbi detector (SWVD) [145]. More details about the SWVD
are given in Section 2.6.

Characterization of the experimental TwoDOS system is based on the read-out of
a 50 GB single layer TwoDOS disc withL = 7 bit-tracks within the broad spiral. The
actual characterization is performed on the input signals of the SWVD. The signal-
dependence window used in the characterization is defined byI = 7, i.e. the matrix
Ak containsL(2I +1) = 105elements.

To judge which characterization model is the most accurate and which ISI struc-
ture is present, different BER experiments are conducted for different conditions. In
Fig. 3.11, the BER of the TwoDOS system is shown for different tilt angles. In the
detector two different target responses are used: a linear target response and a LUT
target response. Clearly the second target response performs better. The difference in
performance can be explained by the fact that the VD is highly sensitive to residual
linear and nonlinear ISI [167]. Because the nonlinear ISI originating from bits within
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Figure 3.11: BER of TwoDOS PRML receiver with two types of target re-
sponse: linear target response and LUT target response.

Table 3.1:MSE in dB for different configurations of TwoDOS PRML receiver
MSE Radial Tilt angle

Configuration −1.0◦ 0.0◦ 1.0◦

Linear ISI
Linear and Bilinear ISI

Reference LUT
Reference LUT and RISI filter

17.12 -18.75 -18.04
-17.77 -19.45 -18.70
-19.72 -21.84 -20.83
-21.48 -23.49 -22.47

the first shell is included in the LUT, the performance is improved significantly by
including the information of the LUT in the branch metric computation of the VD.
Also the remaining linear ISI originating from bits outside the first shell, causes some
performance degradation. The treatment of this RISI is the topic of Chapter 5.

As mentioned in Section 3.2, the power of the error signal is also a good measure
to quantify the characterization accuracy. In Table 3.1 the MSE is given for dif-
ferent characterization techniques and for different tilt angles. The characterization
technique with the LUT and the RISI linear filter yields an improvement of approxi-
mately4.5 dB with respect to the linear-model technique. Further improvements with
respect to the LUT and RISI technique might be accomplished by adding for example
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bilinear ISI components at the edge of the first and second shell of bits. These addi-
tions are found to yield only minor further improvements in MSE and for this reason
in this chapter the technique with the LUT and the RISI cancellation will be used to
characterize the experimental TwoDOS signals. In the next section different noise
characterization techniques will be proposed and experimental TwoDOS results will
be shown to validate these techniques.

3.3 Noise Characterization

The input signal of the detector at timek for track l may be represented as

yl
k = sl

k +nl
k, (3.10)

wheresl
k is the noiseless ISI signal andnl

k is an additive noise signal. The ISI charac-
terization provides an estimates̃l

k of the ISI signal. The error signalel
k = yl

k− s̃l
k (see

Fig 3.2) contains all relevant information aboutnl
k. For this reason the development of

an accurate noise model is based on the analysis of the error vectorek = [e0
k, ...,e

L−1
k ].

A crucial condition for the accuracy of the noise model is that the ISI characterization
should be highly accurate. This condition is essential because if RISI overwhelms the
noise then a false indication of noise is obtained and as a result noise characterization
becomes pointless. For the experimental TwoDOS characterization this condition is
guaranteed by the elaborate research that has been conducted to develop the ISI model
(see Section 3.2). Adding linear and bilinear RISI components on top of the combi-
nation of LUT and linear RISI filter was shown to not yield additional improvements
in MSE. For this reason it is guaranteed thatek does not contain any ISI components
and is primarily determined by noise.

A first and basic noise characterization technique is to measure the power ofek

for every trackl . This technique is used to compute the predetection SNR for every
track l according to

SNRl =
Ek

[
s̃l
k
2
]

Ek
[
el

k
2
] , (3.11)

whereEk denotes the expectation over all time indicesk. For Viterbi detection tech-
niques it is well known that the performance is uniquely determined by the prede-
tection SNR given by (3.11) ifek is Gaussian and white [151]. However in many
practical systems the noise at the detector input is not white and not Gaussian. Many
different noise models might be considered: going from simple models with a few
parameters to complicated models with many parameters. In general the simple mod-
els rely on the physical nature of the noise source (see Section 2.3.2), and as a result
they are attractive because they provide direct indications for improvements in the
system. In Chapter 4 a characterization technique based on such models is treated. In
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this chapter the choice has been made to use more general noise models that can be
applied to all 2-D storage systems and many types of noise sources. In Section 3.3.1
the correlation ofek is examined. In Section 3.3.2 a data-dependent auto-regressive
noise model is proposed that can be used to accurately characterize the noise in 2-D
systems.

3.3.1 Correlated Gaussian Noise Model

The stochastics ofek reveal insightful information about the noise processes in the
TwoDOS system. To this end, the 2-D autocorrelation function ofel

k is calculated.
This 2-D autocorrelation function, denoted asRe, is calculated over all tracks and
over all time instants and is defined as

Re(i, j) = Ek,l

[
el

ke
l− j
k−i

]
, (3.12)

whereEk,l denotes the expectation over all time indicesk and over all tracksl .
In Fig. 3.12 this 2-D autocorrelation function is plotted versus the tangential and

radial directions. In this figureRe is normalized with respect toRe(0,0). The central
coefficient of the function obviously has a value of 1. If the noise would be white,
all other coefficients should be zero. This is not the case: the coefficients in the first
shell all have a value bigger than zero (around0.15). This indicates thatek has a
low-pass nature both in the radial and in the tangential direction. Furthermore the
behavior ofRe outside the first shell shows some high-frequency oscillations. These
high-frequency components in the error signalek can be explained by the fact that the
adaptive equalizer tries to minimize the mismatch between the actual and the desired
(target) response especially at low frequencies (as the optical channel is a low-pass
channel) and does not explicitly minimize the error at high frequencies. As a result
some noise enhancement at high frequencies arises at the detector input.

By taking the 2-D hexagonal Fourier transform of the autocorrelation function,
the Power Spectral Density (PSD) of the noise is obtained [168, 169]. This PSD,
denoted asSe( fx, fy), is shown in Fig. 3.13 and it exhibits rather large variations (a
difference of7 dBexists between the minimum and the maximum). These variations
will deteriorate the performance of the VD as it is designed for white noise [72]. In
the next section a noise model is presented that is suitable for a wide variety of 2-D
storage systems: the 2-D data-dependent Auto-Regressive (AR) noise model.

3.3.2 Data-Dependent Auto-Regressive Noise Model

In the previous section, the noise autocorrelation function and its Fourier transform
were used to provide information about the noise at the detector input. Additional
information can be obtained by performing a Karhunen-Loeve decomposition on
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Figure 3.12: Normalized autocorrelation functionRe versusx andy, the tan-
gential and radial directions respectively (both axis are scaled
in terms ofaH).
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Figure 3.13: 2-D amplitude representation of the PSD of the error signal.
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the covariance matrix of the noise, from which for example pulse jitter and ampli-
tude variations can be identified [157]. However, Karhunen-Loeve decompositions
are static matrix decompositions and hence are not very well suited for real-time
characterization. For real-time characterization, where characterization results are
generated on the fly, the more suitable matrix decomposition is the Cholesky de-
composition of the covariance matrix inverse, which actually results in an AR noise
model [157]. This AR noise model can be improved even further by taking into ac-
count the data-dependent nature of the media noise (see Section 2.3.2). The resulting
model is a data-dependent AR noise model. In this section a 2-D version of this
model will be introduced and used to characterize the TwoDOS system.

The 2-D data-dependent AR noise model of the central track (l = 2) is depicted
in Fig. 3.14 for a rectangular lattice forL = 5 tracks together with the applied ISI
model (see Section 3.2.4). Together they form the system model. This system model
generates, besides an ISI signal outputsl

k (which has the same configuration as the
one described in Section 3.2.4), also a noise outputnl

k for every trackl at every time
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Figure 3.14: Two-dimensional AR system model forL = 5 tracks, shown for
the central trackl = 2.
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indexk. This noise output is modelled as the output of a causal 2-D AR filter (denoted
noise filter in Fig. 3.14) with an impulse responseDl , where every coefficientdl

i, j
(i ∈ [0,L−1] and j ∈ [1,R], whereR is the noise memory length) is data-dependent.
To limit the complexity of the noise model, these coefficients are considered to be
dependent only on a subset ofAk. Here the choice is made to make the coefficient
dl

i, j depend on the window described byBi
k− j . Although this window does not cover

all bits, in most cases it captures sufficient data-dependency. The noise outputnl
k can

be written as the output of a 2-D AR filter with at its input a white Gaussian noise
sequence{vl

k} (with zero mean and unit variance):

nl
k =

L−1

∑
i=0

R

∑
j=1

dl
i, j(B

i
k− j)n

i
k− j +σl (Bl

k)v
l
k, (3.13)

where the coefficients of the noise filter, i.e. the standard deviationσl (Bl
k) and all

coefficientsdl
i, j (with i ∈ [0,L−1] and j ∈ [1,R]), are data-dependent. This noise

structure makes the noise sequencenl
k both signal-dependent and correlated (where

the correlation is also signal-dependent). The estimation of the different parameters
is treated in more detail in Section 3.4.1.

The estimated noise filters̃Dl are used to produce a whitened error signal

N l
k = el

k−
L−1

∑
i=0

R

∑
j=1

d̃l
i, j(B

i
k− j)e

i
k− j . (3.14)

In Fig. 3.15 the PSD of this whitened error signal is shown for experimental TwoDOS
replay signals. By comparing this PSD with the PSD of the original error signal (see
Fig. 3.13), it is clear that the spectrum has become much flatter (variations of only
2dB between the minimum and the maximum). Still some residual variations are
left in the whitened error signal. These variations can be explained by the data-
dependent nature of the media noise. The PSD is obtained by averaging over all
possible data sequences without making distinction between data sequences with a
low or a high amount of media noise. Hence a further noise characterization step
involves measuring data-dependent noise variances.

Based on the whitened error signal the data-dependent variancesσ̃l (Bl
k)

2 can
easily be calculated. In Fig. 3.16 the signal-dependent variancesσ̃l (Bl

k)
2 are plotted

versus the cluster number for trackl = 3 for different angles of radial tilt. The obser-
vation that the right branch has higher variances than the left branch, indicates that pit
size variations are the dominant sources of media noise in the optical recording pro-
cess, see Section 3.3.4. A noise-predictive maximum likelihood detector can be used
to improve the overall system performance. This detector uses the estimated noise
filters D̃l to whiten the noise in the detector [170]. The estimated signal-dependent
noise variances̃σl can be used in the computation of a modified branch metric to
improve the performance even further [170].
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Figure 3.15: 2-D amplitude representation of the PSD of the whitened error
signal.

3.3.3 Experimental Results

AR Model Validation

A strong test of the proposed channel model is the bit-error rate (BER) comparison
presented in Fig. 3.17. HF signals coming from the experimental set-up are applied
to the TwoDOS receiver to produce equalized synchronous inputs of the SWVD.
These inputs were used to estimate the parameters of the proposed channel model.
The error rates in Fig. 3.17 present the performance of the SWVD for the real noisy
experimental data, the data generated by applying the proposed channel model and
the data generated by applying a channel model that has the same ISI structure but
generates only white noise (withσl 2 = E[(el

k)
2]) [171]. The first bars compare the

overall BER, while the other bars compare the BER due to error events with a specific
length. The data-dependent AR channel model is clearly a more accurate model
than the white noise model. Because the white noise model does not take the noise
coloration into account, it produces BERs that are too optimistic.
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Figure 3.16: Estimated noise variances for the central trackl = 3 for differ-
ent values of radial tilt.

MSE Performance of TwoDOS system

As mentioned in Section 3.2, the power of the error signal is also a good measure to
quantify the fit between the actual and the estimated channels. In Table 3.1 the MSE
is given for different characterization configurations and for different tilt angles. To
evaluate the data-dependent AR noise model, the whitened error signal is used to
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Figure 3.17: Error rate comparison between experiment, data-dependent
AR channel model and white noise channel model.
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Table 3.2: MSE for different configurations of TwoDOS PRML receiver
Configuration −1.0◦ 0.0◦ 1.0◦

Reference LUT and RISI cancellation-21.48 -23.49 -22.47
Data-Dependent AR -21.84 -24.21 -22.92

compute the MSE. These results are shown in Table 3.2. The improvement in MSE
is due to the whitening filters which act as noise prediction filters. The error signal
which is left after ISI characterization still contains a considerable amount of correla-
tion (see Fig. 3.13). This correlation is predictable and as a result can be removed by
decorrelating the error signals over time and over the different tracks. This decorrela-
tion is accomplished by the whitening filters which produce the whitened error signal
N l

k . In average the MSE has improved 0.5 dB by applying these whitening filters.

3.3.4 Media Noise

In Section 3.3.2 noise characterization according to a data-dependent AR model was
discussed. This noise model can be applied to a wide variety of storage systems
because it describes the noise structure in a very generic way by using many different
parameters. A disadvantage of this generality is that the characterization results, i.e.
the estimated model parameters, are not linked to the physical origin of the noise.
Every noise source has very specific characteristics which are not readily visible in
the estimated parameters. Therefore it would be very interesting to link the estimated
parameters to specific noise sources because information about specific noise sources
(which can be related to a physical cause) would provide important information about
possible improvements in the system.

As stated in Section 2.3.2, media noise is the dominant noise source in optical
storage channels [18]. In this section we will try to link the estimated parameters of
the noise model to a specific media noise source. The observation that in Fig. 3.16
the right branch has higher variances than the left branch, suggests that pit-size vari-
ations, i.e. variations in the diameter of the pit-hole (see Section 2.3.2), are the most
likely sources of media noise. But the estimated parameter values do not reveal any
information about the actual amount of pit-size variations, i.e. they do not directly
give the variance of the pit sizes as outcome. In this section a quantitative measure for
the amount of pit-size noise will be derived based on the estimated parameter values.

This quantitative measure will be derived in a couple of steps. First, for different
amounts of pit-size noise theoretical variances for every cluster type will be computed
based on a realistic channel. Second, the estimated values will be plotted for every
cluster type together with the theoretical values to have a visual identification of the
amount of pit-size noise. Finally, the most likely pit-size variance can be computed
based on the theoretical and estimated variances by averaging over all cluster types.

To obtain an accurate estimation of the pit-size variation, the selection of an ac-
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curate channel model is crucial. For this reason we select the scalar diffraction model
to base the computations on. In the scalar diffraction model the detected signal for a
optical spot centered at the positionρρρp is given by

r(ρρρp) =< ψ|ψ >, (3.15)

where the complex-valued waveform at the pupil plane is denoted by|ψ >. Further-
more the inner product is defined as the integration in the frequency domain over the
central aperture of the objective lens:

< θ|ϕ >=
∫

CA
θ∗(νs)ψ(νs)dνs. (3.16)

The complex-valued waveform|ψ > is given by

|ψ >= Fρρρ→νs[P(ρρρ−ρρρp)D(ρρρ)], (3.17)

whereP(ρρρ) is the spot profile andD(ρρρ) is the disc reflection function. Note that
the bracket notation is used as introduced by Dirac [172] in the field of quantum
mechanics.

To incorporate the effect of pit-position and pit-size noise the disc reflection func-
tion of Eq. (2.4) can be rewritten as:

D(ρρρp) = 1+∑
i

aiWi(ρρρ−ρρρi−δρρρi), (3.18)

whereW(ρρρ−ρρρi) defines the area of the pit on the disc which is centered at position
ρρρi . It is equal to 1 inside the pit area and 0 elsewhere. Pit-position noise is modelled
as a random displacement vectorρρρi and pit-size noise is considered with respect to
the nominal pit-size windowW as:

Wi = W+dWi . (3.19)

Pit-size noise is quantized through a parameterσdW with dimension of an area (m2).
To get some insight into the influence of a certain amount of pit-size noise on the

variance per cluster level, simulations are performed based on the scalar diffraction
model. Pit sizes are distributed normally with standard deviationσdW. Average signal
levels are derived and also the variances for each of the clusters are calculated. These
variances uniquely define the effect of pit-size noise and as a result can be used to
compare with the experimentally obtained variances.

For a fair comparison, no variance due to differences in ISI signal values is al-
lowed. Therefore, the set of clusters that give unique ISI signal values in a circularly
symmetric channel model has 26 entries. Any arbitrary cluster (1 of 128) can be
derived from these 26 basic types by rotation or point-inversion with respect to the
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Figure 3.18: Overview of 7-bit cluster types for noise characterization (26
different types).
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Figure 3.19: Variances for experimental signals (based on the AR channel
model) and simulated signals (based on the scalar diffraction
model) versus cluster levels.

center bit. The 26 clusters are listed in Fig. 3.18. Note that the relative ordering of
the bits of the first shell does matter, but not cyclic permutations.

In Fig. 3.19 the theoretical variances obtained from scalar diffraction simulations
for different standard deviationsσdW are shown together with the variances obtained
from the experimental TwoDOS signals (for different tilt angles:−1.0o, 0.0o and
1.0o). The experimentally obtained variances are obtained by using the AR channel
model derived in Section 3.3.2. For the experimental signals the variance of the all-
land cluster (no pits) is taken as a baseline. The pit-size noise of the scalar diffraction
model is denoted relative to the area of a hexagonal fundamental domain.

By visual inspection of Fig. 3.19, it is clear that the experimental disc has a pit-
size variation of about1%. In Chapter 4 an alternative way to characterize pit-size
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noise in optical storage system is given. There a simple noise model is used to char-
acterize the media noise directly based on the replay signals.

3.4 Time Variations

So far we have developed a system model suitable for the characterization of 2-D
storage systems. Characterization results have been shown for the experimental Two-
DOS system. These characterization results are the estimated parameter values of the
proposed system model. Up to now we have only shown static estimated parameter
values, more precisely values averaged over an entire revolution of the disc. How-
ever these estimated values may vary over time due to time-varying artifacts in the
TwoDOS system. In Section 3.4.1 adaptive parameter estimation is discussed for
the data-dependent AR system model. Also in this section, based on this adaptive
parameter estimation, time-varying effects in the characterization results of the Two-
DOS system are discussed. Furthermore, there are also other time-varying artifacts in
the TwoDOS system which are not readily visible in the characterization results be-
cause they are counteracted by the adaptive signal processing blocks in the TwoDOS
receiver (and in the signal processing chain these blocks appear before the channel
characterization block). In Section 3.4.2 these other time-varying artifacts in the
TwoDOS system are discussed.

3.4.1 Adaptive Data-Aided Parameter Estimation for the Channel Char-
acterization

In this section, the channel model parameters are estimated given the model size
pair (I ,R) (the data-dependence window lengthI and the noise correlation length
R), the known data sequencesa0...aN and their associated waveformsy0...yN, with
N À 2I+1. The waveforms are experimental replay signals that are assumed to be
synchronous with respect to the baud rate. The classical approach to estimate model
parameters is to compute means and covariance matrices and to calculate the model
parameterssl (Bl

k), Fl , σl (Bl
k) anddl

i, j(B
i
k− j) (for i ∈ [0,L−1] and j ∈ [1,R]) based

on these matrices, involving complex matrix operations (known as the Yule-Walker
equations [157]). Because of these complex operations, the classical approach is nu-
merically not very appealing. For this reason a method to adaptively track the model
parameters directly on the experimental signals, is proposed. Moreover, tracking
these parameters adaptively is preferable in many applications because the noise may
be non-stationary and the channel response may change over time.
The error signalel

k of track l at timek is defined as

el
k = yl

k− s̃l
k = yl

k−
(

s̃l (Bl
k)+Cl

k
T
F̃l

k

)
. (3.20)
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At every clock cycle the signal LUT is easily updated according to

s̃l (Bl
k)

(new) = s̃l (Bl
k)

(old) +µel
k, (3.21)

whereµ denotes the adaptation constant. The RISI impulse response coefficientsf̃ l
i, j

(for i ∈ {0,L−1}, j ∈ {−I ,+I} and only ifai
j ∈ Cl

k) are updated according to

f̃ l
i, j

(new) = f̃ l
i, j

(old) +µel
ka

i
j . (3.22)

Equations (3.21) and (3.22) together define the updates for the ISI model pa-
rameters. For the updates of the parameters of the AR noise model a different error
signal needs to be defined, namely the whitened error signalN l

k , already introduced
by Eq. (3.14), given by

N l
k = el

k−
L−1

∑
i=0

R

∑
j=1

d̃l
i, j(B

i
k− j)e

i
k− j . (3.23)

A scheme to estimate and to track the filter coefficientsD̃l can be based on mini-
mizing the cost functionJl = E

[
(N l

k )2
]
. The LMS solution for this minimization is

to adjust the filter coefficient̃dl
i, j (omitting the data-dependency of the filter coeffi-

cients) as follows:

d̃l
i, j

(new) = d̃l
i, j

(old) +µ
δN l

k
2

δd̃l
i, j

. (3.24)

The LMS solution leads to the following update rule for the noise filter coefficients

d̃l
i, j(B

l
k− j)

(new) = d̃l
i, j(B

l
k− j)

(old) +µN l
k ei

k−i . (3.25)

These rules are applied at every clock cycle, for every trackl and for all coefficients
defined by j ∈ [0,L− 1] and i ∈ [1,R]. Subsequently the estimation of the data-
dependent variances̃σl (Bl

k)
2 is achieved by estimating(N l

k )2. The update rule for
the variance valuẽσl (Br

l )
2 is given by

σ̃l (Bl
k)

2(new) = σ̃l (Bl
k)

2(old) +µ
(

N l
k

2− σ̃l (Bl
k)

2(old)
)

. (3.26)

The equations (3.21), (3.22), (3.25) and (3.26) together define the updating rules
that are applied for the adaptive estimation of the different model parameters. By
using these updating rules time-varying effects in the experimental TwoDOS systems
can be monitored and if needed countermeasures can be taken.
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Figure 3.20: Time evolution of the estimated ISI signal values for different
clusters: (a) the clusters with a central land and one pit in
the first shell (6 possibilities), (b) all 128 different clusters, (c)
the clusters with a central pit and 5 pits in the first shell (6
possibilities).

ISI Characterization In Fig. 3.20 the estimated ISI signal valuess̃(Bl
k) are shown

versus frame number. The values are obtained for experimental TwoDOS replay
signals. In the TwoDOS disc format every frame consists of2560bit intervals. The
first 10 frames are needed for acquisition of the parameter values, while from that
point in time one can assume that the estimated parameter values equal the actual
values. In the adaptive estimation a suitable adaptation constant is used:µ = 0.01.
This adaptation constant is a trade-off between acquisition speed (or equivalently
tracking speed) and gradient noise.

In Fig. 3.20 (b) the evolution for all 128 different clusters is shown. The average
signal levels are consistent with the levels shown in Fig. 3.8. In Fig. 3.20 (a) and (c)
detailed snapshots for specific cluster types are shown, respectively for clusters with
a central land and a single pit in the first shell (cluster number 1 in the convention of
Fig. 3.5) and for clusters with a central pit and a single land in the first shell (cluster
number 12). For each of these cluster types 6 different clusters exist. After initial
acquisition substantial amplitude variations (up to±0.05 in value) can be observed.
These variations are real fluctuations of the ISI signal values and are not due to gra-
dient noise as the variance of the gradient noise can be calculated to be 0.00005 (see
Eq. (6.3):σ2

∆ ' Ktσ2
ν/2 whereσ2

∆ is the variance of the gradient noise,Kt = µ= 0.01
andσ2

ν = E[e(k, l)2] < 0.01represents the noise in the estimation loop). If these vari-
ations are not counteracted or not taken into account during detection, the BER of the
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system could severely deteriorate as they can be regarded as RISI at the detector in-
put (see Chapter 5 for the impact of RISI on BER). For this reason the continuously
adapted LUT is used as target response of the Viterbi detector (see Section 3.2.5,
more precisely Fig. 3.11).

Noise Characterization In Fig. 3.21 (a) estimated noise variances for different
clusters are shown versus the frame number (every frame consists of2560 bit in-
tervals). Experimental replay signals are used where1.0o of radial tilt was present
during the read-out. Four different clusters are taken into consideration: the all-land
cluster (number 0), the all-pit cluster (number 127) and two randomly chosen clusters
(numbers 42 and 70). The cluster numbers are obtained by convolving the bits inBl

k
with the mask shown in Fig. 3.21 (b). By averaging the depicted variances over time,
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Figure 3.21: (a) Time evolution of estimated noise variances of the central
track (l = 3) for different clusters. A 50 GB TwoDOS disc is
read out with1.0o of radial tilt. (b) The different clusters for
which the time evolution is shown. Here cluster number is de-
fined as the output of the convolution ofB3

k with the cluster
mask.
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the variances shown in Fig. 3.16 (c) are obtained.
For these clusters the variations amount up to2 dB. For these estimation loops it

is more difficult to calculate which part of the variations are due to real variations of
the noise sources or are due to statistical artifacts in the estimation loop. As a small
adaptation constantµ is used, variations within a dB can be caused by statistical
artifacts but larger variations most likely cannot be. Variations of more than1 dB
have a severe impact on the overall BER of the system. Hence it would be beneficial
to discover the source of these variations such that countermeasures can be taken.
As already pointed out in Section 3.3.2 the data-dependent AR noise model does
not intuitively reveal which portion of the variance is due to which noise source.
In Chapter 4 a noise characterization model is developed that is directly related to
physical noise sources.

3.4.2 Time-varying Channel Artifacts

In the previous section, several time-varying results of the channel characterization
have been shown. Because the channel characterization is performed on the detector
input signal, several time-varying artifacts have already been accounted for by the
adaptive signal processing blocks in the TwoDOS receiver. As a result, to envision
all the time-varying artifacts, the control signals of the adaptive blocks should be
monitored and interpreted.

In Fig. 3.22 a model of the TwoDOS system is given, with a detailed view of
the receiver. The bit sequenceak is the input of the system. The physical channel
(denoted as channel in the figure) transforms the input sequence into a continuous
replay signalr(t). This physical channel consists of the disc, the optical path and
the Photo-Detector Integrated Circuit (PDIC) and is characterized by the channel re-
sponseh(.,θ), which can be nonlinear and time-varying. Several channel parameters,
denoted by the symbolθ, determine the overall channel response. Examples of chan-
nel parameters are the pit size on the disc, the rotation speed of the disc, the tilt angle
of the disc with respect to the laser beam,... The continuous replay signalr(t) is
digitized at a sampling frequency1/Ts, which is approximately1.25 times the baud
rate1/T, by the Analog to Digital Convertor (ADC). The resulting digitized signal
rn is input of the receiver part of the system. The receiver performs detection on
synchronous replay signals using a PRML scheme in the form of a Viterbi detector.
A 2-D target responsegk of limited size is specified which is the desired impulse re-
sponse at the detector input. In order to obtain bit-synchronous replay signalsyk that
comply with gk, the receiver is composed of several signal processing blocks, each
with a specific function. First, the adaptive equalizer transforms the channel response
into the target response. Second, DC and gain control blocks normalize the DC and
amplitude levels as well as possible. Finally the Sampling Rate Convertor (SRC)
resamples the signals to the correct frequency and phase. The resulting signalyk is
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Figure 3.22: Model of the TwoDOS system with a detailed view of the re-
ceiver.

the input of the detector and is also the input of the system characterization block
(denoted as detector input characterization in the figure) which is described earlier in
the chapter.

In order to be able to compensate for varying channel parameters the signal pro-
cessing blocks are made adaptive. The adaptation is based on the Zero-Forcing (ZF)
or on the Least Mean Square (LMS) criterion; they both minimize the error signalek

which is the difference between the actual detector inputyk and the desired detector
inputdk, wheredl

k = (a∗gl )k.
In the scheme described above, slowly varying channel parameters can be suc-

cessfully tracked and compensated by the adaptive equalizer. Although this compen-
sation can allow reasonable bit-error rates, it is desirable to derive real-time infor-
mation about some relevant channel parameters, such as the direction and amount of
disc tilt, focus conditions and timing misadjustments between different tracks. Be-
cause of the adaptive nature of the receiver, variations of channel parametersθ are
not visible in the detector input characterization results but they appear as variations
in control information in the adaptation block. For example, cover-layer thickness
variations would appear in the receiver mainly as DC variations.

DC Variations The DC adaptation loops serve to counteract time-varying DC-
offsets [145]. Here DC-offset estimatesφl

O for every trackl are generated by separate
adaptation loops where the gain valuesKt (see Section 2.5.4) are chosen such thatφl

O
is able to track fast variations of the ideal DC-offset valuesθl

O (in the experimental
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estimatesKt = 0.06 was found to be a proper value). BecauseGφ(z) has unit ampli-
tude up to the normalized loop cut-off frequency (Ωc≈ 0.01), the spectral content of
φl

O resembles the spectral content ofθl
O up toΩc (if noise is neglected). The spectral

content of the inner-tracks DC-offset estimateφO is shown in Fig. 6.6. This estimate
φO is composed of different components which are also shown in the figure. The
common DC-offset componentφOc is calculated by averaging the DC-offsets over all
tracks. The track-dependent DC-offset componentφOr is obtained by subtractingφOc

from φO.
For low frequencies the track-dependent componentφOr is the most important

component ofφO. At higher frequencies (Ω = [7e−4,2e−3]) the common component
φOc determinesφO. For even higher frequencies the offset estimate is determined by
the noise in the system (denoted asν in the figure). The common offset component
φOc can be explained by the fact that certain channel parameters (e.g. the amount
of defocus and the cover-layer thickness) are common across the adjacent tracks.
For the TwoDOS system, the cover-layer thickness exhibits variations that extend
over a limited amount of bits (100-1000 bits). As a result these variations result in
high-frequency common offset variations. Other reasons for fast common channel
parameter variations are: dust, fingerprints, scratches on the disc, dropouts... [173,
174].

Phase Variations The sampling phase used in the SRC can be used to estimate
lattice distortion that is present due to a time varying relative phase between the
tracks. Such a phase variation is likely because of the multiple-pass mastering process
as discussed in Section 2.1.3. An estimation of the peak-to-peak phase variations
can be derived by plotting the difference in sampling phase between two adjacent
tracks as function of time. This is done in Fig. 3.24 for experimental TwoDOS replay
signals obtained from the LBR disc 12 (with an equivalent density of 50 GB). This
figure shows that the peak-to-peak delay variation between the tracks is in the order
of 10% of a bit interval.

Equalizer-Based Parameter Estimation In the receiver, slowly varying channel
parameters can be tracked and compensated to a certain extent via adaptive equal-
ization. In [175] a general scheme is proposed that, based on a processing of the
equalizer-coefficient values, permits simultaneous estimation of a given set of chan-
nel parameters. This scheme utilizes a maskB such that projecting the equalizer
coefficients ontoB leads to zero in absence of channel parameter variations, and does
provide a non-zero estimate in presence of a non-zero parameter value.

The design of the maskB suited for different channel parameters is described
in [176]. For a channel parameterθ (e.g. radial tilt), the procedure to design the
corresponding maskBθ can be summarized as follows. Forθ = 0 the equalizerw is
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Figure 3.23: Experimentally estimated spectral content of DC-offsets in
TwoDOS system: the DC-offset estimateφO of the inner track
and its different components:φOc andφOr. Also the spectrum
Pν of the noiseν is shown.

given by the nominal equalizerwn. For small values ofθ around zero the first-order
Taylor approximation yields

wθ = wn +θ.B0, (3.27)

meaning that the equalizer impulse response in the presence of a valueθ can be
approximated as the nominal one, plus a correction term that is proportional to the
parameter value. A tilt estimateξ(θ) can be produced by projecting the equalizer
coefficientswθ ontoB0 according to

θ̃ =< wθ|B0 >=< wn|B0 > +θ‖B0‖2, (3.28)

where the first term is constant and the second is proportional to the amount of tilt.
In principle this projection can be carried out over anyB non-orthogonal toB0. This
design freedom can be exploited to make the estimation of one channel parameter
orthogonal (or in other words, insensitive) to the estimation of other channel param-
eters. More details about the orthogonalization with respect to other channel param-
eters can be found in [175].

Here, the described design procedure was used to generate a mask for the esti-
mation of radial and tangential tilt. The resulting masks were used to estimate tilt
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Figure 3.24: Variation in relative delay between adjacent tracks in the broad
spiral.

variations in the experimental TwoDOS system. In Fig. 3.25 the time evolution of
the estimates of radial tilt is shown for different experimental signals. The different
experimental signals are obtained by mechanically invoking different tilt angles in
the optical player. For all these signals, tilt variations of0.3o peak-to-peak can be
observed. As is well known (see Fig. 3.11) tilt variations have a severe impact on
system performance and as a result some additional measures against tilt variations
might have a positive impact on system performance.

3.5 Conclusions

In this chapter a signal-dependent model for multi-track storage systems was pre-
sented with (nonlinear) intersymbol interference and signal-dependent and correlated
media noise. Several attractive features of this model were demonstrated: simplic-
ity, straightforward parameter estimation and a direct relationship with receiver opti-
mization. The experimental TwoDOS system was used to gauge the accuracy of the
model.

The model has several distinct features. 1) It is conceptually simple and compu-
tationally efficient. 2) Estimation of the model parameters can be based on a simple
data-aided adaptive scheme which achieves a high accuracy and moreover is able to
track channel variations. 3) Agreement with experimental data is very good not only
for second-order statistics but also for bit-error rates.



98 Experimental TwoDOS Characterization

Figure 3.25: Radial tilt estimates versus bit number for different experimen-
tal conditions. Different radial tilt angles were mechanically
invoked in the optical player.

The model was developed for the experimental TwoDOS system. Based on the
characterization results, three main observations can be made.

• Media noise. In the TwoDOS system many different noise sources are present.
Based upon the noise characterization, it was clearly demonstrated that pit-
size noise is the dominant noise source. In general, media noise is highly
data-dependent and can severely deteriorate system performance. As a result
an accurate characterization of media noise (composition, time variations...)
would be beneficial to improve the performance of the TwoDOS system. This
media noise characterization is treated in Chapter 4.

• Residual ISI. An adaptive equalizer is used in the TwoDOS receiver to trans-
form the ISI structure induced by the channel into an ISI structure with a lim-
ited span as defined by the target response. This limited span is needed to limit
the detector complexity. However based upon the ISI characterization results, it
was shown that for the TwoDOS system still considerable amounts of residual
ISI (RISI) originate from bits outside this span. This RISI is highly undesired
as it is not accounted for by the detector. As a result a proper handling of RISI
would be very beneficial for the TwoDOS performance. This proper handling
is the topic of Chapter 5.

• Time Variations. Throughout this chapter, a data-aided adaptation scheme was
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Figure 3.26: Tangential tilt estimates versus bit number for different exper-
imental conditions. Different tangential tilt angles were me-
chanically invoked in the optical player.

used for the estimation of model parameters. The adaptive nature of the esti-
mation makes it possible to easily monitor variations in the parameter values.
These variations provide important information about time-varying artifacts in
the experimental system. In the TwoDOS system many different time varia-
tions are present: going from slowly-varying disc tilt to rapidly-varying DC
offsets. Especially rapidly-varying parameters might cause problems in the
TwoDOS receiver. A key reason for these problems is that the adaptation loops
are not able to track fast variations because of the latency in the loops caused
by the 2-D bit-detector. In Chapter 6 a solution is proposed that is based on
efficiently using minimum-latency control in the loops.
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Chapter 4

Adaptive Decomposition of Noise Sources
in Digital Storage Systems with Media
Noise.

In digital recording systems the total amount of data-dependent media noise increases
considerably as recording densities increase. A proper noise characterization is cru-
cial for the design of receivers for high-density storage systems. This characterization
involves the selection of a proper noise model and subsequently the accurate estima-
tion of the parameters of the selected model. The estimation algorithm proposed in
this chapter, jointly estimates the parameters of both media and additive noise with a
high accuracy. The proposed algorithm makes use of the data-dependency of the me-
dia noise to distinguish between the different noise sources. The algorithm is simple
and as a result only very limited amount of complexity is required to implement it in
recording systems as an easy ”add-on” to read channels ICs. Based on the simula-
tion results and the analytical derivation of the estimation algorithm, one can clearly
indicate which data patterns yield near-optimal estimation performance. These pat-
terns are the ideal test patterns in experimental systems: examples of test patterns for
magnetic and optical storage systems are proposed and discussed.

4.1 Introduction

In many storage applications, the noise present in the read-out signal can be mod-
elled as a combination of media noise and electronics noise (here referred to as ad-
ditive noise). Media noise is typically associated with the write process whereas
additive noise is associated with the read-out process [177]. Because the write pro-
cess is determined by the input data, media noise is strongly data-dependent. It is
well known that the presence of data-dependent noise significantly deteriorates the
error-rate performance of partial-response maximum-likelihood (PRML) data detec-
tion [178–181]. Various codes and detectors have been proposed to improve the
performance based on specific media-noise models [170, 179, 182]. In an actual
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system, the performance improvement is only guaranteed if the noise is character-
ized properly. A proper characterization involves the selection of a model with a
proper structure. Furthermore it involves an accurate estimation of the model pa-
rameters based on experimental read-out signals. Ideally, the models must be com-
putationally efficient and therefore simple parametric models are commonly used.
Parametric models with one and more parameters have been proposed for magnetic
systems [154,155,158,159] and for optical systems [3,160]. These models are based
on the physical nature of the media noise. Hence the knowledge of the parameter
values provides important information for the development and evaluation of record-
ing media as well as detectors for next generation disk drives. All these parametric
models can be considered to be special cases of the signal-dependent autoregressive
(AR) channel model [157,183]. In this model the media noise is the output of an AR
system driven by white noise and whose parameters are signal-dependent (see Sec-
tion 3.3.2). The signal-dependent AR model can be transformed by using complex
matrix operations into the parametric models that relate well with the physical nature
of the media noise [184]. In this chapter parametric models will be used for two
reasons: only a few parameters have to be estimated (which results in a limited over-
all complexity), and the parameter values immediately reveil insightful information
about properties of the physical channel. In practice it is highly desirable to be able
to characterize the media noise parameters simultaneously with those of the additive
noise, i.e. to decompose the noise components of the replay signals into media and
additive noise components.

In general, the estimation of parameter values is based on fitting the selected
models to read-out signals. In experimental systems one has the freedom to design
test patterns and the ability to base the estimation of the parameters on different reads
and writes of the test patterns. As a result a lot of different read-out signals are
available to base the characterization on, and there is a large flexibility in the design
of a characterization procedure. Many existing characterization procedures make
use of this flexibility by tailoring the procedure to the specific experimental storage
application. For example, to achieve a proper decomposition of the noise sources
the write noise is extracted from the read-out signals by appropriately averaging over
many reads and writes of a periodic pattern [177].

The topic of this chapter is the design of a highly general characterization pro-
cedure which is applicable to real-time systems. In real-time systems the constraints
are very different than in experimental systems. The large flexibility available in ex-
perimental systems (multiple reads and writes of predefined test patterns) is in great
contrast with the single read-out of a-priori unknown patterns available in real-time
systems. Hence in real-time systems much less flexibility is available to design a
proper decomposition procedure. Moreover computational complexity weighs more
heavily. In this chapter a decomposition procedure is proposed that operates on a
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single read-out of an arbitrary pattern and is able to properly decompose the noise
sources present in a real-time storage systems. The procedure is able to jointly es-
timate the parameter values of media and additive noise sources by exploiting the
data-dependent nature of the media noise. It is computationally simple and very
suitable for incorporation as an “add-on” to existing read-channel integrated circuits
(ICs).

In any characterization procedure, estimation of the parameter values can be
based on spectral or on temporal techniques or on a combination of both [185]. The
first class of techniques, often used in experimental environments, involves measur-
ing noise-amplitude spectra for specific test patterns (for magnetic applications, DC
and block wave patterns are commonly used) [185,186]. An advantage of these tech-
niques is the fact that synchronization is not needed. As a result the analog read-out
signal can be used as input of a spectrum analyzer and little or no additional sig-
nal processing is needed. Furthermore parameter estimates are obtained by fitting
the model to approximate the measured noise spectra. Fitting techniques are often
based on the minimization of a suitable criterion or on exhaustive search algorithms,
both resulting in a high estimation accuracy [187]. Spectral techniques often rely on
highly-oversampled read-out signals obtained around isolated bit transitions or pairs
of transitions [154,158].

In modern read channels, the analog read-out signals are sampled, equalized and
synchronized to the baud-rate. As a result it is convenient to base the characterization
on the equalized, synchronized, detector input signal [177,188]. The second class of
estimation techniques (temporal techniques) can use this synchronized signal. In
these techniques the noise correlation matrix is measured based on the synchronized
signal and subsequently key portions of this matrix are used to estimate different
noise parameters [189,190]. Temporal techniques are sometimes used in experimen-
tal environments where equalized, synchronized signals are available because mea-
suring and fitting the noise correlation matrix are operations with little complexity
and still a high estimation accuracy is achieved. In principle temporal techniques can
be applied in real-time environments.

The decomposition procedure proposed in this chapter is based on such a tem-
poral technique. More precisely, accurate parameter estimation is achieved based on
the open-loop estimation of the ensemble variances of noise samples as a function of
the data pattern under consideration. The estimates of the parameter values are ob-
tained by solving a matrix equation with the estimated ensemble variances as input.
As opposed to the solution for periodic data patterns presented in [190], it is appli-
cable to arbitrary patterns and therefore it is very well suited for real-time systems.
Moreover, our solution is also applicable to experimental systems and we will see
that the estimation accuracy is similar to the one achieved by spectral techniques.

The complexity required to calculate the open-loop solution, is quite significant
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and as a consequence it is a disadvantage of the open-loop estimation technique.
Hence a simplification is desired for implementation in real-time environments. A
closed-loop version of the procedure provides such a simplification. This closed-
loop procedure results in an adaptation algorithm which estimates parameter values
on a sample-by-sample basis and requires only a very limited amount of complexity.
Besides this limited complexity, another advantage of the adaptation algorithm is the
ability to track variations of media noise parameters. This tracking ability provides
information about time-varying artifacts in the storage system and hence gives insight
in possible improvements in the recording media and/or read channel.

The adaptation algorithm can be utilized to characterize various types of media
noise. In this chapter a model for pit size variations in optical storage systems is
used to illustrate the design of the algorithm. In optical storage systems, media noise
is due to imperfections in the optical layer of the optical medium, e.g. variations
in the dimensions of the pits [18, 191]. This media noise passes through the read-
out by the optical spots. Hence we can say that this media noise originates at the
channel input. For example, in CD-RW systems binary input symbols are stored
as pits (the laser current is switched on such that a phase change is realized in the
recording layer) or lands (no current), only the pits are affected by media noise and
not the lands. As a consequence for such systems media noise can be modelled
as noisy pits and noise-free lands. Hence the media noise is data-dependent. In this
chapter we will assume that the media noise samples originate from a white Gaussian
stochastic process and that the additive noise samples originate from a correlated
Gaussian stochastic process. Exploiting the data-dependency of the media noise, the
adaptation algorithm decomposes the different noise sources and provides an estimate
of the different parameters, i.e. it performs a joint estimation of the parameters of the
media noise and of the additive noise. The analysis and results for this simple optical
media noise model can be found in Section 4.2. Because the adaptation algorithm is
based on the data-dependency of the media noise and not on any assumption about
the media-noise correlation, the algorithm can be extended to cover also correlated
media noise.

In Section 4.3, an analysis similar to the one presented in Section 4.2 is given for
the characterization of media noise in magnetic storage systems. In magnetic storage,
position-jitter is considered to be the dominant media noise effect [70], yet also other
types of media noise arise at high densities, like nonlinear transition shifts and width-
variations [192]. All these types of media noise sources are data-dependent and as a
result the proposed decomposition procedure can also be applied to magnetic storage
systems. A theoretical analysis and simulation results are provided to demonstrate the
decomposition capabilities and the estimation accuracy of the proposed adaptation
algorithm in magnetic storage applications. Based on the simulation results and the
analytical derivation of the adaptation algorithms, one can clearly indicate which data
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patterns yield near-optimal estimation performance. As a result these patterns are the
ideal test patterns to use in experimental environments. In Section 4.4 the design of
these test patterns for magnetic and optical systems is discussed. Conclusions are
provided in Section 4.5.

4.2 Media Noise in Optical Storage

A system model of an equalized, synchronized optical storage channel is shown in
Fig. 4.1. The bitsak ∈ {0,1} are inputs of the channel, wherek represents the dis-
crete time index,k = 1...K (K is the total number of transmitted bits) andak = 0
for k∈/[1,K]. These bits are distorted by multiplicative noise to produce the channel
input signalxk = ak(1+uk), whereuk is a sequence of white Gaussian noise samples
with zero mean and standard deviationσu. As a result, the sequenceakuk represents
the data-dependent media noise: pits (ak = 1) are noisy while lands (ak = 0) are non-
noisy. This is a reasonable first-order approximation of media noise in read-write op-
tical media [18]. In this chapter this specific type of data-dependency is used to illus-
trate the decomposition of two noise sources, but the decomposition technique can be
applied to other data-dependencies and more noise sources. The distorted input sig-
nalxk is used as input of the channel with impulse response (IR)h = [h0,h1,h2...hM],
whereM defines the memory span of the channel. Finally a stationary additive noise
componentvk is present at the output of the channel. This component represents the
electronics noise in the storage system and is characterized by the autocorrelation
function

Rv(n) = E[vk−nvk], (4.1)

for n = 0, ...,N, whereN defines the memory length of the additive noise process.
Summarizing, the channel outputyk can be expressed as

yk = (h∗a)k +(h∗au)k +vk

= ∑ j h jak− j +∑ j h jak− juk− j +vk,
(4.2)

where ‘∗’ denotes linear convolution. The first component is the output due to the
input bitsak, the second component represents the noise at the channel output due to
the media noiseakuk and the third component is the additive noise at the channel out-
put. The characterization of the noise sources present in this system model, concerns
the joint estimation of the standard deviationσu, or equivalently the varianceσ2

u of
uk, and the autocorrelation functionRv(n) of vk (Section 4.2.1). A key assumption in
the estimation is the knowledge of the model outputyk, the channel IRh and the bits
ak. In a practical system this knowledge is present at the receiver side: the detector
input is readily available and an identification scheme is able to accurately estimate
the channel IR (see Section 3.2). Finally also the bits are known: either as a specific
preamble pattern which is used to acquire parameter values in acquisition mode of
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Figure 4.1: Model of an equalized, synchronized, optical channel with media
noise and additive noise.

operation (referred to as data-aided, DA, mode) or as the outputs of a bit-detector in
tracking mode of operation (referred to as decision-directed, DD, mode). Generally
the bit-detector provides fairly accurate bit decisions. However occasional bit deci-
sion errors will affect the overall estimation accuracy. In Section 4.2.3 we will show
that even for a significant Bit-Error Rate (BER, up to10−2) the estimation accuracy
is just slightly influenced.

4.2.1 Data-Dependent Media Noise Characterization

In this section an algorithm is derived to estimate the parametersσ2
u andRv(n) based

on the observed signalyk and the knowledge of the transmitted dataak. To distinguish
between the two noise sourcesuk andvk, we have to make use of the data-dependent
nature of the media noise. An obvious way to distinguish is to first transmit a long
sequence of zero bits followed by random data. In the first part, at the channel output
only additive noise is present and as a resultRv(n) can easily be estimated. Subse-
quently during the random data part the media noise varianceσ2

u can be estimated.
Such a procedure is, however, not preferable because the transmission of zero bits de-
creases the overall information throughput or in some cases it is simply not possible
to transmit a sequence of zero bits. For this reason a procedure that is fully based on
arbitrary data patterns is desirable. The procedure developed next applies to arbitrary
data patterns. As a result it is applicable in case random data is present but also short
test patterns can be designed to improve the estimation accuracy.
The error signalek is defined as follows

ek = yk− (h∗a)k = (h∗au)k +vk (4.3)

for k = 1...K. This error signal consists of a data-independent part, i.e. the additive
noisevk, and a data-dependent part, namely the media noise at the channel output.
Based on a data-dependent averaging procedure the data-independent and the data-
dependent parts can be characterized jointly. Because the channel IR has a finite
memory lengthM, i.e. hk = 0 for k∈/[0,M], the data-dependency has also a finite
memory length. Now defineaM

k as the vector[ak,ak−1, ...,ak−M]. The data-dependent
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autocorrelation function of the error signal can be written as

Re(n,aM
k ) , E[ekek−n|aM

k ]
= E[vkvk−n]+∑M

j=0h jh j−na2
k− jE[u2

k− j ]
= Rv(n)+σ2

uH(n,aM
k ),

(4.4)

whereH(n,aM
k ) = ∑M

j=0h jh j−na2
k− j . This autocorrelation function can be calculated

for n = 0, ..,N and for all possible data patternsaM
k which are part of a setS . This

setS is defined by the modulation code and consists of all permissible data patterns.
As a result a least-squares solution can be formulated for the estimation ofRv(n) (for
n= 0, ..N) andσ2

u. This solution is derived in Appendix A and is given by the solution
of the following Yule-Walker equations (in matrix formulation):




H H(0) · · · H(N)
H(0) 2M · · · 0

...
...

...
...

H(N) 0 · · · 2M







σ2
u

Rv(0)
...

Rv(N)


 =




G
G(0)

...
G(N)


 , (4.5)

where

H(n) = ∑
aM

k ∈S
H(n,aM

k ), H = ∑
aM

k ∈S

N

∑
n=0

H(n,aM
k )2, (4.6)

G(n)= ∑
aM

k ∈S
Re(n,aM

k ) andG= ∑
aM

k ∈S

N

∑
n=0

Re(n,aM
k )H(n,aM

k ). (4.7)

All coefficientsH(n,aM
k ) are only a function of the channel IRh and the possible bit

patterns (within the memory span of the channel), whereas the coefficientsG(n,aM
k )

depend on the data-dependent autocorrelation function of the error signal.
The accuracy of the estimates is determined by the accuracy of the computed error
correlation coefficientsRe(n,aM

k ). As there are(N + 1)× 2M different coefficients
for uncoded data, a long averaging period is required to guarantee good estimation
performance. The proposed algorithm achieves a one-shot estimation and therefore
it is not able to deal with time-varying noise conditions. Moreover to solve equation
(4.5), complex matrix operations have to be performed resulting in a computationally
intensive procedure. In the next section a closed-loop adaptive estimation scheme for
the noise parameters is proposed which overcomes these disadvantages.

4.2.2 Adaptive Estimation Scheme

The adaptive estimation scheme is based on a stochastic gradient search. The noise
parameters are estimated adaptively based on arbitrary data patterns. This approach
has the advantage that noise parameter variations can be tracked. The gradient search
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aims to minimize the cost function defined by (4.19) (see Appendix B). At every time
instantk, a new estimate of the different noise parameters is computed based on the
previous estimate and an update term which is the gradient of the cost function with
respect to that specific parameter. The adaptation rules are (see Appendix B for the
derivation)

σ̃2
u

(k)
= σ̃2

u
(k−1)−2µu

[
∑N

n=0H(n,aM
k )Λk(n)

]
,

R̃v(n)(k) = R̃v(n)(k−1)−2µvΛk(n),
(4.8)

for n = 0, ..,N, whereΛk(n) = H(n,aM
k )σ̃2

u
(k−1)

+ R̃v(n)(k−1)−ekek−n is the instan-
taneous estimation error of thenth correlation lag. Hereµu andµv are the adaptation
constants of respectively the media noise update and the update of the additive noise
correlation function. A block diagram of the adaptive estimation scheme is shown
in Fig. 4.2 forN = 0 (white additive noise). The bitsak and the error signalek are
the only inputs and as they are readily known in read channels, the adaptive estima-
tion scheme can be used as an “add-on” to existing read channel ICs. The variance

estimatesσ̃2
u

(k)
andR̃v(n)(k) of respectively the media and the additive noise are the

outputs. All the coefficientsH(n,aM
k ) for n = 0, ..,N and for all possibleaM

k , are
computed beforehand and stored in a look-up table (LUT).
Steady-State Behavior.The steady-state value of the estimates can be derived eas-
ily. For every possible data patternaM

k , the steady state values of the estimates can
be found by solving the equations obtained by putting the expectation of the par-
tial derivatives (4.20) equal to zero. By applying (4.4) it can easily be found that
E[σ̃2

u] = σ2
u andE[R̃v(n)] = Rv(n) for all data patterns inS.

Furthermore also the variance of the estimates can be calculated for every data pat-
tern. The derivation is given in Appendix C for the case the additive noise originates
from a white Gaussian noise source, i.e.Rv(0) = σ2

v andRv(n) = 0 for n > 0. The
results are:

γσ̃2
u

2 , E
[
σ̃2

u
2
(k)

]−E
[
σ̃2

u(k)
]2 ≈ 2µu

(
HRu(0)+Rv(0)

)2
,

γσ̃2
v

2 , E
[
σ̃2

v
2
(k)

]−E
[
σ̃2

v(k)
]2 ≈ 2µv

(
HRu(0)+Rv(0)

)2
.

(4.9)

whereH = H(0,aM
k ) is used to simplify the notation. Based on these expressions the

accuracy of the adaptation scheme can be characterized. It should be noted that these
expression roughly approximate the actual variances for a number of reasons: first
by neglecting all higher-order terms in (4.28) and second by the fact that the adapta-
tion scheme is data-dependent (at every time instant a different coefficientH(0,aM

k )
should be used). This data-dependency makes the scheme very difficult to analyse
accurately. However in Section 4.2.3 we will show that the variances given by (4.9)
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Figure 4.2: Model of adaptive noise variance estimation scheme in case me-
dia and additive noise originate from independent white AWGN
sources. The first input signalak is used to generate the coeffi-
cientsH(0,aM

k ). The second input signalek together with these

coefficients are used to calculate noise variance estimatesσ̃2
u
(k)

andR̃v(0)(k).

are reasonably accurate and can be used as a initial design rule for the choice of the
adaptation constantsµu andµv.

Example. Assume that the additive noise componentvk originates from a white
noise process, i.e.Rv(0) = σ2

v andRv(n) = 0 for n > 0. In this case the adaptation
rules simplify to

σ̃2
u
(k)

= σ̃2
u
(k−1)−2µuH(0,aM

k )
[
H(0,aM

k )σ̃2
u
(k−1)

+ R̃v(0)(k−1)−e2
k

]
,

R̃v(0)(k) = R̃v(0)(k−1)−2µv
[
H(0,aM

k )σ̃2
u
(k−1)

+ R̃v(0)(k−1)−e2
k

]
.

(4.10)
If a sequence of zero bits is transmitted, the media noise variance is not updated and
the additive noise variance is changed according to:

R̃v(0)(k) = R̃v(0)(k−1)−2µv
(
R̃v(0)(k−1)−e2

k

)
. (4.11)

The latter update rule is the expected one as the error signalek does not have a com-
ponent due to the media noise and is only determined by the additive noise.

Now if random data is transmitted, the coefficientH(0,aM
k ) is, in general, nonzero.

As a result the update of the media noise variance is enabled and the update represents

that part of the error power that is not due to additive noise (addition ofR̃v(0)(k)) and

not yet present in the previous estimateσ̃2
u
(k−1)

. In the update of the additive noise
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variance, the termH(0,aM
k )σ̃2

u
(k)

represents that part of the error powere2
k that is due

to the media noise.
Extension to multiple media noise sources. In most cases, especially at high

densities, more media noise sources are simultaneously present in the read-out sig-
nal. The adaptive decomposition procedure defined in this subsection can easily be
extended to the case of multiple data-dependent noise sources. For every parameter
an individual estimation loop has to be used and the data-dependent coefficients of
the loop should be tuned to that specific parameter. If the data-dependencies of the
media noise sources are different, the adaptive decomposition procedure will work
and no offsets are present in the variance estimates. The variances of the estimates,
given by (4.9) for the case a single media noise source is present, will contain a term
for every noise source (with the corresponding coefficientH(0,aM

k )) and as a result
the overall variance will increase for increasing number of noise sources.

4.2.3 Simulation results

The functionality of the adaptive estimation scheme is illustrated by simulating the
model of Fig. 4.1. An ideally-equalized optical channel is assumed with equalized
channel responseh= [0.17 0.5 0.67 0.5 0.17], and channel memory lengthM = 4. An
uncorrelated input sequencea is used withK = 4×105. Furthermore the media noise
sequenceu is assumed to be white and Gaussian. The signal-to-noise ratio (SNR) is
defined asSNR= ∑ j h

2
j /σ2

z, whereσ2
z is the total noise power:σ2

z = σ2
u + σ2

v. We
define media noise percentage (MNP) as the ratio of the media noise power to the
total noise power [193]

MNP =
σ2

u

σ2
z

=
σ2

u

σ2
u +σ2

v
. (4.12)

In case the additive noise sequencev is correlated, the memory lengthN is in
practical situations not known. For this reasonN should be chosen large enough to
cover all non-zero elements of the autocorrelation functionRv(n). We consider two
different cases:N = 0 andN = 2.

White Gaussian Additive Noise

HereRv(n) = 0 for n > 0 and the memory lengthN is chosen to be zero (N = 0). In
Fig. 4.3, the estimated parametersσ̃2

u (upper plot) andσ̃2
v = R̃v(0) (lower plot) are

plotted in dB versus the sample number forσ2
u = 0.1 andσ2

v = Rv(0) = 0.1 (indicated
by the dashed lines in the figure). The adaptation constants are tuned such that the
time constantτe of both estimation loops are equal and a slow but steady conver-
gence is achieved. To this endτe = 2.104 is used. Because on average the media
noise variance estimate is updated only half of the time, the adaptation constantµu

should be a factor of 2 higher thanµv. The different lines in the plot are the results
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Figure 4.3: Estimated parameter values̃σ2
u and σ̃2

v (given indB) versus the
sample number. In the simulation the following values are used:
σ2

u = 0.1 andσ2
v = Rv(0) = 0.1, µu = 1e−4 andµv = 5e−5.

for different noise realizations. Because the control information in the two loops is
not completely orthogonal, there is interaction in the estimation of the media noise
parameters and the additive noise parameters. This interaction does not introduce a
bias in the estimates but influences the convergence to their steady-state values. In
steady-state operation, the estimated parameter values do not deteriorate more than
0.02dBfrom their actual values for the given time constant.

In practical situations it will be desirable to have an estimate of the overall SNR
and an estimate of the MNP, respectively denoted asσ̃2

z and ˜MNP. These esti-

mates can easily be estimated based on (4.8):σ̃2
z
(k)

= σ̃2
u
(k)

+ R̃v(0)(k) and ˜MNP
(k) =

σ̃2
u
(k)

/σ̃2
z
(k)

.
To judge the accuracy of the adaptive estimation scheme, we introduce the Nor-

malized Estimation Accuracy (NEA). The NEA is defined as the deviation in es-
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Figure 4.4: a) Theoretical (t) and simulated (s)NEA values (given in
dB) versusMNP. b) Simulated MNP estimation accuracies
E[‖ ˜MNP−MNP‖] versus MNP.SNR= 25dB. Three different
adaptation constants are used in the simulations:µu = 0.001,
µu = 0.0005andµu = 0.0002; andµv = µu/2.

timated SNR (in dB) in case the estimate deviates one standard deviation from its
mean value, irrespective of the actual SNR value. More precisely the NEA can be
expressed as:

NEA = 10log10

(
1+

γ ˜σ2
z

σ2
z

)
,

(4.13)

whereγσ̃2
z

is the standard deviation of the SNR estimate. If we assume that the es-

timatesσ̃2
u andσ̃2

v have independent normal distributions (in reality this is not com-
pletely true but it provides a good approximation), this standard deviation can be
calculated based onγ2

σ̃2
z
= γ2

σ̃2
u
+ γ2

σ̃2
v
. The NEA value indicates the accuracy of the

estimation with respect to the overall noise power.
In the upper part of Fig. 4.4, simulated and theoreticalNEA values are plotted

versus MNP for different values of the adaptation constantsµv (againµu = 2µv) while
SNR is fixed at25 dB. The simulated values are obtained by calculating its expected
value over all samples after the estimation loops have converged. The theoretical
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values are calculated according to (4.13) and (4.9), where in the latter the maximum
value ofH(0,aM

k ) is used to account for worst case noise conditions.
From (4.9) it should be clear that theNEA is mainly determined by the square

root of the adaptation constant. If the time constant is increased by a factor of 2, the
NEA will decrease by a factor of

√
2 and visa versa. The NEA indicates what is the

accuracy of the estimation. For example, the NEA forµu = 0.0002is approximately
0.1, i.e. the estimated SNR level has a standard deviation of 0.1 dB from its actual
value. This means that you have a probability of95% that the estimated SNR is
within 0.2 dB (equal to 2 standard deviations) from its actual value.

In the lower part of Fig. 4.4, the standard deviation of the estimated MNP is
plotted versus MNP for different values ofµu. For example forµu = 0.0002, this
standard deviation is smaller than 0.02. This means that you have a probability of
95% that the estimated MNP is within 0.04 of its actual value. From this figure,
it should be clear that the standard deviation of the MNP estimate is sensitive to
the media noise vs. additive noise mix in the read-out signal. The best accuracy is
achieved in case the magnitude of the noise sources are comparable.

As a conclusion from this plot, it can be stated that sufficient estimation accuracy
is achieved in case the time constantτe is chosen sufficiently large.

Correlated Additive Noise

we consider additive noise with an autocorrelation functionRv(1) = 0.47×Rv(0) and
Rv(2) = 0.19×Rv(0), together with a media noise source. The memory lengthN is
chosen to cover the memory length of the autocorrelation function, i.e.N = 2. In
Fig. 4.5 the estimated noise parameters (the full lines) are plotted versus the sample
number. Also their actual values are indicated in the figure by the dashed lines. In
this exampleτe = 5.103, which induces a lot more gradient noise compared to the
case where a higher time constant is chosen (see Fig. 4.3).

For the given functionRv(n) the spectrum of the additive noise has a low-pass
characteristic, whereas the channel IR is also low-pass. Because of the data-dependent
update, the two different noise sources can be separated in the estimation process de-
spite the fact they both have a low-pass nature.

As concluding remark it can be stated that the noise parameter estimates are fairly
accurate ifτe is chosen sufficiently high, i.e. if the adaptation loops exhibit slow
convergence.

Decision-directed Estimation

in the simulation results we have always assumed that during the estimation we have
perfect knowledge of the bit sequencea. In DD operation mode however the bit-
detector occasionally makes wrong decision and as a result the accuracy of the esti-
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Figure 4.5: Estimated parameter values̃σ2
u and R̃v(n) for (n = 0,1,2) ver-

sus the sample number. In the simulation the following param-
eter values are used:σ2

u = −10 dB, Rv(0) = −10 dB, Rv(1) =
−13.2dBandRv(2) =−17.2dB. In the simulation the following
adaptation constants are used:µu = 0.0002andµv = 0.0001.

mation algorithm worsens. To assess how the accuracy is influenced, the adaptation
procedure depicted in Fig. 4.1 is simulated. But now instead of taking the actual bit
sequencea as input, an estimatêa of the bit sequence is used which is produced by a
Viterbi Detector (VD) based on the detector input signaly. The VD is matched to the
target responseh (in caseM = 4 the VD has 16 states), see Section 1.4.3 for a detailed
explanation about the operation of the VD. Furthermore it must be noted that the VD
operates optimally in case the white additive noise is present at its input. However in
our case media noise is also present and as a result for MNP values different from 0,
this VD is not optimal in terms of detection reliability. In our simulations it is used
anyway for all MNP values because we are only interested in the effect of bit errors
on the estimation accuracy and not in the optimal detection performance for different
MNP values.

In Fig. 4.6, the offsets of the estimated SNR and estimated MNP from their
actual values are plotted versus the actual MNP for different BERs. From this figure
it is clear that in case erroneous bit decisions are used as input of the estimation
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scheme, the estimated SNR will be higher than the actual SNR and the estimated
MNP will be lower than the actual MNP. In practical systems however the BER can
be assumed to be reasonably small (BER< 10−2) and as a result the estimated SNR
and the estimated MNP will exhibit just a small offset from their actual values. These
results show that in systems with a BER smaller than10−2 the estimation scheme can
be used in a DD operation mode.

Sensitivity to channel IR

in the simulation results we have always assumed that we have perfect knowledge
of the channel IR. In practical systems however the channel IR is estimated using a
characterization scheme. Errors in the estimation of the channel IR will cause a bias
in the variance estimate because the coefficients used in the adaptive estimation loop
do not correspond to the ones of the actual storage channel. A possible error in the
channel IR is a gain mismatch between the actual IRh and the estimated IR̃h. As we
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are estimating powers in the adaptive decomposition procedure, gain mismatch can
be considered to be the most harmful for a correct operation of the procedure.

In Fig. 4.7, the offsets of the estimated SNR and estimated MNP from their actual
values are plotted versus the actual MNP for different gain factorsα, whereh̃k = αhk

for all k. From this figure it is clear that only relatively large gain mismatches
(> 10%) cause a substantial bias in the variance estimates (E[ ˜MNP]−MNP > 0.05
andE[ ˜SNR]−SNR> 1dB). In practical systems however the estimation of coeffi-
cients of the channel IR can be assumed to be reasonably accurate if the characteri-
zation loop is designed well. As a result in practical system only a very small bias
is to be expected and the channel IR estimation will not affect the adaptive noise
decomposition procedure.

4.3 Magnetic Storage

In magnetic storage applications, position-jitter is considered to be the dominant me-
dia noise effect [70], yet also other types of media noise arise at high densities, like
nonlinear transition shifts and width-variations [192]. Furthermore at the output of
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Figure 4.8: Simplified magnetic channel model with jitter noiseuk and ad-
ditive noisevk.

the channel, electronics noise is added to the signal. In general this additive noise is
correlated. As a result, in storage systems two independent noise sources are com-
monly present. Because the media noise is data-dependent and the additive noise
is data-independent, they have a different impact on the system and they should be
treated separately in a characterization of the storage system. The decomposition
procedure used in Section 4.2 for optical storage applications, can also be applied to
magnetic storage applications. First, in Section 4.3.1, a simplified model for position-
jitter is proposed on which the rest of this section is based. Subsequently, in Section
4.3.2, an adaptation algorithm for the decomposition of media and additive noise
sources in magnetic storage systems is proposed. The proposed algorithm achieves a
high estimation accuracy at the expense of limited computational complexity.

4.3.1 Media Noise Model

In this chapter, a simplified first-order approximation of position-jitter noise is used
as media noise model. Furthermore additive noise is also present. The magnetic
storage channel model is shown in Fig. 4.8. The discrete-time output of the model is
given by

yk = ∑ j h jxk− j +vk

= ∑ j h jdk−1− j +∑ j h j(uk− jdk− j −uk−2− jdk−2− j)+vk,
(4.14)

where{xk} is the channel input sequence,h is the equalized transition response,{uk}
is a random noise sequence,{dkuk} is the media noise sequence reflecting the amount
of position jitter and{vk} is the additive noise sequence. The channel input sequence
xk is determined by the transition sequencedk−1(∈ {−1,0,1}) and a random part
ukdk−uk−2dk−2 due to the transition jitter. This random part is computed somewhat
different than in commonly used models [155]. In commonly used models, the effect
of transition jitter at the channel output is modelled as the convolution of the media
noise sequence with the first derivative of the transition response with respect to time
[194]. In our model, this derivative is approximated by the simple1−D2 operation
which is reasonable because in generalh is low-pass and1−D2 approximates a
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differentiator at low frequencies. The transition sequence is obtained from the binary
data sequenceak ∈ {−1,1} (dk = (ak−ak−1)/2). All patterns in the sequenceak are
part of the setS which is defined by the modulation code.

In this section, the random variablesuk and vk are assumed to originate from
independent white Gaussian noise sources with variances respectively denotedσ2

u
andσ2

v. The proposed algorithm can be expanded to cover colored noise sources but
for notational simplicity we limit ourselves to the white noise case.

The signal-to-noise ratio (SNR) is defined asSNR= ∑ j f 2
j /σ2

z, wheref j = (h j −
h j−1)/2 andσ2

z is the total noise power:σ2
z = σ2

u + σ2
v. We define the media noise

percentage (NMP) as the ratio of the media noise power to the total noise power [193]

MNP =
σ2

u

σ2
z

=
σ2

u

σ2
u +σ2

v
. (4.15)

From Fig. 4.8, we can see that that the overall noise consists of two different
types of Gaussian noise. One of the types, namely the media noise, depends also on
the transmitted signal. Therefore a solution similar to the one presented in section
4.2.2, can be designed to adaptively decompose the noise components based on the
channel output signal.

4.3.2 Adaptive Estimation Scheme

In this section an algorithm is derived to estimate the stochastic parametersσ2
u and

σ2
v based on the observed signalyk and the knowledge of the transmitted dataak. The

algorithm requires a single read-out of arbitrary data patterns and as a result it can be
used in real-time systems. The data-dependent nature of the media noise is used to
adaptively decompose the different noise components at the channel output.
An error signalek is defined as follows

ek = yk−∑
j

h jdk−1− j = ∑
j

h j(uk− jdk− j −uk−2− jdk−2− j)+vk. (4.16)

This error signal consists of a data-independent part (the additive noisevk) and a
data-dependent part, namely the media noise at the channel output due to the transi-
tion jitter sequenceuk. In most practical data-receivers, an equalizer is used to shorten
the transition-response memory length to an acceptable duration, such that maximum
likelihood sequence detection (MLSD) can be performed with a reasonable complex-
ity [4, 60]. As a result the equalized transition responseh can be considered to have
a finite memory lengthM, and consequently also the data-dependency of the media
noise has a finite memory length. Now defineaM

k as the vector[ak,ak−1, ...,ak−M].
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2+σ̂v

2

]
for µu = µv = 0.0001

and SNR = 20 dB.

The power function of the error signal for a specific patternaM
k can be written as

E[e2
k|aM

k ] = σ2
v +2σ2

u ∑M
j=0

(
h2

j (2−ak− jak− j−1−ak− j−2ak− j−3)
+2h jh j+2(ak− j−2ak− j−3−1)

)
= σ2

v +σ2
uH(0,aM

k ),
(4.17)

with H(0,aM
k )=2∑M

j=0

(
h2

j (2−ak−jak− j−1−ak− j−2ak− j−3)+2h jh j+2(ak− j−2ak− j−3−1).
Based on this power function an adaptive estimation scheme can be derived following
the procedure defined in Appendix B. The resulting adaptation rules are the same as
obtained in the optical storage example

σ̃2(k)
u = σ̃2(k−1)

u −2µuH(0,aM
k )

[
H(0,aM

k )σ̃2(k−1)
u + σ̃2(k−1)

v −ekek
]
,

σ̃2(k)
v = σ̃2(k−1)

v −2µv
[
H(0,aM

k )σ̃2(k−1)
u + σ̃2(k−1)

v −ekek
]
.

(4.18)

The only difference between the optical and magnetic storage example is in the data-
dependent coefficientsH(0,aM

k ). More generally for the estimation of different types
of media noise the data-dependent coefficients will also be different.

4.3.3 Simulation Results

The simplified magnetic channel model of Fig. 4.8 is used to judge the accuracy of
the proposed decomposition algorithm. The SNR is set to 20 dB,σ2

u andσ2
v are varied

according to a given MNP. The ME2PRML channel (5+4D−3D2−4D3−2D4) is
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Figure 4.10: Simulated (s) and theoretical (t) values ofNEA andE[‖ ˜MNP−
MNP‖] versus MNP for different time constantsµu = µv =
0.0002, µu = µv = 0.0005and µu = µv = 0.001, furthermore
SNR= 25dB.

used in the simulations [101], which is shown to be a good match to magnetic storage
channels at high densities [104]. The transition response for the ME2PRML channel
is found to be:h = 5+4D+2D2. In Fig. 4.9, the estimated MNP is shown versus the
actual MNP forµu = µv = 0.0001. The estimated MNP is almost identical to the ac-
tual MNP. To judge the achieved accuracy of the adaptation algorithm, the simulated
and theoretical NEA values are plotted in the upper part of Fig.4.10 for 3 different
time constantsµu = µv = 0.0002, µu = µv = 0.0005andµu = µv = 0.001and again
SNR is set to 25 dB. The theoretical derivation of the estimation variance presented
in Appendix C is also valid for the magnetic storage system and the approximated
theoretical curves are also shown. The simulation results are in line with theory. This
leads to the same conclusions as in Section 4.2.3, namely that the estimation accuracy
is mainly determined by the time constant of the adaptation loops, more precisely by
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the square root ofµu andµv.
In the lower part of Fig. 4.10 the standard deviation of the estimated MNP is

plotted versus MNP for different values ofµu.

4.4 Test Pattern Design

The adaptive estimation procedure developed here, can be applied to real-time and
experimental systems. In the simulation results of Section 4.2 and Section 4.3 the pro-
cedure is applied in a real-time setting, i.e. for a single read-out of arbitrary, a-priori
unknown data patterns. In experimental systems however one has the freedom to use
a sequence of predefined test patterns instead of a single arbitrary pattern. Based on
the theoretical analysis of the adaptation algorithm, we will design test patterns for
experimental systems (both magnetic and optical storage systems). These test pat-
terns yield an improved estimation accuracy with respect to the accuracy obtained in
real-time systems.
The adaptive estimation scheme given by (4.8) updates the estimated values for every
possible data pattern. However, for most of the data patterns a mixture of media noise
and additive noise is present and as a result the adaptation of the media noise and of
the additive noise interact. This interaction degrades the overall estimation perfor-
mance. Consequently the algorithm can be changed to update only on data patterns
for which one noise source is dominant and as a result also the interaction will be
limited.
For the optical channel model presented in Section 4.2, the two opposite data patterns
(the all-land pattern 00000 and the all-pit pattern 11111) are of particular interest. The
all-land pattern does not induce media noise and therefore the additive noise charac-
teristics should be estimated based on only this pattern. The all-pit pattern however
induces the maximum amount of media noise information with respect to a fixed
amount of additive noise and as a result the media noise estimate should be based
only on this all-pit pattern. As a result the optimal test pattern for optical systems
consists of two parts: first an all-land pattern to estimate the additive noise followed
by an all-pit pattern to estimate the pit size noise.
In the magnetic channel model presented in Section 4.3, transition jitter is the media
noise source under consideration. As transition jitter only occurs if transitions are
present in the recorded data sequence, the optimal pattern to estimate the additive
noise parameter is the pattern where no transitions occur, namely the all-zero 00000
or the all-one pattern 11111. Consequently the pattern that should be used to esti-
mate the media noise parameters, should have as many transitions as possible, i.e.
the Nyquist-pattern 01010. However in state-of-the-art magnetic storage systems,
the channel can be considered to have little or no transfer at the Nyquist frequency
and as a result the Nyquist-pattern is not very suitable to base the estimation on.
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Consequently another pattern with a lot of transitions should be chosen that still has
substantial transfer across the channel. A suitable test pattern is the periodic pattern
with a period of 2 bits, i.e. 00110011.
Besides the specific test pattern, the accuracy of the estimation algorithm also de-
pends on the knowledge of the channel IRh. In practical systemsh is also estimated
by an identification scheme. This identification scheme estimates the amplitude of
the equalized channel IR. As the estimation of the noise parameters essentially boils
down to the estimation of the power of the noise sources, the IR identification scheme
is not influenced by the noise estimation. Therefore a conventional minimum mean
square error estimation can be used where the noise in the system results in gradi-
ent noise in the estimation of the channel IR. The acquisition of the channel IR in
such estimation is guaranteed by the use of a pseudo-noise random sequence. As a
result this sequence needs to be part of the overall test pattern. Furthermore the adap-
tive estimation scheme is sensitive to residual even-order nonlinearities (DC-offset,
quadratic,4th order). They have to be carefully compensated for before using the
adaptive estimation scheme.

4.5 Conclusions

In digital storage systems the total amount of data-dependent media noise increases
considerably as storage densities increase. The estimation algorithm proposed in this
chapter, jointly estimates the parameters of both media and additive noise with a high
accuracy. The proposed algorithm makes use of this data-dependency to distinguish
between the different noise sources. The algorithm is simple and as a result only
very limited amount of complexity is required to implement it in storage systems as
an easy “add-on” to read channels ICs. The resulting estimates of the noise param-
eters provide important diagnostic information about the functionality of the system
and possible improvements in the storage system. Simulation results for an idealized
optical channel with data-dependent noise show that the estimation of a specific addi-
tive or media noise parameter can be very accurate in case its magnitude is not much
smaller than the magnitude of the other parameter.
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Appendix 4.A: Derivation of multivariate least squares solu-
tion

The multivariate least squares solution is based on the minimization of the total mis-
adjustment power. The misadjustment power is defined as

J =∑aM
k ∈S ∑N

n=0

(
Re(n,aM

k )−σ2
uH(n,aM

k )−Rv(n)
)2

. (4.19)

To minimize this cost function, the partial derivatives with respect to the unknown
noise parameters are taken and are put to zero.

∂J
∂σ2

u
= 2∑aM

k ∈S ∑N
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(
σ2

uH(n,aM
k )2+
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k )H(n,aM
k )

)
= 0

∂J
∂Rv(0) = 2∑aM

k ∈S

(
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k )−Re(0,aM
k )
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= 0

...
...
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∂Rv(N) = 2∑aM
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(
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k )−Re(N,aM
k )

)
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(4.20)

By defining

H(n) = ∑
aM

k ∈S
H(n,aM

k ), H = ∑
aM

k ∈S

N

∑
n=0

H(n,aM
k )2, (4.21)

G(n)= ∑
aM

k ∈S
Re(n,aM

k ) andG= ∑
aM

k ∈S

N

∑
n=0

Re(n,aM
k )H(n,aM

k ), (4.22)

the set of equations can be written in matrix form as




H H(0) · · · H(N)
H(0) 2M · · · 0

...
...

...
...

H(N) 0 · · · 2M







σ2
u

Rv(0)
...

Rv(N)


 =




G
G(0)

...
G(N)


 . (4.23)
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Appendix 4.B: Derivation of adaptive least mean squares so-
lution

The cost function is given by (4.19). New estimates of the different noise parameters
can be computed as

σ̃2(k)
u = σ̃2(k−1)

u −µu
∂J

∂σ2
u
,

R̃v(0)(k) = R̃v(0)(k−1)−µv
∂J

∂Rv(0) ,
...

...

R̃v(N)(k) = R̃v(N)(k−1)−µv
∂J

∂Rv(N) ,

(4.24)

whereµu and µv are adaptation constants. The partial derivatives with respect to
the unknown noise parameters are given by (4.20). To be able to use these partial
derivatives we replace the expectation values of the error cross correlation by their
instantaneous values. Using these partial derivatives in (4.24) establishes the update
rules for the estimation of the noise characteristics:

σ̃2(k)
u = σ̃2(k−1)

u −2µu

(
∑N

n=0H(n,aM
k )

(
H(n,aM

k )σ̃2(k−1)
u + R̃v(n)(k−1)−ekek−n

))
,

R̃v(n)(k) = R̃v(n)(k−1)−2µv(
H(n,aM

k )σ̃2(k)
u + R̃v(n)(k−1)−ekek−n

)
,

(4.25)

for n = 0, ..,N.

Appendix 4.C: Steady-State Behavior Adaptation Loops

The steady-state behavior of the adaptation loops presented in Fig. 4.2. Here the me-
dia and the noise additive noise are modelled as AWGN processes. The steady-state
value of the estimates can be derived easily. For every possible data patternaM

k , the
steady state values of the estimates can be found by solving the equations obtained
by making the expectation of the partial derivatives given by (4.20) equal to zero. By
applying (4.4) it can easily be found thatE[σ̃2

u] = σ2
u andR̃v(0) = Rv(0) for all data

patterns inS.

Furthermore also the variances of the estimated valuesσ̃2
u can be calculated.

Based on the adaptation rules (4.8), the variances are given by the following ex-
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pressions.
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whereH = H(0,aM

k ). To simplify these expressions, the expectation values of differ-
ent signals need to calculated.
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(4.27)
The latter equation is derived by applying (4.4) and the formula of Isserlis [195]. By
applying (4.27), the expressions given by (4.26) can be simplified.
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(4.28)
In normal conditions the adaptation constants are chosen such that:1 > σ2

uÀ µu > 0
and 1 > Rv(0) À µv > 0. Based on these considerations, the expressions can be
approximated by

γσ̃2
u

2 ≈ 2µu
(
HRu(0)+Rv(0)

)2
,

γσ̃2
v

2 ≈ 2µv
(
HRu(0)+Rv(0)

)2
.

(4.29)
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Chapter 5

Cancellation of Linear Intersymbol
Interference for Two-Dimensional
Storage Systems

In this chapter the cancellation of linear Intersymbol Interference (ISI) in two-dimen-
sional systems is discussed. A theory is developed for the error rate of receivers
that use tentative decisions to cancel ISI. Furthermore, precise conditions are formu-
lated under which such ISI cancellation can be applied effectively. For many two-
dimensional systems these conditions are easily met and therefore the application of
ISI cancellation is of significant interest for these systems. The theory and the condi-
tions are validated by simulation results for a two-dimensional channel model. Fur-
thermore, results for an experimental two-dimensional optical storage system show
that for a single layer disc with a capacity of 50 GB a substantial performance im-
provement may be obtained by applying ISI cancellation.

5.1 Introduction

Steadily increasing storage densities are a clear trend in storage systems. Increasing
amounts of Intersymbol Interference (ISI) are a consequence of this trend. A possible
technique to deal with this ISI is ISI cancellation. In this technique tentative decisions
are used as input to an interference canceller, which attempts to remove those linear
or nonlinear ISI components that are not expected by the main bit-detector. These
unexpected ISI components are denoted in the remainder as Residual ISI (RISI) com-
ponents. In general RISI components originate from the fact that the equalizer is not
able to perfectly shape the ISI structure induced by the storage channel into the ISI
structure expected by the bit-detector (defined by a so-called target response). The
part of the RISI components that originates from symbols subsequent to the current
one (i.e. from future symbols), is denoted as precursive ISI.

The general structure of an ISI cancellation scheme is depicted in Fig. 5.1 for a
one-dimensional (1-D) system. The equalized signalyk is a distorted and noisy ver-
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â���������

������	


����
���������

������

����
��
����

��������


�
kâ̂�
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Figure 5.1: General structure of an ISI cancellation scheme.

sion of the recorded bitsak. Based on tentative decisionsâk with respect to these
recorded bitsak, the interference canceller generates an estimate of the RISI con-
tained in the equalized signalyk. To make the scheme causal,yk is delayed until
tentative decisions are available for all symbols that induce precursive RISI. The
RISI estimate is subtracted from this delayed version ofyk to produce a signal that is
ideally free from RISI. This signal is used as input of the main detector. This main
detector produces the final decisionsˆ̂ak. The benefits of the ISI cancellation tech-
nique are: simplicity, ability to handle both linear as nonlinear RISI components and
absence of loops (i.e. ISI cancellation can be pipelined).

In general ISI cancellation works effectively if two conditions are fulfilled. First,
all the cancelled RISI components should have a relatively small magnitude (with re-
spect to the magnitude of the target-response components). Second, errors that affect
the main and the tentative decisions measured at the same instant should be statis-
tically independent. In practice the latter condition is fulfilled if the cancelled RISI
components originate from symbols that have sufficient “temporal separation” from
the current symbols [196]. In a 1-D system the number of small RISI components
tends to be limited and for this reason the performance gain of ISI cancellation is usu-
ally small. As a result ISI cancellation is seldom used in practical systems because
the substantially increased complexity is not justified by the marginally increased
performance.

Besides the trend of increasing storage densities, there is also a general trend of
increasing data rates. The development of two-dimensional (2-D) storage systems fits
with this trend and permits exploitation of parallelism. The parallelism is achieved
by packaging data in a group of adjacent tracks or rows and by parallel processing of
these tracks [197]. The physical proximity of the tracks causes 2-D ISI during read-
out. The main topic of this chapter is the use of linear ISI cancellation in 2-D systems
to deal with 2-D RISI components. The 2-D ISI cancellation technique presented
in this chapter is general and can be applied to a variety of 2-D systems: MIMO,
holographic storage, page-oriented optical memories, patterned magnetic media and
2-D optical storage.

In this chapter we argue that the application of ISI cancellation is of significant
interest for 2-D systems. A first argument is the fact that the number of small RISI
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components is increased considerably with respect to the 1-D case. As a result the
performance gain by applying the cancellation technique will also increase. A second
argument is the fact that only little additional complexity may be required for the ap-
plication of ISI cancellation techniques. Because 2-D detection is often accomplished
by several iterations of smaller detection units to avoid the complexity of a full 2-D
Viterbi detector [152, 198], decisions of one of these smaller detection units can be
used as tentative decisions by the canceller. As a result no additional bit-detectors
need to be implemented to produce these tentative decisions. Summarizing these ar-
guments, with a limited additional complexity (only the interference canceller needs
to be added, not an additional detector) ISI cancellation in a 2-D system may improve
performance significantly.

In this chapter the attention is limited to the cancellation of linear ISI. This limita-
tion is reasonable as in general the linear components account for the bulk of the total
RISI and moreover in [196] the cancellation of nonlinear ISI components is shown to
be ineffective.

An experimental 2-D optical storage system, called TwoDOS, is used to illus-
trate the performance improvement. For TwoDOS a Partial-Response Maximum-
Likelihood (PRML) receiver with a Stripe-Wise Viterbi Detector (SWVD) was de-
veloped [145]. This SWVD performs two consecutive detection iterations. As a
result the outputs of the first iteration can be used as tentative decisions in an ISI
cancellation scheme. The application of linear 2-D ISI cancellation in the PRML re-
ceiver improves the performance of the system significantly at very limited additional
complexity.

In Section 5.2 a historical overview of ISI cancellation schemes for 1-D systems
is given. Also in Section 5.2 existing reception techniques for 2-D systems are dis-
cussed. In Section 5.3 the 2-D ISI cancellation scheme is proposed and analyzed. Fi-
nally in Section 5.4 experimental results of linear 2-D ISI cancellation are presented
for the TwoDOS system. These experimental results show a substantial performance
improvement by applying linear 2-D ISI cancellation.

5.2 Overview of ISI Cancellation

In 1-D systems, the adaptive canceller usually employed in echo cancellation was first
applied to adaptive equalization by Gersho and Lim [165]. Their work was the ex-
tension of early work by Proakis [199]. They developed a cancellation structure that
achieves the optimal performance, i.e. the isolated-pulse, matched filter reception.
For this to happen, cancellation should be based on the actual data, i.e. on data with-
out decisions errors. Because of the noncausal nature of the cancellation structure, it
is necessary to use tentative decisions to synthesize the precursive RISI components.
This cancellation structure is sometimes referred to as a two-stage equalizer. The
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first stage produces tentative decisions which are used by the cancellation filter while
the second stage produces final decisions based on the equalizer output signal after
cancellation of the RISI components. Gersho and Lim suggest the use of a linear
equalizer (LE) as the first-stage equalizer. Significant SNR gains are observed using
the canceller compared to an LE. A theory has been worked out on data-aided equal-
ization techniques including linear, decision-feedback and canceller based equaliz-
ers [200]. Both in [165] and in [200] the analysis was based on the mean-square
error criterion and ideal (i.e. correct) decisions are assumed. Wesolowski [166, 201]
showed that the error performance of the canceller critically depends on the perfor-
mance of the first-stage equalizer. Therefore a Decision-Feedback Equalizer(DFE)
was proposed as the first-stage equalizer. The replacement of the LE by DFE yields
a moderate improvement in performance. Based on the assumption that the final de-
cisions will be better than the tentative decisions, it has been argued that replacing
tentative decisions by final decisions to synthesize the postcursive RISI contribution
(RISI originating from past symbols), will improve performance [202].

The combination of a linear ISI canceller combined with an error reducing cir-
cuitry, called quantized logical equalizer, has been proposed in [203]. In [204],
through a simulation study, the performance of the canceller was shown to lag well
behind the Viterbi Detector and to provide little improvement over a DFE at high
storage densities. However for specific low-pass channels, the performance of the
canceller was shown to approach that of a maximum-likelihood detector if the input
data is constrained using a run-length-limited code [205]. The use of reliabilities
produced by the error-correcting decoder in the ISI cancellation mitigates the error
propagation [206]. This approach can be generalized to an iterative scheme of alter-
nately cancelling RISI components and decoding. Furthermore, the ISI cancellation
technique can be applied to nonlinear channels [202,207,208] resulting in SNR gains
at the detector input. The corresponding error rate improvements are not shown.
In [209] the problem of error propagation is addressed. Error propagation caused by
the first stage can degrade the effectiveness of the cancellation technique severely.
To mitigate the degradation, nonlinear cancellation combined with trellis coding was
proposed. This scheme requires two Viterbi detectors, which leads to an increased
complexity.

In general the cancellation technique can be shown to be effective if the ISI that
is being cancelled is “small” and if errors affecting final and tentative decisions are
statistically independent [196,210]. The latter condition basically means that the can-
celled RISI components should originate from symbols that have sufficiently “tem-
poral separation” from the current symbols.

In commercial 1-D storage systems the application of ISI cancellation is limited.
Two main reasons can be identified for this limited application: (1) the presence of an
auxiliary (Viterbi) detector to produce the tentative decisions will cause a substantial
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increase in overall complexity; (2) the number of “small” ISI components that can be
cancelled effectively is in general quite low, and as a result the potential performance
improvement is small [196].

For 2-D storage systems, receiver structures have been presented based on Linear
Equalization (LE) [211,212], Decision-Feedback Equalization (DFE) [213–215] and
iterative detection [216,217]. The extension of the 1-D ISI canceller to its 2-D equiv-
alent has however not been reported. In this chapter the application of cancellation
techniques is described for 2-D storage systems. The major drawbacks of ISI can-
cellation in 1-D systems become much smaller for 2-D systems. First, due to the
2-D nature, it should be clear that the number of small ISI components is increased
considerably with respect to the 1-D case. As a result the performance gain by apply-
ing the cancellation technique will increase. Second, because of complexity issues,
bit-detection in 2-D systems is hardly if ever accomplished by a full 2-D Viterbi
detector [152, 198]. Instead, detection is often accomplished by several iterations
of smaller detection units. As the detection process is divided into smaller subpro-
cesses it is possible to use decisions of one of these smaller subprocesses as tentative
decisions in cancellation techniques. As a result, with a very limited additional com-
plexity (only the interference canceller needs to be added), ISI cancellation in a 2-D
storage system can yield a significant performance gain.

5.3 Linear ISI Cancellation in 2-D Systems

In this section, linear 2-D ISI cancellation is presented and analyzed. The 2-D ISI
cancellation scheme together with the assumed channel model is shown in Fig. 5.2.
The signalsyk = [y0

k y1
k...y

L−1
k ]T whereL represents the number of tracks, are output of

a linear 2-D channel model. Because of the linearity, the overall 2-D channel response
of each trackl can be separated into two 2-D responses: one response expected by
the detector (the target response) and one response which is undesired in the detector
(the undesired RISI response). Therefore the signalyl

k belonging to trackl can be
expressed as the sum of three terms. The first term is the desired partial response
signal value (obtained by convolving the target response with the bits); the second
term is the undesired RISI value (obtained by convolving the undesired RISI impulse
response with the bits); and finally a noise term.

yl
k =

G−1

∑
p=0

L−1

∑
q=0

g0(p, l −q)aq
k−p

+
κ−1

∑
p=−γ

L−1

∑
q=0

g1(p, l −q)aq
k−p +nl

k, (5.1)

whereg0(p,q) is the target response expected by the detectors,g1(p,q) is the RISI
impulse response,al

k are the channel inputs (al
k ∈ {−1,1}), nl

k are noise samples and
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Figure 5.2: System model. The assumed channel model is depicted in com-
bination with the ISI cancellation scheme.

G is the length of the target response. Here we assume all tracks have the same
target and RISI response. In total there areLγ precursive RISI components andLκ
postcursive RISI components. Notice thatg1(p,q) is a noncausal impulse response if
γ > 0 (precursive RISI). In this section the noise samples are assumed to be white and
Gaussian with varianceσ2 and the noise samples of different tracks are uncorrelated.
For every trackl an interference cancellation filter with impulse responsef l (p,q)
generates an estimate of the RISI contained inyl

k based on the tentative decisionsâ j
i

for i ∈ [0,L−1] and j ∈ [k+V− γ,k+V + κ], whereV is the delay introduced by
the tentative detector. In general to effectively cancel all RISI, the responsef l (p,q)
should be equal tog1(p,q). The RISI estimates of all tracks are subtracted from
delayed versions ofyk (with a delay ofV + γ symbols such that tentative decisions
are available for all precursive RISI components). The resulting signalszk are used as
inputs of the main detector which produces the final bit decisionsˆ̂ak. In this chapter,
we assume for simplicity reasons that the main and the tentative detector operate
based on the same target responseg0(p,q). This assumption is however not strictly
needed. For example, a configuration is possible where besidesg1(p,q) also part of
g0(p,q) is cancelled and as a result the main detector operates on a truncated version
of g0(p,q) [218].

In Subsection 5.3.1 the symbol error rate of a Viterbi detector is analyzed in case
RISI is present at the detector input. Subsequently the symbol error rate of the ISI
cancellation scheme of Fig. 5.2 is analyzed in Subsection 5.3.2. The effect of error
propagation on the overall receiver performance is discussed in Subsection 5.3.3.
Finally Subsection 5.3.4 illustrates the effectiveness of the ISI cancellation scheme
for three simplified channel models.

5.3.1 Probability of Error of a Viterbi Detector in the presence of RISI

The probability of symbol error of a 2-D Viterbi Detector (VD) in the presence of
2-D RISI can be derived following the same approach as presented in [196] for a
1-D system. The differences between the 1-D and 2-D case together with the main
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conclusions are highlighted here. The probability of symbol error is

Pe≤ ∑
ε∈E

wH(ε)P(ε), (5.2)

whereE is the set of all possible 2-D error eventsε in which the null event (no errors)
is excluded,wH(ε) is the number of symbol errors in the error eventε andP(ε) is the
probability that error eventε occurs. Also

P(ε) = P1(ε)P2(ε), (5.3)

whereP1(ε) is the probability that the VD selects the path corresponding the error
event instead of the path corresponding to the actual recorded data sequence, i.e.
P(al

k) < P(al
k + εl

k)). FurthermoreP2(ε) is the probability of occurrence of a data
sequenceak that supports the error eventε.

Assume that the path associated withε differs from the correct path fork0 ≤ j ≤ k1.
Define

sa(k, l) = ∑G−1
p=0 ∑L−1

q=0 g0(p, l −q)aq
k−p,

ia(k, l) = ∑λ−1
p=−γ ∑L−1

q=0 g1(p, l −q)aq
k−p,

∆ε
0(k, l) = saε

(k, l)−sa(k, l),
∆ε

1(k, l) = ia
ε
(k, l)− ia(k, l),

(5.4)

wheresa(k, l) is the ideal detector input for trackl at timek given a specific data
sequencea = [ak0−κ+1...ak1+γ], ia(k, l) is the total RISI for trackl at timek andaε is
the data sequence according to the error eventε (i.e. aε l

k = al
k + εl

k).
The VD will select the wrong path if

k1+G−1

∑
j=k0

L−1

∑
i=0

(
yi

j −sa( j, i)
)2

>
k1+G−1

∑
j=k0

L−1

∑
i=0

(
yi

j −saε
( j, i)

)2
, (5.5)

or, equivalently, if
k1+G−1

∑
j=k0

L−1

∑
i=0

∆ε
0( j, i)ni

j >

1
2

k1+G−1

∑
j=k0

L−1

∑
i=0

∆ε
0( j, i)2−2ia( j, i)∆ε

0( j, i). (5.6)

Let K be the total number of symbols transmitted for a single track andR K the vector
space ofK-tuples of real numbers. It is convenient to define the following vectors in
R K

Φε
0(l) = [∆ε

0(0, l) ∆ε
0(1, l)...∆ε

0(K, l)]T ;
Φε

1(l) = [∆ε
1(0, l) ∆ε

1(1, l)...∆ε
1(K, l)]T ;

Λ(l) = [ia(0, l) ia(1, l) ... ia(K, l)]T ;
n(l) = [n(0, l) n(1, l) ... n(N, l)]T .

(5.7)
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Since clearly∆ε
0(k, l) = 0 for k≥ k1 +G or k < k0, we can express the condition for

error eventε to occur as
L−1

∑
l=0

Φε
0(l)x(l)T >

d(ε)
2σ

, (5.8)

wherex(l) = 1
σn(l) andd(ε) is the Euclidian weight (denoted as Euclidian distance

in the remainder of the text) of a particular error eventε:

d(ε) =
L−1

∑
l=0

‖Φε
0(l)‖2−2Λ(l)Φε

0(l)
T . (5.9)

In the absence of any RISI,Λ(l) = [0 0...0]t , and the Euclidian distance reduces to
d0(ε) = ∑L−1

l=0 ‖Φε
0(l)‖2 which is the usual expression for the distance of error event

ε.

5.3.2 Probability of Error of the ISI cancellation scheme

It is convenient for the analysis of the error performance of the ISI cancellation
scheme to assume that both the main and the tentative detectors of Fig. 5.2 are VDs.
Both VDs are matched to the desired component of the channel (i.e the target re-
sponseg0). An interference canceller with responsef (p,q) = g1(p,q) for every track
is fed with the decisions of the tentative VD. The probability of error for the cancel-
lation scheme can be expressed as

Pe≤ ∑
ε∈E,ε′∈E0

wH(ε)P1(ε,ε′)P2(ε,ε′), (5.10)

whereE is the set of all error events without the null event,E0 is the set of all error
events including the null event,wH(ε) is the number of symbol errors in the error
eventε(k, l), P1(ε,ε′) is the probability that the tentative VD selects the path associ-
ated with error eventε′ and the main VD selects the path associated with error event
ε, andP2(ε,ε′) is the probability of the occurrence of a data sequencea that supports
bothε andε′ as possible error events.

The probabilityP1(ε,ε′) can be computed by expressing the conditions for which
both VDs make a decision error. The condition for the tentative VD is given by (5.8),
whereas the condition for the main VD can be obtained by replacingΛ(l) in condition
(5.8) byΦε′

1 (l). Therefore, the conditions forε andε′ are

L−1

∑
l=0

Φε′
0 (l)x >

d(ε′)
2σ

(5.11)

and
L−1

∑
l=0

Φε
0(l)x >

d(ε|ε′)
2σ

, (5.12)
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where

d(ε′) =
L−1

∑
l=0

‖Φε′
0 (l)‖2−2Λ(l)Φε′

0 (l) (5.13)

and

d(ε|ε′) =
L−1

∑
l=0

‖Φε
0(l)‖2 +2Φε′

1 (l)Φε
0(l). (5.14)

Conditions (5.11) and (5.12) define a region inR N delimited by twoN−1-dimensional
hyperplanes. It is always possible to introduce an orthogonal transformation such that
Φε

0 andΦε′
0 lie on a 2-D plane. Then the hyperplanes become simple straight lines

and the region can be easily visualized. As a result the joint probability ofε andε′
can be computed by integrating the 2-D Gaussian density with unit variance

N (x,y) =
1
2π

e−
1
2(x2+y2). (5.15)

Three cases are of interest:

• Case I: The two vectorsΦε
0 and Φε′

0 are orthogonal. In this case the joint
probability ofε andε′ can be expressed as

P1(ε,ε′) = Q

(
d(ε′)
2σ

)
Q

(
d(ε|ε′)

2σ

)
. (5.16)

• Case II: The same error event occurs in the tentative and the main detectors
(ε = ε′, andΦε

0 = Φε′
0 . Because the two conditions (5.12) and (5.11) must be

satisfied, the joint probability can be expressed as

P1(ε,ε′) = Q

(
max(d(ε′),d(ε|ε′))

2σ

)
. (5.17)

In generald(ε′) > d(ε|ε′) and hence the probability of error of the ISI cancella-
tion scheme is basically determined by the probability of error of the tentative
detector.

• Case III: VectorsΦε
0 andΦε

0 are neither parallel nor orthogonal. In this case
the integral does not have a closed-form solution but some tight upper bounds
can be computed in many cases of interest.

In the next subsection the effect of error propagation on the performance of the re-
ceiver is studied.
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5.3.3 Error Propagation in the Receiver using Tentative Decisions for
ISI Cancellation

For eachε, consider the setEε of all those eventsε′ that satisfy the condition

L−1

∑
l=0

ΦT
1 (l ,ε′)Φ0(l ,ε) = 0. (5.18)

This condition is obviously met in caseΦ1(l ,ε′) = 0 for l = [0,L− 1] (the case of
no RISI), but also in caseΦ1(l ,ε′) is orthogonal toΦ0(l ,ε). Therefore, as a result of
(5.14), the distance of eventε is not affected by the existence of eventε′ in the tenta-
tive detector. The summation of (5.10) can then be split into two terms as follows:

Pe≤ P1 +P2, (5.19)

where
P1 = ∑

ε∈E,ε′∈Eε

wH(ε)P1(ε,ε′)P2(ε,ε′) (5.20)

and
P2 = ∑

ε∈E,ε′∈Ēε

wH(ε)P1(ε,ε′)P2(ε,ε′), (5.21)

whereĒε is defined as the complement ofEε with respect toE0 (as defined in the text
following (5.10)). The probabilityP1 represents the error rate of the main VD in case
RISI is absent, i.e. the case of ideal cancellation. Following the results presented in
Section 5.3.1, this error rate can be expressed as

P1 = ∑
ε∈E

wH(ε)P1(ε)P2(ε), (5.22)

where

P1(ε) = Q

(
d0(ε)
2σ

)
(5.23)

is the probability of eventε in the main detector.
The probabilityP2 represents the error propagation effect caused by the errors

made by the tentative detector. The cancellation scheme will be effective ifP2 < P1,
i.e. bit errors due to error propagation will not significantly determine the overall bit-
error rate. However ifP2 ≥ P1, error propagation will mainly determine the overall
bit-error rate. Here we analyze individual terms contributing toP2 and determine
when they will lead to error propagation.

• Case I: For small RISI values,d(ε|ε′) will not be significantly smaller than
d0(ε), i.e. ∑L−1

l=0 ΦT
1 (l ,ε′)Φ0(l ,ε)¿ ∑L−1

l=0 ‖Φ0(l ,ε)‖2 and
∑L−1

l=0 ΛT(l)¿ ∑L−1
l=0 ‖Φ0(l ,ε)‖2. Therefore,

Q

(
d(ε′)
2σ

)
Q

(
d(ε|ε′)

2σ

)
¿Q(

d0(ε)
2σ

) (5.24)
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and error events of this type will not cause error propagation. IfP2 is dom-
inated by these events, the cancellation scheme will be effective becausePe

is essentially determined by the error rateP1 (ideal cancellation). The per-
formance of the tentative detector will not influence the overall performance
as the performance of ideal cancellation determines the overall performance,
i.e. no additional performance improvement can be obtained by improving the
reliability of the tentative detector. For this reason a simple detector (e.g. a
symbol-by-symbol detector) may be used as tentative detector. The cancel-
lation scheme only ceases to be effective when RISI values tend to become
large.

• Case II: The termε = ε′ can contribute toP2 only if ∑L−1
l=0 ΦT

1 (l ,ε′)Φ0(l ,ε) 6= 0.
For many channels, events satisfying this condition have large distances and as
a result will not significantly contribute toP2. However there are channels
where events satisfying this condition do have minimum distance and as a re-
sult are the dominating terms. Since usuallyd(ε|ε′) < d(ε′) (in words, cancel-
lation with erroneous decisions is worse than no cancellation at all), the error
rate of the cancellation scheme is essentially determined by the error rate of
the tentative detector. Therefore the cancellation will be ineffective.

• Case III: Nonorthogonal error events with minimum or nearly minimum dis-
tance will cause error propagation and as a result the cancellation will be inef-
fective.

To summarize, the main conditions for which ISI cancellation can work effectively
are stated:

• the RISI must be small such that the main VD can make relatively reliable
decisions even if the tentative detector makes a decision error and such that the
tentative detector can make relatively reliable decisions in spite of the RISI,

• errors affecting the main and the tentative detector must be statistically inde-
pendent.

5.3.4 Examples

In this section a simple example of a 2-D ISI cancellation scheme will be used to
study the effect of error propagation. A system with 3 adjacent tracks is considered
(L = 3), where the data symbols in the different tracks form a hexagonal structure.
A full 2-D VD is used as tentative and as main bit-detector. These detectors operate
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based on the target response

g0 =




0 0 0 c c 0 0 0
0 0 0 c 1 c 0 0 0
0 0 0 c c 0 0 0


 , (5.25)

where the parameterc = 0.3. For every trackl , the noise samplesnl
k are white and

Gaussian with varianceσ2. The noise samples of different tracks are uncorrelated.
Furthermore, SNR is defined as

SNR= 10∗ log

(
S2

g

σ2

)
. (5.26)

whereS2
g = 1+ 6c2 is the total received energy per transmitted bit. Three different

RISI impulse responsesg1 are considered.

Example 1

In this example the RISI impulse responseg1 is defined as (g1 is aligned withg0

defined above)

g1 =




0 0 η 0 0 η 0 0
0 0 η 0 0 0 η 0 0
0 0 η 0 0 η 0 0


 . (5.27)

The different RISI components originate from symbols adjacent to the symbols that
have non-zero coefficients in the target responseg0. The theoretical Bit Error Rates
(BERs) of the main and the tentative VD are plotted versus SNR in Fig. 5.3. In the
left plot η/Sg = 0.05 and in the right plotη/Sg = 0.1. Furthermore the BER in case
ideal cancellation is performed (P1), is also shown in Fig. 5.3.

These theoretical results are validated by simulation results. For low SNRs the
theoretical BER of the tentative VD is not very accurate. This can be explained by
the fact that in the simulation (as in reality) only one error event can occur for a sin-
gle data pattern while the theoretical BER is calculated by summing the errors of all
possible error events for a single data pattern. Furthermore, it must be noted that the
theoretical and the simulated results for the main VD do not match well for large
values ofη/Sg. This is due to the fact that all tentative error eventsε′ that lead to case
II and case III situations (non-orthogonal error events) are not taken into account be-
cause of the computational complexity and especially for large values ofη/Sg these
error events may have small Euclidian distances. As a result the theoretical BER of
the main VD is not a very accurate estimate of the actual BER. The BERs presented
in Fig. 5.3 show that the ISI cancellation scheme does not achieve the performance of
ideal cancellation even for small values ofη/Sg. For this example, the temporal sepa-
ration between the symbols causing the RISI and the detected symbols is very limited
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Figure 5.3: Example 1: BERs of the main and the tentative VD are plotted
versus SNR together with BERs of ideal cancellation. Both theo-
retical (t) and simulation (s) results are shown. a)η/Sg = 0.05.
b) η/Sg = 0.10.

and as a result the ISI cancellation will suffer from error propagation. However, the
BER of the main VD is better than the BER of tentative VD. This can be explained by
the fact that due to the large number of RISI components, cancellation with a limited
amount of erroneous decisions is better than no cancellation at all. As a result im-
pressive gains in BER are observed for both small and large RISI amplitudes despite
the error propagation. Concluding, ISI cancellation for this RISI impulse response
substantially improves the BER even though error propagation due to non-orthogonal
error events prevents the system to achieve ideal cancellation performance.

Example 2

In this example the RISI impulse responseg1 is defined as

g1 =




η 0 0 0 0 0 0 η
η 0 0 0 0 0 0 0 η

η 0 0 0 0 0 0 η


 . (5.28)

Theoretical and simulated BERs of the main VD, the tentative VD and ideal cancel-
lation are plotted in Fig. 5.4 versus SNR. For this RISI impulse response the symbols
causing RISI have sufficient temporal separation such that the vectorsΦ0(ε) and
Φ0(ε′) are orthogonal for the error events with minimum distance. As a result error
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Figure 5.4: Example 2: BERs of the main and the tentative VD are plotted
versus SNR together with BERs of ideal cancellation. Both theo-
retical (t) and simulation (s) results are shown. a)η/Sg = 0.05.
b) η/Sg = 0.10.

propagation is limited and the BER of the ISI cancellation scheme is almost equal
to the BER of ideal cancellation. The ISI cancellation scheme ceases to work effi-
ciently if the valueη/Sg becomes too large. In this case also non-minimum distance
error events will cause error propagation and as a result the BER deteriorates. But
the obtained BER improvement is so impressive (the SNR gain amounts to5 dB at
BER= 10−2) that cancellation of RISI components with large amplitudes is never-
theless very valuable.

Example 3

In the previous examples the RISI impulse response represented amplitude distor-
tions. In this example phase distortion is treated. The RISI impulse responseg1 is
defined as

g1 =




0 0 η 0 0 η 0 0
0 0 0 0 0 0 0 0 0
0 0 -η 0 0 −η 0 0


 . (5.29)

Theoretical and simulated BERs of the main VD, the tentative VD and ideal can-
cellation are plotted in Fig. 5.5 versus SNR. Despite the fact that the error events of
the main and the tentative VD are not always orthogonal, the performance of the ISI
cancellation scheme is not severely affected by error propagation. From the results
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Figure 5.5: Example 3: BERs of the main and the tentative VD are plotted
versus SNR together with BERs of ideal cancellation. Both theo-
retical (t) and simulation (s) results are shown. a)η/Sg = 0.05.
b) η/Sg = 0.10.

shown in Fig. 5.5, it is clear that the ISI cancellation scheme works efficiently in case
RISI is present in the form of phase distortion.

The results presented in these examples clearly show that the conditions for effec-
tive cancellations are easily met in 2-D systems. Even if error propagation becomes
an issue, the performance improvement is significant in all cases. The examples show
that ISI cancellation is effective for amplitude and phase distortion and as a result ISI
cancellation will also be effective for a combination of both distortions.

5.4 Experimental Results for TwoDOS

In the TwoDOS system, bits are stored on a hexagonal lattice [1]. In contrast with
conventional optical storage (CD, DVD and BD), where the bits are stored in a single
spiral (a 1-D sequence of bits), in TwoDOS the bits are organized in a so-called broad
spiral. The broad spiral contains a numberL of bit-tracks, stacked upon each other
to form a hexagonal structure, see Fig. 5.6. Adjacent rotations of the broad spiral are
separated by a guard band consisting of a bit-track without any pits. The data is read
out with an array ofL laser spots arranged such that each spot is centered on one of
the bit-tracks within the broad spiral. A multi-spot photo detector integrated circuit
is used to generate a so-called high-frequency (HF) signal for every bit-track.
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Figure 5.6: Example of hexagonal structure for TwoDOS withL = 7. The
configuration of stripe-wise Viterbi detection is also shown for
this example: two iterations of stripe detectors are used to detect
the bits of the broad spiral.

A PRML receiver has been built for TwoDOS [145, 147]. It consists of a bit-
detector preceded by an adaptive equalizer, an adaptive DC compensator, an AGC
and a timing recovery loop. A 2-D VD performs joint bit-detection on all bit-tracks.
To reduce the complexity of a full-fledged 2-D VD, the VD is divided into smaller
processing units (called stripe VD). Each stripe VD covers a limited number of bit-
tracks (so-called stripes with a typical height of 2 or 3 bit-tracks). This detection
configuration is called a Stripe-Wise Viterbi Detector (SWVD) [152] and is shown in
Fig. 5.6 together with the hexagonal structure. The SWVD consists of two detection
iterations, where every iteration consists of stripe VDs which are organized in a “<”-
shape. The first iteration is performed by stripe VDs (V00 up to V05 in the figure)
each covering two bit-tracks, which results in a stripe VD with 16 states. The second
iteration consists of stripe VDs (V10 up toV14 in the figure) each covering three bit-
tracks which results in a stripe VD with 64 states. In every iteration the binary output
from a first stripe VD is passed to a next stripe VD to be used as side information
in the branch metric calculations [152]. The outputs of the first iteration are used as
side information in the second iteration. More explanation about the operation of the
SWVD can be found in Section 2.6.

Electronic beam recorded discs with a capacity of 50 GB (single layer) are placed
in an experimental read-out system to produce experimental replay signals (for these
discsL = 7). The read-out is conducted under relatively favorable conditions (no
scratches, no dropouts, limited amount of dust). The angle of the disc with respect to
the laser beam can be varied in a controlled way to identify the performance of the
system (BER) for varying angles (denoted as tilt angles). Subsequently the replay sig-
nals are digitized and are applied to the TwoDOS receiver. In the TwoDOS receiver
an ISI cancellation scheme is implemented that uses the outputs of the first iteration
as tentative decisions. The impulse responsef l

k of the interference canceller is esti-
mated using an identification scheme. This identification scheme estimates the RISI
impulse response at the detector input in a data-aided way (using a training sequence).
This RISI impulse response of the central track (l = 3) is shown in Fig. 5.7 for−1.0◦

of radial tilt. The RISI components are limited in amplitude ([-0.04,0.04]). In this
case there are more than 20 RISI components with a significant amplitude (> 0.01).
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Figure 5.7: Estimated amplitudes (normalized with respect toSg) of the RISI
impulse response at the detector input forl = 3. Thex-axis is the
tangential direction and they-axis is the radial direction (cen-
tered around trackl = 3). Both axis are scaled in terms ofaH,
whereaH is the distance between two bits measured on the disc
(aH = 138nm for 50 GB disc).

Hence application of 2-D ISI cancellation might be very beneficial. In the equivalent
1-D case there would be only 4 or 5 significant RISI components and ISI cancel-
lation would not be beneficial. Furthermore, RISI originating from symbols with
limited temporal separation from the symbols of the target response (in the figure
dots with indicesx ∈ {−1,0,1}, y ∈ {−0.866,0,0.866}) is non-negligible. Based
on the latter observation, ISI cancellation will suffer from error propagation and as a
result the performance of ideal cancellation will not be achieved. In Subsection 5.4.1
the performance of ISI cancellation is discussed in case a SWVD is used that consists
of two detection iterations. The reliability of the tentative decisions can be improved
by inserting an additional detection iteration. This topology with three detection it-
erations is discussed in Subsection 5.4.2. Another method to improve the reliability
of the tentative decisions is the application of cross-talk cancellation before the first
detection iteration. This topology with cross-talk cancellation in combination with
two and three detection iterations is discussed in Subsection 5.4.3.
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Figure 5.8: BER for different radial tilt angles (in degrees). BER is calcu-
lated for different receiver topologies: without ISI cancellation,
with ISI cancellation based on the tentative decisions (DD ISI
Cancel) and with ISI cancellation based on the actual data (DA
ISI cancel).

5.4.1 SWVD with Two Detection Iterations

The results of the experimental system with a SWVD that consists of two detection
iterations are shown in Fig. 5.8. In this figure, together with the BER of tentative
decisions (outputs of the first iteration), the BER after the second iteration is plotted
versus the radial tilt angle for three different topologies: 1) no ISI cancellation, 2) ISI
cancellation based on the outputs of the first SWVD iteration (denoted as Decision-
Directed, DD cancellation), and 3) ISI cancellation based on the actual bits written
on the disc (denoted as Data-Aided, DA cancellation which is clearly not applicable
in practical systems but serves as reference for ideal cancellation). The first topology
(no ISI cancellation) is the detection topology described in [152]. The performance
of this topology will be used as reference to judge the performance of the different
topologies.

The application of ISI cancellation is beneficial for this experimental system. The
BER at nominal conditions (no radial tilt) is improved from8.7∗10−5 to 3.9∗10−5.
Also the so-called bath tub curve (the BER vs. tilt angles) has broadened, i.e. higher
tilt angles can be allowed to achieve the same performance. For example at a given
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BER = 10−4, the allowed margins for radial tilt are improved from[−0.2◦,0.2◦]
to [−0.3◦,0.5◦]. Hence ISI cancellation nearly doubles the allowed tilt margins for
this experimental system. These results show that still a substantial amount of RISI
is left at the input of the tentative detector. The comparison of the results of the
DA and the DD ISI cancellation shows that although the ISI cancellation scheme
considerably improves the performance, it does not reach the performance of ideal
cancellation. This performance gap between DA and DD ISI cancellation indicates
that error propagation is an issue for this kind of RISI impulse response.

5.4.2 SWVD with Three Detection Iterations

By improving the reliability of the tentative decisions used in the cancellation scheme,
error propagation may be lowered and as a result the overall performance may be en-
hanced. One way to improve this reliability is the insertion of an additional detection
iteration with2−track stripe VDs. This insertion will not substantially increase the
overall complexity as an iteration with the3−track stripe VDs is much more com-
plex than an iteration with2−track stripe VDs. As a result a topology with three
detection iterations is used: first, two iterations of2−track stripe VDs and finally,
one iteration of3−track stripe VDs. Before the second and before the third iteration
interference cancellers are applied to cancel RISI components based on the decisions
of respectively the first and the second iteration. The results of the detector with three
iterations are presented in Fig. 5.9. These results should be compared with the results
of the detector with two iterations (see Fig. 5.8).

By comparing the results of these two detectors, a couple of conclusions can be
drawn:

• The insertion of an additional iteration of2−track stripe VDs improves the
reliability of the tentative decisions by a factor of 10.

• Even without any ISI cancellation the additional detection iteration improves
the tilt margin from[−0.2◦,0.2◦] to [−0.3◦,0.4◦].

• The BER of the final decisions by applying DD ISI cancellation is improved by
inserting an additional iteration. The tilt margin in this case is improved from
[−0.3◦,0.5◦] to [−0.5◦,0.7◦].

• Even for the configuration with three detection iterations, error propagation
is still an important issue. This can be seen by comparing the results of the
DA and the DD cancellation schemes. Especially for higher tilt angles, the
performance gap can be explained by the fact that the RISI components with
limited temporal separation from the target response have a large amplitude
such that error propagation is enhanced (see Fig. 5.7). For small tilt angles, the
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Figure 5.9: BER for different radial tilt angles (in degrees). BER is calcu-
lated for different receiver topologies with three detection iter-
ations: without ISI cancellation, with ISI cancellation based on
the tentative decisions (DD ISI Cancel) and with ISI cancella-
tion based on the actual data (DA ISI cancel).

amplitude of these RISI components is so small that error propagation is very
limited and as a result, the DD ISI cancellation scheme (almost) achieves the
performance of ideal cancellation (DA ISI cancellation).

Summarizing, the insertion of an additional iteration of2−track stripe VDs improves
the performance of the ISI cancellation scheme substantially.

5.4.3 Cross-Talk Cancellation

In the detection process not all bits are defined by the branch in the trellis of a stripe
VD: some of them lie either within the bit-track immediately above the stripe or
within the bit-track immediately below the stripe. These bits are considered as the
side-information that is required for the stripe VD. In the SWVD side information is
taken from the array of most recent bit decisions. However, in the first iteration no
bit decisions are available yet. This means that side information is either not present
or has a very poor quality for example when it is generated by simple threshold de-
tection. This lack of side information is reflected in the fact that BER of the first
detection iteration is quite low. This can be seen in Fig. 5.9 where a BER improve-
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Figure 5.10: Single-sided version of the cross-talk cancellation scheme.
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Figure 5.11: Scheme showing the first iteration of the stripe-wise detection
including cross-talk cancellation. The white arrows indicate
where the compensated signals are used. Note that the com-
pensated signals are only used at the boundaries with low cer-
tainty.

ment of a factor of 10 can be observed between an iteration of 2-track stripe VDs
without and with side information (the tentative decisions of respectively the first and
the second iteration).

A possible alternative that enables us to avoid using unreliable side information is
cross talk cancellation (XTC). Here, we will start the discussion with a single-sided
version of the conventional XTC scheme as shown in Fig. 5.10, i.e. only using one
side-track for compensation of cross talk.

The filtering is performed using a Finite Impulse Response (FIR) filter. The coef-
ficients of this filter are denotedυ(i, l +1), and are adapted using a least mean square
(LMS) algorithm based on some suitable criterion. We can write the XTC scheme as:

ỹl
k = yl

k−∑
i

υ(i, l +1)yl+1
k−i (5.30)

with yl
k the detector input signal of trackl at time instantk. Signalỹl

k is the compen-
sated signal.

Several criteria are possible to update the filter coefficients. For a practical im-
plementation we have chosen to minimize the mean square error, where the error is
taken as the difference between the actual result of cross-talk cancellation and the
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Figure 5.12: BER for different radial tilt angles (in degrees). BER is cal-
culated for different receiver topologies with XTC: without ISI
cancellation, with ISI cancellation based on the tentative deci-
sions (DD ISI Cancel) and with ISI cancellation based on the
actual data (DA ISI cancel).
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signal that we would expect after ideal cross-talk cancellation based on the target
response. In [18] it is derived that a data aided LMS algorithm to minimize this
squared error can be replaced by a non-data aided zero forcing (ZF) algorithm by
scaling the resulting filter coefficients and adding a DC-term to the output signal.
The big advantage of this scheme is that it does not need any preliminary decisions.
The ZF based algorithm is applied in the first iteration of the stripe-wise detection at
the low-certainty boundary according to the diagram in Fig. 5.11.

The experimental results where XTC was applied before the first iteration, are
shown in Fig. 5.12. In the upper part of the figure, BERs are shown for a SWVD
with two detection iterations and in the lower part of the figure a SWVD with three
detection iterations was used. Three different topologies were employed: (1) no ISI
cancellation, (2) DD ISI cancellation and (3) DA ISI cancellation.

Based on Fig. 5.12 and Fig. 5.9 the following observations can be made.

• The reliability at the output of the first iteration with XTC is not as good as
the one obtained after a second iteration of 2-track stripe VDs without XTC:
3.7∗10−3 with respect to1∗10−3. This difference can be explained by the fact
that the detection with XTC does not take the signal energy of the cancelled
track into account during the detection process.

• The performance of the DD ISI cancellation scheme for topology with two de-
tection iterations and XTC is comparable with the performance obtained by
applying three detection iterations with in between DD ISI cancellation and
without XTC (tilt margin are respectively[−0.55◦,0.8◦] and[−0.5◦,0.7◦]). For
this reason the topology with two iterations in combination with XTC is prefer-
able to the topology with three detection iterations, because the latter topology
is more complex.

• For the SWVD with both two and three iterations, DD ISI cancellation almost
achieves ideal cancellation performance for small tilt angles. As the tilt an-
gle becomes larger the amplitude of the RISI components increases and as a
result error propagation is invoked. This error propagation causes the perfor-
mance of the ISI cancellation scheme to deviate from the performance of ideal
cancellation.

By applying XTC, an additional detection iteration of 2-track stripe VDs and ISI
cancellation in between every detection iteration the tilt margin is improved from
[−0.2◦,0.2◦] (see Fig. 5.8) to[−0.7◦,0.85◦]. Summarizing, in all different receiver
topologies (two or three detection iterations, with or without XTC) the application of
ISI cancellation consistently improves the performance of the receiver substantially.
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5.5 Conclusions

In this chapter we have studied the application of linear ISI cancellation in 2-D sys-
tems. A first argument in favor of ISI cancellation is the fact that the number of
small RISI components increases considerably with respect to the one-dimensional
case. As a result the performance gain by applying the cancellation technique also
increases. A second argument is the fact that only little additional complexity may
be required for the application of ISI cancellation. Because 2-D detection is often
accomplished by several iterations of smaller detection units to avoid the complexity
of a full 2-D Viterbi detector, decisions of one of these smaller detection units can
be used as tentative decisions by the canceller. As a result no additional bit-detectors
need to be implemented to produce these tentative decisions. Summarizing these ar-
guments, with a limited additional complexity (only the interference canceller needs
to be added, not an additional detector) ISI cancellation in a two-dimensional system
may improve performance significantly. Experimental results based on the read-out
of a 50 GB single layer-disc were provided for an experimental two-dimensional
optical storage system. These results show that the application of ISI cancellation
nearly doubles the allowed tilt margin at a BER of10−4. Furthermore by applying
an additional detection iteration or by applying cross-talk cancellation to improve the
reliability of the tentative decisions, the allowed tilt margin increases even further.
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Chapter 6

Minimum-Latency Tracking of Rapid
Variations in Two-Dimensional Storage
Systems.

The trend of increasing storage densities results in growing sensitivity of system per-
formance to variations of storage channel parameters. To counteract these variations
more adaptivity is needed in the data receiver. Accurate tracking of rapid variations
is limited by latencies in the adaptation loops. These latencies are largely governed
by delays of the bit-detector. In two-dimensional storage systems data are packaged
in a group of adjacent tracks or rows, and for some of the rows the detection delays
can increase dramatically with respect to one-dimensional systems. As a result the
effective latencies in the adaptation loops preclude the tracking of rapid variations
and really limit the performance of the system. In this chapter, a scheme is proposed
that overcomes this problem and that can be used for timing recovery, automatic gain
control and other adaptive circuits. Rapid variations for all the rows are tracked us-
ing control information from rows for which detector latency is smallest. This works
properly if rapid variations are common across the rows as is the case, for example,
for the Two-Dimensional Optical Storage (TwoDOS) system.

6.1 Introduction

Steadily increasing storage densities are a clear trend in storage systems [219]. Re-
duced margins (e.g. margins with respect to disc tilt, Signal-to-Noise Ratio, SNR)
and increased sensitivity to piece-wise and temporal variations of physical storage
channel parameters are consequences of this trend and necessitate an increasing amount
and an increasing accuracy of adaptivity (e.g. timing recovery, automatic gain control
and other adaptive loops) in the data receiver [220]. This accuracy is especially hard
to accomplish for the tracking of rapid variations, and is limited by latencies in the
adaptation loops.

Another consequence of the increasing densities is that SNRs decrease. As a
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result the bit-detector that forms part of the data receiver needs to become more com-
plex to maintain detection reliability. This increased complexity inevitably increases
the detection delay. Because this delay contributes to the overall latency in the adap-
tation loops, it will put an increasingly severe limit on their capabilities to track rapid
variations.

A widely adopted solution to improve these tracking capabilities is to base adap-
tation on tentative decisions with a limited detection delay instead of on final bit de-
cisions [4]. This limited delay enables the adaptation loops to track rapid variations.
This solution, however, becomes cumbersome as SNRs decrease, as it becomes more
difficult to produce tentative decisions with acceptable reliability and delay.

Besides the increasing density, there is also a general trend of increasing data
rates [211]. The development of two-dimensional (2-D) storage systems fits with this
trend and permits exploitation of parallelism. The parallelism is achieved by pack-
aging data in a group of adjacent tracks or rows and by parallel processing of these
tracks. The complexity of 2-D bit-detectors increases dramatically with respect to
one-dimensional (1-D) detectors, and also their detection delays can increase dra-
matically [216,221].

In many practical systems the 2-D detector is split into several smaller units to
limit overall complexity [152, 198, 217]. A couple of schematic models of such de-
tectors reported in literature, are shown in Fig. 6.1. In this figure, seven parallel bit-
tracks are shown: two “outer” tracks and five “inner” tracks (tracks positioned near
the center of the group of adjacent tracks). The final decisions of the different detector
models are indicated in thick black arrows. The different units constituting a detector
model are numbered in order of execution. If the output of one unit is used as input of
a next unit (indicated by the grey arrows), detection delay increases. Different con-
nections between the different units are possible: a) in a “<”-shape [152] (where the
two outer tracks have the smallest detection delay), b) sequentially starting from the
top track [198, 212], and c) different iterations of the joint detection [216, 221, 222].
In the latter case (different iterations are performed) the decisions of the outer tracks
will be more reliable than the ones of the inner tracks during the first iterations be-
cause fewer ISI occurs at the outer tracks (due to the 2-D structure, where inner-track
bits have more neighboring bits than outer-track bits) [18]. As a result decisions of
the outer track during an early iteration can be used in the adaptation loops limiting
the detection delay of the outer track. For the inner track however more iterations are
required to achieve an acceptable reliability, resulting in an increased detection delay
for the inner tracks.

In all these detectors, the detection delay of inner bit-tracks adds substantial la-
tency in the adaptation loops. In the experimental Two-Dimensional Optical Storage
(TwoDOS) system, for example, the delay for the inner tracks is around 100-200 sym-
bol intervals, versus a delay of only 10-20 intervals for the outer tracks [152,223]. As
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Figure 6.1: Examples of 2-D detectors which have varying detection delays
for different tracks.

a result the effective latencies in the adaptation loops for these inner tracks preclude
the tracking of rapid variations and really limit the performance of the system.

Benefiting from the fact that in a 2-D system the delays tend to differ per track,
in this chapter we propose a scheme that uses control information from tracks for
which detector latency is smallest to track rapid variations for all the tracks. The
scheme works efficiently if rapid variations are common across the tracks, as is the
case, for example, in TwoDOS (see Section 3.4.2). In the proposed scheme these
rapid common variations are tracked using control information of the tracks with the
minimum latency in the adaptation loop, while the slow track-dependent variations
are tracked using the delayed control information of the specific track under consid-
eration. This scheme can be used for timing recovery, automatic gain control and
other adaptation loops, and is analyzed and validated experimentally. It shows im-
proved performance with respect to conventional adaptation loops in case substantial
loop-delays are present.

The scheme that is proposed in this chapter is general and can be applied to any
2-D storage system. In this chapter a particular example of a 2-D storage system,
namely the TwoDOS system, is used to illustrate the design of the adaptation loops
and to provide experimental results. In Section 6.2, a general receiver model for 2-D
storage systems is discussed and a general parameter-domain model of an adaptation
loop is derived from this receiver model. The effect of latencies on the performance
of adaptation loops is discussed in Section 6.3. The general scheme for minimum-
latency tracking of rapid variations is explained in Section 6.4. In Section 6.5 the
design of first-order loops according to the described scheme is explained, analyzed
and verified by means of simulations. These first-order loops can be used, for ex-
ample, for DC compensation and Automatic Gain Control (AGC). Minimum-latency
tracking suited for timing recovery is the subject of Section 6.6, where the design of
second-order loops is discussed. Finally Section 6.7 presents experimental results for
the TwoDOS system. These results show that the new scheme improves the perfor-
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Figure 6.2: Data receiver model for 2-D storages system.

mance of the system with respect to conventional schemes.

6.2 Receiver Model

A data receiver model for 2-D storage systems is shown in Fig. 6.2. Inputs of the
model areL digitized replay signals, whereL is the number of adjacent bit-tracks.
In magnetic storage, for example, these replay signals are generated by read heads.
The data receiver contains a bit-detector that relies upon a well-defined relationship
between the stored data and the desired detector input signals [4]. This relationship
is often characterized by a so-called target response, and is often linear. To approach
this relationship as closely as possible, the replay signals are preprocessed by dig-
ital signal processing blocks (e.g. timing adjustment, prefilter, DC compensation)
before they enter the detector. Because physical parameters of the storage channel
(e.g. bandwidth, amplitude, DC offset,...) may vary in time, adaptivity is needed to
counteract the parameter variations such that the relationship between the stored data
and the detector input signal does not vary in time and is consistent with the target
response. To this end the receiver includes a preprocessing block with several ad-
justable parameters (e.g. an AGC gain, equalizer coefficients,...) that are controlled
by dedicated adaptation loops.

For each adjustable parameter a valueφ is produced by the adaptation block and
is subsequently used in the preprocessing blocks to counteract system parameter vari-
ations. We denote the ideal value of the adjustable parameter byθ (clearlyθ depends
on the channel parameters and can hence be time-varying). Ideallyφ should be equal
to θ. A difference∆ betweenφ andθ results in an undesired mismatch between the
actual and the desired detector input signal. Accurate tracking ofθ (or equivalently,
minimizing ∆) will minimize this mismatch and as result will improve receiver per-
formance. An example of an adaptive parameter is the DC-offset for a specific track.
The valueφ is the estimated DC-offset whileθ is the ideal DC-offset, i.e. the (possi-
bly time-varying) DC-offset that has to be added to the incoming signal to eliminate
any residual DC-offset in the detector input.

The preprocessing block, the bit-detector and the adaptation block form a closed
loop which comprises the individual adaptation loops. These loops are of the data-
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aided (DA) type. A DA adaptation loop uses the detected bits as side information to
facilitate adaptation. As a result the bit-detector forms part of the loop and the detec-
tion delays introduce a latency in the loop. This latency will limit the capability of
the loop to track fast variations ofθ. The effect of latency on the tracking capabilities
of an adaptation loop is subject of the next section.

6.3 Effect of latency on loop behavior

In the left part of Fig. 6.3 a discrete-time parameter-domain model of an adaptation
loop with latency is given [3]. This model is valid in the tracking mode of operation.
An ideal parameter valueθ is the first input of the model and this value can be time-
varying (the time indexk is omitted in the remainder of this chapter for notational
simplicity). A noise componentν (input-referred noise) is the second input of the
loop. The purpose of the loop is to minimize the mismatch∆ between the ideal
parameter valueθ and its estimateφ. To generate this estimateφ, a loop filter with
transfer characteristicL(z) followed by an ideal integrator is used. In the right part of
Fig. 6.3 different types of loop filters are shown. In most cases (e.g. for DC control,
automatic gain control, adaptive equalization) a first-order loop is sufficient. In this
case the loop filter is just a multiplier:L(z) = Kt , whereKt is the total gain of the
loop. Timing recovery, however, requires a second-order adaptation loop in order to
be able to track frequency variations. To this end the loop filter needs to be extended
with an ideal integrator and a second gainKti , which determines together withKt the
behavior of the loop.

In the model a delay ofD symbol intervals is present which mimics the overall
latency in the loop. The model has a low-pass frequency characteristic. Ifθ changes
thenφ will track the slow variations but not the fast ones. In this way also the high-
frequency noise componentsν are rejected.

6.3.1 Loop Behavior

As the dynamic properties of the loop do not depend on the input-referred noiseν,
we neglect this noise for the time being. The adaptation loop is linear and can be
characterized by means of the parameter transfer functionGφ(z) = Φ(z)/Θ(z) and
the mismatch transfer functionG∆(z) = ∆(z)/Θ(z) (the response in thez-domain of
respectivelyφ and∆ to the loop excitationθ). Only first-order adaptation loops are
considered here. Extension to second-order loops is straightforward. For first-order
loops the loop filter has transfer functionL(z) = Kt , whereKt is the total gain of the
loop. The mismatch transfer functionG∆(z) is evaluated to be

G∆(z) =
zD(z−1)

zD(z−1)+Kt
. (6.1)
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Figure 6.3: a) General parameter-domain model of an adaptation loop with
a loop filter characterized by the transfer functionL(z). This
loop is sampled at the baud rate1/T, i.e. z−1 corresponds to a
delay ofT seconds. b) Loop filters of first-order adaptation loop
and of second-order high-gain adaptation loop.

Let θ be a unit step function. Then, forD = 0, the mismatch can be approximated
as an exponentially decaying functione−k/τ, whereτ is the time constant of the loop
expressed in sampling intervals. For smallKt , the time constant can be expressed as
τ≈ 1/Kt .

The mismatch magnitude responses for varying time constantsτ and loop-delays
D are shown in Fig. 6.4. In the left part of the figure, the response is shown for varying
time constantsτ and zero delay (D = 0). By increasingτ, the equivalent bandwidth
of the loop decreases. The equivalent bandwidth is defined by the normalized loop
cut-off frequencyΩc = Kt/2π, i.e. the normalized frequency where the amplitude of
the transfer function is -3 dB. In the right part of Fig. 6.4, the magnitude response
of the mismatch transfer function is shown for a given time constantτ = 200 and
for varying loop-delaysD. An increasing resonance peak appears near the cut-off
frequencyΩc for increasing loop-delays. If the ideal parameter valueθ has spectral
content in this frequency region, the total mismatch power will increase due to this
resonance peak (in other words the loop enhances rather than suppresses variations
around this frequency).

If the delay is increased too much, the loop can become unstable. The edge of
the stability region demarcates a relationship between the loop-delay and the time
constant of the loop:τ ' (2D + 1)/π [224]. This relationship reveals the smallest
allowable time constant for a given loop-delay.

The responses shown in Fig. 6.4 indicate that in a practical system the presence
of a large loop-delay can influence the choice of a proper time constant considerably.
In general, to limit resonance effects or even to avoid instability, a larger time constant
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Figure 6.4: Mismatch transfer magnitudes of a first-order adaptation loop
as function of the normalized frequencyΩ = ωT/(2π). a) No
loop-delay,D = 0 (left part). b) Time constantτ = 200 (right
part).

with respect to the zero loop-delay case is needed, which will make the loop less
capable of tracking fast parameter variations.

6.3.2 Gradient Noise

Gradient noise is defined as the additional mismatch in the adaptation loop due to the
input-referred noiseν. This gradient noise does not introduce a bias in the estimateφ
but influences the variance of the mismatch∆:

σ2
∆ =

T
2π

∫ π
T

− π
T

Pν(ejωT)|Gφ(ejωT)|2dω, (6.2)

wherePν(ejωT) is the power spectral density ofν. If ν is assumed to be white and
Gaussian, then the mismatch variance can be expressed asσ2

∆ = σ2
νBl , whereBl =

Kt
2−Kt

is the normalized equivalent noise bandwidth (if the loop-delayD is omitted,
otherwise the noise bandwidthBl will be slightly higher due to the resonance effect)
andσ2

ν is the variance of the input-referred noiseν. In practice,Kt is much smaller
than unity, henceBl ' Kt/2. The variance of∆ can then be expressed as

σ2
∆ '

Ktσ2
ν

2
. (6.3)

From this equation it is clear thatσ2
∆ is proportional toKt , which means that the

mismatch variance will increase for decreasing time constants.
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6.4 Minimum-Latency Adaptation

In a 2-D storage system the detection delay can be especially large for the inner
tracks. This large delay results in a large latency in the adaptation loops for these
tracks. As described in Section 6.3 this latency makes the loops incapable of tracking
rapid parameter variations. In a 2-D system like the TwoDOS system, it is possi-
ble to use control information from bit-tracks with smaller latencies to counteract
these rapid variations. The principle of using control information with the smallest
latency is referred to as the minimum-latency adaptation strategy. As a consequence
the aim is to design adaptation loops that make use of the minimum-latency control
information to counteract rapid variations in all tracks.

The minimum-latency adaptation strategy is only applicable if rapid variations of
system parameters are common for all the tracks. Subject to this basic premise the
overall model of the ideal parameter valueθ should be:θ = θLF + θHF , whereθLF

is a slowly varying, track-dependent component (with highest frequencyΩLF ) and
θHF is a rapidly varying component which is common for all the tracks (highest fre-
quencyΩHF andΩHF > ΩLF ). The parameters of all tracks must show this behavior:
possibly different low-frequency content but the same high-frequency content. The
spectral content of the ideal parameter valueθ together with the input referred noise
ν (assumed to be Gaussian and white) is sketched in Fig. 6.5.

The basic premise that rapid variations are common across the tracks can be val-
idated experimentally for the TwoDOS system. By way of illustration we consider
the DC adaptation loops [145], which serve to counteract time-varying DC-offsets
in the tracks. Here DC-offset estimatesφO for every track are generated by sepa-
rate adaptation loops where the gain valuesKt are chosen such thatφO is able to
track fast variations of the ideal DC-offset valuesθO (in the experimental estimates
Kt = 0.06 was found to be a proper value). BecauseGφ(z) has unit amplitude up to
the normalized loop cut-off frequency (Ωc≈ 0.01), the spectral content ofφO resem-
bles the spectral content ofθO up toΩc (if noise is neglected). The spectral content
of the inner-track DC-offset estimateφO is shown in Fig. 6.6. This estimateφO is
composed of different components which are also shown in the figure. The common
DC-offset componentφOc is calculated by averaging the DC-offsets over all tracks.
The track-dependent DC-offset componentφOr is obtained by subtractingφOc from
φO. Finally the power spectral densityPν of the input-referred noiseν is obtained
by taking the Fourier transform of the difference between the ideal and the actual
detector input. For low frequencies the track-dependent componentφOr is the most
important component ofφO. At higher frequencies (Ω = [7e−4,2e−3]) the common
componentφOc determinesφO. For even higher frequencies the offset estimate is
determined by the input-referred noiseν. The common offset componentφOc can
be explained by the fact that certain channel parameters (e.g. the amount of defocus
and the cover-layer thickness) are common across the adjacent tracks. For the Two-
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Figure 6.5: Spectral content of different inputs of an adaptation loop. The
input parameter valueθ is assumed to consist of two compo-
nents:θLF andθHF . Furthermore the spectrum of the noiseν is
also shown.

DOS system, the cover-layer thickness exhibits variations that extend over a limited
amount of bits (100-1000 bits). As a result these variations result in high-frequency
common offset variations. Other reasons for fast common channel parameter vari-
ations are: dust, fingerprints, scratches on the disc, dropouts... [173, 174]. These
observations lend support to the assumed parameter model, not just for TwoDOS but
also for other 2-D storage systems.

A basic assumption of the minimum-latency adaptation strategy is that the com-
mon parameter valueθHF is tracked using the minimum-latency control information.
In reality, also small and relatively slow variations occur between the tracks. In the
minimum-latency adaptation strategy these slow track-dependent componentsθLF

are handled by using delayed information from the inner tracks.
In Section 6.5 the minimum-latency adaptation strategy for first-order loops is

proposed and analyzed (applicable to the AGC loop and the DC adaptation loop).
The minimum-latency strategy is applied to second-order loops (as used for timing
recovery) in Section 6.6. In Section 6.7, the experimental validation of the minimum-
latency adaptation strategy is presented for the TwoDOS system.

6.5 First-Order Minimum-Latency
Adaptation Loops

To illustrate the application of the minimum-latency strategy to first-order loops only
two tracks (instead ofL tracks) are considered for simplicity: an “outer” track with
small latency and an “inner” track with large latency. Furthermore every track has
a separate adaptation loop. In Fig. 6.7 a parameter-domain model of the minimum-
latency first-order adaptation loops is shown together with the assumed parameter
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Figure 6.6: Experimentally estimated spectral content of DC-offsets in Two-
DOS system: the DC-offset estimateφO of the inner track and its
different components:φOc andφOr. Also the spectrumPν of the
input noiseν is shown.

model1. The input-referred noisesνi andνo are inputs of the model and are uncorre-
lated. Furthermore a delay ofDi bits is present in the inner loop to mimic the large
detection delay of the inner track. In reality also a small detection delay (Do < Di)
is present in the outer loop, but this delay is omitted in the model to simplify the
analysis. This relatively small delay will not have a major influence on the overall
loop behavior. Following the minimum-latency adaptation strategy the outer loop is
dimensioned to be fast (large loop gainKo

t ) and the inner loop is dimensioned to be
slow (small loop gainK i

t ).
The key innovative feature of the minimum-latency adaptation strategy is the

connection between the fast outer loop and the slow inner loop. This connection
(thick line in Fig. 6.7) provides the inner loop with control information concerning

1In the TwoDOS system, there are two outer tracks that can be used to derive the common rapid
variations from. The outputs of these outer loops are averaged and the result is used in the inner tracks.
This procedure fully exploits all minimum-latency information.
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Figure 6.7: Parameter-domain model of the first-order minimum-latency
adaptation loops.

the fast common parameterθHF that is not yet available in the inner loop due to
the delayMi . As a result,φi is able to track fast variations ofθHF (using control
information of the outer track) and slow variations ofθi

LF (using delayed control
information of the inner track). However, due to the connection a portion ofθo

LF will
inevitably be present in the estimateφi . In Section 6.5.1, the basic loop behavior is
analyzed which will prove that this portion is sufficiently small.

6.5.1 Basic Behavior

Because the inner loop is dimensioned to be slow, the delayDi of the inner loop
will not have strong impact on the loop behavior (see Section 6.3.1). For this reason
we initially omit delay in our analysis of the basic behavior, i.e. we setDi = 0.
As the dynamic properties of the loops do not depend on the input noisesνi and
νo, these input noises are neglected. By transformation into thez-domain the basic
loop behavior can be analyzed. The inner loop will not show first-order behavior
anymore but becomes essentially a second-order adaptation loop, whose behavior is
determined by the total gainsK i

t andKo
t . Thez-transform of the inner-track estimate

φi can easily be derived to be:

Φi(z) = K i
t

z−1+K i
t
Θi

LF(z)

+
(

K i
t

z−1+K i
t
− Ko

t (z−1)
(z−1+Ko

t )(z−1+K i
t )

)
ΘHF(z)

− Ko
t (z−1)

(z−1+Ko
t )(z−1+K i

t )
Θo

LF(z),

(6.4)

whereΦi(z), Θi
LF(z),Θo

LF(z) andΘHF(z) are thez-transform of respectivelyφi , θi
LF ,

θo
LF andθHF .

From (6.4) it is clear that the estimateφi of the ideal parameter valueθi is deter-
mined by all three ideal parameter components:θi

LF , θHF andθo
LF . In Fig. 6.8 the
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mismatch magnitudes due to these components are plotted for two different inner-
track time constantsτi while fixing the outer-loop time constantτo at100bits. In the
left part of the figure, the magnitudes are shown for the case the inner-track adapta-
tion loop is 5 times slower than the outer-track adaptation loop, i.e.τi = 5τo. In the
right part of the figureτi = 50τo. The mismatch magnitudes|∆i(z)|= |Θi(z)−Φi(z)|
due to each component are discussed:

• θi
LF : all spectral content ofθi (and as a result also ofθi

LF ) up to the inner-loop
cut-off frequency (Ωi

c = K i
t /2π) is present in the estimateφi and is not present

in the mismatch∆i . As a consequence the inner loop should be designed such
thatΩi

c ≥ΩLF .

• θHF : this is the high-frequency component ofθi and is present in the estimateφi

up to the cut-off frequency of the outer loop (Ωo
c = Ko

t /2π). The key objective
of the minimum-latency adaptation strategy is hereby achieved:θHF is present
in the estimateφi up to the outer-loop cut-off frequencyΩo

c despite the fact that
the inner adaptation loop has a cut-off frequencyΩi

c < Ωo
c. The time constant

τo should be chosen such that:Ωo
c ≥ΩHF .

• θo
LF : the outer-loop low-frequency componentθo

LF should be rejected as much
as possible. This is accomplished if the inner loop is designed properly:Ωi

c >
ΩLF .

As a conclusion the following criteria for the proper choice of the loop time constants
are formulated:

Outer loop: τo ≤ 1
2πΩHF

;
Inner loop: τi ≤ 1

2πΩLF
.

(6.5)

6.5.2 Gradient Noise

The outer-loop gradient noise is not influenced by the inner-loop noiseνi and has
the same variance as expressed in (6.2). But as expected, the total amount of gra-
dient noise in the inner loop has an extra component due to the minimum-latency
adaptation strategy. The variance of the inner-loop mismatch∆i is evaluated to be

σ2
∆i = T

2π
∫ π

T
− π

T
Pνi (ejωT)|Gφi (ejωT)|2dω

+ T
2π

∫ π
T
− π

T
Pνo(ejωT)|Gφo(ejωT)|2dω,

(6.6)

wherePνi (ejωT) andPνo(ejωT) are the power spectral densities of respectivelyνi and
νo. The input-referred noiseνo of the outer loop leaks into the inner loop according
to the open-loop transfer functionGφo(z) = Φo(z)/Θo(z) which has a bandwidthBl =
Ko

t /2 (under the assumptionK i
t < Ko

t ¿ 1 andDi = 0). In case the input noisesνi and
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Figure 6.8: Mismatch transfer magnitudes of the inner minimum-latency
adaptation loop as a function of the normalized frequencyΩ =
ωT/(2π). The outer loop has a time constantτo = 100bits. The
inner loop has the following time constants: a)τi = 5τo (left
figure). b)τi = 50τo (right figure).

νo are assumed to be white and Gaussian, the variance of the inner-loop mismatch∆i

can be approximated as:

σ2
∆i '

K i
t σ2

νi

2
+

Ko
t σ2

νo

2
, (6.7)

whereσ2
νi andσ2

νo are the variances of the input noisesνi andνo respectively. From
this equation it is clear that the gradient noise in the inner loop is proportional toK i

t
andKo

t , and dominated by the outer-loop noiseνo (becauseKo
t > K i

t ). Therefore the
variances of the inner- and outer-loop mismatches are approximately equal.

6.5.3 Behavior of the Inner Loop with Latency

The insertion of a delay ofDi bit intervals changes the behavior of the inner adapta-
tion loop. Thez-transform of the inner-loop mismatch∆i is evaluated to be:

∆i(z) = z−1
z−1+z−Di K i

t
Θi

LF(z)

+
(

z−1
z−1+z−Di K i

t
− Ko

t (z−1)
(z−1+Ko

t )(z−1+z−Di K i
t )

)
ΘHF(z)

− Ko
t (z−1)

(z−1+Ko
t )(z−1+z−Di K i

t )
Θo

LF(z).

(6.8)

The corresponding transfer magnitudes are shown in Fig. 6.9 for the following con-
ditions: Di = 200bits andτo = 100bits. The inner adaptation loop is dimensioned
to be slow:τi = 5τo in the left part of the figure andτi = 50τo in the right part of
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Figure 6.9: Mismatch transfer magnitudes of the inner minimum-latency
adaptation loop (first-order) as a function of the normalized fre-
quencyΩ = ωT/(2π). The inner loop has a delay ofDi = 200
bits. The outer-loop time constantτo is equal to100 bits. The
inner loop has the following time constants: a)τi = 5τo (left
figure). b)τi = 50τo (right figure).

the figure. The effect of the insertion of a delay in the inner loop can be evaluated
by comparing Fig. 6.9 with Fig. 6.8. Especially the left plot is substantially changed
with respect to the situation without delay: a resonance effect clearly appears in the
transfer magnitudes at frequencies in the vicinity of the cut-off frequencyΩi

c of the
slow inner loop. Consequently, if the second design criterium (Ωi

c≥ΩLF ) is obeyed,
the correct estimation of the slow parameter variationsθi

LF is guaranteed and also
the outer-track parameterθo

LF is rejected sufficiently in the inner-track estimateφi .
The estimation of the high-frequency componentθHF will deteriorate slightly as the
mismatch magnitude is slightly increased near the cut-off frequencyΩo

c of the outer-
track adaptation loop. Consequently if also the first design criterium (Ωo

c ≥ ΩHF ) is
obeyed, the tracking capabilities of the minimum-latency adaptation loops with and
without a loop-delay will be comparable. The transfer magnitude of a slow inner
loop (right part of the figure) is not (or just slightly) influenced by the insertion of the
delay. This behavior is expected based on the analysis of Section 6.3.1.

6.5.4 Simulation Results

Simulation results were obtained by simulating the model presented in Fig. 6.10. Re-
play signalsr k are produced by passing the data bitsak (whereak =

[
a0

k...a
L−1
k

]
)

to a simple channel model that has three basic parts. First ideal detector input sig-
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Figure 6.10: Simulation Model.

nalsdk are generated by convolvingak with fixed 2-D target responsesgk (where
gk =

[
gl

k...g
L−1
k

]
, i.e. each track has its own target response). The second part of

the channel model is a channel impairment block which corruptsdk according to
time-varying system parameter valuesγγγk =

[
γ0

k...γ
L−1
k

]
. In this section DC-offsets are

considered as channel impairments, i.e.γγγk are the DC-offsets induced by the chan-

nel. Only one outer-track value (γ0
k = γo) and one inner-track value (γ(L−1)/2

k = γi) are
non-zero and they are both generated according to the parameter model of Fig. 6.7:
γo = γo

LF +γHF andγi = γi
LF +γHF , whereγo

LF andγi
LF are slowly varying components

andγHF is a rapidly varying component. To simplify the simulation only sinusoidally
time-varying components are considered, i.e. the DC-offsets induced by the channel
vary slowly as a sinusoidal function of time. Moreover only one component has an
amplitude equal to one while the other components all have zero amplitude, i.e. the
responses to individual parameter components are simulated and not to a combina-
tion of different parameter components. Finally, white Gaussian noise components
vk are added to the channel impairment output signals to produce the replay signals
r k. The noise components of the different tracks are uncorrelated and have the same
variance.

These replay signalsr k are input of a preprocessing block that tries to undo the
corruption induced by the channel impairment block. For this reason this preprocess-
ing block utilizes estimatesφφφk of the ideal valuesθθθk (for DC-offsetsθθθk = −γγγk). To
mimic detection delays, the outputsyk of the preprocessing block are delayed with
delaysD =

[
D0...DL−1

]
. To simplify the simulation, the delay of the outer tracks

is chosen to be 0 (D0 = Do = 0) and the delay of the inner tracks is set toDi bits.
Error signalsek are calculated by subtracting delayed versions (with delaysD) of yk

from these delayed versions ofyk. Finally an adaptation block usesek and delayed
versions ofyk to produce estimatesφφφ which are used by the preprocessing block. The
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adaptation block utilizes the ZF technique [3] to produce the estimates. The variances
of the input-referred noises are similar (σ2

νi ≈ σ2
νo) provided that the variances of the

noise components are similar (σ2
ui ≈ σ2

uo), which is the case in our simulations.
The SNR of the system is defined as:

SNR=
∑g2

k

σ2
vi

=
∑g2

k

σ2
vo

. (6.9)

The Mean Square Error (MSE) of the inner track is defined as:

MSEi = E[ei
k
2], (6.10)

whereei
k is the error of the inner track and the expectationE is taken over all time

instantsk. Because MSE quantifies the mismatch between the actual and the desired
detector input, it is closely related to bit-error rate. As a result it is a good measure to
quantify the performance of the adaptation loops.

The MSE of the inner track is plotted in Fig. 6.11 as a function of the normalized
frequencyΩ of the different ideal DC-offset componentsθi

LF , θHF andθo
LF (only one

parameter is non-zero at a time). Because the DC-offset estimatesφφφk are added tor k

in the preprocessing block, any DC-offset mismatch is part of the errorek. As a result
the MSE plotted in Fig. 6.11 is directly related to the mismatch transfer magnitudes
shown in Fig. 6.8. The time constantτo of the outer loop is 100 bits (τo = 100bits),
while the time constantτi of the inner adaptation loop is 500 bits for the left plot
(τi = 500 bits) and 5000 bits for the right plot (τi = 5000bits). These simulation
results exactly match the theoretical results derived in the previous section.

A validation of the minimum-latency adaptation strategy is shown in Fig. 6.12:
a comparison between delayed individual adaptation loops and delayed minimum-
latency adaptation loops. The gain in inner-track Minimum MSE (MMSE) is shown
as function of the loop-delayDi for two different SNR values. Here MMSE is defined
as the minimum MSE obtained by tuning the time constantsτi andτo. In this simu-
lation sinusoidal DC-offset variations (with unit amplitude) are considered with the
following frequencies:Ωi

O,LF = Ωo
O,LF = 10−5 andΩO,HF = 10−4. The conditions

are representative for severe but not extreme situations (scratches, dropouts, finger-
prints...) in an experimental system [173]. Due to the resonance effect the insertion
of a delay into the inner loop causes a substantial degradation in MMSE for the indi-
vidual adaptation loops (which is in agreement with the analysis of Section 6.3.1).

The minimum-latency adaptation strategy however guarantees the tracking of
rapid common offset variationsθO,HF and as a consequence the MMSE degrades
less than for individual adaptation if loop-delays are large. In general for small loop-
delays the minimum-latency adaptation loops perform worse because outer track
noiseνo leaks into the inner-loop mismatch∆i

O and at the same time the tracking
capabilities of the individual and the minimum-latency loops are comparable. For
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Figure 6.11: MSE of the inner track vs. the normalized frequencyΩ of
the different DC-offset components. The following settings are
used:Di = 0, τo = 100bits,τi = 500(left plot a)) andτi = 5000
bits (right plot b)).

larger loop-delays, the minimum-latency adaptation loops outperform the individual
adaptation loops because of the strongly improved tracking of rapid common varia-
tions θHF . For low SNR values (in the figure for SNR = 10 dB), the choice of the
optimal time constants is mainly dominated by the avoidance of gradient noise and
not by the minimization of the mismatch error due to fast parameter variations. For
this reason the MMSE for the individual and the minimum-latency adaptation loops
will not differ much. For delays larger than100 bits the minimum-latency adapta-
tion loops outperform the individual loops, even though the MMSE gain is small (0.2
dB for Di = 200bits). For high SNR values (SNR = 20 dB), the gain in MMSE by
using the minimum-latency adaptation loops increases. The time constants can be
primarily tuned to improve the tracking capabilities and not to limit the amount of
gradient noise in the loop. For a large loop-delayDi = 200bits the gain in MMSE
accumulates up to1.2 dB. MMSE gains will become even larger if more severe (but
still realistic) variations are assumed.

The practical value of these first-order minimum-latency adaptation loops is illus-
trated in Section 6.7 by means of experimental TwoDOS results. In the next section
the minimum-latency adaptation strategy is applied to timing recovery loops.

6.6 Minimum-Latency Timing Recovery

For timing recovery the parameter valueθ represents the ideal sampling phase. A
second-order loop is generally needed to be able to compensate for frequency errors.
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Figure 6.12: Gain in MMSE of the minimum-latency adaptation loops with
respect to the individual adaptation loops. The gain in MMSE
of the inner track is plotted as a function of the inner-track
loop-delayDi for two different SNR values:10dB and20dB.

In this case the loop filterL(z) (see Fig. 6.3) has an integrating path (with gainKti)
to track frequency and a proportional path (with gainKt) to add a phase correction.
The normalized natural frequency of a second-order adaptation loop may be defined
asωnT =

√
Kti and the damping factor asζ = Kt/(2

√
Kti) [3] . Besides a loop filter

the timing recovery loop contains a Numerically Controlled Oscillator (NCO) whose
phase-domain model is an integrator, and a phase error detector which can be mod-
elled in the phase-domain by a substraction of the estimated phase from the ideal
phase.

Ideal sampling phasesθ in an experimental 2-D system may be common for all
tracks (rotation speed variations) but can also be track-dependent [145]. The ideal
phase valuesθ of every track can be written as:

θ = θc +θLF = fp.k+θHF +θLF . (6.11)

whereθc is a component common for all the tracks andθLF is a slowly varying ideal
phase component specific for the track under consideration. The common component
θc has again two terms. (a) a frequency deviation termfp.k, wherek is the time index
and fp characterizes a small offset between the free-running frequency of the NCO
and the frequency of the incoming signal; and (b) a common high-frequency phase
componentθHF .
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Figure 6.13: Parameter-domain model of the minimum-latency timing re-
covery loops.

Based on this phase-domain parameter model, a minimum-latency strategy can be
developed for the timing recovery loop. In Fig. 6.13 the assumed parameter model
together with a parameter-domain model of the minimum-latency timing recovery
loops is shown. For simplicity only two tracks are considered: an inner track with
small latency and an outer track with large latency. The outer track still has a second-
order adaptation loop. A first-order loop filter produces a phase updateδo which is
used as input of the integrator of the outer loop. This phase updateδo is composed of
two components: an estimate of the frequencyf̂p coming from the integrating path
(with gainKo

ti) and a phase correction coming from the proportional path (with loop
gainKo

t ). Following the minimum-latency adaptation strategy this phase updateδo is
also used in the inner adaptation loop. In our case the frequency errors are common
across the tracks and can be tracked based on the outer tracks only. The inner loop is
only needed to add a phase correction (accounting for information aboutθi

LF ) and can
therefore remain a first-order loop. Therefore a zeroth-order loop filter is sufficient
(with loop gainK i

t ). Furthermore a delay ofMi bit intervals is present in the inner
loop to mimic the latency introduced by the detector. Input-referred noisesνi andνo

are also shown in Fig. 6.13 and they are assumed to be uncorrelated.

6.6.1 Basic Behavior

To understand the basic behavior of the minimum-latency timing recovery loops, the
delayDi of the inner track is omitted (Di = 0) and the input-referred noisesνi and
νo are neglected. The behavior of the outer loop is not influenced by the minimum-
latency adaptation strategy. As a result the outer loop has a second-order behavior.
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Figure 6.14: Mismatch transfer magnitudes of minimum-latency adaptation
loops for timing recovery as a function of the normalized fre-
quencyΩ = ωT/(2π). The outer loop is dimensioned with nat-
ural frequencyωo

nT = 0.005and damping factorζo = 1.5. The
inner loop is dimensioned with the following time constants: a)
τi = 500bits (left figure). b)τi = 5000bits (right figure).

The parameter transfer function of the outer loop is evaluated to be:

Gφo(z) = Φo(z)
Θo(z) = Ko

t (z−1)+Ko
ti

(z−1)2 . (6.12)

The parameter transfer function of the inner track is evaluated to be:

Gφi (z) = Φi(z)
Θi(z) = K i

t
z−1. (6.13)

The z-transform of the inner-loop mismatch∆i is evaluated to be (the inner-track
latencyDi is taken into account):

∆i(z) = z−1
z−1+z−Di K i

t
Θi

LF(z)

+
(

z−1
z−1+z−Di K i

t

)
Θc(z)

−
(

(Ko
t (z−1)+Ko

ti)(z−1)
((z−1)2+(z−1)Ko

t +Ko
ti)(z−1+z−Di K i

t )

)
Θc(z)

+ (Ko
t (z−1)+Ko

ti)(z−1)
((z−1)2+(z−1)Ko

t +Ko
ti)(z−1+z−Di K i

t )
Θo

LF(z).

(6.14)

The mismatch transfer magnitudes of the inner loop are shown in fig. 6.14. These
magnitudes are similar to the magnitudes for first-order minimum-latency adapta-
tion loops (see Fig. 6.8). The most important difference is the improved capability
of tracking the common componentθc. For decreasing frequencies the mismatch
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magnitude due to the common componentθc decreases faster with respect to the
first-order loops. Moreover tracking ofθc is guaranteed up to the outer-track cut-off
frequencyΩo

c, while sufficiently suppressingθo
LF .

The mismatch∆i can be shown to go to zero in case of a frequency step (phase
ramp) by observing that:

lim
k→∞

∆i [k] = lim
z→1

∆i(z) = 0 (6.15)

when for∆i(z) we fill in Eq. 6.14, forΘc(z) we apply a phase ramp (Θc(z) = 1/(z−
1)2) and for the other inputs we assume zero input (Θo

LF(z) = 0 andΘi
LF(z) = 0). As

a result, no extra measurements have to be taken to guarantee proper convergence of
the system.

6.6.2 Gradient noise

The outer-loop gradient noise is not influenced by the inner-loop input-referred noise
νi . As a result the variance of the mismatch∆o is the same as the variance in a normal
second-order loop, and can be expressed as:

σ2
∆o = T

2π
∫ π

T
− π

T
Pνo(ejωT)|Gφo(ejωT)|2dω. (6.16)

The open-loop transfer functionGφo has an equivalent bandwidthBo
l ≥ B̃o

l = ωo
nT(ζo+

1/4ζo) (if ωo
nT andζo are chosen within the stability range of the second-order loop

and the loop-delayMi is omitted) [3]. Using this normalized equivalent noise band-
width B̃o

l , the varianceσ2
∆o can be written as

σ2
∆o = B̃o

l σ2
νo, (6.17)

if the input-referred noiseνo is assumed to be white and Gaussian. The gradient
noise of the inner loop, however, has an extra component due to the minimum-latency
adaptation strategy. The variance of the mismatch∆i is evaluated to be

σ2
∆i = T

2π
∫ π

T
− π

T
Pνi (ejωT)|Gφi (ejωT)|2dω

+ T
2π

∫ π
T
− π

T
Pνo(ejωT)|Gφo(ejωT)|2dω.

(6.18)

The input-referred noise of the outer loop leaks into the inner loop according to the
open-loop transfer functionGφo (with equivalent bandwidthBo

l ≥ B̃o
l = ωo

nT(ζo +
1/4ζo)). Using this normalized equivalent noise bandwidthB̃o

l , the varianceσ2
∆i can

be written as
σ2

∆i ' K i
t

2 σ2
νi + B̃o

l σ2
νo ' K i

t
2 σ2

νi +σ2
∆o, (6.19)

if the input noisesνi andνo are assumed to be white and Gaussian. The latter equa-
tion indicates that the design of the outer loop (i.e. the choice of values for the natural
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Figure 6.15: Mismatch transfer magnitudes of the inner minimum-latency
timing recovery loop as a function of the normalized frequency
Ω = ωT/(2π). The inner loop has a loop delay ofDi = 200
bits. The outer loop is dimensioned with a natural frequency
ωo

nT = 0.005 and a damping factorζo = 1.5. The inner loop
is dimensioned with the following time constants: a)τi = 500
bits (left figure). b)τi = 5000bits (right figure).

frequencyωo
n and the damping factorζo) considerably influences the amount of gra-

dient noise in the inner loop. Butσ2
∆i ≈ σ2

∆i becauseK i
t << B̃o

l , i.e. a negligible extra
amount of gradient noise is present in the inner timing recovery loop.

6.6.3 Behavior of Inner Loop with Latency

Inserting a delay in the inner track ofDi bit intervals, causes a degradation in per-
formance of the minimum-latency adaptation loops. The parameter transfer function
GΦi of the inner track is changed to:

GΦi =
Φi(z)
Θi(z)

=
K i

t z
Di

z−1
(6.20)

Consequently also the mismatch of the inner track is changed. In Fig. 6.15 the mis-
match magnitudes due to the different components are shown. A similar reasoning
as in Section 6.5.3 can be given with the conclusion that the outer loop should be
designed slightly faster in order to have MMSE performance.

A resonance peak appears in the transfer magnitudes of the inner loop due to the
insertion of the delayDi . This resonance peak appears near the cut-off frequency
Ωi

c. Consequently, if the second design criterium (Ωi
c > ΩLF ) is obeyed, then the

overall mismatch power due to the slowly varying componentθi
LF is guaranteed.

Furthermore the outer-track componentθo
LF is rejected sufficiently in the inner-track
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Figure 6.16: Example of hexagonal structure for TwoDOS withL = 11. The
configuration of stripe-wise Viterbi detection is also shown for
this example: in total 9 stripe detectors (V00...V08) each cover-
ing 3 bit-tracks are needed to detect the bits of the broad spiral.

estimateφi .

6.7 Experimental Results for the TwoDOS system

In the TwoDOS system, bits are stored on a hexagonal lattice [1]. In contrast with
conventional optical storage (Compact Disc, CD, Digital Versatile Disc, DVD, and
Blu-Ray Disc,BD), where the bits are stored in a single spiral (a 1-D sequence of
bits), in TwoDOS the bits are organized in a so-called broad spiral. Within a single
rotation of this broad spiral a numberL of bit-tracks are stacked upon each other to
form a hexagonal structure, see Fig. 6.16. Adjacent rotations of the broad spiral are
separated by a guard band consisting of a bit-track without any pits. The data is read
out with an array ofL laser spots arranged such that each spot is centered on one of
the bit-tracks within the broad spiral. A multi-spot photo detector integrated circuit
is used to generate a so-called high-frequency (HF) signal for every bit-track.

A Partial-Response Maximum-Likelihood (PRML) receiver has been built for
TwoDOS [145,147]. It consists of a bit-detector preceded by an adaptive equalizer, an
adaptive DC compensator, an AGC and a timing recovery loop. A two-dimensional
(2-D) Viterbi Detector (VD) performs joint bit-detection on all bit-tracks.

To reduce the complexity of a full-fledged 2-D VD, the VD is divided into smaller
processing units (called stripe VD). Each stripe VD covers a limited number of bit-
tracks (so-called stripes with a typical height of 2 or 3 bit-tracks). This detection
configuration is called a Stripe-Wise Viterbi Detector (SWVD) [152] and is shown
in Fig. 6.16 together with the hexagonal structure. The stripe VDs (V00 up toV08 in
the figure) are organized in a “<”-shape. The binary output from a first stripe VD is
passed to a next stripe VD to be used as side information in the branch metric calcu-
lations [152]. As a result, each next stripe VD adds a delay, which is at least equal
to the backtracking depth of the stripe VD [145]. As a result going inwards starting
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from the outer bit-tracks the total detection-delay increases considerably. Because all
adaptation loops (DC control, AGC, timing recovery,...) use the output of the SWVD
as side information, the total latency in the loops for the inner tracks is large and will
limit the tracking capabilities severely.

Laser beam recorded discs with a capacity of 35 GB are placed in an experimental
read-out system to produce experimental replay signals. The read-out is conducted
under relatively favorable conditions (no scratches, no dropouts, limited amount of
dust). Subsequently the replay signals are digitized and are applied to the TwoDOS
receiver in which the minimum-latency adaptation strategy is utilized for DC control
and AGC. In this experiment perfect detection is assumed, i.e. the knowledge of the
bits written on the disc is utilized in the receiver. Furthermore the latencyMi induced
by the bit-detector can be dimensioned freely to monitor the influence of different
detection delays on the overall performance of the system.

The effect of delays on the performance of the first-order DC adaptation loop and
the AGC loop is illustrated in Fig. 6.17. The MSE of the inner track after convergence
of all adaptation loops, is plotted versus the time constantτo. The time constantsτo of
the DC control and the AGC loops are taken equal for three different configurations
of the adaptation loops: (1) individual adaptation,Di = 0, τi = τo; (2) individual
adaptation,Di = 150, τi = τo; (3) minimum-latency adaptation,Di = 150, τi =
5τo. In this experiment timing recovery is accomplished by individual loops without
latency. The natural frequency and damping factor of the second-order loops are
defined as:ωnT = 0.01 andζ = 1.5. By analyzing the results shown in Fig. 6.17, a
couple of conclusions can be drawn.

• performance of delayed individual adaptation loops: for small time con-
stantsτo (fast loops) the performance of the delayed individual adaptation
loops is significantly worse with respect to the non-delayed individual loops.
The reason for this degradation in MSE is the resonance effect. The spectral
content of the system parameter (for the DC-offset in the TwoDOS system see
Fig. 6.6) near the cut-off frequencyΩi

c (where also the resonance peak appears)
causes a mismatch error increment. For increasing time constantsτo (i.e. for
decreasing capabilities to track rapid variations), the resonance peak decreases
and the performance of the delayed experiments rapidly approaches that of the
non-delayed experiments. The insertion of a delay in the individual adaptation
loops causes a degradation in MMSE of about0.35dB.

• performance of delayed minimum-latency adaptation loops:the presence
of rapid common variations (see Fig. 6.6) and the presence of latency in the
loops causes an improvement in MSE when going from individual to minimum-
latency adaptation loops. The minimum-latency adaptation loops achieve an
MMSE improvement of about0.1 dB with respect to the delayed individual
adaptation loops.
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Figure 6.17: Inner-track MSE versusτo. The time constants of the DC adap-
tation loop and the AGC loop are taken equal.

To assess the strength of the minimum-latency adaptation strategy a last experi-
ment was performed: a detection delay is inserted in all inner-track adaptation loops
(DC control, AGC and timing recovery), and the minimum-latency adaptation strat-
egy is also applied to all loops. The results are summarized in the following table.

Type MMSE
Di = 0, individual adapt. -12.85

Di = 150, individual adapt. -12.27
Di = 150, min.-lat. adapt. -12.71

The insertion of a delay in the adaptation loops causes a loss of0.58 dB in MMSE
performance for individual adaptation loops. The minimum-latency loops make it
possible to approach the optimal non-delayed performance up to0.14 dB, improv-
ing upon individual adaptation by0.44 dB. By comparing the results of the table
and Fig. 6.17, one can notice that the MMSE obtained for the third case (minimum-
latency adaptation andM = 150for all loops) is better than the MMSE in Fig. 6.17 for
the case no latency was present in the timing recovery loop. This MMSE improve-
ment can be explained by the fact that in Fig. 6.17 the normalized natural frequency
and the damping factor of the timing recovery loops were fixed and not optimized,
whereas in the table they are optimized to obtain the best performance in the different
cases.



176 Minimum-Latency Tracking of Rapid Variations

The gain in bit-error rate is likely to be higher (roughly an order of magnitude
for an MSE improvement of 1 dB) but unfortunately insufficient experimental data is
available to reliably measure bit-error rates [18]. The results obtained in this section
were obtained under relatively favorable conditions as ideal parameter values do not
have substantial common high-frequency content. As a result the MMSE gain due to
the minimum-latency strategy will be higher if the ideal parameter values will have
more common high-frequency content as is the case under extreme situations (severe
scratches, dropouts, dust on the disc [173]).

6.8 Conclusion

The presence of delays in adaptation loops introduces resonance effects at frequencies
around the cut-off frequency of the loops. These resonance effects cause a degrada-
tion of the tracking capabilities of the loop for parameter variations near these fre-
quencies. If these variations are non-negligible, the performance of the loop can
degrade considerably. The performance degradation can be limited through an adap-
tation strategy in which rapid variations are tracked based on control information
from tracks with minimum delay. This strategy works well if the rapid parameter
variations are common for all the tracks. Experimental results for the TwoDOS sys-
tem show that even under relatively favorable circumstances (without any scratches
or dropouts) the MSE gain is already significant (0.44dB). In practice more extreme
situations (scratches, dust, dropouts,...) can occur and the gain will then definitely be
larger.



177

Chapter 7

Conclusion and Recommendations for
Future Work

7.1 Conclusions

In this work, system characterization and reception techniques for 2-D data storage
are discussed. A proper and accurate system characterization is of vital importance
for the design of a data storage receiver. It is impossible to build a receiver without the
knowledge of the system characteristics. After a receiver topology has been chosen
and a first receiver implementation is realized, the knowledge of those characteristics
that have a big influence on the overall performance, is crucial for improving upon
the implemented receiver (e.g. by applying changes to receiver topology or by adding
functionalities). This work first discusses the characterization of an experimental
2-D optical storage system, namely the TwoDOS system, and subsequently uses the
characterization results to develop reception techniques that efficiently overcome the
major bottlenecks in the system.

In Chapter 3, system characterization for two-dimensional storage systems is dis-
cussed. A parametric model of the linear and nonlinear ISI structure is used together
with an extensive, signal-dependent, autoregressive noise model that is able to accu-
rately describe the noise structure. The parametric ISI model and the noise model
together form a 2-D system model that can be used to characterize both 2-D opti-
cal and 2-D magnetic storage systems. The proposed 2-D system model has several
attractive features: it is conceptually simple and computationally efficient, and esti-
mation of system-model parameters is based on a simple data-aided adaptive scheme
which achieves a high accuracy and moreover is able to track channel variations.
Agreement with experimental data is very good not only for the second-order statis-
tics but also for the bit-error rates. The results of the characterization (i.e. the values
of the estimated parameters) yield important information about the ISI structure and
the physical noise sources in the TwoDOS system.

Specifically, the characterization results reveal three characteristics that have a
severe impact on system performance and for that reason they have drawn our partic-



178 Conclusion and Recommendations for Future Work

ular attention.

• Media noise: based upon the noise characterization, it was clearly demon-
strated that pit-size noise is the dominant noise source. The characterization
results show that in the TwoDOS discs pit-radius variations occur of about1%.
In general, media noise is highly data-dependent and can severely deteriorate
system performance. In Chapter 4 a media noise characterization procedure is
proposed that is able to properly decompose several types of (media) noise and
is able to accurately estimate the key parameters of the different types (e.g. the
variance or the autocorrelation).

• Residual intersymbol interference: based upon the ISI characterization re-
sults, it was shown that for the TwoDOS system still considerable amounts
of residual ISI (RISI) originate from bits outside the span of the target re-
sponse. For severe tilt angles these RISI components have amplitudes in the
range[−0.04,0.04] normalized with respect to the overall signal amplitude.
This RISI is highly undesired as it is not accounted for by the detector. As a
result a proper handling of this RISI would be very beneficial for the TwoDOS
performance. This proper handling is the topic of Chapter 5.

• Rapid parameter variations: in the TwoDOS system many different time
variations are present: going from slowly-varying disc tilt to rapidly-varying
DC offsets. Characterization results show, for example, that offset variations
which are common to all the tracks, occur up to a normalized frequency of
0.002. Especially these rapidly-varying parameters might cause problems in
the TwoDOS receiver. A key reason for these problems is that the adaptation
loops are not able to track fast variations because of the latency in the loops
caused by the 2-D bit-detector. In Chapter 6 a solution is proposed that is
based on efficiently using minimum-latency control in the loops.

Each of these three characteristics have a clear impact on the performance of the
TwoDOS system and for that reason, each characteristic deserves to be treated in
more detail in a separate chapter.

In Chapter 4, the characterization of media noise is discussed in more detail.
In digital storage systems the total amount of data-dependent media noise increases
considerably as storage densities increase. A proper noise characterization is crucial
for the design of receivers for high-density storage systems. This characterization
involves the selection of a proper noise model and subsequently the accurate esti-
mation of the parameters of the selected model. In Chapter 3 a general noise model
(more precisely a data-dependent autoregressive model) was chosen that is suited for
the characterization of a wide variety of noise sources. The disadvantage of this gen-
eral noise model is that it reveals little or no information about which physical noise
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sources are the key contributors to the overall noise. In Chapter 4 a general noise-
decomposition technique is proposed that is able to jointly estimate the parameters
of both media and additive noise sources with a high accuracy. The proposed algo-
rithm makes use of the data-dependency of the media noise to distinguish between
the different noise sources. The algorithm is simple and as a result only a very limited
amount of complexity is required to implement it in storage systems as an easy “add-
on” to read channels ICs. The decomposition technique is explained and elaborated
in detail for combinations of additive noise and typical media noise sources in both
optical and magnetic storage. Simulation results show that high estimation accura-
cies are achieved. Based on the simulation results and the analytical derivation of the
estimation algorithm, one can clearly indicate which data patterns yield near-optimal
estimation performance. These patterns are the ideal test patterns in experimental
systems. For optical storage systems a long run of lands followed by a long run of
pits is the ideal test pattern and for magnetic storage systems a periodic pattern with
a period of 2 bits or more is a suitable test pattern in combination with a DC pattern
to characterize the additive noise.

Chapter 5 discusses the cancellation of linear Intersymbol Interference (ISI) in
two-dimensional (2-D) systems. It develops a theory for the error rate of receivers
that use tentative decisions to cancel residual ISI. Furthermore, it formulates precise
conditions under which such ISI cancellation can be applied effectively. For many
2-D systems these conditions are easily met, and therefore the application of ISI
cancellation is of significant interest. The theory and the conditions are validated by
simulation results for a 2-D channel model. Furthermore, results for the TwoDOS
system show that, for a single layer disc with a capacity of 50 GB, the allowed tilt
margin at a BER of10−4 is nearly doubled by applying ISI cancellation.

The trend of increasing storage densities results in growing sensitivity of sys-
tem performance to variations of storage channel parameters. To counteract these
variations more adaptivity is needed in the data receiver. Accurate tracking of rapid
variations is limited by latencies in the adaptation loops. These latencies are largely
governed by delays of the bit-detector. In two-dimensional storage systems, data are
packaged in a group of adjacent tracks or rows, and for some of the tracks the detec-
tion delays can increase dramatically with respect to one-dimensional systems. As
a result the effective latencies in the adaptation loops preclude the tracking of rapid
variations and really limit the performance of the system. In Chapter 6, a scheme is
proposed that overcomes this problem and that can be used for timing recovery, auto-
matic gain control and other adaptive circuits. Rapid variations for all the tracks are
tracked using control information from tracks for which detector latency is smallest.
This works properly if rapid variations are common across the tracks as is the case,
for example, for the TwoDOS system. Experimental results for TwoDOS confirm
that the scheme yields improved performance with respect to conventional adapta-
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tion schemes.

7.2 Recommendations for Future Work

Finally, a couple of recommendations for future work can be made based upon the
results presented in this work.

The characterization of the TwoDOS system can be expanded further in two di-
rections: the ISI characterization can be improved by adding higher-order nonlineari-
ties between bits that are not both within the first shell, and the noise characterization
can be improved by increasing the size of both the data-dependency window and the
noise filters. Based on the experimental results, one can state that the chosen sizes
yield sufficient accuracy if the system is operating under normal conditions. How-
ever in extreme situations other choices might be appropriate. Hence it would be
worthwhile to establish a criterion to select appropriate sizes for the data-dependency
window and for the noise filters.

In Chapter 4 an adaptive decomposition technique is proposed to analyse noise
sources in systems where media noise is the dominant noise source. The accuracy of
the decomposition technique is investigated for systems that operate in ideal condi-
tions and for systems that have anomalies, e.g. non-zero bit-error rates, channel IR
estimation errors. The results show that the decomposition technique is suitable for a
wide range of conditions and only it very severe conditions, very high bit-error rates
and large estimation errors, the accuracy of the technique deteriorates.

As a first recommendation for future work, the effect of multiple media noise
sources on the estimation accuracy should be studied: is there fundamental interac-
tion between the estimation of different data-dependent noise sources and for which
particular situations this does occur? The answer to this question might yield impor-
tant information about the scope of application of the decomposition technique.

Furthermore, it would be very interesting to judge the quality of the decom-
position technique for experimental systems. In experimental systems, many more
anomalies might arise and as a result, it would be valuable to see whether the decom-
position technique still achieves an acceptable accuracy. Especially a comparison
between the results of the decomposition technique and the results of the noise char-
acterization presented in Chapter 3, will yield additional insights about the accuracy
of the characterization and the decomposition, and about possible improvements in
the data receiver. Furthermore, the use of the decomposition results directly in a data
receiver, or more precisely, in a bit-detector, might give additional performance im-
provements. The knowledge of the relative amounts and the types of media noise
might be valuable information based on which an appropriate bit-detector might be
chosen. A simple example can be thought of: in case additive noise is dominant,
the target response should resemble the channel response, if however media noise is
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dominant, a very short target response (in the limit only the central coefficient should
be non-zero). This simple example shows the value of the knowledge of the noise
composition. More sophisticated techniques could yield important performance im-
provements.

The adaptive decomposition technique of Chapter 4 is not only of interest for
optical storage systems but might also be valuable for other applications, more pre-
cisely for applications where multiple noise sources are present and where specific
data-dependencies can be attributed to each different noise source. As a result, it
would be interesting to see how the decomposition technique can be applied to other
applications and what the accuracy of the technique would be.

In Chapter 5, the application of ISI cancellation schemes in 2-D storage systems
was proposed. Conditions are phrased for which ISI cancellation is effective. In the
chapter, experimental results for the TwoDOS system show that these conditions are
met for 2-D optical systems. The experimental results for the TwoDOS system have
shown that ISI cancellation is very valuable for systems where a significant amount
of ISI is present. As a result the application of ISI cancellation is worth investigating
thoroughly beyond the realm of TwoDOS. For this reason it would be very valuable
to assess the performance of ISI cancellation when applied to other systems: for
example 2-D magnetic storage or holographic storage (which has fundamentally a
3-D nature).

The tracking of rapid parameter variations was studied in Chapter 6. The im-
provement in MSE was shown for the TwoDOS system. Besides these improvements
in MSE, it would be interesting to monitor the improvement in bit-error rate due to
the proposed adaptation technique. As already stated in Chapter 6, an improvement
in bit-error rate of an order of magnitude is obtained for an MSE improvement of 1
dB. This statement should be verified by experimental results. Just like for the tech-
niques presented in Chapter 4 and in Chapter 5, the applicability of this technique is
not limited to the TwoDOS system. The technique of tracking rapidly-varying pa-
rameters by utilizing common control information from other tracks can be extended
to be used in other 2-D systems. For example in MIMO systems, parallel information
streams need to be processed. For these information streams it is likely that param-
eter variations have a common component. As a result the technique of using com-
mon control information for the tracking of parameter variations could be utilized.
It would be worthwhile to verify whether these variations are rapidly-varying over
time and whether the application of the tracking technique as presented in Chapter 6
would yield performance improvements for MIMO systems.
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