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System Characterization and Reception
Techniques for Two-Dimensional Optical Storage

The digital revolution has spurred a tremendous growth in the distribution and storage
of digital information worldwide. To support this growth, capacities and data rates
of storage technologies have had to grow rapidly, and must continue to grow rapidly.
Storage systems convert digital information into physical effects on a storage medium
such as a magnetic or optical disk, and reconvert these effects into an electrical signal
when reading out the stored information. A data receiver then operates on this analog
read-out signal so as to recover the information. For this receiver to work properly,
it must exploit detailed prior knowledge about the behavior of the storage channel,
including the electrical-to-physical and physical-to-electrical conversion. During the
development of a new storage system, this knowledge is obtained through construc-
tion of a channel model that describes the behavior and artifacts of the channel, and
through channel characterization techniques that permit experimental validation and
iterative refinement of the channel model.

In existing optical storage systems such as CD, DVD and Blu-Ray disc, informa-
tion is stored on the disc in a spiral with a single data track, and with a sufficiently
large spacing between adjacent rotations of the spiral to avoid intertrack interfer-
ence. This is a one-dimensional (1-D) storage format in that data symbols are packed
tightly (and interfere) only in the along-track direction. In order to increase stor-
age density and data rates, data can instead be stored in a so-called broad spiral that
encompasses multiple data tracks, with no intertrack spacing. This format is two-
dimensional (2-D) in that data symbols are now packed tightly both in the along-track
and across-track directions. Because of this tight packing, storage densities can in-
crease significantly. Furthermore, by using a set of parallel laser beams, all tracks in
the broad spiral can be read out simultaneously, thereby dramatically increasing data
rates. The key disadvantage of 2vI3 a vis1-D optical storage stems from the much
higher storage density, which induces strong 2-D intersymbol interference (I1Sl), and
simultaneously increases the sensitivity of the receiver to interferences and artifacts.
For this reason, accurate channel characterization becomes essential, and the receiver
must be accurately tailored to the key channel artifacts. This thesis addresses these
two challenges. As a basis of reference it uses the so-called TwoDOS system, the
first fully operational 2-D optical storage system developed to date. The developed
techniques are, however, generically applicable to 2-D optical and magnetic storage
systems.

The thesis sets out with a comprehensive study of the key characteristics of the
TwoDOS channel, including linear and nonlinear IS, various types of noise, and tem-
poral variations. The salient characteristics are described in terms of simple models,
which are validated experimentally. Special attention is devoted to the characteriza-
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tion of noise sources. As storage capacities increase, media noise becomes increas-
ingly prevalent in both optical and magnetic storage systems. For this reason a noise
characterization scheme that efficiently decomposes combinations of media and ad-
ditive noise and subsequently estimates the key noise parameters, is highly desirable.
In this thesis, such an adaptive noise decomposition scheme is proposed and ana-
lyzed. Simulation results show that high estimation accuracies are obtained at low
computational complexity.

The thesis proceeds to develop reception techniques that exploit some of the key
characteristics of the TwoDOS system. It focuses on two critical receiver building
blocks, namely the bit detector, which reconstructs the recorded bits, and the adapta-
tion loops, which continuously keep track of the system parameters.

In 2-D systems, the bit detector tends to be highly complicated because it must be
two-dimensional in nature. To simplify the detector, an adaptive equalizer commonly
precedes the bit detector in order to limit the span of the 2-D ISI. Since detector com-
plexity tends to grow exponentially with this ISI span, the use of an adaptive equalizer
permits dramatic simplifications of the detector. At high storage densities, however,
our characterization results suggest that significant ISI is left outside the span that
the detector can handle. ThissiduallSI causes a significant performance deterio-
ration. To overcome this deterioration, an innovative 2-D ISI cancellation scheme is
developed. At the heart of this scheme is a 2-D filter that ideally produces a replica
of the residual ISI. Subtraction of the filter output from the detector input produces
a new input that ideally contains no residual ISI. The 2-D filter is excited by tenta-
tive bit decisions. These are readily available in many 2-D systems as the detector
typically uses several iterations, and the decisions produced in the first iterations can
be earmarked as tentative. In the thesis it is shown analytically, through simulations
and experimentally that the application of a 2-D ISI cancellation scheme can yield
substantial performance improvements at very modest hardware cost.

Even with an adaptive equalizer, 2-D bit detectors tend to be highly complex. A
typical strategy to further lower complexity is to split the detection problem up into a
succession of smaller tasks, each typically covering a limited number of tracks. This
subdivision invariably leads to a larger detection latency, as these smaller tasks are
carried out consecutively, with the result of one task serving as input for the next.
Unfortunately the tracking capabilities of the adaptation loops within the receiver de-
pend heavily on this latency, and tend to become inadequate to track rapid variations
of e.g. DC, amplitude and timing parameters. In this thesis a scheme is proposed
that overcomes this problem by exploiting the fact that the bulk of these variations is
common across all the tracks. Accordingly, control information for the common part
of the variations can be extracted from the tracks for which detection latency is small-
est. Simulations and experimental results confirm the effectiveness of the developed
scheme.
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Chapter 1

Introduction

“Faster and larger” is the comment you often hear, when people are talking about
the evolution of data rate and capacity of storage systems. This statement indeed
indicates one of the commercial requirements for new storage devices. The need for
storing tremendous amounts of digital data has prompted the development of various
storage systems. Recently two-dimensional (2-D) storage systems have been pro-
posed as a candidate for next generation storage systems [1]. These 2-D systems are
based on reading and processing several data streams in parallel, in optical systems by
using parallel laser beams and in magnetic systems by using an array of read heads.
The exploitation of parallelism results in an increased data rate and enables an in-
creased capacity, which are effectively achieved by applying innovative 2-D channel
coding and advanced 2-D signal processing techniques.

This work aims at the development of advanced signal processing algorithms
that overcome some of the main bottlenecks in 2-D systems. Bottlenecks should be
understood as issues that seriously hamper the performance of the 2-D system. An
accurate characterization of the 2-D system is essential for the identification of these
bottlenecks. Subsequently advanced signal processing algorithms can be designed to
resolve these bottlenecks.

In this chapter the background, the motivation and the organization of the thesis
are presented. In Section 1.1 an overview of the history of storage systems and an
explanation for its great market success are given. Section 1.2 discusses the principles
of optical storage systems and also the extension of the conventional one-dimensional
(1-D) system to its 2-D equivalent. In Section 1.3 a similar discussion is given for
magnetic storage systems. An overview of the signal processing algorithms involved
in 1-D storage systems is presented in Section 1.4. Finally, in Section 1.5 an outline
of the thesis is given.

1.1 Digital Data Storage: History and Trends

During the emergence of the digital era, the fast growth of information technology
demanded the transmission and the storage of digital data in huge volumes and at high
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speed. As a result the development of improved communication and storage systems
and this growth came together. Whereas communication systems transport informa-
tion from one location to another, storage systems do it from one time to another.
The common goal is to eventually retrieve the stored or transmitted information as
reliably as possible. The information is represented in the form of digital binary data.
Although communication systems and storage systems have a lot of similarities, in
this work the focus is on storage systems.

In Fig. 1.1 a schematic overview of a general digital storage system is shown. In
general the functionality of the systems can be described as storing (accomplished by
the write channel) information on a specific media at one point in time and retrieving
(accomplished by the read channel) it from the media at another point in time. Hence
the storage system can be considered to consist of three distinct parts: the write chan-
nel, the physical channel and the read channel. The write channel generates an analog
write signal based on the binary input data. The physical channel consists of the com-
bination of media and physical components to read/write information on the media.
Its input is the analog write signal and its output is an analog read signal. In magnetic
storage the read/write head is the main physical components, while in optical storage
the laser, the optics (lenses) and the Photo Detector Integrated Circuit (PDIC) are the
physical components of main interest. The read channel recovers the original data by
processing the read signal in accordance with certain algorithms. Typical signal pro-
cessing techniques that are utilized in the read channel are equalization, bit-detection
and timing recovery.

Several types of storage systems can be identified depending on the type of me-
dia used to store the information. The three main types are: magnetic storage, optical
storage and solid-state storage. Also a combination of magnetic and optical storage
has been proposed: the magneto-optical system [2]. In this work only systems that
are based on rotating discs will be discussed, both of the magnetic and optical type.
The evolution of densities and data rates of magnetic and optical storage systems is
shown in Fig. 1.2. In the left plot the densities of the different standardized optical
storage systems are shown: Compact Disc (CD), Digital Versatile Disc (DVD), DVD
Dual-Layer (DVD-DL), and finally Blu-Ray disc. Furthermore the densities for the
experimental Two-Dimensional Optical Storage (TwoDOS) system and for the mag-
netic Hard Disk Drive (HDD) are shown. In the right plot (evolution of data rates) the

Binary data Road Bina(;y tdata
to be written Write Physical Channel: ead Y
—_—> > . " Channel: —
Channel head and media . .
4 4 | signal processing
Analé)g write signal Analog; replay signal

Figure 1.1: Schematic overview of a general storage system.
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Figure 1.2: Evolution of areal density and data rate in storage systems.

Read-Only-Memory (ROM) versions of the CD and DVD are compared to the read
versions of Blu-Ray, TwoDOS and HDD.

Although the depicted evolution has been mainly due to technological improve-
ments made in the physical channel (improved design of media and/or physical com-
ponents such as heads, lasers, etc.), sophisticated coding and signal processing algo-
rithms have also played an important role [3]. For a given head/media combination
the use of more advanced signal processing techniques allows the bits to be more
closely packed together on the media, resulting in an increased areal density. A
classical example of this is the increase in capacity due to the replacement of peak
detection techniques by partial response techniques in hard disk drives in the early
1990s [4-6].

The most striking performance lag of conventional optical storage technology
compared to hard disk drives is its lower data rate, and, to a lesser extent, its lower
storage density (see Fig. 1.2) [7]. On the other hand, a major advantage of optical
storage over magnetic storage is the removability of the optical media (discs) [8]. At
the time of the introduction of the CD, its capacity greatly exceeded that of HDDs.
Unlike in optical storage, the media used in magnetic storage cannot be removed from
the player and is not standardized. As a result its capacity and data rate can grow con-
tinuously due to incremental innovations [9]. Another reason for the comparatively
slow evolution of optical storage densities, besides the inertia that arises with stan-
dardization processes, is the slow pace at which the wavelength of laser diodes has
improved. Fig. 1.2 shows the current status of HDD, with a data rate of 1 Gb/s,
and a density of 100 GbAnwhereas Blu-Ray achieves a data rate of 35 Mb/s and a
density of 14.7 Gb/i Fundamental physical limitations exist in magnetic storage,
which ultimately restrict achievable densities in the order of 1 Pldind data rates
in the order of 10 Gb/s [10,11]. In the following two sections, a more detailed discus-
sion will be given about the evolution of optical and magnetic storage technologies.
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1.2 Optical Storage

Although optical storage dates back to the early 1970s [12], the first commercial suc-
cess was achieved with the introduction of the CD in 1983 [13]. At that time, the
CD provided an alternative for magnetic storage systems with the following advan-
tages: high capacity (680 MB on a disc with a diameter of 12 cm), removability
of the disc without risk of damaging the data and finally its reliability (there is no
risk of erasure of bits and the addition of a transparent protective layer avoids head
crashes like they occur in magnetic disc systems). CD uses prerecorded, replicated
discs (so-called CD-ROM, read-only memory) to store digital audio at an informa-
tion density of aboufium?/bit. This information density is directly related to the
size of the optical spot which is diffraction limited. This size depends only on the
wavelength of the laser and the numerical aperture (NA) of the objective lens where
NA is defined as the sine of the opening angle of the light cone that is focused on
the storage medium. For CD, an infrared laser is used with waveléangth780nm

and furthermore NA = 0.45. The thickness of the transparent disc (that serves as
the protecting cover-layer for the data) is 1.2 mm. Despite its gigantic success, the
CD suffered from one major disadvantage with respect to magnetic storage: it does
not permit information to be written and/or erased. This disadvantage was circum-
vented later on with the introduction of the CD-RW (rewritable), which is based on
phase-change techniques [14].

In Fig. 1.3 the evolution of optical storage systems is shown together with the
corresponding capacities and physical parameters. Furthermore also the disc for-
mats are shown on which the distance between two neighboring tracks is indicated.
In 1996 the successor of the CD standard, known as digital versatile disc (DVD),
was introduced. DVD has a storage capacity of 4.7 GB. This enlarged capacity was
achieved by exploiting improved physical components: a red laser with wavelength
A = 650nm, an objective lens with NA = 0.60 and a substrate thickne§s6ahm.

The main field of application for DVD is digital movie, whereas CD focused on dig-
ital audio. In conjunction with the breakthrough of high-definition television, the
need for even higher storage capacities emerged in the development of new optical
disc systems.

Currently, two standards are competing to be the third generation optical storage
system: the Blu-Ray disc (BD) [8] and the high-definition digital versatile disc (HD-
DVD) [15]. In Fig. 1.3 only BD is depicted but properties of HD-DVD are similar.
Both standards use blue laser light with a wavelength of 405 nm. The BD format is
based on a NA of 0.85 and a cover layer of 0.1 mm thickness. It achieves a capacity
of 23.3, 25 or 27 GB on a single storage layer. The HD-DVD format is based on
a NA of 0.65 and a cover layer of 0.6 mm thickness. It achieves a capacity of 15
GB for ROM and 20 GB for RW. Although the capacity of HD-DVD is lower than
that of BD, HD-DVD is less sensitive to dust and scratches compared with BD, due



to the use of a thicker cover layer. Furthermore, the 0.6 mm cover-layer fabrication
process of HD-DVD is similar to the conventional DVD technology, which results in
a lower overall fabrication cost. At this point in time, it is not clear which of the two
standards will be the winner of the competition.

Beyond these standardized products, much new research is in progress for the de-
velopment of optical systems with capacities and data rates beyond those of BD/HD-
DVD [16]. In Fig. 1.3 one of these systems is depicted, namely the TwoDOS system.
It utilizes the same physics as the BD system but, based on innovative signal process-
ing techniques, it achieves a capacity of 50 GB at a data rate which is 10 times the
data rate of BD. The basic operation of this experimental system will be explained in
more detail in Section 1.2.2, whereas the basic operation of the standardized products
will be discussed in Section 1.2.1.

Summarizing, optical storage is the preferred technology when high-density stor-
age on removable storage media is required, for a number of different reasons: low
cost, exchangeability between all drives from different brands (obtained through stan-
dardization), and, last but not least, robustness. This technology is ideal for content
distribution because of its low-cost replication, and plays a key role in the archival of
data. In the near future, optical storage devices will continue to form an integral part
of the daily life of both consumers and specialist users.

1.2.1 Single-Spiral Optical Discs

In general, an optical storage system operates based on different intensities of re-
flected light for the ones and the zeros that are to be recorded. On a read-only disc,
microscopically small lands and pits are arranged in a spiral path. The lands and pits
represent the digital binary data. The pits on the disc scatter the light and result in a

CD (650 MB)

DVD (4.7 GB)

BD (25 GB)

TwoDOS (50 GB)

A =780 nm

) NA=0.45
0.4 Gb/in’
1x: 1.2 Mb/s

1.2 mm substrate

| A =650 nm
NA=0.6

2.8 Gb/in®
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Figure 1.3: Generations of Optical Storage. The parameters shown are:

disc capacity, physical parameters (wavelengtiand Numeri-
cal Aperture, NA), areal density and substrate thickness.
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Figure 1.4: Schematic overview of an optical storage system.

low reflectivity. The lands however have a high reflectivity. As a result pits and lands
cause different reflected light intensities, making them distinguishable at the receiver
end of the system.

The production of the read-only discs is called mastering and is achieved by me-
chanically impressing a negative image of a master stamper. For rewritable media the
information is not stored by lands and pits but by areas where the state of the alloy is
different. Inits preferred crystalline state, the alloy reflects light in a unique direction.
In the amorphous state the light is reflected equally in all directions. As a result the
two states cause different reflection intensities, again making them distinguishable at
the receiver end.

Fig. 1.4 depicts some of the basic elements of a conventional 1-D optical disc
player. The light beam, generated by a semiconductor laser diode, is focused on the
disc by a beam splitter and an objective lens. A servo procedure (not shown) ensures
that the optical spot is centered on a single track of mastered pits. The reflected light
is focussed on the Photo Detector Integrated Circuit (PDIC). This PDIC generates an
electrical signal according to the intensity of the light. As a result pits (or amorphous
areas for RW discs) on the disc result in electrical signals with a low amplitude while
lands (or crystalline areas) result in signals with a high amplitude. Based on this
information the read channel is able to retrieve the information that was written on
the disc.

As mentioned before, the light is focussed by the objective lens down to the limits
of diffraction, resulting in the well-known airy light intensity profile [17]. The full-
width at half-maximum of the light profile is known as the airy distance and is of
major importance to optical storage since the achievable density of the disc will be



governed by this parameter. In general, the spot size is determined by two parameters:
A and NA. The airy distanceairy (Which is half of the spot size) is defined as

A

Qniry = m (1-1)

and is a fundamental quantity because the permissible distance between two adjacent
bits is ruled bygairy. If the distance is smaller than the airy distance, Intersymbol
Interference (ISI) arises, i.e. light is reflected not only by the current bit but also
by bits adjacent to the current one. In the tangential direction (along the track) ISI
is allowed because the receiver is able to deal with it up to a limited amount. As a
result, the tangential distance can be reduced below the airy distance but only to a
limited amount. In the radial direction (orthogonal to the track), cross-talk cannot
be handled in conventional single-spiral disc systems. Hence the intertrack distance
must be larger than the airy distance. As a result the total amount of bits that can be
stored in a specific area is limited by the airy distance. More precisely the area of a
user bit cell scales proportionally fa/NA)2.

Besides the limit in achievable capacity for a given combination of laser and op-
tics, there exists also a limit on the achievable data rate. The maximum achievable
data rate is limited by the maximum rotation velocity of the disc, which is limited by
the maximum centrifugal forces the polycarbonate disc can endure without breaking.
Experiments have shown that the ultimate linear velocity at the outer radius of a stan-
dard 12 cm disc is approximately 56 m/s. Whereas the capacity scales proportional to
(A\/NA)?, the maximum data-rate depends on the tangential bit size only and scales
linearly withA /NA. Hence, in optical storage, the maximum data rate does not keep
pace with the growth in storage capacity. While the time to record a full DVD at the
maximum rate amounts 5 minutes, it takes about 12 minutes to write a full BD [18].
One possible solution for this problem is the parallel writing/reading of tracks on a
disc. This parallel access will be referred to as 2-D storage and is the topic of the
next section.

1.2.2 Two-Dimensional Optical Storage

The first and so far only 2-D system on the market has been introduced by Zen-
Kenwood around 1997 under the TrueX trademark [19-21]. A schematic represen-
tation of the system is shown in Fig. 1.5. Because of the strong market position of
the standardized CD and DVD format, the TrueX system was bound to read these
formats (single-spiral discs). Although the TrueX system uses 7 laser spots, the gain
in data rate did not amount to the same factor for these discs. Basically there are two
reasons for this. The first reason is the fact that the data is read discontinuously and
when one of the beams reaches a zone that was read previously by another beam, it
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Figure 1.5: Schematic representation of the Zen-Kenwood technology.

has to jump to another zone of the disc. That jump is quite time consuming. The sec-
ond reason is that data are not read in the correct order, and hence must be re-ordered
to re-form logic data blocks and to ensure correct reading of the disc.

To really benefit from the multiple spots in the system, the format of the disc
should be adapted accordingly. This results in a multi-track disc in which the jump
necessary in the TrueX system becomes unnecessary. The combination of multi-
track recording and multi-spot reading allows the data rate to be increased by a factor
equal to the number of tracks on the disc, i.e. the number of parallel laser beams. An
experimental system, called Two-Dimensional Optical Storage (TwoDOS), utilizes
this combination to achieve an increase in data rate with a factor of 10 with respect
to the Blu-Ray system using the same physics. In Fig. 1.6 the disc formats of Blu-
Ray and TwoDOS are shown. In contrast with conventional optical storage, where
the bits are stored in a single spiral (a 1-D sequence of bits), in TwoDOS the bits are
organized in a so-called broad spiral [18]. Within a single rotation of this broad spiral,
a number oL bit-tracks are placed besides each other to form a hexagonal structure.
Adjacent rotations of the broad spiral are separated by a guard band consisting of a
bit-track without any pits. The data is read out with an arraly lafser spots arranged
such that each spot is centered on one of the bit-tracks within the broad spiral.

An additional advantage of multi-track storage is that it can lead to an increase of
areal density [22]. As mentioned earlier, traditional 1-D systems treat cross-talk as



Figure 1.6: Disc formats of Blu-Ray disc and TwoDOS systems.

undesired interference, and efforts in advanced signal processing have mainly been
directed towards an increase of the tangential linear density, while increases of radial
density (number of tracks that can be packed in the radial direction) have generally
been neglected. As a result the tracks are separated by a distance that makes radial
ISI negligible. Recently, however, crosstalk cancellers have been used to permit an
increase of radial density [23]. Also the use of 2-D modulation codes can allow a
reduction of the impact of radial ISI as demonstrated in [24]. Nevertheless, as radial
ISl increases, all those methods deteriorate quite quickly. As a result, to increase the
radial density substantially, radial ISI should not be treated as undesired crosstalk but
as information.

In 2-D systems, the different tracks are read out simultaneously, resulting in an
array of signals. This array is used as input of the read channel which performs par-
allel processing on the signals of the array. The parallel processing makes it possible
to treat the radial I1SI present in the different signals, as information in the detection
process. Because the data is stored on a fixed hexagonal lattice, a stationary 2-D bit
configuration is present under every spot at each detection instant. By accounting for
all ISl (tangential and radial ISI) in the read channel, the distance between the tracks
can be narrowed within the broad spiral (equivalently increasing the radial density),
hence an increase of the quantity of information stored on the disc.

The improvements in data rate and in capacity of 2-D optical storage are made
possible by advanced signal processing techniques, which are necessary to reliably
detect the bits of the new disc format. An additional advantage of 2-D systems is the
fact that it can be implemented on top of the capacity/data rate improvements that
are obtained by further improving the laser wavelerigiamd the NA of the objective
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lens. Hence the 2-D approach is orthogonal to other approaches for improving the
capacity and the data rate of optical storage systems. For this reason the 2-D ap-
proach was discussed separately from other new optical storage technologies, which
are discussed in the next section. Two-dimensional optical storage is the main topic
of this work and a more comprehensive introduction to it is given in chapter 2.

1.2.3 New Technologies

By extrapolating the parameters of the conventional standardized optical storage sys-
tems (see Fig. 1.3), the capacity and the data rate of the next standard are expected to
be around a Quarter Terabyte (QTB) per layer and 150 Mb/s (1x), respectively. The
exact capacity and data rate has always been defined by a particular target application
for each new format: CD for audio (74 minutes in digital format), DVD for a full-
length movie (about two hours in MPEG2 coding) and finally BD (or HD-DVD) for
movies in high-definition format. Besides these specific target applications, several
other application fields continuously demanded higher storage capacities and higher
data rates: data archiving and software distribution, in particular PC-games with a
high video resolution.

At this moment the target application of tA® generation system is less clear.
There is a general trend to store digital content (audio and video) on hard-disks,
witness the commercial success of the Apple iPod. The device containing the hard-
disk is becoming the multimedia center of the home, containing digital audio, digital
video and personal data. This multimedia center generally also contains an optical
drive to archive data. This optical drive should have a reasonable storage capacity
but more importantly the data rate will be a key factor, as already explained before.
Other possible applications for the new generation of optical drives are 3-dimensional
video, interactive video and gaming with full-resolution video content.

In search of the next generation of optical storage devices, many research efforts
have been established, each of them with its advantages and disadvantages. In this
section a brief overview will be given of the different approaches.

Near-field Storage

One possible solution for increasing the capacity, is increasing the NA of the lens
beyond 1. This is possible by reading data through a “solid immersion lens” (SIL)
[25]. This type of optics is already used in microscopes and in lithography equipment
for semiconductor production. The SIL uses the different refractive indices of glass
and air to achieve a high NA. The SIL optical head is composed of a hemisphere
which is made of high refractive index glass and high NA focusing objective lens [18].
The attribute “near-field” refers to the extremely short distance between the
read/write head and the disc surface. Since the intensity of the reflected light is very
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sensitive to the distance between the head and the disc, the SIL should be allowed to
fly over the disc at only a few ten nanometers from the disc [26]. A system using an
actuator accomplishes this by carrying the head and containing the SIL. The roughly
25 nm gap is directly comparable to the distance between the head and the disk sur-
face in hard-disk assemblies. In literature experimental systems based on near-field
technology, have been described that have a capacity of 150 GB per layer [27, 28].

Multi-layer Storage

Commercial optical discs are now available in dual-layer formats, where the two lay-
ers are separated by a distance that is relatively large compared to the focal depth of
the laser beam. To increase capacity, it would be desirable to increase the number of
layers. It is well known that the amount of spherical aberration increases consider-
ably with the number of layers [28]. This aberration originates from crosstalk from
adjacent layers and interference of out-of-focus tracks, and causes great difficulty in
the read-out electronics [29]. However, for a limited amount of layers the aberrations
can be controlled and reliable read-out can be be realized. One of the main reasons
that discs with more than two layers have not been commercially available is the
increased production cost for these types of discs. Experimental systems have been
demonstrated that use 4 or 8 layers [28]. Results show that 100 or more layers may be
possible with conventional thin-film technology if sufficient read-out signal-to-noise
ratio is obtained [29, 30].

Multi-level Storage

On conventional optical discs data is stored only via a binary alphabet. A natural and
immediate idea to increase the capacity of disc is to use a larger alphabet. This idea
has, of course, been extensively studied in the past, but has not been very successful.
A rewritable multi-level system can be realized by recording marks with different
sizes [31]. For read-only systems the reduction in mark size is difficult to achieve
because the pits have to be mastered and replicated. To overcome this problem pit-
edge modulation has been proposed: a multi-level signal is generated by shifting
the rising and falling edge of the binary modulated signal in discrete steps during
mastering of the disc [32—34, 34]. Another option is to modulate the pits in the radial
direction as discussed in [35]. Also pit-depth modulation has been proposed [36].
Besides the problem of mastering, the multi-level approach is not compatible with
the existing formats. For all those reasons and the need of high Signal-To-Noise
Ratio (SNR), multi-level storage has not been a great success.
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Holographic Storage

In optical holography, data is stored throughout the volume of the recording medium,
as opposed to on the surface for disc storage systems. Data are impressed onto an
optical coherent beam using a spatial light modulator or page composer. The signal-
bearing beam interferes with a reference beam inside the recording medium to pro-
duce an interference grating, representing a data page. Multiple gratings are super-
imposed by varying the optical properties of the reference beam, a process referred to
as multiplexing. Upon data retrieval or read-out, a single reference beam is incident
on the medium under the same conditions as used for storage, producing a diffracted
beam representing the stored data page. The diffracted beam is detected by a detec-
tor array, which allows extraction of the stored data bits from the measured intensity
pattern.

Since data can be accessed through large pages, holographic memories can offer
extremely high data rate, as fast as 10 Gb/s. An important limitation to holographic
memory developments is that the power of the refracted signal is reduced with the
number of holograms that are superimposed. As a result, at high density numerous
pages are superimposed which leads to low reflection and the information cannot be
accessed at high rate with high reliability. Therefore holographic memories are facing
the problem of having to realize a trade-off between access speed (which optical
memory generally lacks) and capacity. To be competitive, holographic memory needs
to achieve 500 Mb/s and 250 GB on a 12 cm disc. This technology is not available
yet but with improvements of medium and read-out techniques this could be achieved
in the next few years.

1.3 Magnetic Storage

Digital magnetic storage systems originated after the second world war, closely linked
to the development of the first digital computers [9]. IBM’s 350 was the first disk
drive system and was invented by Johnson in 1956 [37]. The drive consisted of 50
disks of 24 inch and could contain about 4.4 MB of data. From that point on, storage
capacities, data rates and price per bit have undergone a rapid and continuous growth.
In 2008 disk drives with a capacity of 1 TB are commercially available containing

4 disks of 3.5 inch. In the 21st century applications for hard disks have expanded
beyond computers to include digital video recorders, digital audio players, personal
digital assistants, and digital cameras. In 2005, the first mobile phones to include
hard disks were introduced.

Continuous improvements in both recording/reading heads and magnetic me-
dia (the disk itself) have been the key enablers of this evolution. The heads have
been made considerably smaller and more sensitive, allowing writing and reading of
smaller bits. Also the distance between the disk and the flying heads has been re-



13

duced from about 6.35 mm for the IBM 350 to 10 nm and below nowadays and as
this distance is one of the determining factors of the achievable resolution (i.e the
smallest disk region that reliably can be written or read), a higher storage density
can be achieved. The main media improvements were the reduction of the substrate
coating thickness, the improved quality of the coating (flatness, robustness) and the
improved thermal stability of the magnetic material (to avoid the problem of thermal
bit erasure).

Besides these improvements in the physics of the system, also improvements in
the signal processing algorithms have led directly to increased storage capacities. The
continuously increasing capabilities of digital electronics allowed the signal process-
ing algorithms to be more complex. In Section 1.4, the developments in the signal
processing algorithms utilized for data storage will be discussed in more detail. In
the next section the operation of magnetic storage systems will be discussed.

1.3.1 Longitudinal and Perpendicular Storage

Figure 1.7 depicts schematic views of both longitudinal and perpendicular disk drives.
In both types of magnetic drives, the information is stored in the recording layer of
the magnetic disk in the form of small regions with a magnetization in either one of
the two opposite directions. These regions are denoted as magnetic elements and the
direction of magnetization of these elements represents the bits. In longitudinal mag-
netic storage the medium is magnetized in the direction of the disk motion, whereas
in perpendicular storage the medium is magnetized vertically, i.e. perpendicular to
the direction of disk motion [38]. The recording (i.e. writing) of the information

is accomplished by applying a signal current to the windings of the recording head.
This current magnetizes the head and causes a flux pattern that follows the head poles
and fringes from the head due to the presence of an air gap. The fringing head flux
magnetizes the media. A very small distance of the head to the media is a prerequisite
for high information densities as it determines the achievable resolution. To achieve a
very small distance, the magnetic head is a flying head that uses air bearing to levitate
at a constant height over the disc (called flying height).

During the read-out process the magnetization of a bit region causes a flux in the
head, resulting in a voltage across the windings of the head. The detection of the
bits is realized by monitoring this voltage. This type of head is called an inductive
head and is also depicted in the figure. In replacement of these inductive heads,
magneto-resistive (MR) heads have been introduced for reading. MR heads use a
sensor of magneto-resistive material that is placed between two shields. The excellent
sensitivity of these MR heads has been a key factor in the density improvements after
1992.

Up to a few years ago, all commercial HDDs used longitudinal storage while
perpendicular storage received a lot of scientific attention but was not commercial-
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Figure 1.7: Comparison of longitudinal and perpendicular magnetic stor-
age.

ized [39]. However in 2006, the first commercial HDD based on a perpendicular
arrangement was introduced allowing higher densities (in 2007 the first commercial
HDD with a capacity of 1 TB was introduced based on perpendicular storage). Per-
pendicular storage achieves a higher density because the alignment of the bits in this
manner takes less platter area than in the longitudinal system [40]. Hence bits can be
placed closer together on the platter, increasing the number of magnetic elements that
can be stored in a given area. Another reason for the increased capacity of perpen-
dicular systems is the higher coercivity of the magnetic material. This is possible due
to the fact that in a perpendicular arrangement the magnetic flux is guided through a
magnetically soft underlayer underneath the hard magnetic media films. This mag-
netically soft underlayer can be effectively considered as a part of the write head,
making the write head more efficient, thus making it possible to produce a stronger
write field gradient with essentially the same head materials as for longitudinal heads,
and therefore allowing for the use of the higher coercivity magnetic storage media.

1.3.2 Two-Dimensional Magnetic Storage

The motivation of multi-track recording/multi-head reading is twofold: increasing the
overall density and increasing the data rate. As already stated before, a conventional
1-D system does not treat the radial ISI as information but considers it as interference.
However in a 2-D system the radial ISI can be treated as a source of information.
Hence the radial density can be increased considerably by placing the different tracks
next to each other without any guard space in between them [41]. Besides the increase
in density, also an increase in data rate is achieved by using an array of heads to read
out the information on the disk.

A general multi-track/multi-head configuration is depicted in Fig. 1.8, together
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Figure 1.8: General multi-track multi-head configuration in magnetic stor-
age system.

with the disk format [42]. The basic idea of such a configuration is to adapt the
format of the disk to the multi-head read process [43]. Basically the information on
the disk is stored in a multi-track format that is then accessed by parallel reading.
For magnetic storage the parallel tracks are contained within concentric meta-tracks.
The parallel multi-track reading overtracks is performed by an array Nfmagnetic

read heads.

The detection process should be based on multi-channel signal processing the-
ory. Hence a multi-input, multi-output (MIMO) problem statement can be used as
basis for simultaneous detection of the read-out signals from the interfering magnetic
tracks [22]. In Chapter 2 receiver structures will be discussed that can be applied for
bit-detection in these 2-D magnetic storage systems.

1.4 Basic Signal Processing for 1D Storage System

In Fig. 1.9 a more detailed overview of a storage channel is depicted (see Fig. 1.1 for
the general overview). As already stated before, the user data is stored via the write
channel on a physical media. The media together with the physical components to
read and write, form the physical channel. Finally the read channel recovers the
stored user data.

Error-Correction Coding (ECC) is first applied to the user data to prevent burst
errors. To this end the ECC encoding step adds some redundant information [44]. In
many commercial HDDs, Reed-Solomon codes with certain degrees of interleaving
are used [45]. The encoded bits are then subject to another type of coding, namely,
modulation coding [44]. The purpose of modulation coding is to match the data to
the characteristics of the physical channel and to help in the operation of various
adaptation loops [46,47]. Many types of modulation codes are used depending on
the specific needs (see Section 1.4.1). The modulation-encoded bits are the actual
bits that are stored on the media. The pulse modulation block converts these bits into
an appropriate write-current waveform which can be used by the physical storage
channel. For example in magnetic storage, each current pulse is properly shaped
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Figure 1.9: Block diagram of digital optical storage system.

and positioned (by means of pulse shaping and write precompensation) to counteract
nonlinear distortions in the recording process. These operations are performed in the
pulse modulation block.

In the overall block diagram, every block in the write channel has a counterpart in
the read channel. The analog signal that is generated by the physical channel during
read-out, is processed by front-end circuits (e.g. amplifier, bandlimiting filter, analog
to digital convertor, ADC, etc.) which condition the replay signal prior to the channel
Signal Processing (SP) block [48]. The channel SP block aims at recovering the data
written on the disc as reliably as possible. To this end, an equalizer shapes the sig-
nal according to certain pre-chosen criteria so that a data detector is able to recover
the binary data with as few errors as possible, while a timing recovery block ensures
the detector operates at a digital signal that is sampled synchronously with respect
to the recorded bits [3, 6]. The detected data sequence is then applied to a modula-
tion decoder and finally to an error-correction decoder. The resulting recovered data
sequence is the best estimate of the user data at the input of the storage system.

In this section we describe the state-of-the-art in signal processing algorithms for
storage systems. Although the SP algorithms in optical storage (see [49,50]) and in
magnetic storage (see [6, 9]) are tailored to different applications, they are very sim-
ilar. As a result, the SP algorithms described in this section, are applicable to both
systems. If a specific algorithm is tailored to one of both systems, this will be explic-
itly mentioned. The focus is on the advanced digital signal processing algorithms that
are of particular interest for the remainder of this work. The main important terms are
discussed in more detail: modulation codes, detection principles and other important
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Table 1.1: Part of the EFM conversion table
User data sequence EFM sequence
00000000 01111000111111
01010101 00000011111000
01111100 01111111111110

I

I

11010010 11100011100001
11111111 00111111100011

signal processing techniques (e.g. equalization and timing recovery).

1.4.1 Modulation Codes

As already stated above, the task of the modulation encoder is to convert its input
data into a constrained sequence which is suitable for the physical storage chan-
nel. Run-Length-Limited (RLL) codes are widely used for this purpose in digital
magnetic and optical storage systems. They are also knowah, scodes, where

d+ 1 andk+ 1 are respectively the minimum and the maximum lengths of strings of
identical symbols in the encoder output stream. dfenstraint controls the high-

est transition frequency and thus has a bearing on intersymbol interference when a
bandwidth-limited channel is considered. THeonstraint limits the maximum tran-
sition spacing and ensures that the adaptation loops are updated frequently enough.
For example, timing is commonly recovered with a phase-locked loop which adjusts
the phase according to observed transitions in the waveform, anklidbestraint
ensures an adequate number of transitions for synchronization of the read clock.

The benefits of RLL codes come at a cost in the form of redundancy that is added
in the data stream. On the averagesource symbols are translated imf@hannel
symbols. The rat® of the modulation code is given By= p/q. Clearly0 < R< 1.

In general RLL codes will decrease the overall throughput of the system, resulting in
either a lower data rate, or a lower Signal-To-Noise Ratio (SNR) in case the baud rate
1/T was enlarged to achieve the same overall user data rate [3]. In general, the baud
ratel/T is defined as the number of modulated bits read from the media per unit of
time, i.e. it takesl' seconds to read one modulated bit from the physical media.

In practical storage systems, theconstraint is restricted to 0,1 or 2; and the
k-constraint ranges between 2 and 10. For example, in the CD system the Eight-to-
Fourteen Modulation (EFM) code is used, which is a (2,10) code (Rith8/17).
In Table 1.1 some examples of the conversion of the user data to the modulation
encoded bits are given for the EFM code. In this code 8 user bits are converted into
14 modulation encoded bits [51]. In magnetic storage systems, the ratkes 6f
codes have been steadily increasing over the years, from initially3fate 19/20
and 64/65 [52].

Besides these improvements in rates, further enhancements have been introduced
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in recent years: the combination of RLL codes with parity bits in parity-based post
processing schemes [52] and a Maximum Transition Run (MTR) constraint which
eliminates the critical bit patterns that cause most errors in sequence detectors [53].
For optical storage, modulation codes often also need to have the DC-free property,
i.e. they should have almost no content at very low frequencies [54]. This DC-free
constraint significantly reduces interference between data and servo signals. Further-
more it facilitates filtering of low-frequency disc noise, such as finger marks on the
disc surface.

1.4.2 Detection Principles

The objective of the channel SP block (see Fig. 1.9) is to recover the data written on
the disk as reliably as possible. In the remainder of this work this block will be de-
noted as the data receiver. The analog replay signal coming from the physical channel
is preprocessed by front-end circuits. These circuits comprise an anti-aliasing filter
and an ADC to convert the analog signal into a digital signal. This digital signal is
subsequently used as the input of the data receiver. Generally, the receiver can be con-
sidered to consist of two parts: a detector and a preprocessing part. The preprocessing
part aims at transforming the receiver input signal into a signal with properties that
are desired by the bit-detector. Typically this part consists of an equalizer to shape the
ISI structure, a timing recovery circuit to make the detector input signal synchronous
with respect to the baud ralg T, and some additional signal processing blocks with

a specific purpose (e.g. offset and gain control). The type of detector that is used,
determines the desired operation of the preprocessing blocks. Therefore the different
types of detectors will be discussed first and in the next subsection the other signal
processing blocks will be discussed in more detail.

Strictly speaking, detectors come in two categories: symbol-by-symbol detectors
and sequence detectors. Symbol-by-symbol detectors essentially make a memoryless
mapping of the detector input into detected bits. Peak detectors are a typical example
of this type of detectors and were the universal choice for data detection in magnetic
storage until the 90s [55]. In optical storage systems, a slicer is a typical example of
a symbol-by-symbol detector that is extensively used in CD systems. To account for
the ISl in the system, symbol-by-symbol detectors should be properly combined with
RLL coding. In optical storage systems the use of a nonlinear equalizer called limit
equalizer [56] and a post-processing scheme to correct dominant errors in the thresh-
old detector output [57] have been proposed to improve the performance. These addi-
tional schemes make the receiver more robust against ISI and other artifacts, such as
media noise. However, as tangential storage densities increases, the overlap between
neighboring pulses becomes severe and the peak detector performance deteriorates
significantly, even with the use of these additional mechanisms [58].

Sequence detectors make a symbol decision based on observation of signals over
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Figure 1.10: Schematic overview of a PRML system.

many symbol intervals and, as a result, they can perform considerably better than
symbol-by-symbol detectors in the presence of large amounts of ISI. Maximum Like-
lihood Sequence Detectors (MLSD) are the most prominent example of sequence
detectors and are typically implemented as a Viterbi detector (see Section 1.4.3 for
more explanation about Viterbi detection) [59-62]. The optimal detector can gener-
ally not be realized because of its excessive complexity. Hence, in real applications,
sequence detectors are invariably used in combination with an equalizer, which re-
duces the effect of ISI to a certain extent [63]. Receivers of this type are known as
Partial-Response Maximum-Likelihood (PRML) receivers [4] and are widely used
in magnetic storage systems since 1990 and also in the Blu-Ray Disc system [16].
Fig. 1.10 depicts a PRML system. The dafais corrupted by the channel which

is characterized by an unknown impulse respdnsand an additive noise sequence

Vk. The received signak is input of the equalizer with impulse responge The
equalized signaj is input of the VD which is designed for a predefined target re-
sponse. In general, a target response defines the expected ISl structure at the detector
input and may characterized by the impulse resparséhe memory lengtle of

the target response influences the complexity of the VD following an exponential rule
( 2°), see Section 1.4.3 for further explanation about the VD. The equalizer serves,
roughly speaking, to transforhy into gx. The equalizer impulse responsgis com-

monly adapted based on the error sigealvhich is difference betweey anddy,
wheredy is the desired detector input signal. The adaptatiom,ofs discussed in
Section 1.4.4. The VD produces bit decisi@as The operation of the VD will be
explained in Section 1.4.3.

The choice of the target respongeis crucial for guaranteeing optimal system
performance [64]. Hence, in literature, numerous methods have been proposed for
choosing a target response based on several criteria [65—69]. In general Viterbi de-
tectors are optimal in case there is no residual ISI (RISI) at the detector input and the
noise is spectrally flat (i.e. white). As we will see in Chapter 3, RISI and non-white
noise will be key problems in 2-D systems which each require designated solutions
to guarantee acceptable system performance. The most favorable chaice/éald
be one which yields a limited amount of ISI components to limit the complexity of
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the VD, and which has an amplitude spectrum that is similar to the one of the channel
to minimize noise enhancement.

Mismatches between channel and target causes the noise to be colored at the
VD input and the VD becomes a suboptimal detector. Several modifications have
been proposed to improve the performance based on the noise characteristics: for
colored noise [70-72], for data-dependent noise [73] and for data-dependent colored
noise [74, 75]. Basically all these modifications can be divided into two groups:
techniques where the target is adapted such that the noise is as white as possible [76]
and techniques where noise prediction within the VD is used to effectively whiten
the noise [77-79].

Besides these modifications for noise characteristics, also modifications for non-
linear channels have been proposed. By employing a linear target response, it is not
possible to cover nonlinear ISI components, which can be significant especially at
high storage densities. As a result significant Residual ISI (RISI) remains at the de-
tector input, which deteriorates the performance of the detector significantly. For this
problem, researchers have proposed two types of solutions: a nonlinear equalizer to
minimize nonlinear IS| at the detector input, and a modified detector that accounts
for the nonlinear ISI at its input. In the latter solution the VD is not matched anymore
to the linear target respongg on which the equalizer is based but it is matched to
a nonlinear target response, often described by a look-up table, denoted as the VD
ideal values table. In this table, for every possible combination of bits within a pre-
defined window (normally with the same length as the linear target respgpnsn
entry is stored that represents the VD ideal input value. This table is used in the VD
for the computation of the branch metrics, see Section 1.4.3 for the definition and
the computation of branch metrics. The entries in the table account for all nonlinear
ISI which is still present after equalization [76, 80]. These ideal values are adapted
based on the Least Mean Square (LMS) algorithm and are used in the VD for the
computation of the branch metrics. Significant performance gains are possible when
such measures are employed [74,81-83].

Another detection technique of interest is the Decision-Feedback Equalizer (DFE)
[84,85]. In Fig. 1.11 a schematic overview of a DFE is depicted. The DFE consists
of a feedforward filter, a feedback filter and a slicer. The feedforward filter equalizes
the signal into a target response which is constrained to be causal so that precursive
IS], i.e. interference due to symbols which are not yet detected, is absent. The feed-
back filter cancels all postcursive or trailing I1SI, i.e. interference due to symbols that
have already been detected, based on past decisions such that at the slicer input only
ISI due to the current symbalk is present. To do perfect cancellation, the impulse
response of the feedback filter should contain all postcursive ISI components of the
target response. The slicer makes bit-decigipan a symbol-by-symbol basis. The
cancellation of postcursive ISI comes for free in terms of noise enhancement [3]. As
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Figure 1.11: Schematic overview of a DFE system.

a result, the DFE is optimal in the sense of minimal noise enhancement. In fact it
is the optimum receiver with no detection delay. A disadvantage of the DFE is the
problem of error propagation, i.e. erroneous decisions propagate via the feedback fil-
ter and can corrupt subsequent decisions. Fortunately, error propagation is typically
only a minor problem. Also for DFE systems, improvements have been proposed for
data-dependent noise [86] and for nonlinear channels [87].

To improve the performance further, several modifications to the basic DFE have
been proposed: for example parallel DFE [88], dual DFE [89] and multi-level DFE
[90]. Another key proposal has been to use a combination of decision-feedback and a
fixed-depth tree-search (FDTS) based detector, this combination is called fixed-depth
tree-search with decision-feedback (FDTS/DF) [5]. The FDTS detector is a depth-
limited exhaustive tree search algorithm, A good comparison of the performance of
the different types of detection techniques (PRML, DFE and FDTS) is given in [91]
and in [92].

Besides these traditional detection techniques, new techniques have been pro-
posed to improve system performance even further. One of these new techniques is
iterative/turbo detection [93-96] , which has been applied to optical systems [97, 98]
and to magnetic systems [99-101]. Another type of technique is the postprocessing
technique which try to improve the reliability of the bit decisions based on knowledge
of the nonlinear channel [102] or of the noise characteristics [50, 103, 104]. As these
new techniques are not of primary interest for this work, we will not further elaborate
on them.

1.4.3 Viterbi Detection

In this work the PRML receiver will be mainly used. In this section, the VD which

is used in the PRML receiver will be discussed in more detail. The very well-known
algorithm introduced by Viterbi in 1967 [105] is the most extensively used detection
algorithm and had a massive impact on digital communication. A Viterbi detector
(VD) performs maximume-likelihood detection in an efficient fashion and its opera-
tion is based on dynamic programming [3]. Viterbi detection is possible for optical
and magnetic storage channels because these types of channels have a finite memory
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lengthM. For example, a memory lengh of 2 bits means that the channel output
depends on the current bit and the previous 2 bits. The memory length can be reduced
by using an equalizer before detection. So in general, at thedithe detector input
signal can be written as

M
Yi(Sk-1,5) = Z)piakfi + g, (1.2)
i=

wherep is the impulse response function at the detector irggu& {—1,1} are the
bits, nk is a noise term ans_1 = [ax_wu, ---, 8-1] i the state describing the memory
of the channel and is the current state.

At the heart of the VD is a so-called trellis that is determined by the memory
length of the channel and the modulation code. In Fig. 1.12 an example of such a
trellis is shown for uncoded data and a memory lerigte= 2. The nodes of the
trellis at time instank represent all possible states In total there ares = 2V
possible states. In the trellis, each statéas two possible predecessers;. The
transitions between states are called branches. Every branch uniquely describes a
noiseless detector inpdk = ZiM:o piak_; (denoted as the reference value) whare
are the bits described by the two states that are connected by the branch and where
px is assumed to be known by the detector. Maximum-likelihood sequence detection
boils down to finding the admissible sequenigehat is closest to the detector input
sequencey in the Euclidean sense. This can be accomplished by first calculating a
metric for every branch in the trellis according to

B(sk-1,5¢) = (Yk— ). (1.3)

Subsequently the path through a sequence of states in the trellis has to be found that
has the least sum of branch metrics. This path reflects the best fit of the detector input
signaly to the calculated reference valugks The goal of the VD is to find the path
through the entire trellis that has the smallest path metric. This goal is achieved by
following a stage-wise approach. At each stagend for every stats it finds the

path with the smallest metric. This path is denoted as a survivor path, so at stage
k, there areS= 2M survivor paths, one for each state. The survivor paths can be
constructed by a recursive procedure. At each time in#tafor all states the path

with the smallest metric is calculated. The smallest metric is obtained by comparing
path metrics for its two predecessor states and subsequently selecting the smallest
path metric. The path metric for going from state; to states, can be calculated as

A 3L p(g g g, (1.4)

Whereii“j was the smallest path metric leading to stgte at time instank — 1.
As a result the smallest path metric leading to stgis calculated as

Ak = Qj?{xisﬁflvsﬂ}}. (1.5)
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Figure 1.12: Example of a trellis for a channel with memory length 2.

The selection of the path with the smallest path metric is done by a so-called Add-

Compare-Select unit. Because of the finite memory length of the channel, each of the
survivor paths will, after some amount of back-tracking, pass through the same node
in the trellis. This node uniquely defines the detected bit that is used as output of the
detector.

1.4.4 Adaptation

In Section 1.4.2 it was mentioned that equalization is an effective mechanism to shape
the signal suitable for detection, by mitigating the effects of ISI and noise. Adaptation
techniques are used in the receiver to compensate, in real-time, for variations in the
optical channel. The choice of the adaptation speed, i.e. the speed at which we react
to variations in the optical channel, is a key parameter in the design of adaptation
loops. On the one hand, we would like to make the adaptation as fast as possible to
adequately track all variations. On the other hand, fast adaptation invariably leads to
worse steady state performance due to the increased amount of gradient noise, which
is noise in the adaptation loop due to noise sources present in the system. As a result
it is desirable to adapt not faster than strictly needed to track the bulk of the varia-
tions. For the same reason it is desirable to adapt no more parameters than strictly
needed. Based on this reasoning, it is appropriate to slowly adapt the large number
of equalizer coefficients to account for the overall channel response variation and to
adapt a few important and fast-varying parameters with some dedicated fast adapta-
tion loops. Usually in storage applications these parameters are sampling phase, gain
and DC level [4].

Another key factor that plays a role in the determination of the choice of adap-
tation speed is the overall latency in the adaptation loop. In general, latencies cause
the tracking capabilities of the loop to deteriorate with respect to a loop without any
latency. Detection latency is the main source of latency in an adaptation loop and
as a result the latency of the detector should be taken into account in the design of



24 Introduction

Channel v,
CH r X y &
| k.| E k | Det
» h LY V\(/i )\ > g‘i >
----------------------------------- N " :< \A
k
gk ak
)] o

Figure 1.13: Schematic overview of an adaptive PRML system.

all adaptation loops. In 2-D systems, detection latencies are even larger and as a re-
sult the design of adaptation loops for 2-D systems are of particular importance to
guarantee acceptable system performance.

In this subsection the adaptation loops used for the different parameters are dis-
cussed. First the adaptation of the equalizer and the target response is discussed.

Equalizer and Target Response

In Fig. 1.13 a schematic overview of an adaptive PRML system is depicted, where
both the equalizer impulse responggand the target respongg are adapted. The
channel has an unknown impulse respolngsehile the detector is designed for the
target responsgx. The equalizer serves, roughly speaking, to transflagimto g.

To this end, the equalizer impulse response is adapted based on the erroggignal
This signal is a measure of the difference between the actual detector inputygignal
and the desired input signdl = (a*g)x, wherex denotes convolution. A problem is

that the bit sequena is generally not known in the receiver. However, an estimate
ax may be used to calculatk. This will work well in case erroneous bit decisions
are rare. At the startup of the system, however, many bit errors may occur when the
initial equalizer settings are far off. To avoid problems at startup, in many systems
initial acquisition is achieved by using a known data sequencéke a preamble.

In Fig. 1.13, a switch is present at the detector input that selects the detected bit-
sequencdy in case an arbitrary bit sequence is read from the disc, or the known
sequencey if a preamble is read. This switch enables a reliable initial acquisition:
during start-up, adaptation is enabled only during read-out of a preamble.

In many systems, the target response is optimized before system production and
as aresultit can be considered to be fixed. However an alternative configuration could
be to also make the target response adaptive (this configuration is shown in Fig. 1.13).
Both wy and gk are adapted based on the erepr= yx — dk. To avoid interaction
between the adaptationwf andgy, a constraint needs to be imposed on the equalizer
impulse response and/or on the target response. In many systems a monic constraint
is imposed on the target response, ge.= 1. This constraint causes the equalizer
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to approximate a canonical whitened matched filter, which is the optimum prefilter
for the VD [106]. However this optimum filter is only approximated if the target
response has sufficient length, which causes the full-fledged VD to have a rather high
complexity. The VD complexity can be reduced by either using sequence feedback
or by constraining the length of the target response (causing again a loss with respect
to the whitened matched filter) [3].

The adaptation of the equalizer coefficients can be based on the LMS technique
or on the Zero-Forcing (ZF) technique. The LMS technique is based on the Minimum
Mean Square Error (MMSE) criterion, where the objective is to minirﬁiﬁ]. This
results in the following update rule for equalizer

Wi (i) =wi—1(i) +2uarg-i forie{-W,-W+1,... W}, (1.6)

where2W + 1 is the overall equalizer length anpdis an adaptation constant which
determines the bandwidth of the adaptation loop. The choige®always a trade-

off between tracking speed and gradient noise, where gradient noise is defined as
variations around the steady-state coefficient value caused by the channaloise
The LMS technique will converge to the MMSE solution, yielding a compromise
between minimizing RISI and noise enhancement at the detector input.

In the ZF technique, RISI is forced to be zero at the detector input. This means
that the detector input will be a noisy version @ (the ideal detector input). In
practice, there are infinitely many ISI components (related to past, present and future
bits) and as a result not all RISI components will be zero but the overall amount
of RISI will be minimized across a predefined span. The update rule for the ZF
adaptation of the equalizer is

Wk(i) = Wk,]_(i) +2ugdy_; forie {*W, fW+1,...,W}. 1.7)

This update rule has the disadvantage that the loop will become ill-conditioned in
case the channel has frequencies with zero transfer, i.e. spectral nulls, while the
target response is non-zero at one or more of these frequencies. In an attempt to force
the RISI to zero for these frequencies, the equalizer coefficients will blow up to large
values, resulting in a lot of noise enhancement. A possible solution for this is the
introduction of tap leakage. The update rule is changed to

Wi (i) = (1—a)Wi—1(i) +2uedc—i forie {-W,-W+1,...,W}, (1.8)

wherea is the so-called leakage factor. When the error is zero, the equalizer coef-
ficients slowly leak to zero. This means that for frequencies where the channel has
spectral nulls the equalizer transfer will not blow up to large values.

For adaptation of the target response, the LMS and the ZF criteria are equivalent
and yield the following update rule

ok(i) = gk-1(i) + 2uedx_; forie{0,..,.G—1}, (1.9)



26 Introduction

Figure 1.14: Zero-forcing AGC loop.

whereG is the target length and is again an appropriate adaptation constant. As
already stated, to avoid interaction between the adaptatioR ahdgy a constraint
needs to be imposed on the target response: the monic constkairt 1) [67], the
unit energy constraint{, gk = 1) [65] or some other constraint [92].

Note that the LMS and ZF techniques try to minimize an objective that is not di-
rectly linked to the Bit-Error Rate (BER) of the system. Recently, adaptation methods
have been proposed that try to directly optimize the BER by using the sequence am-
plitude modulation criterion. This allows a further performance improvement com-
pared to the LMS or ZF methods. These new techniques have been developed for
equalizer adaptation [107, 108] and for target response adaptation [109].

Automatic Gain Control

In digital storage systems, received signal levels may vary widely. These variations
can be due to gain variations in the analog front-end of the system or due to variations
in the optical path (e.g. dust, fingerprints). Although the equalizer accomplishes gain
control, a dedicated adaptation loop is commonly used that accomplishes Automatic
Gain Control (AGC) [3]. The most important reason why gain variations are handled
by a separate adaptation loop is that normally the ADC is just behind the AGC and
in this way the ADC needs far fewer bits. Another reason why gain variations are
handled by a separate adaptation loop is that in general fast gain-variations cannot be
handled by the equalizer adaptation because it is only adapted slowly (due to the large
number of coefficients). The AGC loop can be fast because only a single parameter
has to be adapted, namely the gain paraneter

The AGC loop can be based on the ZF or the LMS criterion. Here the focus will
be on the ZF criterion. The LMS loop is similar [3]. Fig. 1.14 depicts a ZF AGC
loop. The AGC inputy is multiplied by the gain parameteg to produce the output
Xk. The crosscorrelation a anddy serves as a basis for the adaptation of the gain
parametecy. The update rule is given by

Ck = Ck—1+ H&Ck. (1.10)



27

|
RES

r(t r
O Apc e w, L esrel 2k
| 1 l 1
| | =
TS T

Figure 1.15: Receiver model with an inductive data-aided timing recovery
circuit.

An analysis of the dynamic behavior of this adaptation loop can be found in Sec-
tion 6.3 and will not be given in this section.

To avoid interaction between the equalizer adaptation and the AGC, commonly
a constraint is imposed on the equalizer coefficients: limit the overall energy of the
equalizer coefficients or fix the central coefficient to a fixed value (&g 1).

Timing Recovery

Up to this point, we have assumed that the receiver operates at exactly the baud rate
1/T (see Fig. 1.10). In practice this will not be true and a local resynchronisation
in terms of frequency and phase must be established in the receiver. The problem
of timing recovery is concerned with the determination of the ideal time instants at
which the samples should be taken. Clearly, timing recovery is very important since
errors in the choice of the sampling instants will directly be translated in to poor
detection performance [110]. This poor performance is because the appropriate ISI
structure (according to the target response) at the detector input is only guaranteed at
the correct sampling instants. In literature many different types of timing recovery
schemes have been proposed [3]. One possible way to accomplish timing recovery in
digital storage systems is to use a digital Phase Locked Loop (PLL) [3]. In this work a
digital PLL will be used that employs an inductive data-aided timing recovery circuit
based on a ZF adaptation criterion [47]. Inductive means that the timing information
is extracted behind the resynchronisation, data-aided refers to the knowledge of the
transmitted bits and ZF refers to the way the timing information is extracted.

In Fig. 1.15 areceiver model is depicted in which a digital PLL based on inductive
timing recovery is used to accomplish timing recovery. The analog received signal
r(t) is sampled by the Analog to Digital Convertor (ADC) which is controlled by a
free-running clock signal with frequendy Ts which is close to baud rate/T. The
digital signalr, = r(nTs) is used as input of the asynchronous equalizer (a discus-
sion about the operation and adaptation of an asynchronous equalizer can be found
in [111]), which shapes the channel ISI into an ISI structure defined by the target
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Figure 1.16: Phase-domain model of the loop filter (LF) and the numerically
controlled oscillator (NCO).

response. Subsequently, a Sample Rate Convertor (SRC) is used to resample the
equalized signay, at the baud rat&/T. The sampling phase of the SRC is deter-
mined by a phase estimaqg. The SRC together with the Timing Error Detector
(TED), the Loop Filter (LF) and the Numerically Controlled Oscillator (NCO) form

the PLL that tracks the clock phase and frequency of the binary data. The TED serves
to generate a timing error estima{ge which is an indication of the sampling phase
error at the detector input. The LF serves to filter the timing error estimate to pro-
duce an instantaneous frequency value. This value is used by the NCO to produce
the sampling phase which is used by the SRC. The NCO is implemented as an
integrator.

As already stated above, the TED is of the data-aided type, i.e. it uses the data
sequencey (either as a known preamble sequence or as bit decigign3o ensure
proper acquisition, the preamble is used as input of the TED. When the end of the
preamble is reached the PLL has sufficiently converged such that reliable bit deci-
sionséy are produced. Beyond that point these bit decisions are used as input of
the TED. Besides the data sequence also the detector input is used in the TED. The
output of the TED can be expressed as

Xk = (0 * @)k = (Yk — di) (g * )k, (1.12)

whereg is the error signalgy is the desired detector input signal (see Fig. 1.13) and
g is the sampled derivative of the target respogsdhe signal(q « a)x can easily

be approximated by convolvingy with the (1 — D?) operator [112]. By using this
operator, als@ needs to be delayed by one bit interval.

Fig. 1.16 depicts a phase-domain model of the LF and the NCO. In a phase-
domain model the operation of the different blocks is described in terms of the sam-
pling phase. The input of the LF is the phase error estirgatgenerated by the TED
and the output of the model is the sampling phase estigateat is used in the SRC.
Because the timing recovery circuit needs to be able to handle frequency offsets, the
LF is a second-order filter. The LF has a proportional branch with weighing factor
K; that ensures an average steady-state phase error equal to zero, and an integrating
branch with weighing factoK;;, which lets the loop converge towards the correct
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frequency value. The dynamic behavior of the loop can be expressed as a function of
the ideal sampling pha$ and the phasex produced by the timing recovery loop.
The transfer function of the complete loop can expressed as
CD(Z) Kt(Z— 1) + Ky
%2 =80 = T-12 KD K (1.12)
This is a second-order transfer function which may be characterized by a normalized
natural frequency, T = /K;j and a damping factal = K /(2v/Kyi) [3] -

Because at low SNRs accurate timing recovery is of crucial importance for system
reliability, many improvements to the timing recovery circuit described above have
been proposed in recent years. One of these improvements is a modification made
to the TED to account for the signal-dependent nature of media noise [113-115].
Furthermore, the joint estimation of data and ideal sampling instants has received a
lot of attention: either a direct optimization [116] or in the form of a per-survivor
timing recovery [117-120].

1.5 Motivation and Content of this Thesis

In Chapter 2 the TwoDOS concept will be explained in detail. The main purpose of
the chapter is to explain the basic techniques that are needed for the realization of
a 2-D storage system. The characteristics and the characterization of the TwoDOS
system will be discussed in Chapter 3. There the strengths and weaknesses of the
TwoDOS system will be gauged based on experimental results. The conclusions that
are drawn from that chapter will serve as a basis of motivation for the subsequent
chapters.

A first conclusion is the fact that media noise (i.e. variations in bit size and bit
position) is the dominant source of noise in the experimental TwoDOS system. In
Chapter 4 a novel method for the accurate characterization of media noise is pre-
sented. The knowledge of the magnitude of the different noise types in a digital
storage system is prerequisite for taking measures against the negative impact of the
noise types on system performance. In Chapter 4 a real-time characterization algo-
rithm is proposed that is able to efficiently decompose the different noise sources
based on the information available within the system. The proposed algorithm makes
use of the data-dependency of the media noise to distinguish between the different
noise sources. The algorithm is simple and as a result only a very limited amount of
complexity is required to implement it in storage systems as an easy “add-on” to read
channels ICs.

A second conclusion of Chapter 3 concerns the existence of large amounts of ISI
in the experimental TwoDOS system. The ISI can be divided into two categories:
nonlinear ISI caused by bits within a small span of the current bit and a substan-
tial amount of linear 1SI caused by bits that are located further away. The nonlinear
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ISI can be taken into account in the detector by using a pattern-dependent reference
value. If also the linear ISI would have to be taken into account by the detector this
would result in a very high complexity. A simple yet highly efficient alternative solu-
tion is the cancellation of this linear ISI. In Chapter 5, ISI cancellation in 2-D storage
systems is discussed. In this chapter, a theory is developed for the error rate of re-
ceivers that use tentative decisions to cancel ISI. Furthermore, precise conditions are
formulated under which such I1SI cancellation can be applied effectively. Experimen-
tal results for the TwoDOS system show that a substantial performance improvement
may be obtained by applying ISI cancellation.

A third conclusion of Chapter 3 is the fact that some channel parameters exhibit
rapid variations. Because system performance is very sensitive to variations of stor-
age channel parameters, accurate tracking of rapid variations is of major importance
in the TwoDOS receiver. Tracking capabilities are limited by latencies in the adap-
tation loops. These latencies are largely governed by delays of the bit-detector. In
2-D storage systems data are packaged in a group of adjacent tracks, and for some
of the tracks the detection delays can increase dramatically with respect to 1-D sys-
tems. As a result the effective latencies in the adaptation loops preclude the tracking
of rapid variations and really limit the performance of the system. In Chapter 6 a
scheme is proposed that overcomes this problem and that can be used for timing re-
covery, automatic gain control and other adaptive circuits. Rapid variations for all the
tracks are tracked using control information from tracks for which detector latency
is smallest. This works properly if rapid variations are common across the tracks as
is the case, for example, for the TwoDOS system. Experimental results for TwoDOS
confirm that the scheme yields improved performance with respect to conventional
adaptation schemes. Finally in Chapter 7 the conclusions are given together with
recommendations for future research.
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Chapter 2

Two-Dimensional Optical Data Storage

“The further growth of today’s information society will require larger storage capac-
ities and faster access to ever growing data bases and digital content. The classical
roadmap for optical storage seems to come to an end, both in capacity and in data
rate. We propose to develop a new and challenging concept for optical storage, in
which the information written on the disc fundamentally has a two-dimensional char-
acter. We call this new concept TwoDOS (Two-Dimensional Optical Storage). The
aim is to generate key technologies that realize an increase ovafdtheneration

of optical storage with a factor of two in data density and a factor of 10 in data rate
for an optical read-only system, based on innovative two-dimensional channel coding
and advanced signal processing, in combination with a read channel consisting of a
multi-spot light path realizing a parallel read-out. TwoDOS will achieve a capacity
of at least 50 GB for a 12 cm disc, with a data rate of at least 300 Mb/s”

This is an extract of the project definition of the TwoDOS project [121]. In this
chapter we will give an introduction to the TwoDOS system. Section 2.1 describes
the format of the disc. Section 2.2 explains how these discs can be read using a li-
near array of laser spots. Section 2.3 gives a detailed analysis of the two-dimensional
(2-D) channel and introduces models that describe the complete 2-D system. Subse-
quently, the basic principles to recover the 2-D bit patterns from the replay signals are
discussed in Section 2.4. These principles will be expanded further in Section 2.5,
where the data receiver is introduced. In this section the signal processing path from
Photo Detector IC (PDIC) up until the bit-detector will be discussed. The bit-detector
itself will be discussed in Section 2.6.

2.1 Two-Dimensional Disc Format

The continuingly increasing demand for data rate and capacity has urged the devel-
opment of new storage techniques. The use of a two-dimensional lattice to store the
information on a disc is one of these techniques. One could argue that all disc-based
storage is actually based on a 2-D format. Conventionally, the data is considered to
be 1-D in the sense that the information is stored as a 1-D sequence of bits that is
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arranged along a spiral track on the disc. Successive rotations of the spiral are con-
sidered as different tracks on the disc that evolve in the tangential direction of the
disc. The distance between adjacent tracks is chosen such that during read-out the
different tracks simply do not interfere. Furthermore there is no physical relationship
between the data on the adjacent tracks.

In a 2-D storage system this is different: the adjacent tracks are aligned in phase
with respect to each other and the intertrack distance is reduced significantly. Fur-
thermore the data of the different tracks belong to a single entity that should be read
simultaneously. The reduction in intertrack distance and the simultaneous read-out
increases respectively the capacity and the data rate of the system. In this section the
2-D disc format of TwoDOS will be discussed. First the lattice characteristics will be
discussed, followed by the modulation code and the test format.

2.1.1 2-D Lattice Characteristics

In the TwoDOS system, the bits are stored in a metaspiral consisting of a number of
bit-tracks stacked upon each other with a fixed phase relation in the radial direction.
In this way the bits form a 2-D lattice. A 2-D close packed hexagonal ordering was
chosen because it has a 15% higher packing density than the square lattice as used
in [122-125]. On the other hand, in a hexagonal lattice 6 direct neighbors will cause
the bulk of the Intersymbol Interference (I1SI), while in a square lattice only 4 direct
neighbors are present.

In Fig. 2.1 the broad spiral of the TwoDOS system is shown. The broad spiral
containg_ bit-tracks (in the figurel, = 7), stacked upon each other to form a hexago-
nal structure. Adjacent rotations of the broad spiral are separated by a so-called guard
band with a width of one bit-track. This guard band serves the following purposes:

e A primary function of the guard band is to introduce a discontinuity in the
phase relationship between adjacent rotations of the broad spiral to ensure a
constant areal density at different radial positions on the disc.

e The guard band can serve as a starting point for a 2-D detection process. The a-
priori known content of the guard band (i.e. an empty bit-track) can be used as
side information in a first detection step (see Section 2.6 for more information
about 2-D detection).

e The guard band can be used as a basis for radial tracking [18]. A tracking
signal for a 2-D system can be generated by comparing the averaged amplitude
signals of the two boundary tracks of the broad spiral. If a radial offset is
present, one of the spots of the boundary tracks will be scanning an empty
guard band, resulting in a lower average amplitude for that track.
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Broad Spiral

Figure 2.1: Schematic TwoDOS disc format (right part) and hexagonal bit
pattern illustrating 3 adjacent shells (left part).

Besides the hexagonal structure, also the grouping of bits into shells is shown in
Fig. 2.1. Bits with an identical distance to the central bit are numbered identically.
Thex—axis is denoted as the tangential direction (i.e. parallel with the broad spiral)
and they—axis is denoted as the radial direction (i.e. orthogonal to the broad spiral).

In Fig. 2.2 some additional definitions are introduced. Here the hexagonal lat-
tice is shown again together with the cartesian axemdy. The different tracks
are numbered according to their position: the track closest to the center of the disc
is numbered 0, up tb — 1 for the track furthest away. The hexagonal lattice is de-
fined by the three lattice directions v andV'. Bits lying along the directiow are
time-synchronous, i.e. they are delivered simultaneously to the bit-detector (see Sec-
tion 2.5). The grid-spacing, corresponding to the spatial sampling interval, is denoted
ay and is referred to as the lattice constant. Bit values equal to ‘1’ are recorded as
circular holes in the disc surface with a diamédigr while bit values ‘0’ are charac-
terized by the absence of such a hole.

To represent all the points in the hexagonal lattice, any of the coyples,
(u,v'), (v,Vv') can be chosen as a coordinate system. In this work the systam
is chosen as coordinate system because it shares the tangential direction with the
Cartesian system and it includes the time-synchronous direction. An index system
(u,v) based on these hexagonal coordinates is used to define the points on the lattice.
The transformation from the coordinate p@irv) to Cartesian coordinates is defined
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Figure 2.2: 2-D bit layout of a TwoDOS disc and definition of the lattice
parameters.

by the ‘generating matrix’ [126] given by:

G:a;[(z) \%] 2.1)

Consider the laser spot focused on the disc on a certain position, described by the
position vectorp, for example indicated as ‘0’ in the left part of Fig. 2.1. For this
point the following bit sets are defined:

¢ the matrixAy contains all bits defined by the following coordinatesv) with
ve {0,L—1} andue {k—1,....k+1} wherel is a predefined window length;

o the setB, contains all bits that are within the first shell of the bit with coordi-
nates(k,l);

e the selCL contains all bits ofA, that are not within the first shell e{( i.e. that
are not part oB}.

2.1.2 Manufacturing of TwoDOS discs

In a TwoDOS disc the data are stored as lands or pits in the hexagonal lattice. The
circular pit-holes are embossed into the disc by means of a so-called stamper in a
mass production process. The stamper can be manufactured using one of the follow-
ing techniques: Laser Beam Recording (LBR), Liquid Immersion Mastering (LIM)

or Electron-Beam Recording (EBR). A stamper is created by illuminating a photo-
sensitive resist layer, which is spin-coated on top of a glass substrate, using a focused
laser beam (LBR and LIM) or an electron-beam (EBR). The photo resist is etched
away completely at the positions at which it was illuminated. Subsequently a nickel
alloy is deposited on the top of the resist layer by means of a sputtering process.
The metallized glass master is electroplated to form a thick nickel, so-called father
stamper, which can be removed from the glass substrate.
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The father stamper is used to replicate discs. Several replication methods exist to
produce many identical reproductions of the father stamper. In the TwoDOS project,
the glass-2P (Photo-Polymerization) process is used. In this process, a liquid lacquer
is deposited on top of the glass substrate on which the stamper is pressed against. The
lacquer is cured by ultra-violet (UV) light through the transparante substrate. After
curing the newly formed disc can be released from the stamper and an aluminum and
additional protective layer can be deposited on top of the lacquer.

Laser Beam Recording

Generally the spot in a mastering machine should be smaller than the spot in the read-
out system. Because the spot size is proportion@hip = ﬁ, it is not possible for

LBR mastering to achieve the very small pit size that is necessary for a 35 GB or
a 50 GB disc capacity. For this reason, experiments are performed with a scaled
NA equal to 0.57. For example, for the hexagonal lattice wajth = 248 nmthe

disc capacity amounts only to 15.5 GB. However when read out with a lens with
NA = 0.57, this is equivalent to a capacity of 35 GBNA = 0.85.

Liquid Immersion Mastering

As already stated above, a conventional far-field optical system with Blu-Ray param-
eters { = 405 nmandNA = 0.85) is not sufficient to record a TwoDOS disc.

As a result a system with a shorter wavelength or a higher NA should be used. A
possible solution to achieve this is to use Near-Field mastering (see Section 1.2.3).
Another solution is called liquid immersion mastering (LIM) [127,128]. Here a far-
field objective lens is used (NA=0.9) and an immersion liquid is applied between the
lens and the rotating disc. The immersion liquid, which has a refractive index con-
siderably higher than 1, allows light waves at angles above the critical angle to pass
through the liquid film without the problem of total internal reflection. This gives a
diffraction limited spot corresponding to a NA of approximately 1.2.

For the LIM discs, a run-length-limited (RLL) modulation code is used similar
to the 17PP (parity preserving) code that is used in the Blu-ray Disc format. The
shortest mark on the disc has a length of 2 channel bits, while the longest mark is
equal to 8 channel bits. Fig. 2.3 depicts a Scanning Electron Microscope (SEM)

Figure 2.3: SEM image of a LIM disc.
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Figure 2.4. SEM image of an EBR disc.

image of a LIM disc. In the TwoDOS project, several LIM discs have been produced
with capacities ranging from 37.5 GB to 70 GB.

Electron-Beam Recording

For the hexagonal format even smaller pits are required and also LIM may not be
sufficient anymore. A disruptive technology to master even smaller features is to
use an electron-beam recorder (EBR) [129]. In the EBR process, an electron beam
with a very small wavelength can be obtained by accelerating electrons with a very
high voltage. The effective spot diameter is however not directly determined by the
wavelength. It is rather limited by spherical aberrations of the objective lens in the
electron-optical setup, and due to the finite energy spread of the high-energy elec-
trons. Within the resist the effective spot size is further increased by forward and
backward scattering of the electrons in the resist. Therefore, in regions with a large
number of pits there is a considerable amount of background illumination and the pits
tend to be somewhat larger. This effect is know as the proximity effect and it causes
a pattern-dependent variation in the signal level (see Section 2.3.2). In this thesis,
a disc with lattice characteristiegy = 138 nm (50 GB) andby = 102 nm will be
mainly used to produce experimental results. In Fig. 2.4, a SEM image of this type of
EBR disc is shown. In this image three rotations of the broad spiral are shown which
are separated by approximately 10 empty bit-tracks.

2.1.3 Test Format

The data that is written on the disc is in principle not known at the receiving end of
the system (i.e. the data receiver). In a data receiver (see Section 1.4 for 1-D receivers
and Section 2.5 for the TwoDOS receiver), several adaptation loops are present that
use the knowledge of the data to base their operation on. For evaluation purposes, it
is convenient to use the receiver in a data-aided (DA) operation mode, which means
the actual data is assumed to be known and is used to generate the error signals for the
adaptation loops. The final receiver, however, should operate in a decision-directed
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1 frame = 2560 bits

64-period pre-amble (2T/2T) sync data (2288 bits) Nyquist sequence (10 bits)
001001

Figure 2.5: Schematic representation of the frame-based test format of the
TwoDOS discs: preamble structure, synchronization pattern,
data pattern and Nyquist sequence.

(DD) mode, which means that for the generation of the error signals the output of
the bit-detector should be used. In DD mode an acquisition problem occurs: the
adaptation loops need correct bit decisions from the bit-detector in order to converge
properly, while the bit-detector needs the adaptation loops to be converged in order
to produce reliable bit decisions. To overcome this deadlock, the data on the disc is
organized in frames. Fig. 2.5 depicts a schematic representation of the frame-based
format of the TwoDOS disc.

In every frame the user data is preceded by a sequence of a-priori known data
symbols called the preamble. The preamble sequence is chosen such that it contains
the adequate amount of information for the critical adaptation loops: for the TwoDOS
system the critical adaptation loop is the timing recovery circuit. A periodic pattern
of two pits and two lands (a so-call@d -pattern) is chosen as preamble sequence for
the timing recovery loop, the DC adaptation loop and the gain adaptation loop. This
2T -pattern is repeated 64 times such that the adaptation loops have sufficient time
to converge. At that point the bit-detector is able to produce reliable bit decisions.
As a result after the preamble has ended the receiver can operate reliably in a DD
mode. After the preamble a sync-pattern is inserted that indicates the beginning of
the user data in the frame. The sync-pattern is chosen such that it has a large detection
distance with respect to the periodic pattern of the preamble, i.e. that it is sufficiently
different from the preamble [130]. The total length of the frame is 2560 bits.

2.2 Read Out of a TwoDOS disc

In the previous section, the format of the TwoDOS disc is discussed. In this section
we will describe the optical system that is used to read out the TwoDOS discs. To
achieve an increase in data rate with respect to Blu-Ray disc, the different tracks of
the broad spiral should be read out simultaneously (i.e. in parallel). The simultaneous
read-out is accomplished by the use of an arral tdser spots arranged such that
each spot is centered on one of the bit-tracks within the broad spiral.
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Figure 2.6: Simplified representation of the read-out principle of a 2D disc.

A schematic representation of a solution that achieves this parallel read-out is
depicted in Fig. 2.6. In this solution, the array of laser spots is generated from a
single laser diode by using a diffraction grating. Such a phase grating consists of a
periodic pattern [18]. The advantage of using a diffraction grating is that only a single
laser diode is needed. This argument reveals also the main disadvantage: multi-spot
writing is not possible. After the diffraction grating the array of laser beams passes
to some optical components (not shown in the figure): a collimator, a beam shaper,
a telescope and an objective lens. At this point every laser spot is focussed on a
different track of the broad spiral on the disc. Subsequently, the reflected light is
focussed on a photo detector IC (PDIC). A multi-spot PDIC is used to generate a
so-called high-frequency (HF) signal for every bit-track. The analog HF signals are
used as input of the data receiver (which consists of signal processing blocks and a
bit-detector, see Section 2.5 for further explanation).

Due to the fact that the different spots originate from the same source and due
to the coherent nature of the laser light, interference will occur in areas where the
different spots overlap. The different spots in the array are diffraction limited and
have the Airy intensity profile [17,131]. To limit the amount of interference, the min-
imal distance between two consecutive laser spots on the disc has been chosen such
that the local maximum of the second Airy rings of adjacent spots are aligned, as is
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Figure 2.7: Configuration of adjacent optical spots. The airy intensity pro-
files are shown for two adjacent spots. As an example, a delay of
9.2 bits is shown as it applies for the discs wath= 138nm).

shown in Fig. 2.7. The minimum distance between two spots can be calculated to be
2.682A/NA. For the 50 GB discdy = 138nm), the time delay between two succes-
sive tracks can be calculated to be 9.2 bit periods [18]. A dedicated signal processing
block is present in the data receiver that compensates for this delay (namely the delay
compensation block, see Section 2.5).

2.3 Optical Storage Channel Models

The optical detection technique used in the TwoDOS read-out process is the so-called
central aperture detection as is described in [17]: all photons that are reflected or
diffracted from the optical disc into directions that are comprised within the (so-
called central) aperture at the exit pupil of the objective lens, constitute the physical
signal which is detected by the PDIC. The resulting HF signal is further processed
in the data receiver. To analyse the operation of the data receiver it is important to
have a model of the optical channel (see Section 1.4). In this section several channel
models will be discussed. In general, the HF signal can be divided into two parts:
first, a part that arises from the bits on the disc, more precisely the desired signal
component and the linear and nonlinear ISI, and second, a random part, namely the
noise in the system.

2.3.1 Intersymbol Interference Model

Increases in capacity and in data rate with respect to Blu-Ray disc are the key benefits
of 2-D optical storage. These increases are enabled in part by applying enhanced



44 Two-dimensional Optical Data Storage

signal processing techniques while using the same optical system as in 1-D (i.e. the
same laser wavelength and the same objective lens). The main difference with a 1-D
system is the reduced intertrack distance, while the optical spot is basically identical.
As a result, from a physical point of view, there is no difference between the 1-D
and the 2-D optical channel: both have a 2-D optical laser spot and hence a 2-D
impulse response. For 1-D systems, the 2-D optical channel is simply replaced by
its 1-D equivalent because the intertrack distance is so large that only the track under
consideration causes ISI. In this section, several 2-D channel models are discussed,
starting from the simple linear model to the more sophisticated (and more accurate)
scalar diffraction model.

Linear Braat-Hopkins Model

Simulation tools for signal waveforms in 1-D optical storage (CD, DVD and BD,
the Blu-Ray Disc format) often use a linear model for the optical channel. This
linear model is characterized by the modulation transfer function (MTF) as derived
in the Braat-Hopkins formalism for the read-out of optical discs [17]. The 1-D Braat-
Hopkins MTF can easily be extended to its 2-D equivalent. This 2-D MTF, denoted
by H,_p(f,0), is given by a circularly symmetric function

in(ref T fr_f f
D) (arccost |~ £/1-(£)2), [1]<fe

(2.2)
07 ‘f| 2 fC7

H2_D(f,9):{

with f the spatial frequenc{) the azimuth in the 2-D spatial frequency plane dnd
the cut-off frequency of the (central-aperture) optical channel. This cut-off frequency
is given by2NA ay /A with ay the lattice constand, the wavelength of the laser light
and NA the numerical aperture of the (objective) lens.

The 2-D MTF is characterized by an almost linear roll-off from DC uf¢tand is
shown in Fig. 2.8(a) for the optical paramet&randNA, and the lattice constaat,
used in the TwoDOS project. The MTF has a characteristic shape, reminiscent of a
Chinese hat. Note that this simple model does not account for channel non-linearities,
which are expected to be quite relevant in TwoDOS.

The channel output signe{j (at time instank and for tracK) is given by

=3 ho (i, )3 ! (2.3)
1)

WhereaL € {0,1} (1 represents a pit and represents a land) arfg_p is the 2-D
impulse response function obtained by taking the inverse Fourier transfdimn pf
(see Fig. 2.8(b)).
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Figure 2.8: Nominal MTF and impulse response function based on the li-
near Braat-Hopkins model fox = 405 nm NA = 0.85and
ayg = 138 nm

Scalar Diffraction Model

A more sophisticated way of computing the channel output is the approach based
on scalar diffraction theory [17, 131]. Fig. 2.9 depicts the principle of the scalar
diffraction approach to compute the HF signal. In this approach, the HF signal is
computed in a couple of steps.

e First the probe functioP(p) is computed. This represents the (complex-
valued) spot profile that is focused on the disc at a position determined by
the 2-D position vectop. It is obtained by taking the inverse 2-D Fourier
transform of the waveforrR( f) at the entrance pupil of the objective lens.

e The disc reflection functio®d(p) has to be computed next. This function of
the disc accounts for the relative phase difference between the light reflected
from the mirror at land level and the light reflected from the mirror at the
bottom of the pit-area. For TwoDOS, a pit-ké & 1) is mastered as a pit-hole
centered in the hexagonal cell that is available for each bit; a lan@;bit Q)

is characterized by the absence of a pit-hole. The disc reflection function can
be written as

D(p) =1+ bW(p—p,). (2.4)

whereW(p — p;) is the pit-window function for the bit at positigm which is
unity inside the pit-hole and vanishes outside. Furtherrbpre g;(e!/% — 1)
whereqy is the double phase depth of the pit (i.e. from the top of the pit to the
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Figure 2.9: Principle of the scalar diffraction approach.

bottom and back) which can be expressegas: 2T[2)\—d, whered is the depth
of the pit.

e The diffraction of the laser spot caused by the pit-structures on the disc is
mathematically described by the product of the disc reflection function with
the probe function of the laser spot: this product, denoteld {p), yields the
reflected and diffracted wavefronts.

e Fourier transformation db(p) from the disc plane towards the plane of the
exit pupil of the lens yields the wavefroby(f) in the plane of the exit pupil
where the physical detection takes place. The HF signal can easily be computed
as the integration of the powgd,( f)|? over the frequency region of the central
aperture that is used for detection.

The approach based on scalar diffraction described above has two main disadvan-
tages: its computational complexity (e.g. two 2-D Fourier transforms) and the fact it
is like a black-box, i.e. it does not offer additional insight into the linear and nonlinear
characteristics of the optical channel. For these reasons, in [132] a new channel model
is proposed which describes the optical channel via linear and bi-linear dependencies
on the binary channel bits written on the disc. These dependencies are derived based
on the scalar diffraction approach. The complex-valued waveldg(ii) at the pupil
plane will be denoted dg > and can easily be rephrased as

W>= 0>+ &l >, (2.5)

with afirst termy. >=FT[P(p—p,)], denoting the waveform in case only land-pits
were presentf, is the current position on the disc aR@ denotes Fourier transform)
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and with a second term, yielding the contributions from all pit-bits that are within the
area of the laser-spot. In the latter term, a single pit-bit at pos@iianth a pit-area
defined byw(p — p;) causes a contributioiy; >= FT[P(p —p,)W(p — p;)].

The channel output signal when the laser spot is focused at popitiozan be
written as

F(Pp) =<WLlWL >+ b <WL|Wi >+ 5 b <l >+ bijbi <[P >,
I [ 1]

(2.6)
where the mathematical operatienp|¢ >= [, @ (f)$(f)df is the integration over
the central aperture (CA) of the pupil. This channel output signal is dependent on the
bits g through the coefficientb;. The first term is a DC-term, the next two terms
represent that part of the signal that is linearly dependent on tha, bithile the last
term is the bi-linear term, which corresponds to the interference between two pit-bits
at positiongp; andp;, contributing to the HF signal with the laser spot focuseplat
The channel output signal can be written in terms of thedits

F(Pp) =1- ) ca +;di7jaa,-, (2.7)
| 1#£]

where the coefficients represent the linear ISI contributions and the coefficienis
represent the bi-linear ISI contributions. They can be calculated as

G = 2(1-sin(@p))(< Wi > — < gilyi >), (2.8)
dij = 2(1-sin(gp))Re(< ilp; >). '

The coefficients of the linear and bi-linear kernels have to be computed only once,

at the initialization stage of the computations. Only in that stage, a limited number

of time-consuming fast Fourier transforms (FFTs) have to be carried out. Once the
coefficients of the kernels have been set-up, the actual signal generation boils down
to a small number of additions per HF sample to be computed: consequently, a large
number of HF-samples can be computed in a short computation time. The values of
the kernels for different lattice constarstg and pit-hole diameters can be found

in [132] and in [18].

2.3.2 Noise Model

In this section a short description of noise models will be given. In an optical stor-
age system several noise sources might be present, each contributing to the overall
amount of noise at the receiver input. In this section the focus will be on the physical
origin of these noise sources and less on the mathematical description of them (see
Section 3.3 for mathematical noise models). The different noise sources are described
in the order in which they appear in the physical channel.
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Figure 2.10: Detailed image of an EBR disc containing a substantial amount
of pit-size noise. This disc is only used to illustrate the existence
of pit-size noise but is not used for obtaining experimental re-
sults.

Media Noise In general, media noise can be described as the noise that is induced
by the write process. In optical storage, media noise originates from small deviations
in the pit-shape from its ideal form. For example, random inaccuracies in the pit-

position will cause media noise. Another inaccuracy might be the variation of the

pit-size from one pit to the other. This effect is clearly observed in some worst case
EBR-mastered discs. One reason for this effect is that only a limited number of
electrons is available to master a single pit. A photograph of a clear, worst-case
example is shown in Fig. 2.10.

In general, media noise can be considered as a random variation of the pits that
are recorded in the medium. During the read-out process, however, it is filtered by the
MTF. As a consequence the media noise has a spectrum corresponding to the transfer
function of the optical channel. Due to the fact that only pits show random variations,
the amount of media noise that is present at the channel output will highly depend
on the type of pattern that was stored on the disc. This implies that pit-noise will be
data-dependent. This knowledge can be used to derive some quantitative estimates
on the amount of media noise during experiments. This estimation will be the subject
of Chapter 4.

Laser Noise: Relative Intensity Noise The light intensity of semiconductor lasers
tends to fluctuate due to a couple of reasons: spontaneous emission at low laser power
levels, and fluctuations in the current that drives the laser. These fluctuations cause
a Gaussian, uncorrelated variation at the PDIC output but with only limited effect on
the overall noise power [18].
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Shot Noise Shot noise arises due to the fact the photons arrive at the PDIC input
following a Poisson process. Therefore, even at a constant average incident power
on the PDIC, the number of photons arriving within a certain limited amount of time

is fluctuating leading to a non-zero variance of the detected photo-current [133]. For
the TwoDOS system it was found that this type of noise can be neglected with respect
to other types of noise.

Electronics Noise Electronics noise is an accumulation of all the different noise
sources that are present in the integrated circuits of the photo detector and in the
current-amplifier. This noise can roughly be divided into two categories: current
noise and voltage noise. The current noise can be considered to have a flat power
spectral density, while the voltage noise increases with increasing frequency. As a
result, the increase in data rate in 1-D systems by spinning the disc faster will make
the detection less reliable as more voltage noise arises. In a 2-D system, however, a
lower rotation speed yields the same data rate and hence a lower voltage noise. In the
TwoDOS system, electronics noise at high frequencies together with media noise at
low frequencies were identified to be the main sources of noise [18].

Quantization Noise The analog output of the PDIC is transformed into the digital
domain by an ADC. In the digital domain only a limited number of amplitude levels
can be represented. The number of levels depends on the number of bits at the ADC
output. The mapping of the signal into a specific level causes some random quantiza-
tion noise. In the TwoDOS project an 8-bit ADC is used and only a limited amount
of quantization noise will occur.

2.4 Signal Processing Principles

Up to this point, the optical storage system up to the ADC has been elaborated on.
The digital replay signals that are produced by the ADC will be processed by the data
receiver in order to detect the bits that were written on the disc. In this section the
basic signal processing principles will be introduced that can be used for the 2-D data
receiver. Especially the differences with the 1-D data receiver, see Section 1.4, will
be discussed in detail.

2.4.1 Modulation Code

As has been seen in the previous section, the MTF of the optical channel is low-pass
with a hard cut-off frequency.. As a result all frequency content abofgis not
transmitted across the optical channel. For this reason modulation codes are used to
shape the user data such that it has limited or no content algove 2-D systems
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modulation codes can have a more sophisticated design because they are not limited
to use the input data sequence of a single track but they can operate across different
tracks.

In literature several 2-D low-pass codes have been proposed [134-136]. Multi-
track d, k) constrained binary codes can be defined in a couple of alternative ways
depending on whether the-constraint and/or thd-constraint is defined only along
the track or also across the different tracks [46]. A low-pass coding technique for
2-D systems was proposed in [137]. The technique is based on defining constraints
on the bits in the lattice where each point has 6 direct neighbors. A first constraint
is the number of bits in the direct neighborhood with the same sign and a second
constraint specifies the minimum number of azimuthically-contiguous nearest neig-
bors (specifying the minimum mark size). Additional constraints are required for the
boundaries of the broad spiral, where not all of the 6 neighbors are present. In [137]
the bits were considered to be stored on a rectangular lattice. In [18], the technique
was rephrased for a hexagonal lattice.

Low-pass coding schemes generally remove patterns that cause large amounts of
ISI. Another criterion to remove patterns from the data stream is to remove those
patterns that cause small detection distances in maximum likelihood detectors. The
detection distances are defined as the difference in total Euclidean distance between
admissible waveforms received in the absence of noise. For a single bit error this
distance can be formulated d$ = Y, j) he-o(i, j)2. For error patterns that con-
sist of multiple bit errors, ISI has to be taken into account and smaller valug% of
are possible due to the partial cancellation of impulse response coefficients due to
neighboring bits in the error pattern.

For 2-D channels, due to the large amount of possible error patterns, finding error
patterns with small detection distances is more difficult than for 1-D channels and
some procedures of doing so are reported in [138]. For the TwoDOS optical channel,
a brute-force search of error patterns shows that closed-rings of alternating +1 and
-1 all result in low Euclidean distances. These rings will be referred to as Nyquist
rings. In Fig. 2.11(a) two possible Nyquist rings are shown. The left pattern with 6 bit
errors has the smallest Euclidean distance and its spectrum is shown in Fig. 2.11(b).
By comparing this spectrum with the transfer function of the optical channel shown in
Fig. 2.8, one can see why these patterns are the worst-case patterns: the error patterns
have mainly high-frequent content while the channel itself passes only low-frequent
content. As a result these error patterns have a low power spectrum at the channel
output and they result in small detection distances.

The elimination of these critical patterns is similar to the effect achieved by the
MTR-constraint in 1-D systems (see Section 1.4.1). In a 2-D system this type of
modulation code is constructed based upon two types of building blocks. The first
type of building block is constructed by dividing the meta-spiral into a small number
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Figure 2.11: Worst-case error patterns for the TwoDOS channel.

of strips, each containing a limited amount of tracks (for example 3 tracks). Within
such a strip, encoding is done by applying a 1-D encoding scheme by consillering

ary symbols (wheré! denotes the number of possible symbol combinations within
the strip,M = 22 = 8in the example). Strips are concatenated in the radial direction.
The second type of building block is a single bit-track that is 1-D modulated and is
inserted between consecutive strips such that the track serves as merging bit-track
effectively gluing consecutive strips together. More details about the procedure to
encode and decode this 2-D modulation code can be found in [139] and will not be
repeated here.

2.4.2 Receiver principles

The receiver principles for 1-D systems, as explained in Section 1.4.2, can easily
be extended to 2-D systems. In literature several types of 2-D receivers have been
proposed. In this section, we will give a brief overview of these types together with
their main advantages and disadvantages.

A 2-D storage channel can essentially be considered as a Multiple-Input Multiple-
Output (MIMO) channel. Given a MIMO channel, different types of receiver struc-
tures can be realized, including those based on a Decision-Feedback Equalizer (DFE)
and Partial Response Maximum Likelihood (PRML) detection. In the MIMO re-
ceiver the equalizer essentially becomes a 2-D filter that transforms the 2-D ISI, in-
duced by the channel, into a desired ISl structure at the detector input, denoted as
the target response. Exactly at this point, an extra degree of design freedom enters:
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namely this ISI structure is not restricted to be 1-D but can also be 2-D. For exam-
ple, a possible choice for the target response can be the full-response target response,
i.e. an ISI structure with a central ‘1’ surrounded by all ‘0’s. As is well-known,

in this case the optimum 2-D receiver structure consists of a matched-filter front-
ends followed by tapped-delay line equalizers, of dimension equal to the number of
tracks [140,141]. The optimal performance of this receiver structure can be achieved
in the limit of an infinite number of tracks by a linear MMSE equalizer [42]. In
this case a symbol-by-symbol detector is used. Also in the DFE receiver, this type
of detector is exploited. For 2-D systems different types of DFEs can be conceived
of: a number of 1-D DFEs preceded by an equalizer that minimizes the cross-track
ISI [41], a DFE that eliminates all cross-track ISl of tracks that not have been de-
tected [142] or a full 2-D DFE that operates on a column by column basis [143].
These types of DFEs can also be constructed to operate based on a different type of
detector, like for example the Fixed-Delay Tree Search (FDTS).

Besides DFEs also PRML receivers can be considered. In general, a PRML re-
ceiver using a Viterbi detector (VD) can be constructed using two alternative realiza-
tions: one with a 1-D VD, in which a 1-D target response along the track should be
chosen and one with a 2-D VD that is the most general. The latter realization has
the disadvantage of the greatly increased detector complexity, as discussed in more
detail in Section 2.6. The choice of the 2-D target response is a crucial factor for
achieving acceptable system performance [144]. In the TwoDOS project, a PRML
receiver structure has been chosen. In the next section the structure and the building
blocks of the data receiver used in the TwoDOS project will be explained in more
detail.

2.5 Data Receiver

In the TowDOS project, the operation of the data receiver is based on a PRML de-
tection technique employing a 2-D Viterbi detector. In this section the different parts
of the PRML receiver will be discussed in detail, except for the 2-D Viterbi detec-
tor, which will be the topic of Section 2.6. First, the general receiver architecture is
briefly discussed.

2.5.1 Basic operation

Atop-level block diagram of the receiver architecture under consideration is shown in
Fig. 2.12. The analog replay signaig) = [ro(t),r'(t),...,r~=%(t)], wherelL denotes

the number of tracks on the disc, coming from the multi-spot PDIC are sampled at
a fixed frequencyfs = 1/Ts, asynchronous with respect to the baud rate, by a multi-
channel ADC. To avoid any aliasing from high-frequent noise components back to
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Figure 2.12: Block diagram of the data receiver used in the TwoDOS project.
A wide arrow represents an array of signals. A mathematical
symbol next to each signal path indicates the name of the sig-
nal(s). The clock domains are separated by vertical dashed
lines and the sampling rate is indicated on each side of the
dashed line at the bottom of the drawing.

the baseband of the signal, the analog signal is filtered with an analog low-pass filter
(not shown in the figure). On the one harfgdshould be chosen as low as possible
for practical reasons. On the other hand it should be chosen high enough such that
data components do not cause aliasing, i.e. it should dbey2f. where f; is the
channel cut-off frequency (see Section 2.3.1). Wiegs 2f;, the analog low-pass
filter should have a pass-band with amplitude 1 in the frequency ré@idg, an
infinitely steep transition band &t, and a stop-band with infinite attenuation for
f > fc. In practice such a filter cannot be realized. For this reason, the sampling
frequency is increased to relax the requirements for the analog low-pass filter. In the
experimental TwoDOS system, the sampling frequefadg chosen to be 2.5 times
the baud rate, i.efs = 2.5/T [145].

In the receiver, after the ADC, a sequence of digital signal processing blocks
is used to reliably detect the user bits. The last block in this sequence is the 2-D
bit-detector and all other blocks serve to preprocess the signal such that the detector
input signalyx resembles as closely as possible the ideal detector input signal
This ideal detector input signal is the outcome of the convolution of the bits with the
target responsg. As the actual bits are not known in the receiver, the bit estimates
3y produced by the bit-detector will be used instead. The desired signal &k fione
trackl can then be expressed as

d=Sdi,)a ) 2.9)
1]

The signal processing blocks in the receiver are a delay-compensation block, a
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2-D equalizer, a DC and gain compensation block and finally a sample-rate conver-
tor. The first block in the signal processing path is the delay compensation block that
eliminates relative track delays caused by the slanted orientation of the linear array
of read-out spots with respect to the tangential direction of the broad spiral (see Sec-
tion 2.2). Also here a high sampling frequenfgihelps to limit the complexity of this
block to an acceptable level [146]. At the output of the delay compensation block,
the signal is decreased in sample-rate by a factor of 2, i.e. the sighak a sample-

rate of1/2Ts. The required anti-aliasing filtering before this sample-rate reduction is
combined in an efficient way in the delay compensation block [18]. The reduction of
the sample-rate is done to lower the processing rate and the complexity of the sub-
sequent blocks in the signal processing path. After the delay compensation block, a
preamble detection block is used to identify the start and the end of the preamble in
the data sequence. This block is needed as the delay compensation block estimates
the relative delays between the different tracks only during a preamble [18]. Also
other adaptation loops (see below) use the output of the preamble detector to switch
between different operation modes: acquisition and tracking.

After the delay-compensation block, a 2-D adaptive equalizer is used to transform
the ISl induced by the optical channel into the ISI as defined by the target response.
The coefficients of the equalizers are updated via an adaptation loop to account for
channel variations. The signals are the inputs of the equalizer argdenotes the
equalized output signals. In Section 2.5.2 more details about the 2-D equalizer can
be found.

After the 2-D equalizer, the DC and gain compensation block accounts for offset
and amplitude variations that might occur in the total system (e.g. drift in the analog
amplifiers). The DC and gain estimates are produced by adaptation loops. The delay
in these loops is minimized by placing the DC and gain compensation block as close
as possible to the detector input (only the SRC is positioned in between). This allows
fast response of these adaptation loops.

The bit-detector is designed to operate on samples synchronous to the baud rate.
As a result a sample-rate converter is needed to convert the output sigrdilthe
DC and Gain compensation (at a freque@#) to synchronous input samples for the

bit-detector (at a frequem%'). The Sample Rate Converter (SRC) is implemented as
a polyphase filter structure in combination with linear interpolation. The SRC forms
part of the Phase Locked Loop (PLL) which accurately controls the frequency and
phase of the samples at the output of the SRC.

Each block in the receiver accounts for a particular effect of the channel on the
received signat (t). Because the channel might vary over time, the blocks are re-
quired to compensate for these variations. In other words, adaptivity is needed in the
receiver to compensate for channel variations. This adaptivity is achieved by utilizing
adaptation loops that are able to adjust parameters of the blocks. These adaptation
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loops serve to minimize the mismatch betwggranddy. To achieve this, they use
the error signak = yx — dk. In practice the delay of the bit-detector needs to be
compensated for when deriving the error sigaal This is achieved by delaying,

(not shown in the figure). In the following subsections the most important blocks in
the receiver will be discussed together with their associated adaptation loops.

2.5.2 Equalization

The 2-D equalizer transforms the 2-D ISl induced by the optical channel into a 2-D
ISI structure defined by the target respogs&he equalizer is implemented as a set
of 2-D hexagonal filters, one filter for every track:

X =S Wi, )y, (2.10)

wherex!, is the equalizer output signal), is the input signal anav (i, j) denotes

the filter coefficients for track, with an extent determined bye {—W,W} and

j € {0,L — 1}, W defines the length of the filters and their height is limited to the
number of tracks within the broad spiral. It should be noted that in the TwoDOS
receiver, the number of equalizer input signals is equal to the number of equalizer
output signals. In 2-D systems this is not generally true. For example, for the systems
shown in Fig. 1.8 (magnetic systems withracks that are read out by heads), the
equalizer would havBl input signals and. output signals. Another example is given

in [147] for 2-D optical systems. Here a tribinary target response is used, such that
the equalizer hak inputs and produces+ 1 outputs. In the TwoDOS receiver, the
size of the 2-D equalizer should be chosen carefully. The bulk of the ISI power at the
channel output should be covered by the span of the equalizer. By using the scalar
diffraction model, it can be computed that at least 5 shells surrounding the central bit
should be covered [18].

Because of the nonlinear nature of the optical channel, non-linear equalizers
might yield an improved performance [83, 148]. The added implementation cost
of these types of equalizers is likely to be significant and for this reason, a linear
equalizer is used in the TwoDOS receiver. The channel nonlinearities are taken into
account in the detection process, see Section 2.6.

The equalizer coefficients are continuously adapted based on either the Least
Mean Square (LMS) or the Zero-Forcing (ZF) adaptation technique. Both techniques
use the error signak to update the equalizer coefficients. The LMS technique tries
to minimize the power of the error while the ZF technique forces residual ISI (RISI)
to be zero [106], where RISI is defined as the difference between the actual I1SI and
the ISI as defined by the target response. In the TwoDOS receiver the choice has been
made to use an asynchronous equalizer. This choice complicates the adaptation con-
siderably because an inverse SRC is needed to transfer the synchronous error signal
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Figure 2.13: Zero-forcing equalizer adaptation loop in the overall block di-
agram.

to the asynchronous domain. Here, only the asynchronous ZF adaptation technique
will be discussed. For asynchronous LMS adaptation we refer to [149] where the 1-D
situation is explained.

In Fig. 2.13 the ZF adaptation loop is depicted. This loop forces RISI to be zero
or, equivalently, it causes the detector input signalb be be a noisy version of the
reference signadl,. A synchronous ZF adaptation loop for track numbevould
accomplish this by forcing for every equalizer coefficieh([i, j) the correlation be-
tween the error signad, and the reference signd) . to zero. In the asynchronous
case, the equalizer coefficients are spaced by the double sampling p&yiradher
than the bit periodl. This means that the correlation betwegrand s¢(n—i, j)
should be forced to zero (whends the index associated with the rdt&Ts), where
s is a matrix with columns containing spatially interpolated versiondydfoughly
forke {-WTs/T,...,wTs/T} to cover the entire equalizer span). To accomplish this
interpolation, the samplady are stored in a shift register (SHR). The output of the
SHR is a matrix of desired s