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Abstract 

A transaction scheduling mechanism is designed for a shared-memory, multi-processor 
database system. The scheduler used is a variant of static locking, adapted for real-time 
and more than one processor. 

It is assumed that transactions arrive according to a Poisson process, execution times 
of transactions are independent and exponentially distributed, and all transactions use 
the same number of data items. The system is then represented as a Markov model. A 
steady state is derived from this model. By examining the path through the system of 
a single transaction, a recursive relation that describes all moments of a transaction's 
response time is derived. The moments are obtained from this relation with dynamic 
programming. 

The response time distribution is approximated by fitting a distribution to the first 
two moments. Simulation shows that this approximation gives excellent results. 

1 Introduction 

To profit from the increase in CPU power that parallel computer architectures [Hwa93] offer, 
transactions on databases should be executed concurrently. However, concurrent execution 
can destroy the consistency of the database, if transactions are incorrectly scheduled. Trans­
actions are only allowed to execute concurrently if the effect is equivalent to a sequential 
execution of the same transactions. The theory of serializability is described in [Vid91]. 

In real-time systems [Sta95),[TC77],[eDM83], jobs are scheduled in a different way. While 
the schedule in a database has to maximise the throughput of transactions, real-time schedules 
must guarantee that each job is completed before a certain deadline. Soft real-time systems 
are allowed to miss some deadlines, when the system is overloaded. In hard real-time systems, 
all deadlines have to be met. We investigate soft real-time systems in this paper. 

Real-time databases combine the scheduling constraints from both databases and real-time 
systems. Scheduling mechanisms have to deal with database consistency and with transaction 
deadlines. New schedulers must be constructed, as real-time schedulers do not guarantee 
database consistency, and database schedulers often have poor real-time performance. 

Analysis of database schedulers [YDL93],[MW85],[KM92), [Tay87) has been restricted to 
throughput-analysis. The probability that a transaction meets its deadline cannot be derived 
from the throughput alone. 

In this paper we analyse the Single-Queue, Static-Locking (SQSL) scheduler, that sched­
ules transactions in a multi-processor, shared-memory database. The SQSL scheduler is an 
adaptation of static locking, and is well suited for analysis. The SQSL scheduler does not use 
information about deadlines, and the real-time performance drops to zero when the system 
is overloaded. In [Bod95] several other versions of the SQSL scheduler are presented that 

1 This research is supported by the Technology Foundation (STW), project EIF33.3129 

1 



have a much better real-time performance under high system loads. These schedulers do use 
deadline information, however an analysis of their response time distribution is more complex. 

Our analysis uses a Markov model (see for instance [Tij94]) to capture the essential be­
haviour of the system. The mean and variance (and higher moments) of the response time of 
a transaction are derived. By fitting a distribution to these moments, an excellent approxi­
mation is obtained for the probability that a transaction meets its deadline. 

2 Specification of the system and its scheduler 

The hardware consists of n independent CPUs that execute transactions. CPUs have access to 
a shared memory, where the entire database is stored. No disks are attached to the database. 

When transactions arrive at the system they are transferred to the shared memory. We 
assume that this takes negligible time. CPUs retrieve transactions from the shared memory 
to execute them. A transaction is executed by a single CPU, so CPUs need not communicate 
with each other during the execution of transactions. Further, we assume that the shared­
memory is large enough to store the entire database and all waiting transactions. 

The SQSL scheduler Transactions are scheduled using the Single-Queue, Static-Locking 
strategy: all transactions are handled in a first-come, first served (FCFS) manner. Transac­
tions are allowed to execute if no data conflicts with already executing transactions occur. 
A data conflict occurs if two transactions need to access the same data item (we do not 
distinguish between reading and writing data items). 

Transactions that are not executed immediately on arrival are stored in a queue. When 
transaction t that is first in the queue has a data conflict with an executing transaction, t 
must wait. Moreover, because waiting transactions cannot be overtaken by transactions that 
arrive later (FCFS), all other transactions in the queue must wait as well. 

3 Markov model of the system 

The main-memory database is modeled as a Markov chain. We assume that the arrival 
of transactions is a Poisson process with parameter .A. Furthermore, execution times of 
transactions are independent and exponentially distributed with rateµ. Upton transactions 
can be executing at the same time, and the queue is unbounded. 

We assume that the database stores a fixed number d of data items. Each transaction 
accesses a data items. All items have an equal probability of being accessed. 

The states Under the above assumptions, the system state is completely described by the 
tuple (i,j), where i is the number of executing and j the number of waiting transactions. 

When the number of executing transactions is lower than the number of available CPUs 
(i < n) and the number of waiting transactions is positive (j > 0), the first transaction in 
the queue has a data conflict with at least one executing transaction. If all CPUs are exe­
cuting transactions, it is unknown whether the first transaction has a data conflict. These 
observations (that are in fact extra pieces of information that are incorporated into the state 
description) lead to the following definition of the states ( i, j). 
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i = 0 and j = 0: 
1 :::; i < n and j ~ 0: 

i = n and j ~ 0: 

The system is empty. 
i mutually non-conflicting transactions are executing, and 
j transactions are waiting, of which the first (if any) has a 
conflict with at least one of the i executing transactions. 
i mutually non-conflicting transactions are executing and j 
transactions are waiting. 

Some probabilities Let B( i) be the probability that a transaction has a data conflict with 
one or more out of i executing transactions. If transaction t at the head of the queue has a 
data conflict with at least one of i executing transactions, B( i - 1 I i) is the probability that 
t still has a data conflict with at least one of the remaining i -1 executing transactions, after 
one of the i executing transactions has left. Conflict probabilities B( i) and B( i - 1 I i) are: 

These equations hold as long as a( i + 1) < d, which is the case for all realistic purposes. The 
expression for B( i-1 I i) was derived by applying Bayes' formula B(i-1, i) = B( i-1 I i)·B(i). 
Here B(i - 1, i) is the probability that a transaction conflicts with at least one out of i - 1 
transactions and also conflicts with at least one out of i transactions; the i - 1 transactions 
are a subset of the i transactions. B( i - 1, i) equals B( i - 1) and the result follows. 

As the complements of B( i) and B( i - 1 I i) are often used, we define A( i) = 1 - B( i) and 
A(i - 1 Ii)= 1- B(i - 1 ! i). 

The Markov property The processing of transactions can be described by a continuous 
time Markov chain with state descriptor (i,j). This follows from the exponential (thus mem­
oryless) inter-arrival and execution times, the fixed number of items used by each transaction, 
and the fact that all items have an equal probability of being accessed. The future state of the 
system depends on the current state ( i, j) and not on the past states: the Markov property 
holds. 

Transitions of the Markov model We analyse what state transitions are possible in 
the model. First, transactions arrive at the system with rate >.. If there are no waiting 
transactions, at least one CPU is free, and i transactions are executing, with probability B( i) 
the arriving transadion is blocked and with probability A( i) it is allowed to execute: 

( i, 0) ---+ ( i, 1) with rate >.B( i) if i < n. 

(i,0)---+ (i + 1,0) with rate >.A(i) if i < n. 

If the number of waiting transactions j is greater than zero, or no CPU is available ( i = n ), 
the arriving transaction enters the queue: 

(i,j)---+ (i,j + 1) with rate>. if i = nor j > 0. 

Second, if i > 0 transactions are executing, a transaction finishes its execution at rate iµ. If 
the queue is empty, a finished transaction is not replaced: 

(i,0) ---+ (i - 1,0) with rate iµ if i > 0. 
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0,0 

Figure 1: A MODEL OF STATIC QUEUEING FOR n = 4 

If at least one transaction is waiting and i = n, with probability B(n - 1) the first 
transaction in the queue remains blocked at a transaction completion epoch. With probability 
A( n - 1) the first transaction is not blocked and can start executing: 

(n,j) --+ (n - 1,j) with rate nµB(n - 1) if j > O. 

(n,j) -+ (n,j -1) with rate nµA(n - 1) if j > 0. 

If j > 0 and i < n just before a transaction completes execution, with probability B( i - 1 I i) 
the first transaction f in the queue remains blocked: 

(i,j)--+ (i - 1,j) with rate iµB(i -1 I i) if i < n and j > 0. 

With probability A(i - 1 I i) f begins execution. Now if a CPU is still available, and the 
queue is not empty, the transaction r that is next in line is available for execution. With 
probability B( i) it is blocked: 

(i,j)-+ (i,j - 1) with rate iµA(i -1 I i)B(i) if i < n and j > 1. 

With probability A( i), r is allowed to execute. Now if yet another CPU is available, and 
the queue is still not empty, a third transaction is available for execution. With probability 
B( i + 1) it is blocked: 

(i,j) --+ (i + 1,j - 2) with rate iµA(i - 1 I i)A(i)B(i+1) if i < n - 1 and j > 2. 

With probability A(i + 1) the transaction executes. As long as there is still a CPU available 
and the new first transaction in the queue does not conflict with the transactions in execution, 
the scheduler admits a new transaction to a free CPU. The transitions that can arise and 
their rates are included in the following, summarizing expression. When j > 0, a departure 
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µB(l) 

Figure 2: TRANSITIONS TO AND FROM (1,6) IF n = 4 

can cause the following state transitions 

(i,j)-+ (i-l+k,j-k) 

with rate nµB(n - 1) if i = n and k = 0 

with rate nµA(n - 1) if i = n and k = 1 

with rate iµB( i - 1 I i) if i < n and k = 0 
k-2 

with rate iµA(i - 1 Ii) II A(i + m) if i < n and k = min{j, n - i + 1} > 0 
m=O 
k-2 

with rate iµA(i-1 Ii) II A(i + m)B(i- l + k) if i < n and 0<k<min{j,n-i+1}. 
m=O 

The convention is used that TI~=O = 1 if£< 0. 
Figure 1 shows the possible transitions when n = 4, and queues are at most 7 transactions 

long. Observe that the system is cyclic, even and odd states can be defined (by counting the 
distance to (0,0) ). All transitions are between an even and an odd state. Figure 2 gives a 
close-up of the transitions to and from (1,6), with their intensities. 

4 Steady-state distribution 

Let vector 1l" denote the steady-state distribution of the Markov model described above. Then 
11"( i, j) is the probability that in the long run the system is in state ( i, j). The steady state 
distribution is used in section 5 to compute the moments of the response time. 

Deriving the steady state by truncating the state space Balance equations can be 
derived from the expressions in the previous section, by applying the "rate out of state (i,j) 
= rate into state ( i, j)" principle. A transition matrix Q is constructed by combining all 
transitions defined above. Solving the balance equations (the system Q7r = 0) gives the 
steady-state distribution 1l" of the Markov chain. 
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(a) Steady states (b) CPU waste because of blocking 

Figure 3: STEADY STATES AND CPU USAGE FOR n = 4 AND VARIOUS a 

Transition matrix Q is of infinite size (the number of states is unbounded), which makes it 
difficult to solve the balance equations. We computed the steady-state probabilities numeri­
cally from the balance equations by truncating the state space (and thus bounding the size of 
Q) at a sufficiently high number J of waiting transactions. The probability that transactions 
arrive in states where ~ J transactions are waiting should be negligible (smaller than some 
tolerance value£). Therefore, J is related to parameters n, .A,µ, a and d. 

The matrix-geometric approach instead of truncation The steady-state probabilities 
can be computed without truncating the state space, by using the matrix-geometric approach 
([Neu81]). Let level j represent all states with j waiting transactions, and define 11"j as the 
vector (7r(O,j) .. . 11"(n,j)). Then steady-state distribution 11"j has the geometric form: 

11"j = 7r1Ri-1 for j ~ 1. 

Matrix R is the unique solution to a matrix equation of order n + 1. This is the equation 
2:~~6 Rk Ak = 0 where the Ak 's are specific n x n sub-matrices of transition matrix Q. Matrix 
R can be solved numerically by successive substitution (starting with R = 0). 

Steady-state vector 1T"o is also determined by R. Unfortunately, for most choices of n an 
explicit expression for R cannot be obtained, because of the high order of the matrix equation. 
So even when Neuts's matrix-geometric approach is used, the steady-state probabilities can 
only be computed numerically. 

Drawing conclusions from the steady state. In Figure 3( a), the steady-state distri­
butions of the total number of transactions in the system are drawn for different conflict 
probabilities. The parameters used are A = ~' µ = 1 and d = 100. The number a of data 
items used by a transaction was varied between 0 and 5 to obtain the different conflict prob­
abilities. The figure shows that high conflict probabilities result in longer queues, as some 
transactions have to wait because of a conflict. 

In Figure 3(b) the effect of blocking on CPU usage has been plotted. Depicted is the 
percentage of time that < m CPUs are executing transactions, given that there are ~ m 
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transactions in the system, for m = 1 to 4. Clearly, if the conflict probability is 0, transactions 
never wait if a CPU is available. When conflicts become more frequent, the usefulness of the 
third and fourth CPU drops dramatically. Therefore, in systems where the conflict probability 
is high, adding CPUs will hardly increase the performance of the system. 

The steady state of the system gives information about the throughput, average queue­
lengths and CPU activity. If execution times differ substantially, knowledge of the average 
execution time is not sufficient to guarantee that deadlines are met. Information about the 
distribution of the response time is needed. 

5 The response time distribution 

The distribution of the response time S of a transaction is completely described by the 
moments of the response time. We aim to find E[Sk], the k-th moment of S, fork~ 1. 

The average response time E[S] of a transaction can be computed using Little's rule 
E[L] = ).E[S]. Here E[LJ is the average number of transactions in the system and is obtained 
from the steady-state probabilities: E[L] = l:i+j>o(i + j)'rr(i,j). 

For E[Sk] with k > 1 no direct relation between E[Sk] and E[L], E[L2] up to E[Lk] 
is known for systems like this. To derive an expression for E[Sk] we define a recursive 
relation that depends on E[S1] (1 < k), and depends on moments of exponentially distributed 
stochastic variables. This process is described below. 

A recursive relation for the response time We follow the path of an arbitrary trans­
action through the model, from arrival to departure. With a 'path' we mean the states that 
are reached during the presence of the transaction under consideration. Tuple [i,j] describes 
the situation where i transactions are in execution and ~ j transactions are waiting in the 
queue. The tuple ( i, j) refers to the system state as defined before. Define 

S[i,j] = the time until a transaction t leaves the system, when i transactions 

are executing, and j - 1 transactions are ahead oft in the queue. 

If j = 0, the transaction under consideration is in execution. When the system is in state 
( i, j) after an arrival, S[i,j) is the response time of the newly arrived transaction. 

Important is the observation that S[i,j) does not depend on transactions that arrive at the 
system after the transaction under consideration. This follows from the property of the Single­
Queue, Static-Locking scheduler: transactions waiting in the queue cannot be overtaken. 

The consequence of this observation is that arrivals of other transactions need not be 
considered when E[St,jJ] is computed. Let X, be the time till the next departure when i 
transactions are executing (Xi is exponentially distributed with rate iµ ). Let P[i,j)[m,l] be the 
probability that the next departure leads to a state with m transactions in execution and 
l - 1 transactions present in the queue ahead of the transaction under consideration. Then , 

with probability P[i,j)[m,l] for all [m, £]. 

This is a recursive relation, as m + l = i + j - 1. Therefore, the moments of S[i,j] can be 
computed from the moments of S[m,l] with m + l < i + j. Once a transaction is in execution, 
its service time is exponentially distributed with mean 1/ µ. Thus the boundary condition for 
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the recursion is S[i,Ol = X for all i > 0, where X is exponentially distributed with parameter 
µ. 

Let a(r,l)(i,j) be the probability that a transition to state ( i, j) is caused by an arbitrary 
transaction t that sees state ( r, l) on arrival. An expression for t's response time S is found 
by conditioning on state (r,l) and by using the PASTA [Wol82) property: 

S[i,il with probability E 7r( r, l)a(r,l)(i,i)-
(r,l):i+i=r+t+I 

Deriving the moments of the response time The moments of the response time are 
derived directly from the recursive relation. Two important rules are used to find E[Sk] for 
k ~ 1: 

• Choice. The transaction follows path l with k-th moment E[Sf], or path m with k-th 
moment E[S~). The probability that path 1 is taken is p. Then 

E[Sk) = pE[Sf] + (1 - p)E[S!iJ. 

• Addition. The transaction first follows path 1 with duration Si, followed by path m 
with duration Sm. Then 

Based on these rules, the moments of S can be found using dynamic programming. 

Example Suppose n > 2 and we need the second moment of the response time of transaction 
t that is first in the queue while two transactions are in execution (situation (2, 1)). First, t 
must wait until a transaction leaves. This time is represented by random variable X 2 which 
is exponentially distributed with parameter 2µ. After the departure, t remains blocked with 
probability B(l I 2). Otherwise t begins execution. Using both choice and addition rule, the 
expression becomes: 

A(l I 2)E[(X2 + S[2,01)2) + B(l I 2)E[(X2 + 8[1,11)2) 

A(l I 2)(E[Sf2,01) + 2E[S[2,01]E[X2]) + 
B(1 I 2)(E[s&.11J + 2E[S[1,11JE[X2]) + E[X2]2. 

To find E[S&,111, the first and second moment of X2, S[2,o1 and S[l,ll must be known. In 

general, for E[St.;11, moments E[S[m,l]], . . . , E[SCn,l]l with m + £ < i + j and the first k 
moments of exponentially distributed variables are needed. Now the second moment of the 
response time of an arbitrary customer is (using the choice rule) 

E[S
2
) = E 7r( r, £) E a(r,l)(i,j)E[S~,;11· 

(r,l) (i,j):i+j=rH+I 

6 Approximating the response time distribution by fitting 

Schassberger proved that each positive stochastic variable can be approximated arbitrarily 
well by a weighted sum of independent exponentially-distributed variables (see [Sch93]). We 
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(a) First moment (b) Second moment 

Figure 4: ANALYSIS AND SIMULATION FOR n = 3 AND n = 4 

used Schassberger's result to find a mixture of exponentially distributed variables that has 
the same moments of S. The way this mixture is chosen influences the quality of the ap­
proximation. Denote the stochastic variable corresponding to the chosen mixture by S. Then 
P(S ::; x ), the probability that a transaction meets its deadline, is approximated by P(S ::; x). 
We say the distribution of Sis fitted to the moments of S. 

We used the two-moment fit as described in [Tij94]. The fitting procedure is not given 
here for reasons of brevity, but it can fit a distribution to any combination of E[S] and E[S2]. 

7 Simulation compared to fitting 

A simulation of the system has been programmed, and several test-runs were made. Again, 
>. = ~ and µ = 1 was used. In Figure 4, the simulation and analysis results for E[S] and 
E[S2

] are shown. It is clear that the truncation of the state space results in inaccuracies when 
the system is not stable. 

For n = 4 we used moments E[S] and E[S2
] from our analysis to approximate P(S::; x) 

P(S ::; 1) P(S ::; 3) P(S::; 5) 
B(l) Fit Sim. Fit Sim. Fit Sim. 
0 0.61 0.61 0.95 0.95 0.99 0.99 
0.010 0.59 0.59 0.94 0.94 0.99 0.99 
0.039 0.54 0.54 0.90 0.90 0.98 0.98 
0.088 0.45 0.45 0.83 0.83 0.95 0.95 
0.153 0.32 0.32 0.68 0.68 0.85 0.85 
0.230 0.16 0.17 0.41 0.42 0.59 0.60 

Table 1: RESULTS FOR THE RESPONSE TIME DISTRIBUTION 
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for x ::: 1, 3, 5 and 7. Conflict probability B(l) was varied from 0 to 0.230, corresponding to 
a::: 0 to a= 5 in a database with d = 100. We also estimated P(S ~ x) by simulation. The 
results of both analysis and simulation are given in Table 1. The simulated values are the 
midpoints of a 95% confidence interval with a width smaller than 0.02. Table 1 shows that 
the fitting procedure gives an excellent approximation of the response time distribution. 

8 Concluding remarks 

The straightforward scheduling approach of Single Queue Static Locking allows for a thorough 
analysis. It proved possible to give an exact analysis of all moments of the response time of 
a transaction. To our knowledge, analyses of database schedulers were always restricted to 
the mean response time. Approximation of the response time distribution by fitting gave 
promising results, even when only two moments were used. 

Alternatively, the recursive relation defined in section 5 can be used to construct the 
Laplace-Stieltjes transform of the response time. Numerical inversion of this transform (see 
[AW92]) also yields an approximation of the response time distribution. 

Analysis was possible because of the specific nature of the SQSL scheduler, combined with 
important assumptions that enabled us to use a memoryless model. Further research could 
be directed at weakening some of the assumptions we made (such as the assumption about 
the fixed number of data items used by a transaction), or to extend the analysis for more 
elaborate versions of the SQSL scheduler. The real-time behaviour of the SQSL scheduler 
improves significantly when deadline information is used by the scheduler. It would be useful 
to analyse these better schedulers. 
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