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Abstract— The influence of phase noise (PN) on the perfor- to the SISO case, a common phase error (CPE) and an inter-
mance of a multiple-input multiple-output (MIMO) orthogonal  carrier-interference (ICI) term. A weighting function ftine
frequency division multiplexing (OFDM) based communication — pn hower shows the influence of the different frequencies
system is analyzed. A PN power weighting function is derived ts in the PN t E fi f th
which indicates the influence of the different subcarriers and COMPONENLS In the spe_c rum._ o_r compensa 'O_n 0_ ¢
the Shape of the PN Spectrum. For Compensation of the com- CPE, we ShOW that the maximum I|kel|h00d (ML) estimation
mon phase error (CPE), the maximum likelihood estimation of the CPE equals optimization of a determinant criterion.
of the CPE is shown to be equal to a determinant criterion For practical implementation a reduced-complexity estiona
optimization. For practical implementation an estimator with and compensation approach is derived. A lower bound on the

reduced complexity is found, for which an upper bound on the f fthi timator is derived vtically. sk
error is found. Using this bound the resulting PN spectrum after ~PEformance of this esimatoris derived, analytcally. Shew

compensation can be found, which enables the derivation of the that next to the relative frequency, the error dependentsien
effect of the residual PN. The performance of the compensation signal-to-noise-ratio (SNR) and number of antennas amdspil

scheme in an additive white Gaussian noise (AWGN) environment Using this error bound, the suppression by the compensation
a_nd res_ulting bit-error-rate (BER) are shown using results from can be found. Furthermore, we compare the analytically
simulations. . . .
derived performance measure for the compensation with that

from Monte Carlo simulations. Also the bit-error-rate (BER
of MIMO OFDM systems experiencing PN is shown, with and

Orthogonal frequency division multiplexing (OFDM) haswithout application of the proposed compensation scheme.
been adopted by the wireless local-area-network (WLAN) The organization of the paper is as follows. In Section II
standards IEEE 802.11a [1] and g [2]. The main advantageste MIMO OFDM signal model is defined and the influence
OFDM are its high spectral efficiency and ability to deal withof PN is shown. Two estimation and compensation schemes
frequency selective fading and narrowband interferené® T are introduced and evaluated in Section lIl. Section IV elab
spectral efficiency of OFDM systems can be further increasestates on the impact of PN before and after CPE correction.
by the addition of multiple antenna techniques, also knowBection V then numerically evaluates the performance of
as multiple-input multiple-output (MIMO) techniques. Thethe compensation scheme and the influence of PN on the
indoor deployment of WLANs makes MIMO OFDM a strongBER performance using Monte Carlo simulations. Finally,
candidate for high throughput extensions of current WLANonclusions are drawn in Section VI.
standards [3], since the throughput enhancement of MIMO is
especially high in richly-scattered scenarios of whichoad ~ |l. SYSTEM MODEL FORMIMO OFDM INCLUDING RF
environments are typical examples. IMPERFECTION

The performance of single-input single-output (SISOx. MIMO OFDM signal model
OFDM systems is jeopardized by radio impairments like phase .
noise (PN). PN occurs when the power spectral density (PSR)Suppose. that a MIMO OF.DM system consists of
of the local oscillator (LO) does not resemble a delta fuorgti 't transmit (TX) and N, receive (RX) ant_ennas, de-
which is the case for all practical oscillators. Various g&p noted as aN, x N, system. Let us define - the:-
show the influence of PN on the performance of a SIS(?%TMIMO TOFDM vect;)r to be treTmsmltted as(a) =
OFDM system [4-6]. Several compensation schemes for PN (0;a),s™ (1, a),...,s" (N, — La)_) , where s(n,a) de-
in OFDM systems have been proposed, amongst others in [B2t€S thelV; x 1 frequency domain MIMO transmit vector
8], using either pilot data or decision feedback. To the best 10" the n-th subcarrier andV. represents the number of
the authors’ knowledge no study concerning the influence ofubcarriers. This vector is transformed to the time domain
or compensation scheme for PN in a MIMO OFDM systentSing the inverse discrete Fourier transform (IDFT)
has been published. a0y — (E-1 a

Therefore, this paper analyzes the influence of PN on (a) (F ®IN”)S(G) ’ @)
the performance of a multiple antenna OFDM system. Thehere® denotes the Kronecker Produdt,is the N, x N,
influence is derived analytically and shown to affect thé-ourier matrix, of which the (i,k)-th element equals
MIMO OFDM signal. It is shown that PN causes, similarlyexp(—jQWIif—’i), and Iy represents théV x N dimensional

I. INTRODUCTION
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identity matrix. A cyclic prefix (CP) is added to the signalB. Influence of Phase Noise

G(a) by multiplication with matrix®, which adds the last 14 introduce the influence of the radio impairment phase
NN, elements ofii(a) on top of i(a). Here, N, denotes pgise (PN) in the baseband signal model, we multiply the time
the CP length for one TX antenna. We assume (at least fgpmain signal at the transmitter and receiver vififx () and

this section and in the PN analysis of Section Ill) thé§ g, (4), respectively. In the following we leave out the symbol
is higher than the channel impulse response (CIR) lengtfygex q to increase the readability. The received signal can be

avoiding inter-symbol-interference (ISI). Itis assumbdttthe jtten as the received signal after the DFT can be written as
average total TX poweP; is equally divided among the TX

antennas. % =(F®Iy )O 'Erx(CExOF ' @1y,)s+¥)

The signal is then upconverted to radio frequency (RF) = GrxHGTx8 + 1 , ©)
and transmitted through the quasi-static multipath chianne
represented by matri€. The average channel attenuation anavhereEy, = diag(eo, e1,. .., en—1) @ L, denotes the phase
delay are assumed to be unity and zero, respectively. distortion, withe,,, = exp(jbx(a,m)), k € {RX,TX} and

At RX site the signal is down converted toNi € {N;, Ni}. Furthermorefy(a,m) = 0x(aNwi+m) is a
baseband with the RF LO, where the-th received real sampled random variable and represents the PN process.
NN, x 1 time domain symbol is given by Atypical distribution of this process is given in Section hut
#a) = (TN, -7 (aNiot + Neot — 1))T’ where NO assumption a}bout it is made her_e. From (3) it is clear that
r(m) denotes theN, x 1 receive vector at sample instant® ' ErxCErx® is no longer block circulant and can thus not
m and Nt = N, + N, is the total symbol length. The pe dlagopallged by the DFT and.IDFT operations. This means
CP is removed Rmv CPin Fig. 1) by multiplication with inter-carrier-interference _(ICI) will occur, which is meldia@
®~1, which removes the firsiV, N, elements off(a). The PY the NNy x NeN; matrix Grx and NN, x NN, matrix

received signay is converted to the frequency domain usingGRX- )
the discrete Fourier transform (DFT), which yields We now assume for further analysis that the TX does not

R ~ 1. experience PN, thuET>§ = I Ny, - The received signal is
%(a) =F®Iy.)y(e)=(Fo Ly, )07 (a) then given byx = GryxHS + i1, whereGry is given by
= (FoIy,)0 (COF ' @1ly,)8(a)+ ¥(a))

Grx = (F®Iy, )0 'Erx®(F ' @1y,)

= Hs(a) + (a) , )
where®—1C@ is ablock circulant matrixandC denotes the g? gg; z:g:;;
time domain MIMO channel matrix. The matr® —'C® can = ] ) _ @Iy, ,(4)
be diagonalized by the IDFT and DFT operation yielding the : : E :
N.N, x N.N, block diagonal matrixH, which represents gN.—1 GN.-2 --- go

the frequency domain version of the channel ma@ix The N.—1
n-th N, x N, block diagonal element i#I(n), the MIMO and g, = « Y. exp(jf(a,n + Ny))exp (—j2mqn/N,).

- i h . n=0
channel for then-th subcarrier. TheV, N, x 1 vector ii(a) Since only RX PN is regarded the M has been replaced

represents the frequency-domain noise, with i.i.d. zeeam by 0. Note that the elements on the diagonalE¥x result into

complex _Gaqssmn elements .W'th a vanance;ﬁn‘and V() a common phase error (CPE) and the other elements contribute
denotes its time-domain equivalent. It is clear from (2)tthg o |

the carriers are orthogonal. . L
. . . . . When the amplitude of the phase noise is small, we
The system described above is depicted schematically in ) L ) N
Fig. 1, whereErx, Erx and PN Compare added to model ¢an use the first order approximatianp(;j0(a,m)) ~

the influence of both PN and its compensation, as explain L+ 70(a,m). Thus Bex Iz thOtéViJr E_1 ‘\g/here ElTh:
in Section II-B. iag(€o, €1, ..., Enyg—1) ® Iy, and &, = jb(a,m). e

received signal (3) can now be written as

S o ! % —Hs+GHs+4 5)
0 .l DFT | Add CP;ETX | C | |ERrx| where theN.N, x N.N, matrix G denotes the influence
. -4 pIs of the PN on the received frequency domain symbols and is
Ne—1 given by (FeIy, )OO 'E;©(F1®Iy, ). Similar toGgy, the
N, S elements ofG are given byg, = NL Zﬁ:’;glje(a, n+ Ng)
g b -exp(—j2mwqn/N,). Observing (5), the first term is the wanted
0 : PN 1l DET : m'-. part of the received MIMO OFDM symbol, whereas the
~\| Comp | 7 3] SIP ‘/ T second term signifies the PN contribution which consists of
Ne—1 the CPE and the ICI.
X y PVt To investigate the influence of the different frequency

Fig. 1. MIMO OFDM system model with Phase Noise compensation. components of the phase noise (PN) spectrum, we consider
a sinusoidal PN signal(a,m) = Acos(Z2(aNwt + m)).



Here the peak phase deviation is denoted Abyand 6 = provides insight into the influence of PN in a multicarrier
fN./fs represents the phase noise frequentynormalized system.

to the subcarrier spacingf{/N.), where f; signifies the
sample frequency. The PN process can later on be built up
as a summation of these sinusoidal PN signals with different In Section 1I-B we made a distinction between the two
frequencies’. Applying the sinusoidal PN process and using?h€nomena caused by PN after the DFT: a common phase

IIl. ESTIMATION AND CORRECTION OFCPE

the first order approximation in (5),(6) is given by rotation for all carriers (CPE) and an additive ICI term. In
this section we propose a method to estimate and correct for
. . this CPE.
Gq(0) = A | Yexp (=jm(g+9))sin(m(g +9)) When we rewrite (3) to

2N, 7(q+9) \ 4in ( T(a49)
exp ( J N, ) sin ( N. ) X = GRxl:Ié +h
U* exp (jm(g — 6)) sin(mw(g — 9)) = goH8 + G'HS + 1, 9)

m(q=0)\ i 7(a=0) : 6 _ 1 N1 :
exp (j - )sm( - ) we see thatgy = 73,5, exp(jf(a,n+ Ny)) is the
average rotation of the-th symbol evoked by the PN. The

where W = exp(j 372 (aNsor + Ny)). The normalized version matrix G’ indicates the influence of the ICI and equals
is given by g, = gq/A The normalized PN power weighting Gy — goIn. N,
function is now found by CalCUlating the power @I, which Since the CPE Changes on a Symb0| by Symbo| basis]
turns out to be given by (7) (see next page), wherdenotes an initial correction using the preamble is insufficient to
the real part. It is noted that the transfer of power by PN in gorrect for it. Therefore, a convenient way to enable estiona
frequency selective environment and applying a non-costa and correction of this CPE on a symbol-by-symbol basis is
amplitude modulation also depends on the charidebnd to insert pilot carriers in the transmitted data symbols. We
transmitted signa$(a), as seen in (5). defineP = {p1,ps,...,pp} as the collection of pilot carrier
numbers (equal on all TX brancheg).is the number of pilot
carriers per branch. On the pilot carrie(p € P) the N, x 1
=-11 || received frequency domain vectefp), or observation vector,
q=-2.2 is given by

o] x(p) = goH(p)s(p) + A(p) +n(p) , (10)

=77 where the ICI terms are given by = G'HS ands(p) for

p € P are the known pilot symbols. The goal is now to
estimateg, from the observation vectat and to correct the
received signak by multiplying it with gj. The estimate of
go is found by optimization of some criterion based on the
assumptions of the estimation noise. Here the estimatiam, er
or observation noise, is given kyp) = x(p) —goH(p)s(p) =
A(p) +n(p), which is a summation of ICI and additive white
Gaussian noise (AWGN).
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A. Maximum Likelihood estimation

Similarly to the derivation in [9], we can, in first instance,
not make the assumption that the noise components in the
different observations withink(p) are uncorrelated. This is
due to possible correlation in the ICI, since the same LOdeed

In Fig. 2 the normalized weighting function is illustrated@! RX branches. We assume that the naige) is multivariate
for different values of; as function ofs. From the figure the comp_lex normally distributed with the unknowN, x N,
symmetry in boths andg is obvious. Knowing the weighting covariances2, i.e.z(p) ~ CN(0,2) for p € P. Furthermore,

function the total PN contributio®®. can be calculated as It IS @ssumed that the estimation error on the differenttpilo
" carriers is uncorrelated, but that the noise on the same pilo

) 0
Normalized frequency

Fig. 2. Normalized PN power weighting function as a functibnarmalized
frequencys for 15 subcarriersN. = 64.

N1 Ne/? carriers on the different RX antennas is correlated. No& th
Po=> 19q(6)* Lpn(8)d5 (8) this correlation is caused by the ICI term.
=0 The joint probability density function, conditional on #lle

where Lpn(8) is the single side band (SSB) noise powelNknown parameters, is given by [10]
spectral density (PSD). ( )—P
The weighting function is a convenient measure for the(z|gy, Q) = exp Zz z(p) | . (11)
. , det (2
spread of the PN power over the different subcarriers and pEP



1 |sin®(n(g+6)) sin®(n(q—90)) 2sin(n(q+6))sin(n(q —6))

~ 2 2 . Nc -1
194(0)]7 = ANZ | ip? (ﬂ(;zv-:é)) + sin? (w(]qv_ca)> Sin(ﬂ(?vté)>sin (W(?\'—cé)> ace{\I’ exp (327rq N, )} , (1)
When we now define theP x N, matrix Z = pilot carrierszp is defined aszp = xp — goHpsp =
[Z(pl),z(pg),...,Z(pp)]H,the joint probability density func- Ap + np. Here zp is given by the PN, x 1 vector
tion of (11) can be written as (z"(p1),2" (p2),...,2" (pp))T, which is a concatenation of
()~ PN the error vectorz at the different pilot carriers. The vectors
p(Z|go, ) = der(@)? exp (—tr(ZQ'Z")) . (12) xp, sp andnp are similarly built up as a concatenation. The

p-th block diagonal element of theN,. x PN, block diagonal
The maximum likelihood (ML) estimation is then given bychannel matrixHp is given by theN, x N, matrix H(p).
maximizing the log-likelihood functioin (p(Z|go, £2)), which Note that (16) equals the least squares (LS) criterion and
is given by that under the assumption of independent white Gaussian
_ 1 A H noise ML estimation reduces to LS estimation. The well
L(g0,2) = C1 + Plu(det(71)) — tr (Z27'27) , (13) known solution of the LS problem is given by
where(C; denotes a constant. Setting the partial derivative of At (AH -1 .5
the log-likelihood function with respect t to zero gives go = Apxp = {ApAp}  Apxp )
the conditional estimaté = (Z*Z)/P [11]. When this is  whereAp = Hpsp. Recalling that the channel is quasi-static
substituted in (13), the conditional log-likelihood fulet is  and if the pilot tones in the packet are equal for the conseeut
given by OFDM symbols, it is sufficient to calculate the pseudo-iseer
= A Al only once per packet. Clearly, the complexity of this
L(g0,2(p1), ..., =Cy — Pln(det(ZZ)) , (14 p NV L T
(90, €¥(p) (pp)) 2 n(det( ) (14) algorithm is much lower than the minimization of the cost
where(C; denotes a constant. Maximizing this log-likelihoodfunction in (15) for every symbol, which is required for the
function is then equal to minimizing ML estimation.

It is noted that the &1 version of this reduced-complexity
®(g0) = det(Z" (90)Z(90)) = det(z 2(p)z" (p)) - (15) algorithm is equal to the one proposed in [5].

pEP
The minimum can be found by setting the partial derivativ€- Accuracy reduced-complexity estimator
of the determinant criterion in (15) with respectdgto zero. Next to complexity, the accuracy of the estimator is of

Other ways to work out this minimization problem are well-importance. The error in the estimate of (17) is given by
established Newton-type iterative techniques [9]. No& the gy — g = A;r;.pr. This shows that the estimator is unbiased,
problem is tedious to solve and that the order of the problesince we defined: to be zero mean. The covariance of the

increases with the number of antennas and pilots. estimate is given by
B. Reduced-complexity estimator cov(go) = E [(go — 90)(g0 — 90)"]

To derive a practical estimation technique for system im- —E [{A%Ap}fl Allzz Ap {AgAP}fl}
plementation, we simplify the underlying model by diveigin . Ly
from the constrains. We assume that all estimation errors in = {A%’Ap} ARE [szg] Ap {A%AP}
z(p) are independent, i.e. the covariance matixin (11) — 52 {AgAp}ﬂ (18)

reduces to a diagonal matrix. The determinant{dfthen
reduces to the product of its elements. Maximizing the lognheres? denotes the variance of the observation noise, which
likelihood function now equals maximizing the exponentrter is given byo32 +o2. Hereo? is the variance of the AWGN and

in (12). This is achieved by minimizing o3 is the covariance of ICI. In the case of perfect orthogonal
AWGN channels the covariance is given by

tr (ZZH
®(g0) =tr (ZQ_lZH) = ¥ o2 0% 402
g — A n
H cov(go) = =~ p = (19)
1 Z H( ) ( ) ZPZ‘P NTP NTP
= — z (p)z(p) = . :
o’ peP o? where we assumed the total transmit povifeito be 1. Since
1 _ 9 go is also frequency dependent, we regard the normalized
= ;HXP — goHpsp|” | (16)  covarianceT as a measure of the accuracy of the estimation.
where we assumed the estimation noise term to be also wh?{els given by
over space, thu§2 = o%Iy,, whereo? is the variance of T — cov(go)  ox+0p (20)
the observation noise. The error vector on the collection of " g2 N.Plgo)?



Note thatY equals the mean squared error (MSE). The MSE
is frequency dependent, singg ando, are functions of the
frequency.

To derive this frequency dependency ®f we consider,
similarly to Section II-B, a sinusoidal PN signé{a,m) =
ACOS(QNLfS(a]\ftot +m) + ). Again the peak phase deviation
is denoted byA, 6 = fN./fs represents the phase noise
frequency normalized to the subcarrier spacing artknotes
a uniform distributed random phase. Using this notatios, th
CPE term is given by
2 p)) (21)

L Nex! .
9o =w- 2. exp(jAcos(

n=0

The ICI term is upperbounded by the case in which the

107
1]

=

_3’

10

—%— SNR=10dB
—— SNR=20dB
—— SNR=30dB |:

-4
elements ofHs add constructively to form the ICI. This is ] 'AAAA'
achieved whefIs equals theN,.N, x 1 vector[1,1,...,1]7. o |
The ICI for thek-th subcarrier is then given by -2 0
10 . 10
Normalized frequency
1A e 2mon
A(k) = N, Z Z exp(jA cos( N, +)) Fig. 3. Theoretical MSE as function of the normalized frequenfor 1x1
q#0 n=0 } (solid) and 4«4 (dashed) configurations, applyin§. = 64, P = 4 and
g=—Nc+k SNR of 10, 20 and 30 dB.
-exp (—j2mqn/N.) . (22)

Here we included%(aNtot + N,) in the random phase.

bound on the variance of the ICI term = E{|A|?} is given

s Ve 2 _ only once everyN,,; samples. This means that only changes
Letb = 27° and using the derivation in Appendix |, an uppefwith lower frequencies can be accurately tracked by this
estimation algorithm.

IV. | MPACT OF PHASE NOISE

A. Modelling of PN

by
&2=<£>2 s (5Neb) | 1o
A Ne 2sin®(3b) 2 ¢
Nesin(1N.b) (1 > }
e s (= (N —1)b) b . (23
sin(3b) o 2( -~ (23)

Similar as in the derivation of the upper bound oR
in Appendix I, we find an expression for the power &f,
independent ofp, by averaging over the random phase

A% sin® (3 N.b)

In Section 1I-B we assumed the PW to be a random
variable, but made no assumptions about its distributian. F
further evaluation we now model the PN as zero-mean white
Gaussian noise, with a variance of 1, which is filtered by the
PN power spectral density (PSD). The PN PSD of an oscillator
is generally modelled using a Lorenzian function with unifio
phase distribution. This equals the squared magnitude odta fi
order low pass filter function. This model is given by (25) and

=14 24
|90| 2N62 SinQ(%b) ( )

Now substituting (23) and (24) in (20) provides a final

expression for the MSH' of the estimation. Figure 3 depictsm]ng(Kpn)

the MSE as function of the normalized frequency for différen
MIMO configuration. The number of carriers and pilots equals
64 and 4, respectively. In this example average SNRs per RX
branch of 10, 20 and 30 dB are applied. It is clear from
Fig. 3 and (20) that the MSE at low frequencies decreases
with N,., the SNR (andP, although not shown in Fig. 3)
and at high frequencies only withv,.. At low frequencies
the AWGN dominates the performance, while at higher fre-
quencies the ICI is dominant. The floor at low frequencies is
thus determined by the number of RX antennas, pilots and the
SNR, while the floor at high frequencies is determined by the
number of RX antennas and pilots carriers.

The low-passfrequency characteristic of the MSE of the
estimation is explained by the fact that the CPE is observed

Lpn [d BC/HZ]

|

the single side band (SSB) version is depicted in Fig. 4.

0 (log scale)
Fig. 4. PSD of the Lorenzian PN model.



The model has two parameters, which are the DC-gain This figure shows that the compensation is directly related
Kpn and the corner frequency.. The corner frequency is to the MSE of the estimated CPE. Phase errors with low fre-
determined by the bandwidth of the phase lock loop (PLL)juencies can be estimated better and thus better compansate
which is used in the frequency synthesizer (FS). After th&his results in a PN PSD after compensation of which the
breakpointd.., the PSD falls off with 20 dB per decade. Thelower frequency components are suppressed the most. The
transfer function of the PSD is given by resulting PN spectrum can easily be found by combining the

expression for the MSE of the estimated CPE (20) and the

PSD of the PN (25).

1
— .
1+ (6/dc) V. SIMULATIONS RESULTS
Note that the PSD is given in raHz. The total PN power is ~ Simulations were carried out to evaluate the performance
found by integrating the SSB PN PSD over the spectrum ar@d the estimator and to see the performance of a MIMO

doubling it to get the double side band (DSB) PN power. ThOFDM system experiencing PN. As a test case a MIMO
DSB PN power is given by extension of the 802.11a WLAN standard was studied. The

main parameters for the simulation are therefore baseden th
IEEE 802.11a standard and summarized in Table I.

NC/Q K n
Ppn=2- / #dé = KpndeT (26) TABLE |
0 + ( / C) SIMULATION PARAMETERS, BASED ON THE802.11a OFDM STANDARD
where we assumed that > 0 and thatd, < N./2. The System Parameter | Parameter Value
total power in dBc (dB below the carrier power) is given by Modulation 64 QAM
101o P.). Bandwidth 20 MHz
g10( pn) Number of subcarriersv. 64
) ) OFDM Symbol duration 4 us
B. Phase Noise after CPE suppression Guard Interval 800 ns

When we use the suppression of the CPE as proposed in__ ) ) ] )
Section 11I-B, the PN spectrum will be influenced by that. Figure 6 depicts results of simulations using the reduced-

Figure 5 shows an example of the influence of the suppressiAMPIexity estimator proposed in Section III-B applying a
on the PN PSD. The solid line depicts the original PN psierfect orthogonal ANGN channel. The MSE is depicted as
as function of frequency, for a Lorentzian PN PSD witifunction of the frequency of the sinusoidal PN signal, as
a normalized corer frequenay. = 3.2 - 102 and a total defined in Section IlI-C. The curves are depicted for SNRs of

integrated PN power af,, = —30 dBc. The dashed line shows 10 and 30 dB and for a,22 and 4<4 MIMO configuration.
the compensation as function of the frequency for an infinitEUrthermore, the figure shows the corresponding curveseof th

SNR. Thedash-dotine depicts the PN after compensation forPPer bound on the MSE derived in Section I1I-C.
the CPE withgo*. It is clear from Fig. 6 that the analytical upper bound on

MSE is close and follows the simulation results. Though, a
tighter upper bound remains a subject for further invesitiga

Of oo : e T T T Again the relation of the performance and the number of
R s SRR antennas and SNR is as concluded in Section IlI-C.
| B R L AR AR IS AR R It was found from simulations, though not shown here,
N _~ | — PN Spectrum that the MSE was higher than expected at high frequencies
Te) SRR Y Compensation | when only a low number of TX antennes was used. This
~ 7. o |~ ResPN spectrum can be explained by high correlation between the received

signals when an AWGN channel is used, making also the ICI
highly correlated. This correlation makes the assumption i
Section 1lI-B, that the estimation errors are independent o
the different RX branches, no longer valid. That the inceeas
occurs at higher frequencies is explained by the dominance
of the ICI on the performance there. It is anticipated that th
effect will not occur in faded channels.
Figure 7 depicts the bit-error-rate (BER) and packet-error
0 S S S S S SRS rate (PER) performance of ax1L and 22 MIMO system. A
3 = = > 1 perfect orthogonal AWGN channel was used for simulations
10 10N0rma|ize:(L10frequency$ 10 10 and the BER and PER performance are obtained by averaging
over 10,000 144 byte packets. The PN PSD of Section IV-A
Fig. 5. Example of the influence of the compensation approachafo Was used in simulations, where the total integrated PN power
Lorentzian PN spectrum with. = 3.2+ 10~2 and Ppn = —30 dBc. was P,n was—30 dBc and the corner frequengy was varied.

dB / dBc/Hz
&
o

|
0]
o

-100

-120




MSE
BER

X —%— 2x2 (theo) 1073 = f.=25 kHz
*/** LA —— 2x2 (sim) —- f =50 kHz
gl =" 222( / —— 4x4 (theo) -~ f,=100 kHz
10 ¢ X%(A(K S —a- 4x4 (sim) , o 1=200kHz | *
4/X X L Ky —4 n
A * 10
A4 i 10 20 30 10 20 30
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Fig. 7. Raw BER and PER forx1 (—) and 22 (——) configuration.
Fig. 6. Theoretical and experimental MSE as function of thematized ~AWGN channel andFpn = —30 dBc, packetlength = 144 byte. The curves
frequency for AWGN channel. Top four curves (solid) for SNR & dB,  With no corr show the performance without compensation.
lower four (dashed) for SNR = 30 dB . Every antenna appliedet parriers,
modulation is 64 QAM.

and reduced-complexity estimator remains a topic for &irth
The reduced-complexity estimator was used to compensate fudy.
the CPE. Vertical BLAST [12] is used as MIMO detection Using this bound we found the remaining PN spectrum
scheme. Furthermore, the figure depicts the performance ffter compensation. This measure enables designers to take
the system experiencing the same PN without compensatianto account this suppression of the PN, when designing a
Only one curve is depicted for this 1L, f. = 100 kHz), since frequency synthesizer. It is clear that the lower frequency

all curves lay on top of each other in the regarded SNR rangeomponents in the PN spectrum are suppressed most by the
From Fig. 7 it is clear that the>22 system performance is CPE correction.

better than the one of thexIl system, whereas it offers twice ag 3 test case a MIMO extension of the 802.11a WLAN
the datarate. Additionally, we conclude that the lower 0@ ¢ standard was studied. From the simulation results it isrclea

ner frequencyf, the better the performance that is achievednat the analytical upper bound on the error of the estimiator
This can be explained by the fact that the PN suppressi@fpse. Furthermore, the bit-error-rate (BER) and packetre

of the algorithm is the highest at lower frequencies, as Wagte (PER) simulations show that the performance is greatly
shown in Fig. 5. improved by the CPE suppression. Moreover it is clear that PN
VI]. CONCLUSIONS AND DISCUSSION §peqtra with a higher corner frequency, so with more power
_ ) i ) in higher frequencies, show worse performance than those

The influence of phase noise (PN) in a multiple antenngi 4 lower corner frequency. These performance simuiatio
OFDM sysFem was investigated. It was shown. that, S'm”a”)igain point out that the CPE compensation benefits from
to conventional OFDM systems, a phase shift common i pmiMO schemes. Performance in a (correlated) multipath

all carriers and inter-carrier-interference was intraicFur-  onvironment remains a topic for further study, but the saem
thermore, a PN power weighting function was derived whic e anticipated to benefit from the space diversity in thaeca
can be applied to show the influence of the shape of the PN

spectrum.

Additionally, an estimation and compensation approach for
the common rotation of the received constellation points,
invoked by the PN, was proposed. The maximum likelihood
(ML) estimation of PN was shown to be equal to a determinant This work was carried out within the B4 Broadband Ra-
criterion optimization problem. It was recognized that theio@hand project, which is supported in part by the Dutch
complexity of this estimator was too high to be practicable f Ministry of Economic Affairs under grant BTS01063. The
an implementation, and therefore a reduced-complexity esauthors thank Xiao-Jiao Tao for his useful comments. Fur-
mator was proposed. An upper bound on the mean-squaredermore, Allert van Zelst, Peter Smulders and Gert Bruglsaa
error of this estimator for the AWGN environments was foundare acknowledged for their input to improve the quality aéth
A comparison between the performance of the ML estimatgaper.
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APPENDIX |
FREQUENCY DEPENDENCY OHCI

The solution in (30) is a function of the uniform distributed

variable . To find the frequency dependency of the nor-

. . . ) 2

This appendix shows the derivation of the upper bound dR@lized covariance in (20), we have to fiad = E{|A["}

the variance of the ICI due to PN. When we assume all carriefddependent of. Sinceg is uniformly distributed betwee
hold data symbols, all carriers on average will experiehee t @nd 2, the expected value is given by

same ICI power. We, therefore, regard only one of the carier
k = N., and substitute thig into (22). When we define

b= 2%, the ICI termA is given by

Ne—1N,—1
1 c c . .
A= A q; 7;) exp(jA cos(bn+y)) exp (—j2mgn/N,.)
(27)
Now we can rewrite the\ as
| NezINe—l
A= A qz::O ,; (exp(jAcos(bn + @) — j2mgn/N;)) — go
= exp(jAcos(p)) — g0
| Ned
= exp(jAcosp) — N HZ:O exp(jA cos (bn + ¢))
, N.—1
_exp(Acosg) N[, o[ A .
= N, T;O <2 sin” 4 5 [cos (bn + @) — cos ¢]
— jsin {A [cos (bn + ¢) — cos go]})
(28)

For small values ofd, the expression for the ICI in (28) can

be approximated as

Ne—1

iAo
Ax N exp(jA cos ¢) ngo [cos (bn + ¢) — cos ¢]
jAexp(jAcosyp) [ sin(3N.b) 1
= 5| =(Ne — 1)b
N, sin(3b) o8 2( o+

— N, cos go)
(29)
Then the amplitude of the ICl is given Hy|
A |sin(§Ncb) o <1

Al=2 =
A= 5 sin(1b) 5

N, — 1)b—|—g0> —Nccosgo‘ ,

(30)
where we used

N-1 N-1
Zcos(bn+<p) = %{ZQXP(J' (b”+¢))}
n=0 n=0

2 {one (L2om00))

1 — exp (jb)

= Sin(%Nob) cos <(NC 2_ DL + 99> - (31)

sin(3b)

[10] A. van den Bos

2m
1
A= BAP) =5 [
0

2 (o201
3 5N:b
- (%) { g
Ne¢ 2sin®(3b) 2

_w s (;(NC - 1)b> } L (32)

2
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