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ABSTRACT 

An overview is given of several concepts that are useful when dealing with numerical BVP. 

In particular a generalisation of the well-conditioning concept for nonlinear problems is con

sidered. This is done to be able to investigate a class of second order scalar nonlinear problems. A 

detailed study of the solution structure is made for this class. The results are applied to two 

specific problems (Korteweg-de Vries and Burgers) and a way is indicated to stabilize these (ill

posed) BVP. 

1. INTRODUCTION 

For a long time research on numerical aspects of boundary value problems (BVP) has been 

concentrated mostly on finding better and more sophisticated methods for solving them. It seems, 

however, that the subject has grown up now, as understanding of some fundamental aspects gets 

more and more attention. One such basic achievement is the knowledge that the presence of 

boundary conditions (BC) does not so much make a BVP more complicated than an initial value 

problem (lVP), as the former is necessary global in character, but rather that BC provide condi

tions that are crucially intertwined with the structure of the underlying ODE. 

Consider 

1) This paper is in final fonn and will not be submitted for publication elsewhere. 
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and the Be 

dx 
- =f(t,x) , a$ t$ ~ 
dt 
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where f is an appropriate n-vector field and the switch points aI, ... , am are such that al = a, 

am = p and aj < aj+l, 1 < j < m -1. In the literature one usually takes m = 2 (or in principle 

reduces the considerations to this case). In case the vector field is linear various authors cf. [3,6,8] 

have shown that the two point Be effectively control the modes of (1.1); more specifically, if we 

assume a dichotomy, then decaying modes are controlled by initial conditions and increasing 

modes by terminal conditions, that is, assuming the problem is not sensitive to perturbations. 

Recently this idea was extended for the multipoint case, giving rise to a nontrivial generalisation 

of the dichotomy aspect [4,5]. 

In this paper we like to deal, more generally, with nonlinear problems and to investigate the 

sensitivity of the solution. To be not over-ambitious we shall only make an attempt to discuss a 

particular class of second order scalar ODE, which nevertheless contains many relevant problems 

from practice. 

Our approach is based on quasi linearization and examining the solution space of the linear

ized problem. As will become clear in section 5 the underlying structure can be quite whimsical 

and sometimes appropriate analytical transformations or additional Be must be provided to "sta

bilize" the problem. In section 4 it is defined what we mean by stability. Before that we first 

introduce a more general concept of conditioning (section 2) and recall the notions of dichotomy 

and polychotomy in section 3. 

2. CONDITIONING 

An important practical question in dealing with BVP is the sensitivity of the solution with 

respect to perturbations in the data. From a numerical point of view the most important errors are 

those due to the discretisation of the ODE and the consequently imprecise solution of the Be 

(note that the latter fact makes BVP essentially more difficult than IVP). Hence it makes sense to 

consider the "perturbed" ODE 

(2.1) ~~ = f(t, x) + d(t) , a$ t $ ~ 

(where dmay depend on x) and the Be 

(2.2) g(x(ad •...• x(Cl,n) = b 

where the "source term" d and the "residual" b are sufficiently small, to ensure x to be an isolated 

solution of (2.1), (2.2), as we assume x is of (1.1) and (1.2). 
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Definition 2.3. Let £0 sufficiently small such that for all d, b with II d(·) lit ~ £0, II b II ~ EO, (2.1), 

(2.2) has an isolated solution, then eN, defined as the infimum of positive numbers 1( for which 

II x(·) - xC· ) II ~ 1(£ for all d and b with II de· ) II ~ E ~ £0, II b II ~ E ~ £0, is called the condition number. 

If CNE is small we may use linearization in order to assess this conditioning. We obtain 

(2.4) !L (x-x) =J(x-x) + d(t) , 
dt 

where J denotes the Jacobian at a suitable point not being far from (t,x) 

m 

(2.5) L M j [x(aj) - x(aj) ] = b , 
j=1 

_ ag 
whereMj - a . 

x(aj) 

A theory for dealing with this linearCized) problem can be found in [4.9] and in particular for the 

multipoint case in [5]. We only need some relevant conclusions, which can be stated in terms of 

fundamental solutions. So, let <1> be a fundamental solution of (2.4), i.e. 

(2.6) !!... <1> = J <1> dt . 

It is not restrictive to assume that 

m 
(2.7) L M j <1>(aj) = I. 

j=1 

This induces a Green's function G(t,s) satisfying 

(2.8a) 

(2.8b) 

j 

G(t,s) = <1>(t) L M j <1>(aj) <1>-1 (S), aj < s < ai+! , t > s 
j=1 

m 

G(t,s)=-<l>(t) L M j <1>(aj) <1>-!(s) , aj <s <aj+l, t <so 
j=i+l 

So the "error" x - x can be written as 

~ 

(2.9) iCt) - x(t) = <I>(t) b + J G(t,s) d(s)ds. 
a 

Therefore we expect a sharp bound for CN to be given by 

(2.10) CN ~ II <1>(.) II + (~-a) II G(., .)11. 

Remark: Note that the factor (~-a) naturally disappears if des) is an appropriately scaled local 

discretisation error. 

tHere 11·11 denotes a Holder nonn and II d(·) II an associated function space nonn. 
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3. POL YCHOTOMY 

Although nonlinear BC do occur in practice, linear BC are more common. Even more com

mon are so called separated Be, a situation we shall study in this section. In such a case we have 

effectively the Be 

m 

(3.1) g(x(ad, ... , x(<lm)) = L Mj x(aj) - b , 
i=1 

m 

where b is some n-vector, Mi are some n x n matrices, such that L rank(Mi) = n and moreover 
i=1 

such that Mi has systematically zero rows but for precisely rank(Mi)' 

This Be naturally induces projections Pi by 

(where <1> is normalized as in (2.7». In particular, given a bound CN on the Green's function 

G(t,s), we derive from (2.8) 

(3.3a) 

(3.3b) 

I 

II <1>(t) L Pj <1>-I(s)llS; CN, Cli < s < Clj+l' t > s, 
j=1 

m 

11<1>(t) L P j <1>-I(s)IIS;CN, Cli<S<Cli+l, t<s. 
j=i+l 

I 

Because of the nice form of the matrices Pj' we see that L Pj is a projection and so is 
j=1 

m I 

L Pj = 1- L Pj' Apparently for each i, (3.3) describes a suitable partitioning of the funda-
j=i +1 )=1 

mental solution with respect to the growth. If m = 2, we call <1> dichotomic (with dichotomy con

stant CN), otherwise polychotomic (with a polychotomic constant CN). 

Remark: Dichotomy means that we can find suitable fundamental modes that either do not grow 

or do not decay. Polychotomy is more complicated. Either a fundamental mode grows, or it 

decays, or it grows first and decays then (only after passing a switch point Clj !). 

Given a dichotomic (or polychotomic) fundamental solution and a well-posed problem (Le. 

such that II <1>(.) II is not unacceptably large), well-conditioning can easily be shown. Conversely, 

given well-conditioning (Le. CN is "not large"), we apparently show dichotomy or polychotomy 

with a "not large" constant. 

Using the linearization, carried out in section 2, it only seems reasonable to expect well

conditioning of a nonlinear problem (i.e. with f nonlinear) to be related to the growth properties 

of the fundamental solution of the linear system. (2.6). In dealing with a process for computing 

the solution x of (1.1), (1.2) one necessarily linearizes the problem, thus solving a set of linear 

problems in an iterative setting. At each iteration step one should hope the linear problem under 

consideration to be fairly well-conditioned (say such that rounding errors do not blur the result 
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more than an amount allowed by the required tolerance). From the foregoing it follows that this 

can only be the case if there is an appropriate dichotomy or polychotomy (where the constant is 

related to the well-conditioning as in (3.3». In other words lack of sufficient dichotomy say, 

implies a nearly singular Jacobian in a Newton process. The next, somewhat artificial, example 

shows that such a phenomenon can occur quit unexpectedly. 

Example 3.4. Consider the ODE 

(3.5a) u" + (u 2 )' = 0, 0 < t < 00 

(3.5b) u(O) = 1, u(oo) = O. 

By writing x = (u,u'l = (u, vl, we obtain 

(3.6a) dx [ v 1 - = f(x) = dt -2uv ' 

(3.6b) [~~l X(O)+[~ ~l X(~)=[~l 
(the latter being a separated two point BC). 

It can simply be checked that the solution of (3.5), U say, is given by 

(3.7) 
A 1 
u(t)= --, 

1 + t 

A) d A 1 so vCt := - u(t) = 
dt (l + t)2 

Hence if we linearize (3.6b) we find the ODE 

(3.8a) dy JA A 

-= Y 
dt ' 

with 

(3.8b) j := [ -~v -~u 1 = [ ~ -~l· 
(1 +t)2 1 + t 

Simple calculation shows that (3.8) has a fundamental solution 

A 

(3.9) <l>(t) = 

1 
l+t ---::-

(1 +t)2 

-2 
(1 +t)3 

1 

Hence, defining (3.8) on the interval (0, L), we see that we have a dichotomic solution space with 

one increasing and one decreasing mode and with a dichotomy constant 0(1), if L ~ 00. This in 

in agreement with the (well-) conditioning of the problem with ODE (3.8) and BC (3.6b). 
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Given the Be (3.6) the following solution would be a very acceptable candidate as a first 

approximation (for starting a Newton process say): 

1 -----
1 + t 1 + t 3 

(3.10) 
3t + 6t 2 1 

(1 +t) (1 +(3) (1 +t)2 

Note that (U(O), v(O)l == (u(O), v(O»T and (u(oo), v (oo)l == (u(oo), v (oo)T If we linearize (3.6a) at 

(u, vl we find an ODE similar to (3.8), i.e. 

(3.11a) 

with 

(3. 11 b) 

dy J-
d(== y, 

- [OIl J:== -2ii -2u ' 

where u , v are defined by (3.10). Straightforward calculation shows that (3.11) has a fundamental 

solution 

(3.12) <D(t) == 

1 + t 
1 + t 3 

1- 3t2 - 3t3 

(l + (3 )2 

1 

(l+t)2 (1+( 3) 

-2-3t2 -5t3 

(l + t)3 (l + t 3 )2 

Therefore we see that (3.11) has decaying modes only. In order to have a well-posed "BVP" we 

need to specify two independent initial conditions! Thus we can conclude that a linearization of 

(3.6) at (3.10) leads to an ill-conditioned problem. In fact it is not difficult to see that a sharp 

bound for the Green's function on the interval (0, L ] is O(L 2). 

4. STABILITY AND STABILIZATION 

Like the notion of well-conditioning, usage of the word stability enjoys a widespread popu

larity among numerical analysts. The concepts are in fact related, and, having defined a condition 

number in section 2, we can precisely define what we mean by stability. In~itively, stability of a 

process indicates that we can trust the results, only if we have been willing to invest sufficiently. 

The two control parameters to measure this are the required accuracy tolerance, TOL, and the 

(given) machine constant, EM. If we associate with this process (e.g. an algorithm) a condition 

number CN then we can say 

Definition 4.1. Given a positive number EM, a process is called G-acceptable if CN EM:S; G. 

Definition 4.2. Given a tolerance TOL for the required accuracy, a process is called stable if it is 
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G-acceptable with G ~ TOL. 

Returning to the example in the previous section we see that linearization of (3.6) in the 

neighbourhood of the exact solution and truncating the interval to [0, L] is G-acceptable with 

G ;::: EM only if this neighbourhood is small enough. If we e.g. linearize at (u, vl, see (3.10), then 

this together with the BC (3.6b) will be;::: L2 EM acceptable. For any finite tolerance however, we 

can find an L such that we may call this linearization unstable. 

If we examine Example 3.4 with the choices (u,vl and (u,vl more closely then it appears 

that the afore mentioned instability is caused by the lack of appropriate BC. This leads us to try to 

stabilize the linearization by providing a sufficient Be. There may be various possibilities, but a 

very simple one is the following: Consider 

(4.3) [~n X(O)+[~~] X(~)=[~11 
Note that we have just added information about the derivative of the solution u of (3.5a) and that 

(4.3) contains a full rank set of initial conditions for an "initial value stable" problem (and like

wise for a "terminal value stable problem", though this is a less likely situation to occur). 

In order to assess the stability of this choice we first compute the solution y satisfying (3.8) and 

(4.4) [~n Y<O)+[~~] Y(L)=[:] 

(4.5,) yet) = ci>(tHi;:1 [:] = "'I (t) [ :] 
where 

(4.5b) QL = 

Hence: 

2 -1 + __ 2---::
(1 +L)3 

2+L -2 + 1 
(1+Li 

(4.5c) "'I (t) = ci>(t) ( [ ~1 ~ 1 + R(t)}, II R(t) II = 0 [ 1] 
which shows that \I cl>1 (t)1I = 0(1), uniformly in t and L, t ~ L. 

Since we have a dichotomic solution space a similar bound on II G(., .) \I follows from [4, 

ThIn 5.2]. 

Let us now consider the linearization using the choice (u,vl and the Be (4.4) m.m. We 

then obtain 



where 

(4.6b) QL = 

Hence 

1 + 1 +L 
1 +L3 
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_2+ ___ 1 __ _ 
(1 +L)2 (1 +L3) 

(4.6c) <I>, (t) - <I>(t) ( [~ : 1 + S(t)) , where II S(t) II = 0 [ ~21 
which gives that" <l>2(t) II:::: 0(1), unifonnly in t and L, t ~ L. Since the tenninal condition does 

not playa role at all, we conclude that we can effectively say that G(t,s) = <l>(t) <l>-l(S), which is 

easily seen to be unifonnly bounded for t > s. 

For both linearizations we thus have shown that the condition numbers when considering 

(4 .3) are 0(1) and so they are G-acceptable for G up to = EM, the machine accuracy; i.e. for 

TOL~ EM we have a stable problem. 

We are not aware of any general recipe for stabilizing a process. However, for two point 

BVP it is likely that providing a BC consisting of full rank matrices is definitely a way to explore. 

We like to emphasize that this kind of stabilization only makes sense when there is a dichotomy 

(which includes the cases PI = 0 and P 1 = I , m = 2 in (3.3». 

In the next section we consider a class of problems with a more difficult solution structure. 

s. A CLASS OF NONDICHOTOMIC PROBLEMS 

Consider the second order scalar ODE 

(5.1) u" = p(t,u,u') , -00 < t < 00, 

where the solution u is such that 

(5.2) u(±oo) = O. 

For clarity of notation let us again denote the exact solution of (5.1), (5.2) by it and its derivative 

by v. By linearizing (5.1) at this solution we find the ODE 

(5 3) "a p ( A A) , k ( A A) . U = au' t,u,V u + au t,u,V u. 
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We like to estimate suitable fundamental modes of (5.3) in order to assess conditioning etc. 

of the resulting linearized BVP as we did in section 3. First we give some preliminary results 

dealing with growth properties on a semi-infinite interval. Let us denote 

(5.4a) a(t):= ; ;, (t,u, v) 

(5.4b) bet) = ~ ~ (t,u, v). 

Since our results are related to and/or based on positivity we shall assume the following 

Assumption 5.5. Let bet) > 0 for t ~ II ~ 0 and t;;:: t2;;:: o. 

We can associate to (5.3) the equation 

(5.6) 'i.? = aCt) 1..+ bet). 

Because of assumption 5.5 ooth roots of (5.6) are real and nonzero for t~ tI, t;;:: t2. Hence we 

may assume that there is a continuous Al (t), with Al (t) > 0 and a continuous A2(t), with 1..2 (t) < 0 

for all t~ II and likewise for t;;:: 12. We shall refer to Aj(t) and 1..2(1) as the local eigenvalues of 

(5.3). 

Let us now recall a well-known monotonicity result (cf. [12, CH IJ) 

Lemma 5.7. Let u be a solution of (5.3) and let W be such that wIt - aw' - bw ~ 0 on (y, 8) for 

somey, 8 (y<8).lfu(y)~ w(y) and u(8)~ w(8) then u(t)~ w(t),for t E (y, 8). 0 

Then we can show: 

Property 5.8. Let t2 be as before. Define Aj := inf Aj (t) and 1..2 := sup A2(t). 
1~12 1~12 

Then (5.3) has solutions Z I , Z2 defined on (t2 , 00) such that for I , s;;:: 12 

Z 1 (t) 
0< -(- ~ exp [AI (t-s)], t < s 

ZI s) 

Z2(t) 
0< -(-) ~ exp [A2(I-S)], I> s 

Z2 s 

Proof: DefinewI(y,o,l) :=exp[AI(I-12)]. 

Then WI" - awl' - bwl = [At - al..I -b] exp[AI (1-12)]. 

Since 1..2(/) < Al ~ At (I) we thus have WI" - awl' - bw l ~ O. If we define a solution ul(y,8,1) of 

(5.3) by u 1 (y,B,y) =Wl(y,o,y), Ul(y,O,O)=Wl(Y,O,O), then we find from Lemma 5.7 that 

Ul(y,o,t)~ Wl(y,O,I),t E (y,o). Hence 
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(5.8a) 

By taking y = t2 and letting 0 ~ 00 we obtain the existence of a solution Z I (t) with Z I (t2) = I, 

which is bounded away from zero. At any point s, consider the scaled solutions 
_ WI (t2,O,S) 
Ul(t2,O,t):=ZI(t) _ ,o>s. From the monotonicity it follows that 

u I (t2 ,o,s) 
it I (t2,O,t) < Z I (t), t < s. A limit argument then gives the estimate for Z I. 

The proof for Z2 is analogous and will be omitted. o 

Corollary 5.9. For the solutions Z 1 , Z2 in Property 5.8 we also have 

zl(t+h)-ZI(t) ZI(t) -A.,h 
Proof: Let h > o. = 1 - ~ 1 - e ~ + Al h. Letting h ~ 0 shows 

zI(t+h zJ(t+h) 

Z2(t) - z2(t+h) z2(t+h) A-,h 
the first estimate. Moreover = 1 - ~ 1 - e ~ -A2 h. 0 

Z2(t) Z2(t) 

There also exists a natural counter part of Lemma 5.7, Property 5.8 and Corollary 5.9, of 

which we only give the result 

- --
Corollary 5.10. Define AJ (s) = sup Al (t) and As(t) and A2(s) = inf A2(t). 

/2$/$S /2$/$S 

o 

If we now associate to (5.3) a matrix vector ODE via the dependent variable x :~ [ :,j. say 

(cf. section 3) 

(5.11) 
d 
-x=J(u)x, 
dt 

then we can show 

Theorem S.12. Let (5.3) be such thatfor some p > o. p < bet) < 00, t ~ t2. t $ ti. Let 11·11 = 11.11 1. 

Then both on the interval [t2 , 00] and on (-00, t 1 ] there exists a dichotomic fundamental solu

tion of (5.11), with dichotomy constant 
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[ 

1 +AI(t) 1 + I A2(t) I 
1C := max mtax , max 

1 + Al t 1 + I 1..2 I 

-
where Al (t) etc. is now also defined for relevant negative t-values. 

Proof: For 

I

ZI(t)IIZI(S)I-1 I+AI(t) IZI(t)1 1+~I(t) 
t~s, ZI'(t) ZI'(S) $; 1+1..1 IZI(s)1 $; 1+1..1 exp[AI(t-S)]. 

Similarly, for 

I> s . I::.~~ II::.~?) I-I ~ 1;; ~~~~ I 
From [4] we deduce that the dichotomy constant bounds the cotg of the angle e between the two 

subspaces induced by the projection P. In [7] it is shown that this quantity, together with the 

growth as above gives an estimate of the dichotomy constant. 

Now we have, using the inner product definition 

Hence 

D 

The intriguing question now arises whether both dichotomic parts of the solution space join 

up to a globally dichotomic solution or not. The answer is negative as is shown by 

Theorem 5.13. The ODE (5.11) has afundamental solution <1> = (<1>1 <1>2), with 

II <1>1 (0) II = 1, II <1>1 (t) II -+ 00, ± t -+ 00 

II <1>2(0)11 = 1, II q,2(t)II-+ 0, ±t -+ 00. 

Proof: Let u be the solution of (5.1) and let WE be defined by WE(t) := U(tTE) . Then WE satisfies 

the same ODE and the same Be as u. If E is small enough. then x:= [:,]- [::.] satisfies 

dx - -
dt =J(u)x, withJ(u) :::J(u) as in (5.11). 

Since for E small enough the assumption for the coefficient b in J will also hold for its counterpart 

in j, we see that it is not restrictive to identify J and I Hence we conclude that (5 .11) must have 

a solution <1>1 say, that disappears for ± t -+ 00. Consequently it follows from Theorem 5.12 that 

there must exist a complementary solution that grows unbounded for ±t -+ 00. 0 
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The result of the preceding analysis thus far is rather disappointing. Apparently we do not 

have dichotomy but also no "polychotomy". 

5.2. A stabilization of the ODE: Kortweg-de Vries 

The system (5.1), (5.2) plays an important role in the study of solitary waves, cf. [11]. Nor

mally (5.1) appears in an eigenvalue formulation, where the unknown eigenvalue c is (a normal

ized form of) the wave speed; in particular consider 

(5.14a) " ( ') U =qt,u,u +CU. 

We can augment the ODE to a third order system by adding 

(5. 14b) c' = O. 

Accordingly, we need a third relation to have a full set of Be. In order to find out how to choose 

this, let us consider a special ODE, 

(5.15) u"=cu- ~U2, 

which is a dimensionless formulation for the solitary wave of the Kortweg-de Vries equation, cf. 

[13]. We have chosen this equation because we happen to know "the" solution; in fact, there 

exists a family of solutions 

(5.16) u(t)= C cosh-2 (Ih-J'lt) , C > O. 

This then enables to analyze the linearized version of the augmented system in some detail. We 

find for lin (5.11) 

(5.17) 

where we have introduced x := (u,u',cl. 

In orderto analyze the solution space of(5.11), (5.17) we concentrate on the ODE 

(5.18) " (A 3 A) A u=c-Uu+uc. 

Note that for c = 0 we obtain an ODE like (5.3), (5.4) with bet) -+ c. Hence we can apply 

Theorem 5.13, which gives us a characterization for two fundamental modes, viz <1>1, ~ with an 

additional zero third coordinate. To be more specific, let c = 1, then one can easily deduce that 
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(5.19a) 

(5.19b) 

We have used a routine from BOUNDPAK [10], to compute the fundamental modes of (5.18). 

The graphs below were derived using an absolute error tolerance of 10-12 and with L = 15 (that is 

the interval was truncated to [-15,15], see Figs. 5.1, 5.2, 5.3. 

1 ' • . . . . 

-15 

------ 1Iq,211 

......... 

. . . . . '. ' . ...... 

-4 

\I <t> 1 II 

Fig. 5.1 

1 

o 

" " . .. ~ 
" " 

...... l 

15 

Fig. 5.2. II <t>211 different 

scale on [-u , 0] 

1 
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2.6 10-5 
Fig. 5.3. II <1>1 II different 

scale on [-u , 0] 

-4 o 
In order to find a third fundamental mcx1e we compute a particular solution of (5.18), e.g. 

(5.20) <1>'(1) := c I <1>(1)<1>-1 (,) [u~,)l ds, c ~ O. 

Property 5.21. II ~(t)\\ is uniformly bounded. 

Proof. Let t > O. We can write 

where II [/ + R(t) rIll is unifonnly bounded on [0, 00) and II RCt) II ---1 0 for t ---1 00. Hence 

<l>-1(S)=_1/2 [e-
S 

e-~s] [/+S(s),whereIlS(s)II---10, S---1oo. 
eS -e 

It can be shown that J II S(s)1\ ds < 00, so 
o 

1<1>-1(,) [u~,)ll < [ e-2~~:(~il»l ,with I I ,(,) Ids <~. 

From this i 1 can sim ply be checked that II I <1>(1) <1>-1 (,) [ u ~) 1 ds II < ~ for all 1. 

A similar estimate can be given for t < O. 

We thus conclude that a third fundamental mode of (5.11), (5.17) is given by 

(5.19c) [ 
<l>3] [ ~1 (0 
1 =: ~ - ~2(t) ,I ~1 (t) I , I ~2(t) I < 00 for all it. 

o 

We therefore see that (5.11), (5.17) can not have a dichotomic solution space and not even a 

polychotomic one. That means that it is impossible to stabilize the eigenvalue problem (5.14), 
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(5.15) by choosing appropriate (multipoint) Be. 

However, for this problem, and quite a few other similar situations, often some analytic 

behaviour of the desired solution is available, like its asymptotic growth. Here we know, with 

C = 1, that u(t) - e-t , t ~ 00 and u(t) ~ e t , t ~ -00. Therefore we may try to reformulate (5.15) 

via the transformation 

(5.22a) vet) := u(t) e-t 
, 

which gives 

(5.22b) " ( 1) 3 2 t 2' v = c- v -"2v e - v. 

By adding 

(5.22) c' = 0 

we obtain a linearized system with Jacobian (at the solution v := ue-t , c = 1) 

(5.23) 

As before it is clear that the behaviour of the fundamental modes can be deduced from 

(5.24) u" = -2u' = 312 u. 

Although Theorem 5.12 is not applicable here ("b(t) ~ 0") it is not difficult to see, using Lemma 

5.7, that there exists a solution ZI(t) with ZI(O)= 1 and on [0, 00) uniformly bounded, and at the 

same time a solution z 2 (t), with z 2 (0) = 1, that "grows" at most like e-2t . On (- 00, 0] there exist 

likewise solutions being uniformly bounded. 

Hence, in whatever way the fundamental modes to the left are linked up with those to the right, 

we have two initial value stable modes! In a similar way as Property 5.21 we can show that 

(5.11), (5.23) also has an independent mode that is uniformly bounded. Thus we conclude that the 

eigenvalue problem (5.22b), (5.22c) is well-conditioned if we impose a Be like 

(5.24) v(-oo) = 1, v'(-oo) = 0, v(O) = 1. 

Note that we effectively have a problem on the half interval (- 00, 0) only; not surprisingly in 

view of the symmetric character of the original ODE with respect to O. 

5.3. Stabilization of the Be: Burgers equation 

As a final example, consider the ODE (shock form for Burgers equation) 

(5.25a) u" = uu' + cu' 

where u satisfies 



(S .2Sb) u(-oo) = 1, u(oo) =-1. 

With c = 0, an exact solution is given by 

(S .26) u(t) = -1 + _2_. 
1 +e t 

The linearized ODE is 

(S.27) u" = u u' + 11' u , 
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which can be shown to have, for t > 0, solutions z I (t), Z2(t), with Z I (t) - e-t
, t ~ 00 and 

Z2(t) - 1 , t ~ 00, and similarly, for t < 0, solutions zf (t), z! (t) with zf (t) - et
, t ~ 00 and 

Z2 (t) - 1 , t ~ 00. 

The proof is similar to that of Theorem S .13 but has to employ a different version of Property S.8 

since assumption S.S does not hold. 

As for KdV we can argue that the linearized system should be such that (S.27) has a funda

mental mode that goes to zero when ± t ~ 00. Consequently, we find that there is a fundamental 

mode u I (t), such that 

(S.28a) {

Zl(t), t~oo, 

UI(t)- zf(t), t~-oo, 

and a fundamental mode U2(t), such that 

(S.28b) 

Hence we have polychotomy. Therefore we can stabilize the eigenvalue BVP (S.2S) by choosing 

an additional BC at t = 0, e.g. 

(S.2Sc) U(O) = 0. 

If we would choose any other value for u(O), as long as it is between -1 and 1, we have a well

conditioned BVP with a solution u(t+p), p being some suitable shift. 
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