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Abstract. Synthesizing proper implementations for scenario-based spec-
ifications is often impossible, due to the distributed nature of imple-
mentations. To be able to detect problematic specifications, realizability
criteria have been identified, such as non-local choice.

In this work we develop a formal framework to study realizability of com-
positional MSC [GMP03]. We use it to derive a complete classification
of criteria that is closely related to the criteria for MSC from [MGRO05].
Comparing specifications and implementations is usually complicated,
because different formalisms are used. We treat both of them in terms
of a single formalism. Thereto we extend the partial order semantics of
[Pra86,K1.98] with a way to model deadlocks and with a more sophisti-
cated way to address communication.

1 Introduction

For scenario-based specifications of distributed systems (e.g. in terms of Message
Sequence Chart, MSC), it is often impossible to synthesize an implementation
with exactly the same behavior. This is caused by the distributed nature of
implementations. The best-known phenomenon leading to problems is non-local
choice [BAL97], but also other criteria [HJ00,Gen05,MGRO05] have been proposed
to determine realizability of specifications in practice [MGO05]. In this work we
develop a formal framework to study such criteria for the MSC extension that
is called compositional MSC [GMP03,MMO01].

Most realizability criteria seem to be tricky formalizations of intuitions about
realizability. In contrast, we formally study under what circumstances specifica-
tions are trace equivalent to their implementations, and derive a condition that
is both necessary and sufficient. From this condition, we derive a complete clas-
sification of realizability criteria for compositional MSC. The resulting formal
criteria can easily be related to our intuitive criteria in [MGRO5].

Several kinds of semantics have been proposed for MSC specifications (e.g.
[KL98,Ren99,Hey00,UKMO03]), while implementations are typically expressed in
terms of finite state machines. To compare specifications and implementations,
two different formalisms must then be related, usually via execution traces (in

* This research is supported by the NWO under project 016.023.015: “Improving the
Quality of Protocol Standards”.
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Fig. 1. Running example

fact a third formalism). We prefer to use one single formalism for both implemen-
tations and specifications, and we want to stay close to the MSC specification
formalism. Therefore we use a partial order semantics [Pra86] for our study, and
sketch the relation with operational formalisms. In addition to the partial or-
der model in [Pra86,KL98], we introduce a way to model deadlocks and a more
sophisticated way to deal with communication.

Overview In Section 2 we introduce our partial order model, which we extend
with communication in Section 3. These two sections are rather independent
from MSC, but they are the basis of the semantics of compositional MSC in Sec-
tion 4. In Section 5 we define the typical way of synthesizing an implementation;
trace equivalence between specifications and such implementations is studied in
Section 6. Finally in Section 7 we classify various realizability criteria. The con-
clusions and further work are presented in Section 8. In the appendix, proofs are
listed for the interested reader.

2 Extended partial order model

In this section we define a partial order model and extend it with deadlocks, to
make it suitable for studying realizability criteria.

2.1 Running example

We illustrate our techniques using a running example. Figure 1 contains a (high-
level) MSC consisting of the three basic MSCs ex1, ex2 and ex3. It specifies
the behavior of process instances X and Y, such that first the behavior of ex1
occurs, followed by either the behavior of ex2 or the behavior of ex3. For reference
purposes we have included arbitrary event names (e; to e13) in the basic MSCs.

2.2 LATERs: LAbeled Transitive Event Relations

As a semantic model of behavior, we introduce the notion of a later, which is an
acronym for labelled transitive event relation. A later (E, <,l) is a triple that
consists of an event set F, a transitive causality relation <: < C F x E and a



labeling function [ : E — L for a given set of labels L. The behavior of a later
is such that any event e : e € E models a single action with label I.e; the event
can occur at most once and it may only occur after all events f : f < e have
already occurred. The notion of an event is used to handle multiple occurrences
of an action with the same label. Compared to the partial orders in [Pra86], a
later is an Iposet in which the partial order constraint has been weakened.

In our running example, let laters p1, p2 and ps correspond to the basic MSCs
exl, ex2 and ex3, such that only the causalities per instance (on each vertical
axis) are considered, i.e. without communication. So, p1 = ({e1, e2,e3}, {e2 <
es}, l1) and as we will see later on I} = {e; —!(a, X,Y), e2 —7?(a, X,Y), e3 —
I(b, Y, X)}. The structure of p; can be visualized as [ €1 e2 — €3 | such
that relation < corresponds to the transitive closure of relation —.

In an interleaved execution model where the events are labeled with atomic
actions, the maximal behaviors of a partially ordered later are its linearizations.
The linearizations of a later (E, <,[) are the execution traces ej -. . .-e, such that
e; € I for each index 4, and for each two indices ¢ and j both e; =e; = i =
and e; < e; = ¢ < j. The linearizations of later p; are e; - ez - e3, ez - €1 - e3 and
eo-e3-e1. We prefer to reason about partial orders, because they are better related
to MSC and they avoid decomposing each partial order into several over-specific
total orders. Another advantage is that true concurrency can be modeled.

The most elementary laters are the empty later, with no events, and the
singleton laters, with only one event with a label k : k € L. We introduce the
following abbreviations for them:

€] = (0,0,0)
[k¥] = ({e},0,{[e— k]}) for k: k € L and arbitrary e

2.3 Isomorphism

The event set of a later is abstract in the sense that a consistent renaming of the
events yields a later with the same behavior. This is formalized in the following
notion of isomorphism. Laters (F, <,1) and (E’, <’,l’) are isomorphic, denoted
(E,<,l) =~ (E',<',l"), if there is a bijection ~: ~ C E x E’ such that both

— (Ve,e' e~ée = le=1¢)

— Ve, foe,ffie~e ANfrf = (e<f=e < f))
Relation ~ is an equivalence relation. In what follows we will hardly mention
~ explicitly, and implicitly assume that where necessary ~ has been exploited

to obtain suitable laters, e.g. ones that are event disjoint. This conforms to the
style used in [KL98].

2.4 Elementary later operators

We often need to relate events to the instance (i.e. computational unit or process)
in which they occur. We assume a fixed set of instance names I, and a function?

! For a later (E, <,1), [HJ00] uses the slightly different function ¢’ : E — I, which
can be obtained from our later-independent ¢ as follows: ¢".e = ¢.(l.e) .



¢ : L — I that maps labels to the instance in which the actions with that label
occur. To construct larger laters from the elementary laters, we use the following
elementary operators on event disjoint laters (i.e. E, N Eq = 0):

(Epv <palp) ” (Eqv <qalq) = (Ep UEg, <pU<qg, lpU lq)

(Eps <pslp) 05 (Eq,<glq) = (EpUEq, <pU <og U<y, lpUly)
where <, = F), X E,

(Ep, <pslp) ow (Ey, <g:lg) = (Ep UEy, (<pU <oy, U<T, Ul
where <o, = {(e,f)|e,f: e€ E, N f€E; A ¢.(lpe) =¢.(I4.f)}

Operator || denotes parallel composition, and operators og and oy denote strong
and weak sequential composition, respectively. These operators are associative
and they have unit element [€]. Since parallel composition is also commutative,
we can use || as a quantifier.

In our running example, ¢.(!(a, X,Y)) = X and ¢.(?(a,X,Y)) = Y. Let
laters p4 and ps be defined as ps = p1 ow p2 and ps = p1 ow p3. The structure of
ps is visualized as | €1 — €9 —€10 —€11 — €12 €) — €3 — €3 —€13 ] .

2.5 Deadlocks

A later (E, <,l) contains a deadlock if there is an event e : e € E such that
e < e. Conversely, a later is deadlock-free if the (transitive) causality relation is
a strict partial order, i.e. the conjunction of the following holds:

— irreflexive: (Ve :: —(e <e))
— asymmetric: Ve, f:: =(e< f A f <e))
— transitive: (Ve,f,g: e<f A f<g = e<g)

The definitions of deadlock and deadlock-free are consistent, since asymmetry
implies irreflexivity, and transitivity plus irreflexivity implies asymmetry. In par-
ticular, all laters that can be obtained from the elementary laters using the
elementary later operators are deadlock-free.

For example, consider later pf (to be defined in Section 3) with the following

structure: | €1 — €2 —e3 —eg — €9 —ejp==e11—e12—e13 | . In this
later there is a circular dependency between events e1g and ej;. From the tran-
sitivity of relation < it follows that e;g < ejg, hence ejq is a deadlock.

The interpretation of the causality relation is such that the set of events
“behind any deadlock” cannot occur either. We define the set of deadlocked
events A for a later (E, <,[) as follows:

AE, <, l)={fle,f:e€ ENfeE Ne<eAAe<f}

In our example we obtain A.p5 = {e10, €11, €12, €13}, and hence events ey, es, €3,
es and eg are the only events that can occur in later pr.



2.6 Prefix

A natural way to compare laters is to compare their possible behaviors. If all
possible behaviors of a later p are contained? in the possible behaviors of a later
q, we call p a prefix of ¢q. To determine whether p is a prefix of ¢, we only need to
consider the deadlock-free part of p. If p is a prefix of ¢, then (1) p may contain
fewer events than ¢, (2) on this smaller event set, p may contain more causalities
than ¢, (3) ¢’s labeling of events is respected by p, and (4) for each event that
is in both p and ¢, all events that precede the event in ¢ are also in p.
Formally, later p is a prefix of later ¢, denoted p =< ¢, if for some laters

(Ep, <p,1lp) ~p and (Eq, <4,lq) =~ g the following four conditions hold:

LT, B _

2. <gN(Ep x Ep) C<p

3. L,N(E,xL) =1l,n(E,xL)

4. Ve, frre<qfANfeEE, = ecE,)
where B, = E,\A.(Ep, <p, )

In the running example several prefix relations hold, such as p; < p4 and p; =< ps.
As a corollary of p < ¢, we have E, C E, for B, = E,\A.(Ey, <, 1q). Prefix
order < is a pre-order (i.e. reflexive and transitive) with smallest element [e].
Some typical prefixes are p < pll¢, ¢ < pllg, p = posqgand p =< pow q.
In comparison with [KL98], our definition is more explicit, it can deal with
deadlocks and it allows <, N(E, x E,) to be strictly smaller than <,,.

Parallel composition is monotonic in both arguments, while both kinds of se-
quential composition are only monotonic in their second argument (since dead-
locks are invisible). In general, sequential composition is not monotonic in its
first argument. For example, let p = [¢], ¢ = ({e}, {e < e}, {e— k}) and r = [k’]
such that ¢.k = ¢.k’. Using ¢.k = ¢.k’, both kinds of sequential composition
yield por = r and gor = ¢q. Although p < ¢, we do not have por =< qor,
because r A ¢g. This observation has directed our study in Section 6.2 towards
an action-prefix alike operator instead of a full sequential composition operator.

A special kind of prefix is a causality extension:

<C<' = (B, <) = (E <]

As an example consider later pf, which is a causality extension of later ps.

2.7 Projection

To restrict the set of events of a later, we define a projection operator 7 that
restricts a later to the events in instance i as follows:

mi. (B, <) = (F,<N(F x F),IN(F x L))
where F ={e|e: ec E A ¢.(l.e) =i}

Its relation with parallel composition is p < (|li : ¢ € I : m.p), and it is
monotonic with respect to causality extensions:

<C<' = m.(E, <) =2 m.(E <)

2 In an interleaved execution model this corresponds to trace inclusion.



2.8 Sets of laters

Usually a single later cannot describe all possible behavior of a system. Thereto
we study a set of laters (which is the notion of process in [Pra86], and pomset
in [KL98]), which represents the set of behaviors of the individual laters. We lift
each elementary later operator @ and the projection operator 7 as follows:

PeoQ={p®qlpqg:peP ANqe@}
m. P ={m.plp: p€ P}

To lift the prefix order <, we define order C as follows:

PCQ = (Wp:peP:(Fqg:qeQ: p=q)

Order C is a pre-order with smallest element ). Like before, parallel composition
is monotonic in both arguments, while both kinds of sequential composition are
only monotonic in their second argument. Relation = defined as

P=Q = PCQAQLCP

is an equivalence relation. Equivalence P = @ denotes that P and () have the
same sets of deadlock-free prefixes, which means that they are trace equivalent.

3 Asynchronous communication

In this section we develop an operator that introduces in a later the causalities
that correspond to asynchronous message communication. To model distributed
systems with communication via message passing, some labels are used to denote
sending or receiving a message. The most liberal causalities are obtained by
matching sends and receipts in their order of occurrence. This does not require
that messages with identical names are communicated in FIFO order.

3.1 Label-wise trichotomy

To match events properly, we need to determine the order in which events with
identical labels occur. For simplicity reasons, we assume for each label that the
events with that label are totally ordered; at least, in the deadlock-free part of
the later. Since this deadlock-free part is strict partially ordered, we only need
trichotomy (or comparability) for events with identical labels. For notational
convenience, we require this property for the whole later and for all labels.

The label-wise trichotomy property T is defined as follows:

TP = (Vp:peP: Tp)
T(E,<,l) = Ve, fule=1lf = e=fVe<fVf<e)

As we will see in Section 4, this only imposes a few, acceptable restrictions
to MSCs. This property is maintained under causality extensions and event
restrictions, it holds for the elementary laters, and it is maintained under se-
quential composition; only for a parallel composition (E,, <p,lp) || (Eq, <q,lq)
label-disjointness is required, i.e. (Ve,f:e€ E, A f € Ey: lp.e #1,.f).



3.2 Communication causalities

We define operator I'.p, which introduces the communication causalities in a
later p. For compositional MSC, we must also address communication between
two sequentially composed laters. Thereto we introduce an extra parameter ¢ to
denote the entire preceding behavior of later p in terms of a later.

For each message m, we must ensure that each receipt event (with label ?m)
is preceded by the corresponding/matching send event (with label !m). In case
there are more receive events than send events, these remaining receipt events
are turned into deadlocks. Thus we obtain (provided 7.t and T.P hold):

rp={rtp|p: pe P}
I''(E,<p,l) = (E, (<pU<)TU <y, 1)
where <,=</ N(E x E) and <4=</, N(E x E)
and (E',<',l') =tow (E,<s,l) and B’ = E'\A(E', <", l")
and <'={(e,f)|e,f,m:e€E' AN fEE Nl'e=lm Al'.f =ImA
(#gung<'eANlg=lm) = (#g:g< fAlg=tm)}
and <g={(f, f) [ frm: f €L NU'.f=tmA
(#g::9geE ANl'g=Im) < (#g=g<' f ANlU.g=Tm)}

In this definition, first an auxiliary later (E’, <’,1’) is computed as the sequential
composition of ¢ and (E, <p,1). Then causalities </, are defined for the matching
communications, and causalities </, are defined for the deadlocked receipt events.
Finally, only the causalities on events E (i.e. not on events from previous behavior
t) are added to later (E, <;,1).

For the running example, we define later p, = I'’.ps and p5 = I'’.p5. When
visualizing p} and pf, we add the additional communication causalities according
to </, with dashed arrows, and the additional deadlock causality for unmatched
receipts (</;) with a dotted arrow as follows:

€1 — €4 — €5 €1 — €9 — €10 =~ €11 — €12
I I I - -

v v poe v T~ 7
Py | €2 — e3 — es — er.d Py | €2 — €3 — eg —€13

For p) this then boils down to: ‘ €] —~ €3 €3 €4 €5 5 eF) ‘
For pf, the result was already visualized in Section 2.

The role of parameter ¢ of I' is illustrated in the following important property
of sequential composition (see also Section 6):

Ft.({p} ow Q) = Ft.({p} ow Ftowp.Q)

Since I' is a causality extension, it maintains predicate T'. However, I" can in-
troduce deadlocks. The following are some other properties of I':

(shrinking) I''ip < p
(idempotence) I''.p = I''.(I'.p)
(monotonicity) p < q = I'tp < I'tq

These properties can even be generalized to sets of laters.



4 Semantics of compositional MSC

Using the preceding concepts, we define a semantics of compositional MSC as
an extension of the MSC semantics of [KL98]. For simplicity reasons, we delay
the introduction of the communication causalities; in Section 6 we will show how
they can be introduced earlier (like in [KL98]). We start by giving the semantics
of basic MSC, then the semantics of high-level MSC, and finally we complete
this semantics by including the communication causalities.

4.1 Basic MSC

The semantics (without communication) of basic MSC B in instance-oriented
textual representation [Ren99] is defined as a later M, [B] as follows:

M, [()] =[]
[inst i; S endinst; B] = M, [S]() || M,,...[B]

bmsc

M, [O](@) = [€]
M, la; S](i) = M, lal (i) os M,,,[S](3)
M, [inn from j](i) = [?(n, j,4)]
M, Jout nto j](i) = [!(n, 1, j)
M, [local b] (i) = [b(i)]
M, [co () endco](i) = [6]
M, [co a;C endco] (i) = M, ,[a](i) || M, ,[co C endco](7)

Function qb can then be defined as follows: ¢.(?(n, j, 1)) =i, ¢.(!(n,4,7)) =i and
¢.(b(?)) = ¢ . By construction, each later M, _[...] is a strict partial order.

To ensure that predicate T is satisfied, we assume that no instance name
occurs more than once per bMSC [Ren99], and we require that in each co-region
the events are label disjoint. The interest in co-regions is usually very limited
(they are completely excluded in [HJ00,GMPO03]), so this is no severe restriction.
The unrealistic assumption that for each message name there is at most one send
event and at most one receipt event per bMSC [KL98], is not required here.

4.2 High-level MSC

The semantics (without communication) of high-level MSC A in textual repre-
sentation is defined as a set of laters M, [A] as follows:

hmsc

M,, . [empty] = {[e]}
[msc name; B endmsc] = {MMW[[B]]}

M, [Aseq B] = M,, [A] ow M, [B]

M [Aale B] = M, [A] U M, B

hmsc

hmsr

By construction, each later in M, _[...] is a strict partial order, and satisfies
predicate T. We do not explicitly address iteration, since it is just repeated
sequential composition.



4.3 MSC
Finally we introduce the causalities imposed by communication:

M, [A] = M} [A]
M A = M, [A]

msc

This is a proper definition since M, [A] satisfies predicate T. By construction,
predicate T also holds for M _[A]. Note that the application of I"* may introduce
deadlocks, which violate the strict partial order property. This illustrates one of
the reasons for our extended partial order semantics.

Using the example laters from Sections 2 and 3, the semantics of the MSC
in Figure 1 corresponds to I'’.({p;} ow ({p2} U {ps})), which simplifies via
{I%.(p1 ow p2), I'".(p1 ow p3)} into {p},ps}. These two laters represent the
possibility of either performing ex1 followed by ex2, or ex1 followed by ex3.

In [GMPO3] there is a restriction that receive events in bMSCs may not be
matched to send events in future bMSCs. In [MMO1] an extension is proposed
that drops this restriction. We consider the extension, since the original restric-
tion conflicts with elegant rules, like sequential composition of two bMSCs being
equal to simply connecting the instance axis [Ren99].

5 Implementations

In this section we explain how specifications are implemented. The difference
between a specification and an implementation is that a specification describes
behavior in terms of all instances, while an implementation describes behavior
in terms of each individual instance. Thus an implementation for an instance
can be represented by a set of laters that contain events of that instance only.

To synthesize an implementation, the specification is decomposed according
to the instances. The joint execution behavior of an implementation is obtained
by recomposing the instances. We do not consider the unusual implementation
with message parameters proposed in [Gen05], which effectively boils down to
renaming the messages and shifting the moments of choice. In such an imple-
mentation, additional parameters in a request message are sometimes used to
fix the choice that should made by the receiver of the request.

5.1 Decomposition
The typical decomposition D of a set of laters M to its instances is:
DM = {[i—m.M]|i: i€}

In this set, each instance name is mapped to the corresponding projection of M.
Since projection is an event restriction, predicate 7' is maintained.

For our running example, the decomposition of the laters, D.{p}, p5}, yields
the following: { [X +— {[ €1 — €4 — €5 | [ €1 — €9 —€r0=€11—€12 | }],

[Yb—>{‘ 62ﬂ63H66H69‘,\ €3 — €3 — es —e13 ]} L
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Let us briefly investigate what might be lost by decomposition. For a singleton
set {(F,<,l)}, note that E and [ are partitioned per instance, and hence only
the causalities between different instances are lost. For each later in a larger set
M, also the link between its projections in the different instances is lost.

5.2 Recomposition

To study the joint execution behavior of the decompositions, the decomposition
has to be recomposed. Using the definition from the previous section, the typical
recomposition R of a decomposition becomes:

R'{li—mM]|i:iel} =T"(|i:iel: m.M)

This is a proper definition provided T.M holds, since T' is maintained under
parallel composition with disjoint labels. The projections are label-disjoint, since
for each label k all events with that label belong to one instance, viz. ¢.k .

We emphasize that R’ o D, where o denotes function composition, is not
monotonic with respect to C. For causality extensions like I't, we have:

(Rt o D).(I'".P) C (R'oD).P

5.3 Implementations in operational formalisms

Using our later representation, implementations in operational formalisms can
easily be obtained. In an interleaved execution model where the labels denote
atomic actions, the maximal behaviors of a single later are the linearizations of
the maximal deadlock-free prefix. The set of maximal behaviors of a set of laters
is the union of the linearizations of the individual laters. In turn, linearizations
can easily be transformed to process algebraic expressions using the delayed
choice operator [BM95]. The implementation of our running example corresponds
to the following CSP-style implementation:

X: la “(?-le +7d )
Y: ?a-1b-(% + !d-?)

6 Relation between specification and implementation

In this section, we investigate whether compositional MSC specifications are
trace equivalent to their implementations, i.e. for all A and ¢:

M!_[A] = (R'oD).M._[A]

msc msc
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6.1 The implementation contains the specification

In this section we show that the specification is contained in the implementation,
ie. for all A and ¢t: Mt [A] T (R'o D).M!_[A]. It can be proved as follows:

(R o D).M!_[A]

= {definition of R' o D}
r‘(li:iel: m.M:_[A])

3 {property of 7 and ||; monotonicity of I'}
re; [A]

= {definition of M®_[A]; idempotence of I'}
M [A]

msc

6.2 The specification contains the implementation

In this section we derive conditions under which the implementation is contained
in the specification, i.e. for all A and ¢: (R0 D).M!_[A] C M!_[A]. We will set

up an inductive argument based on the structure of the high-level MSC. Thereto
we assume that the following rewrite rules have been applied:

(empty) seq C — C
(AseqB) seq C — A seq (BseqC(C)
(Aalt B) seq C — (Aseq(C) alt (BseqC)

These rules do not change the occurrences of choice, but they ensure that the first
argument of sequential composition is just a single bMSC. Using the property
of I and oy in Section 3, we derive an alternative characterization of Mt _[...]
in which communication is addressed earlier (like in [KL98]):

M [msc name; A endmsc] = M!_[msc name; A endmsc seq empty]
M}, [empty] = {[el}
M?!_ [msc name; A endmsc seq B] = I'.({M,, [A]} ow ML°w MunlAI[B])

Mt [Aalt B] = M _[A]UM!_[B]

msc msc msc

Empty This is the base case, which has a very simple proof:
(R o D).M! _[empty]

msc

= {alternative characterization}
(R’ o D){[e]}

= {calculus}
{[e]}

= {alternative characterization}
M}, [empty]

msc

Sequential composition This inductive case can be proved as follows:
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(R o D).M!_[msc name; Aendmsc seq B]

= {alternative characterization}
(R o D).(I'".({M,,,. [A]} ow M2 M IAI[B]))
C  {monotonicity}
(R o D).({M,, [A]} ow Mgy Mom-LAI[B])
= {e see below}
rt.({M,, [A]} ow (RFowMuncldlo D) M 2w Mo AN B])
= {induction hypothesis, monotonicity of I" and oy}
r'*.({M,, [A]} ow M2 MemIAT[B)
= {alternative characterization}
M! [mscname; A endmsc seq B]

The step marked e follows from the following rule, where m denotes a later that
does not order events in different instances, and M denotes a set of laters:

bmsc

(R' o D).({m} oy M) = I'".({m} ow (R'°W ™o D).M)

Alternative composition This inductive case can be proved as follows:
(R'o D).M! _[Aalt B]

msc

= {alternative characterization}
(Rt o D).(M? [A]u M!_[B])

msc msc

C  {A see below}
(R'o D).M!_[A] U (R'o D).M!_ [B]

= {induction hypothesis (twice)}
M, [A] U M, [B]

= {alternative characterization}
M’:LSC HA alt B]]

The step marked A is not only a sufficient condition, but also a necessary one.
Since it does not hold for each MSC, we will study it further.

6.3 Safe choice

In Section 7 we will relate various realizability criteria to condition A before. In
this section, we first strengthen this condition into a more convenient one. By
definition of R! o D, it is equivalent to:

()i m. (M

msc

[AJUM;_[B]) = I'".(lli = 3. M,

msc

[AD U I*.(|fi = .M, [B])

Or formulated differently, for each function f :: [I — (M! [A] U M! [B])]
representing the chosen later per instance, (at least) one of the following holds
(where g and h denote functions):

(3g:g:[I— M _JA] : TH(l|i mfs) = TH()|i e m.94)

msc

(Bh:ho[I— M [B]: TU(|li s mifi) = TU(|Ji miahy)

msc —

Checking this condition is quite involved in practice, since arbitrary com-
binations of projected laters (i.e. from both M! [A] and M!_ [B]) need to be

msc



13

considered. To reduce the number of combinations, we strengthen® this condi-

tion for non-empty set I into what we call the safe choice property: there exists

an instance k such that for each instance j : j # k both
—Vgull—-M_[All, n: nen; M [B] A {n}Znr;.M!_[A]:

msc

T ((lizi#j: mgi) || n) = T'(|lizi#j: migi)

—Vhu—M_[B],m: memn; M _[A] A {m} Z =;.M!_[B]:

TU((lici#g: mhi) || m) = TU(|Jizi# g mhy)

Later n:n € m;.M! [B] A {n} £ m;.M"_[A] of instance j denotes a later from
MSC B that is no prefix of any behavior on the other side of the choice, i.e. from
any later from MSC A. Note that behaviors occuring both in MSC A and MSC
B are no problem for the choice between A and B.

The advantage of this condition is that in the left-hand side of the =<, the
combinations of projected laters contain only one later n from B, while all other
laters are from A. Furthermore, it is less symmetric due to instance k and con-
dition j # k, see non-local choice below. Finally, we stress that this condition is

stronger than the previous one, see non-deterministic choice below.

7 Realizability criteria

The safe choice property of the previous section implies that the specification and
the implementation are trace equivalent; otherwise the specification may not be
realizable. In this section we convert the realizability criteria from [MGRO5] to
high-level MSCs with binary choice, and generalize them to compositional MSC
with co-regions. We first depict how the criteria are classified in comparison with
safe choice and the original derived condition from the previous section:

— non-local choice

. . - non-deterministic choice
propagating choice

derived condition <—safe choice +<

— race choice

7.1 Non-local choice

A choice between two MSCs is local if at most one instance has initiative in these
MSCs; otherwise several instances can independently start executing different
MSCs. An instance has initiative in an MSC if some first event of the instance
is labeled with either an internal action, or sending a message, or receiving a
message that was sent before the choice. The choice in our running example is
non-local, since due to events e4 and eg both X and Y have initiative.
Non-local choice follows naturally from safe choice, and in particular from
its <-terms. Observe that a later n is likely to be problematic if for each label-
disjoint later  we have I'*.(z||n) A I'*.z. This condition follows from I'*.n £ [e],

3 The proof of this strengthening step is quite involved.
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which means that later n contains an initiating event. Due to condition j # k
in the definition of safe choice, only instance & may have initiative, i.e. no two
different instances, say ¢ and j, may have initiative. This leads to the non-local
choice criterion:

(Fi,jymni#j5 Amem. ML [A] A {m} Z m;.M!_[B] A I't.m £ [¢]

msc

Ane€mp.M: [B] A {n} Z m;. M. JA] A T'n £ €] )

msc msc

The difference with other variants of non-local choice in [BAL97,HJ00,MGRO5]
is in our first two conjuncts on both m and n, where we ensure that safe choice
is violated.

7.2 Propagating choice

Absence of non-local choice is not sufficient to guarantee safe choice. It does
guarantee that there is at most one instance that determines the choice, viz.
instance k in the definition of safe choice. The other instances j have no initiative
and hence their chosen laters n are characterized by I'*.n < [e]. What remains
to guarantee safe choice is that the other instances can resolve the choice, which
is characterized by the propagating choice property (see also [MGRO05]): for each
instance j both

—Vgu[I— M [A]l,n: nemr.M: [B] A {n} Znr;.M._[A] A I''n < [€]:

msc msc

r(fizi#j: mg) [ n) = I(llizi#j: mig)
—Vhu[I— M [B],m:meéemr;. M [A]|AN{m} & x;. M _[B]AI'".m < [€]:

msc

TU((lici#g: mhi) || m) = TU(|Jizi# g m.hy)

7.3 Non-deterministic choice

Propagating choice is an important property, but it is not easy to apply. A simple
case that violates it is when the MSCs contain behaviors m and n that are
different, although they share a common prefix p, i.e. p < m and p < n. In case
such a prefix p starts with a receipt behavior, instance j cannot resolve the choice
using one of its initial events. This is characterized by the non-deterministic
choice criterion (see also [MGRO5]):

(Fj,m,n,p:: p=m Ap=3nA
m € mp.M! JA] A {m} Z 7. ML _[B] A T't.m < [€]

AnempME[B] A {n} Z m.M._JA] A Tt <[]

A@g,h: g [T — MEJA]] A B (T — MY [B]] :

(i mg) | ) 2 (it i mg)

VIt ((livis g mihe) | p) 2 TU(lici# 5 mihi))))
This criterion can be made more syntactic by weakening the inner existential
quantification into condition p Z [e]. Although non-deterministic choice violates

safe choice, it does not guarantee that the derived condition in Section 6 is
violated; so safe choice has been a real strengthening.
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msc M1 msc M2
Laf s [c] [o]]|[a] 8] [b]
ml m5
m2 mé
m3 m7
m4

Fig. 2. Example from [HJ00]

7.4 Race choice

Absence of non-deterministic choice is not sufficient to guarantee propagating
choice. It does guarantee that each instance j can resolve the choice when no
initiating receipt event can end up receiving a message intended for a non-initial
receipt event in another MSC. The other cases are characterized by the race
choice criterion (see also [MGRO5], compare race conditions):

(352 3g,n: g [I— M [A]

An€m ML [B] A {n} € m;.M!_[A] A T <[]

ADE((lici g migi) [l n) A T(lizi# 5 migs)

A(Yp:p=n A {p}Cm M [A]:

Fr((liis g migi) 1 p) 2 IP(llici#5: migi)))

vV (3h,m b [I— M [B]]

Am e m;. Mt [A] A {m} Z 7;.M! _[B] A I'".n < €]

AT (|G mhy) || m) A TH(Jiis#g: mhy)

ANNp:p=<m A {p} Crm;.M. [B]:

msc

'((lizi#g: mhy) | p) 2 T8(lizi#5: mih))))

In [HJ0O] the reconstructible choice criterion is proposed in order to guarantee
realizability, and it is mentioned explicitly that the communication channels
are not assumed to be order preserving. However, this claim contradicts their
example of a reconstructible MSC [HJ00, Figure 15].

To illustrate our race choice criterion, we have copied the bMSCs from this
example into Figure 2. The high-level MSC (which contains iteration) can be
characterized as the smallest solution of:

M: M = (M;seq M) alt (M;seq M)

Implementations allow behaviors that start as depicted in Figure 3, but prefix
I(mq, A, D) -(ms, A, D)-?(ms, A, D) shows that this behavior is not part of the
specified behavior.

In terms of our classification, this example suffers from race choice. Possible
witnesses of the existential quantifications in its definition are characterized by

Jj:j=D

n: m.M,  [MsseqMi] <= n

g: Vi:i#j: M, [MiseqMs] < g.9)

msc
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first M1, thenM2 | first M2, then M1
I
La] [B] [c][D]

ml |
m5 :

'm6

Em2
m3 |
m4 !
- ;
I
I
I

Fig. 3. Execution behavior of the example from [HJ00]

8 Conclusions and further work

We have developed a denotational semantics for compositional MSC through our
extension of pomsets with deadlocks. In this formalism we have studied realiz-
ability, especially of the choice construct. We have discussed various proposed
realizability criteria and shown completeness of our classification in [MGRO5].

Realizability problems can also be detected by verifying the implementation
[UKMO3]. However, it is far more effective to have criteria for specifications, and
to develop ways to make specifications realizable [HJ00]. For the latter, we plan
to evaluate our proposals in [MG05,MGRO05] using the current framework, and
to automate them.

A possible extension is to explore other realizability criteria, especially since
safe choice is a real strengthening. In addition, more syntactical criteria would
better allow automation. Also the realizability of other MSC constructs may be
studied, of which parallel composition is a challenging one.
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A Proofs about the prefix order on laters

A.1 Corollary of the definition

We first prove that £, C E, is a corollary of (E,, <,,l,) < (Eq, <g,lq)-
E, C E,
= {set calculus; definition of F,}

(Vf:feE,: feEy; N f&A(Ey, <g,1q))

{definition of A}
(Vf:febEpy: feE, N (Vere<ge: =(e <q f)))
< {condition 1; condition 4: f € E, A e€ E, = —(e <, f)}
(Ve:e<ge:ed Ep)

{proof by contradiction; definition of E,}
(Ve:e<ge A e€ Ep:ec€ A(Ey, <ply))
= {condition 2 gives e <, e; definition of A}

true

A.2 Variants of the definition

To simplify some future proofs, we prove that exploiting condition 4, condition 2
is equivalent to the stronger condition <, N(E, x E,) C <,.
<q N(Bp x E,) C<p
< {condition 2}

<q N(Bp x By) C<qN(E, x Ep)

{set calculus}
<q N(Ep x Ep) C (B, x Ep)

{set calculus; condition 4}
true

After strengthening condition 2, condition 4 is equivalent to the weaker con-
dition (Ve, f: e <4 fAf € E,: e € E,). We prove it by showing how it can be
used to prove condition 4:

(Ve,f:e<qf N fEE,:e€E,) o
=  {weak condition 4 gives e € E; definition of E,}
(Ve,fre<qf NfeEE, NecE,:ef A(Ey, <p,1lp))

< {strong condition 2}

Ve, fre<p [N fEE,:ed A(Ey <plp))
= {trading; definition of E,}

(Ve,fre<p [ N e€A(Ey, <plp): fEA(E, <plp))
{definition of A; transitivity of <,}
true

If £, C E, then weak condition 4 reduces to true.
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A.3 Transitivity

We prove transitivity of < by assuming that (E,, <p,l,) = (Ey, <q,lq) and
(Eq, <q,lq) = (Er, <r,l;). Using the definition of < we thus have:

1pg: E, C B, lqr: E, C E,

2pq: <q N(E, x E,) €<, 2qr: <, N(E, x Ey) C <,

3pq: LN (E,xL) =1,Nn(E,xL) |3qr: ;N (E; x L) = 1,N(E,; x L)
dpq: (Ve,fie<,fAfEE,:ecEyldqr: (Ve,f:e<,fANfEE,:e€Ey,)

Then we show (Ep, <p,lp) = (Er, <r,!») by proving the four conjuncts cor-
responding to the definition of =<:

= {corollary E, C E,}
true

m(E_p X E_p) €<
N

N(E, x E,) C<qN(E, X Ep)
=  {set calculus}

m(E_p X E_p) C <4
= {qu}

N(E, x E,) C<,N(E, x Ey)

= {set calculus}

A(E, x By < (5, x F)
= {corollary E, C E,}
true

1,N(E, x L) = 1,n(E, x L)
= Beg)

1,V (E,xL) = ,n(E
< {corollary E, Q E,}

0 (B x L) = 10 (5
= {3qr}

true

(Ve,f:e<, fANfEE,: e€Ep)
< {4pq} o

Ve, fre<, fANfEE,:e<,f)
< {corollary E, C E,}
(Ve,f:e<, fAfEE;:e<,f)
< {2qr}

(Ve,f:e<, fAfEE,:e€Ey)
= {daqr}

true
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A.4 Monotonicity with respect to both sequential compositions

Let m = (Em, <m,lm), p = (Ep, <p,lp) and mow p = (Epp, <mp, lmp), Where
Enp = En UEy, <mp= (<m U <o, U <p)T and Iy = by Ul,. We assume
that the event sets are such that E,, N E, = 0 and E,,, N E; = (). To eliminate
the transitive closure in the definition of <,,,, we can use that the event sets of
E,, and E, are disjoint, <,, and <, are transitive, and <o,,, € Ep, X E,. Thus
d <mp g is equivalent to:

d<mgVd<pgV 3e,f:(d<mevVd=e) Ne<o,, fAN(f=9V[f<pg)

Assuming p < ¢, we show mop =< moq by proving the four conjuncts of the
definition of < (strong second, weak fourth). We will use that E,,, C E,, UE,
holds since o only adds causalities.

Emp - qu

< {Fmp C EnUE{Emg=EnUE;}

(Em UE,) C En UE,
= {by definition E,, C E,, }{condition 1: E, C E,}

true

d<mp g
=  {definition of <,,;}
d <mg vV d <P g V
(Fe,fu (d<meVd=e) Ne<o,, fN(f=gVf<p9)
< {strong condition 2}
d<mgV (geE, N((deEy, Nd<q49)V
(Je, f (d<mﬂ/d:€) Ne<o,, fAN(f=9V[<q9)))
< {condition 4: f € Ep}{property of o, use condition 3: l,,.f =l4.f}
d<mgV (geE, N ((deEy, Nd<q49)V
(Je, f (d<7ne\/d:€)/\_e<inq fAN(f=9VI<q9)))
& {Emp=EmUE{Emp C B UE, Muse Ep N E, = 0}
d€Epp NGEEn, N([d<mgV d<qgV
(Fe,fu (d<meVd=e) Ne<o,, [ N(f=9V[f<q9))
{definition of <}
deBpp N geEEnp Nd<imqg

Ling N (Emp X L) = lyg N (Emyp x L)

= Alnp =l Ul Hlmg = L Ul H{set calculus}
lyN (Emp X L) = lgN (Epyp x L)

By € B UBHEn By = 0} {En (1 E, = 0)
l,bN(E, <L) =1,n(E, x L)

=  {condition 3}
true
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de By
=  {definition of E,,;}

de E, V deckE,
< {weak condition 4}

d€E, vV 39 geE, Nd<,g)
< {Ewny € E,UE,, E,,, CE,, and E,, N E, = (0}

(Fg:: g€Emp N([d<mgVd<ggV

(Fe,fu (d<meVd=e) Ne<o,, [ N(f=9Vf<q9)))

= {definition of <4}

(Fg:: g€ Emp N d<imgq9)

B Proofs about communication operator I’

B.1 Idempotence

Let p = (E,<,l), I''.)p = (E',<,I') and I'*.(I"*.p) = (E”,<",l"). Since I is a
causality extension, E' = E”, <'C<" and I’ = [”, and hence we only need to
prove <’ C<’ to show that I' is idempotent.

Using the label-wise trichotomy properties of ¢ and p, all causalities that
are added via <! are already present in </. For the causalities in </ we must
consider a receipt event that has a matching send event in </, but not in <”. In
I't.p this send event is behind a deadlock, and hence also this receipt event is
behind a deadlock. Hence this receipt event is not in </j. So <’C< is guaranteed.

B.2 Monotonicity

Assuming p = ¢, we will prove I't.p < I't.q by considering the four conditions for
<. Let p = (Ep, <p,1lp), ¢ = (Eq, <g,1q), I'"'p = (E),<}),17) and I'".q = (E}, <]
,17). Since I'* is a causality extension, we have E] C E, and E, = EJ. This
observation completes the proof of conditions 1 and 3. What remains are strong
condition 2 and weak condition 4. Since they are maintained under shrinking F,

to E, and extending <p to <7,

g € E; while ~(d <, g). We consider the two extensions:

we only need to consider an order d <7 g for

— adding <, and applying the transitive closure: then there exists an inter-
leaving of steps from <, and <, that witnesses d <7 g. Thanks to strong
condition 2, each step e <, f for f € E_g (and hence f € E,) guarantees
e <p f, and hence by definition we have e € E_g. Since p < ¢, each step
e <q ffor fe E_g guarantees e <, f and hence by definition we have
ee€ E_g. Hence we can conclude d <} g, which establishes strong condition 2
and weak condition 4.

— adding <g,: then d = g and weak condition 4 clearly holds. Since g is a
receipt event, g € E_g and p = ¢, also d <} g is added, which establishes
strong condition 2.
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B.3 Property regarding sequential composition

We split the proof of = in its two directions:
Ir't({p} ow I'**vr.Q) C I'.({p}ow Q)
< {monotonicity of I'}
{p} ow I'"*"P.Q C {p}ow @
< {monotonicity of oy}
revrQ C Q
=  {shrinking I'}
true

I'.({p}ow Q) E I'".({p} ow I'"*"7.Q)
=  {idempotence of I'}

r.(I'.({p}ow Q) T I'".({p} ow I'"*"7.Q)
< {monotonicity of I'}

I'.({ptow Q) € {p} ow I'"™"P.Q
< {calculus}

(Vg:qeQ: I'.(pow q) = pow I'"WPq)

For the remaining =<, note that the event sets and the labeling are identical,
and hence we only need to consider strong condition 2. Since oy is associative,
(E',<',l') is identical in both Is. Since the events of ¢ are contained in the
events of p oy ¢, the orders introduced by I" in the right term are a subset of
the orders introduced by I in the left term.

B.4 Deadlock extension rule

Provided laters « and y are label disjoint and y = (E,, <y, ly):
E, CA(I'".(z|]ly) = I'(z|ly) = 'z

< follows from condition 1 of <. For = we consider the four conditions for
<. Condition 1 is guaranteed, and hence also condition 3 is guaranteed. Weak
condition 4 is guaranteed since the events in x are contained in the events in
zlly.

For strong condition 2 we need to show that each causality a < b from
I''.x such that b ¢ A.(I'*.(z|ly)) is also in I'*.(z|ly). This holds trivially for
the causalities from x. Thanks to label-disjointness of x and y, it holds for the
causalities that are introduced via <.. Finally, it holds for the causalities that
are introduced via <4 by using b ¢ A.(I'".(z|ly)) and E, C A.(I"*.(z[|y)).

B.5 Multiple deadlock extension rule

Provided laters z, y and z are label disjoint:

I'(z|ly) < I''x A T'(z|z) 2 Ttz = TI'(z|yllz) = I'x
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<« follows from monotonicity. For = we can use the deadlock extension rule
by showing that all events from y||z are in A.(I't.(z||y||z)). Applying the deadlock
extension rule to the left-hand side gives that the events from y and z are in
A.(I'.(x]ly)) and A.(I'*.(z]|z)) respectively. Hence all possibly first events in y
and z are receipts that are not provided by I'*.z alone. This ensures that all
events from y and z are in A.(I't.(z||y||2)).

B.6 Elimination rule

Provided laters x, y and z are label disjoint:
I'.(zlyllz) = I'.(zlly) = I'.(zllz) = I

Using the deadlock extension rule, it is sufficient to show that all events from
z are in A.(I''.(x]|z)). Applying the deadlock extension rule to the antecedent
gives that the events from z are in A.(I'*.(z||y||z)). Hence all possibly first events
in z are receipts that are not provided by I't.(z||y) alone. Since I't.z < I't.(z|y),
all events from z are in A.(I"*.(z]|2)).

As a corollary (z := [¢]) we have I''.(y||z) =X I''.y = I''.z < [¢].

C Proofs about implementations

C.1 Monotonicity of (R! o D) with respect to causality extensions

We prove:

(Rt o D).(I'"".M) C (R'oD).M

=  {definition of R’ o D}
r(liziel:m.(I''\M)) S I''.(|i:iel:m.M)

< {monotonicity of I'}
(li:iel:m.(I'*M)) C (Ji:iel:m.M)

< {property of ||}
(Vi:iel:m.(I'"M) C m;.M)

< {calculus}
Viim:ieIAmeM :m.(I'm) < m.m)

= {property of <, 7 and causality extension I'*}
true

C.2 Distribution of oy over (R! o D)

For m a later that does not order events in different instances, and M a set of
laters, we prove:
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(Rt o D).({m} ow M)
= {definition of Ro D}
r‘(lli:iel: m.({m}ow M))
= {distribution}
ri(li:iel: m.{m} ow m.M)
= {distribution, since m does not order events in different instances}
rt.({m}ow (li:i€l: m.M))
= {property of I" and oy}
rt.({m}ow rewm (|li:iel: m.M))
= {definition of Ro D}
r't.({m} ow (R*"™ o D).M)

This proof uses that sequential composition is weak. In view of the graphical
syntax of MSC, it would be more natural to define sequential composition as
strong. However, the above rule only holds for weak sequential composition. If
we would start from the top of the above proof to replace oy by og, then after
the third step we get stuck and need oy again. Although this does not prove
that strong sequential composition is infeasible, it is at least an indication that
weak sequential composition might be the strongest one that is realizable.

C.3 Safe choice

We simplify and strengthen the derived condition for choice in two steps. We
first concentrate on the first disjunct:
(i mnfi) < LU m5.90)
< { monotonicity }
(|| mnfs) = (i mifi 2 m5.g5 0 T5.95)
< { domain split; monotonicity }
Il mifi 2 migis migs) || (s i fi 2 miegi s mifi)
< I(|li s minfi 2 mgi : TilGi)
=  { property of I' (multiple deadlock extension rule) }
(Vj i f5 A 595
U minfi 2 miegi s miegi) || m5.f5) 2 TE(|li: mfi < migi o mi94))
< { property of I' (elimination rule) }
(V] . 7Tj.fj ﬁ .95 -
Pl 27 meg) | mfs) < Tl £ mge))

Let us abbreviate I'".((||i : ¢ # j : mig:) || mj.f5) = TU(|lici # 3§ mi.gi) as
P.g.j.f;. Then we can prove the remainder as follows:



(Vf =
(Fg:: Vi mf; Amjg;: Pgj.fi)V
(Bh e (Vjimif; A kg Phy.f;))
< { strengthening for later use }
(Vf o (3K
(g = T fo 2 mege A (Vjimyf; A g Pgg.fi)) Vv
(Fh = mfi 2 b A (V5w f; A wihy s Phaf;)))
= { case j =k follows from left conjunct }
(Vf o (3k
Bg e fo 2 megy AN (Vjimyfj A g NjFE kK Pg.j.fi))V
(Fh = mefi b A (Viomf; Amphi AjFE R Phyf;))))
<  {use (Vf k=
(g mefio 2 g A (V5w fy A mjgy o g fi} € mp M TA]D)
(3h e mpfi S e A (Viomgfy Ay {mgfi} Eomp ME[B]))
(Vf e (3K
(Vg,j : {m;.f3} Emj- M [A] A j#k: Pgjfi) A
(Vh,j: {mj f3} & m- M, [B] A j #k: Phj.f;)))
< { quantifier shunting }
(Fk:: Vj:j#£k:
(Vfog:A{m fi} & m My [A] 2 Pg.j.fi) A
(Vf, b {mj.f3} & mj- M [B] - Phj.f;)))
= { dummy renaming }
Gk (Vj:j#k:
(Vg,n:n € m; M _[B] A{n} L m;.M! [A]: P.g.jn)A
(Yhym :m € 7;.M! _[A] A{m} Z m;.M"_[B] : P.h.jm)))
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