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An efficient. way t.o t.mnsmil, mul/.'i-view images is to send a single te:Di.uTe 

image togelheT with a cOTTesponding depth-map. The dept.h-map spec~fies 

the distance vetween each pi.1;d and the cam em,. With t.his inforrnat.ion, 

aTvit.m.7·y 3-D views can be genemt.cd at the decodeT. In this papeT, we 

pmpose a new algor'ithm for the coding of depth-maps that. pTOvides an ef­

ficient. re]wesent.ation of smooth regions as well as geome/,ric featuTes such 

as object. contO'llTs. OUT alg07it,hm uses a segmcnt.ation pmCed'llTC based on 

a quadt.Tee decomposition and TTI,odds the depth-map content. wit.h piecewise 

linear' funct.ions. We achieved a vit,-rat.e as low as 0.33 vii/pi.Tel, wit.hout 

any cntrvpy coding. The attmct.ivity (~r the coding algorit.hm is that., vy e.T­

ploiting spec~fic pTOper·ties of depth-maps, no degmdat.ions are shown along 

discont.iTl.1Lities, which is import.ant. few depth percept.ion. 

1. INTRODUCTION 

The upcoming 3-D displays show several views of the same scene, viewed from 

different positions at the same time. An independent transmission of these views 

has several disadvantages. First, it is inefficient, since there is a. strong correlation 

between the set of images covering the same scene. Second, different displays will 

support a vaIying number of views, which makes it impractica.l to prepare the 

displayed views at the encoder. Instead, the views should be synthesized at the 

decoder, where display geometry is known. The independent transmission of 

several views can be avoided by transmitting the texture data independent from 

the geometry elata. One approach is to send the texture data for the central 

view ami a depth-map that specifies the depth of each pixel in the texture image. 

This depth-map can be represented by a gray-scale image where dark and bright 

pixels correspond to far and near pixels, respeet.ively. Based on this depth-ma.p, 

arbitrary views can be synthesized at the decoder. For efficient transmission, the 

coding of depth-maps needs to be addressed. 
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In previolls work one of th . I . . 2 ,. e applOac les IS to use a wireframe modeling te I 
lllque [ ] to code I tl . c I-e ep I-maps. TillS technique divides tl . .' . 
patches, which are filled by linear functions If 1'1 d t Ie Image Illto tnangular 

" . . , . ,Ie a a cannot be reI . . 
wltl~ a sll1~le linear functi.on, smaller patches are used for such that a;~:l~s~~lte~ 
ever, the patch structure IS not aeh])ted to tl . . . ow . " , ,Ie Im,tge content such th,tt ala 
n~ll11ber of small pat.ches is generated along edges. An alternati~e techni 'ue' , rge 
transform-based algorithm derived from MPEG-4 c I. K q uses a 
a standardized video coding algorithm to com . ~c ers. ey ad~antage of using 

compatibility with the existing technolo . T H I~ress. dep:h-maps rs the backward 
erate ringin

o
' artihcts al . ." g}.. O\\eVel, DCT transform coders gen-

01' . 1 . "'. . ,,' ong edges that YIelds a blurry cloud of pixels along the 
)Ject )OIdels Il1 3-D reconstruction. 

. ~h~ characteristics of depth-maps differ from normal video sio'nals Fo' . 
elmp e, It can be seen in Figure 1 that I .. '" . I ex­
contain smooth objects and otl . "a.rge parts of typical depth-maps usually 
'. . • " leI approxlll1ately planar surfaces. As a result -] 
mput depth-map contains various areas of lillear depth c1' . .. : ." t Ie 
surfaces of objects F tl' ..' . lctnges, cOIrespondmg to 

step functions, i.e.' Sh~::'p 1:;I:~:~e~:::~~:I~~)]ect~ ~)o.und~lrie, tl~e depth-map shows 

g
o .·tl tl . . ' we cue Il1t,erested III a compression al-

II 1I11 mt can effICIently de . ' ' de )tl'l' . ' . compose a tYPIcal depth-map into regions of linear 
I I C langes, whIch are bounded by sharp edges. ' 

Figure 1: Example image "11 II T" [1] (I . (right,). ec c} eft) and the corresponding depth-map 

This has brought us t tl ,0 ,Ie concept of modeling the si",rTnal . 
linear functions rCr: 'if) . + I usmg piecewise 
'r . I : .,. ax. Iy + c, where a, b, c are parameters which are 
el{ ]ustec to the lm'lge conte t TI . . . "" n . Ie llnage is subdivided with a mdtree I 

::;:~~~~SItl~;1 and an ir~dependent linear function is used for each lea~ o~ the tl~:-
I.JOlla y, we prOVIde a mode that. describes ob ·ect. ..' .' . 

contll1uities, with a straight]' ..' ..J couLoms, I.e. depth chs-
. me sepctra.tmg two lmear functiOIIS. TI' I liS ast mode 
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enables to code depth discontinuities, without introducing many small leafs along 

edges. Experimental results show that prior to entropy coding, the new proposal 

gives attractive low bit-mtes for llat.ural images, while simultaneously preserving 

the quality of the edges. 
The sequel of this paper is structured as follows. Section 2 describes the 

framework of our dept.h-map coding algorithm, while Seetion 3 provides further 

details a.bout the parameter estimation for each coding mode. In Seetion 4, we 

describe a rate-distortion optimization of t.he quadtree decomposition. Results 

are presented in Section 5 and t.he paper concludes wit.h Section G. 

2. DEPTH-MAP CODING ALGORITHM 

In this sec:tion, we present. a novel approach for depth coding using the above­

mentioned piecewise linear functions. With a single linear fuuetion, we can repre­

sent one planar surface of the scene, like the ground plane, walls, or small objects. 

Hence, a single function can cover areas of variCtble size in the image. To identify 

the location of these planar surfaces in t.he image, we employ a. quad t.ree decom­

position, which rec:ursively divides t.he imCtge into squares of different size. In 

some CW3es, the depth-map within one square can be approximated with a single 

linear funet:ion. If no sui table approximation can be det.ermined for the square, 

it is subdivided into four smaller squares. Additionally to this standard quad tree 

subdivision, we apply a, special coding mode when there are disc:ontinuities in the 

depth-map. To prevent that many small squares are required along a discontinu­

ity, we separate the square along a straight edge into two regions. Each of these 

two regions is coded with a separate linear function. Consequently, the coding 

algorithm chooses bet.ween three possible modes for each node in the quad tree: 

• Mode 1: Approximate the square cont.ent. with a single linear function; 

• Mode 2: Subdivide the square along a straight line into two regions and 

approximate each region with an independent linear function; 

• Mode 3: If the previous two modes fail, then subdivide t.he square into four 

smaller squares and recursively process these squa.res. 

The decisiou for each coding mode is based on a rate-distortion optimization 

described in Section 4. 
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3. PARAMETER ESTIMATION FOR CODING MODES 1 AND 2 

This section explains the computation of the parameters that are used in the 

two coding modes. 

3.1 Parameter estimation for Mode 1 

For Mode 1, a single linear function is used for which the three parameters a, b, c 

should be calculated. In order to determine the three parameters a, b, c of the 

linear function f(:r:, y) = a:r + by + c, we employ a least-squares minimization. 

This algorithm minimizes the sum of squared differences between the depth-map 

1(:1', y) and the proposed linear model. Accordingly, parameters a, b, c are deter­
mined such that the error 

11 1"1 

E(a, b, c) L L(ax + by + c - 1(:1', y))2 
3,=1 y=1 

is minimized, where n denotes the node size in terms of pixels. This error function 

E(a, b, c) is minimized when the gradient, satisfies IIV Ell = O. \i\Then taking the 

partial derivatives of this equation with respect to (j" band c, we find a set of 

linear equations specified by 

with 
11"(11+1)(211+1) 

G 
""(11+1)" • I" _ 11"(11+1) 

4 ,a,uc (, - --2-' 

Since the matrix on the left side of the previous equation system is constant, 

it is possible to pre-compute and store the inverse for each size of the square 

(quadtree node). This enables to comput,e the parameters a,b,c with a simple 

matrix multiplication. 

3.2 Parameter estimation for Mode 2 

For Mode 2, t,he location of the separation line and the two sets of parameters for 

the two regions should be computed. This cannot be solved with a. least-squares 

minimization for the following reason. Vfithout knowing the subdivision bound-
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Figure 2: Two samples are randomly selected to compute a candidate model 
indicated by the line and input data close to the line candidate is considered 
as inliers (black dots). Fig. 2(a) and Fig. 2(b) show two candidate models with 
a small and a high number of inliers, respectively. The model with the larger 
number of inliers Fig. 2(b) is selected, 

ary bet,ween the two regions, it is not possible to determine uniquely their model 

par'ameters, Similarly, it is not possible to identify the subdivision line as long as 

the region parameters are unknown, 

Plane parameters estimation 

For this reason, we apply a robust estimation using the RANdom SAmple Con­

sensus (RANSAC [3]) algorithm. This algorithm can estimate parameters even 

if the pixel data are corrupted by a large number of outliers, In our case, we 

assume that the data comprise pixels from two regions with different models. We 

consider the data corresponding to the larger region as the inlier data, while the 

data in the smaller region are considered as outliers. Our algorithm starts with 

estimating the parameters for the larger region in a first run of the RANSAC al­

gorithm, To this end, the algorithm randomly selects three pixels, which are used 

to compute candida.te parameters a, b, c. The algorithm then counts the number 

of pixels that fit to t,his model (inliers). This procedure is repea.ted several times 

(see the I-D example in Figure 2) and finally, the parameters with the largest 

support are selected as the parameters for region A (see Figure 3). Using the 

obtained paramet,ers for region A, we remove all inlier pixels from the data. On 

this reduced data set, we carry out a second RANSAC parameter estimation, 

As a result, we obtain the parameters for the smaller region B from the second 

RANSAC estimation. 
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Subdivision line parameters estimation 

The next phase is the d t . . f 'Ii . .', . e .el.mma.'LOn of the parameters of the subdivision line. 
o obtam a IObust. estuuatLOu of line parameters we bllili· I' t', . '1 I I' ' . C d. C IC LOllary of all 

POSSI) e su )dlvision liues that divide t! . .' . , , " . Ie square mto two areas. Subsequent.l, 
,Ul exhaustIve search through the d' f . }, 

I I 
. I IC .LOnary IS performed and the best fitting 

moc e IS se ect.ed To eV'lluate tl I I fi " 

d 

. . ,.,.. Ie moc e t, we compute a quality metric of the 
propose model i e the L I' t 1 ' , , .... 2 C IS.ance )etween the model and t.he· . o' 

More form'ill' tl b'( I' . . nnaoe data. 
, :\, . Ie es. ec ge model mmlmizes the approximation error by 

(.4~1\I~D( :L UAx,y)-I(:r:,y))2+ :L UB(:r,y)-I(x 1))2) 
(x.Y)EA ( ) B ' Y , J:,y E 

where the parameters fo' f' 1 f' . . I. A anc . B are computed such that the previously com-
put.ed parameters resulting from the RANSAC' . 1 . . . plOcec ure are reused. 

region 
A 

Fio'ure 3' Reo" A lB' o . ",LOns anc are Identified r·t!' I 'fi . 
outliers; the boundary between 1 tl . " \\ I . I d, C ass~ catLOn map of inliers and 

.' )0 I legLOlls IS approxllllated with a straight line. 

4. RATE DISTORTION ANALYSIS 

TIlI'IS section describes the subdivision criterion of a node in the qU"1clt'I'ee tll"t 
we app y t t"1 . ' " , '". 

'. ' 0 op 'l~lllZe. t. Ie rate-citstortion behavior of the quad tree. \lve will onl 

F
out.!tllne t.he algonthnllc principle and omit. detailed discussions about optimalit; 

ur Iennore we 11'lve omitt It.!' ',' . . " . ' ." ,ec Ie use of ent.ropy coding, so that. the bit-rate 
calculatLOn IS relatIvely simple. 

The guiding principle is th ' r t' . 

D 
\ r ., e ,1Pp Ica .Ion 01 a Lagrangian cost. function [4] 

+,oUi, where D denotes tl rtf in th '" I 1 . . Ie e Is.or Ion resulting from the quad tree decomposition 
'tl elPlxe c omam, and R st.ands for the bit-rate required to code the SUb-I'III"O'e 

WIlt Ie COlT' r ' n·o 

( 
r 't .t' ' eslPonc mg paramet.ers. For, each coding mode, a correspondino' cost 

e IS .01 .Ion anc rate) can be defined If tl I' '" t! " f" . . '. Ie noc e IS subdivided in smaller squares 
Ie cost. 0 tillS node mcludes t.he sum of t.he childrell 110cle c',os('.s. ' To make an 
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optimal decision for one node, we select the coding mode that gives the lowest 

Lagrangian cost. Because the cost. depends on the cost. of children nodes, an 

optimal solution can be found by computing the coding modes by a bottom­

up traversal of the tree. However, this optimal solution is too COl11]iutat.ionally 

expensive. Instead, we propose an approximat.ion that. can be computed by a 

top-down traversal of the tree. The algorithm can be summarized a..'3 follows. 

• Step 1: Comput.e the Lagrangian cost. for coding Mode 1 and 2. 

• Step 2: Comput.e the Lagrangian costs for the children nodes and select 

t.emporarily the modes of the children with the minimum cost. 

• Step 3: For the current node, choose the best coding mode based on the 

cost of Mode 1, Mode 2 and the sum of t.he children cost.s. 

This top-clown t.raversal of t.he tree is more computationally efficient than a 

bottom-up traversal, since we can stop the subdivision in smaller nodes as soon 

as Mode 1 or Mode 2 is selected. 

5. EXPERIMENTAL RESULTS 

For evaluat.ing the performance of the algorithm, experiments were carried 

out using the depth-map of the "Teddy" scene. Experiments have revealed that 

the proposed algorithm can code large areas of the image with a single node 

(examples are the top left nodes in Figure 4( e)). 
With respect t.o the obtained bit rate, the following can be concluded. vVe 

have made a conservative estimate of the bit. rate, assuming that. the coding of the 

quad tree and the choice of coding modes 1-3 requires two bits per node. Moreover, 

we assume that model and line paramet.ers require 8 bits each. In total, we get 

24 bit.s for Mode 1 and 64 bits for Mode 2. This conservative bit.-rate estimat.ion 

results in, prior to possible entropy coding, a bit-ra.te of 0.33 bit/pixel at. a PSNR 

of 32.6 dB for the image "Teddy". 

6. CONCLUSION 

We have presented an algorithm for coding depth-nw,ps in 3D video tlmt. 

exploits the smoothness properties of such signals. Regions are approximated 

using piecewise linear functions and they are separat.ed hy straight. lines along 

t.heir boundaries. The length of a line segment (and t.hus the distortion) depends 

on the level of the qua.dt.ree decomposition in the actual area of t.he depth-map. 
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(a) (1)) (<0) 

Figure 4: Example image "Teddy" (left) and the corresponding reconstructed 
depth-map (center) at a bit rate, prior to entropy cocling, of 0.33 bit/pixel for 
a PSNR of 32.6 dB. The superimposed nodes of the quad tree are portrayed by 
Fig.4(c). 

The algorithm allows the coding of small det,ails as well as large regions within 

a single node. The previous consideration results without any entropy coding in 

a bit-rate of 0.33 bit/pixel at a PSNR of 32.6 dB for the "Teddy" image. The 

performance of the algorithm is controlled by a computationally efficient top­

down approach in which Lagrangian cost functions for individual coding modes 

are evaluated and coding modes giving minimum costs are selected at each step 

of the decomposition. 
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