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This review of chemical bonding to metal surfaces and small metal particles demonstrates the power
of symmetry.concepts to predict changes in chemical bonding.

Ab-initio.calculations of chemisorption to small particles, as well as semiempirical extended Hiic
calculations applied to the study of the reactivity of metal slabs are reviewed.

On small metal particles, classical notions of electron promotion and hybridization are found to
apply. The surroundings of a metal atom (ligands in complexes, other metal atoms at surfaces), affect
bonding and reactivity through the prehybridization they induce. A factor specific for large particles
and surfaces is the required localization of electrons on the atoms involved in the metal surface
bond.

At the surface, the bondenergy is found to relate to the grouporbital local density of states at the
Fermi level. The use of this concept is extensively discussed and illustrated for chemisorption of CO
and dissociation of NO on metal surfaces. .

A discussion is given of the current decomposition schemes of bond energies and related concepts
(exchange (Pauli-)repulsion, polarization, charge transfer). The role of non-orthogonality of fragment
orbitals and of kinetic and potential energy for Pauli repulsion and (orbital)polarization is analyzed.

Numerous examples are discussed to demonstrate the impact of those concepts on chemical bonding

theory.
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1 Imtroduction

The increased interest for surfaces and interphases within the past decade has also
led to a considerable extension of the quantum chemist’s sphere of interest.
Extensive ab-initio calculations have been done on small metal clusters simulating
adsorption sites on surfaces. Semiempirical extended Hiickel calculations have been
applied to study the reactivity of metal slabs and also the techniques of the solid state
physicist with the aim to calculate from first principles the interaction between ad-
sorbing molecules and metal surfaces. _

As a result, our understanding of the relation between structure and chemical
‘bonding, especially of bonds between metalatoms and adsorbates, has considerably
improved. ‘

In this review we will discuss the current state of knowledge in relation to the
«classical”” frontier orbital concept in terms of interactions between highest occupied
molecular orbitals (HOMO) and lowest unoccupied molecular orbitals (LUMO)
1,2, 3l . ‘

. Ifamolecule approachesa metal surface and is at distance from the surface which
is large compared to the spatial extension of the electrondistribution around the

‘atoms, some attraction will be experienced due to induction and van der Waals
interactions. B o

The theory of van der Waals interactions in small atom clusters is well established
[4] and has recently also been reviewed for the interaction with metal surfaces [5].
The attractive van der Waals interaction with a metal surface can be considered to
be due to the image potentials generated on the metal surface by the fluctuating charge
distributions of the interacting molecule.

As long as interaction is weak, the electrons in a metal rapidly adjust to the motions -
of the electrons in a molecule [6]. ' \

Induction forces are generated by the interaction of the induced image potential
with the stationary multipoles of the charge distribution of the molecule in the gtound
state.

Though these contributions to the surface bond will not be considered in this
review, one should note that these terms may become important when interactions
are weak. They may be of relevance for so-called “precursor” states that are short-
lived and are observed in surface molecular beam experiments [7] or postulated in
thermal desorption experiments [8]. ‘

The Hartree-Fock approximation on which most of our considerations will be
based does not include those effects.

Electrostatic long-range forces between metal surfaces and a molecule at a large
distance may exist if the surface has become nonhomogeneous, because of the presence
of atoms with different configurations (steps or kinks). This is the case for higher
Miller index surfaces or if other molecules or atoms have been adsorbed to the surface.
Localized dipoles may then exist, leading to long-range Coulombic interactions. The
existence of such potentials has been experimentally demonstrated by Geerlings and
Los [9] for Li adsorbed on W and has been theoretically calculated for K on Pt
[10, 11].

Chemical bonding is considerably affected by the presence of such electrostatic
potentials, because the relative position of the adsorbing molecule’s molecular orbital
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energy levels with respect to the metal-surface Fermi level is changed as will be dis-
cussed later.

The next terms to consider arise if the atom distances become so small that charge
transfer between adsorbate and metal surface becomes possible. The energy cost
involved is compensated for by the electrostatic interaction between separated charges
in small clusters or by the image potential induced in a metal by the charge on the
adsorbing molecule. Distances may still be large compared to the spatial extension
of the electron distributions between the atoms. The resulting negative ions sometimes
are short-lived and are only observed in molecular beam experiments or at low tem-
peratures. For molecules, these weakly bonded states can be considered to be the
precursor states [7, 8] for dissociation. A well-known example is the negative ion of
molecular oxygen found at low temperatures at single crystal silver surfaces [12, 13].

physical adsorption

molecular adsorption
precursor states

dissociation

«— chemisorption .. - -

co‘va lent charge—transfer v.d. Waals
bonding (negative molecular jons)
HOMO~LUMO induction

interactions

electrostatics

ANAVAVANAN

surface

Fig. 1. Types of interactionenergies and potential-energy diagram of a molecule approaching a surface
[14] ’ .
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Alkali atoms become positively charged and are strongly chemisorbed to the metal
-surface by a potential dominated by the alkali ion-induced image potential.

In this review we will not discuss the interaction regimes mentioned so far, but
rather focus on the chemical bonding effects that occur if the distances become short
enough for the electrondistributions to overlap. The successive stages of interaction
are schematically sketched in Fig. 1.

In the past decade considerable attention has been paid to an analysis of chemical
bonding in physically meaningful contributions such as steric repulsion, electrostatic
attraction/repulsion, charge transfer, polarization, etc. We may refer. to the work -
by Morokuma et al. [15, 16, 17], Whangbo et al. [18], Bernardi, Bottoni et al. [19]
and Stone and Erskine [20]. Applications of such analyses to transition-metal com-
plexes have been carried out by Morokuma et al. [2]), Ziegler [22, 23], Bauschlicher
and Bagus [24], and Baerends and Rozendaal [23].

Applications to adsorbates interacting with small clusters of metal atoms are
found in the work of Post and Baerends [26] and Bagus et al. [27, 28, 29]."

These analyses have considerably enhanced our understanding of the main factors
governing metal-ligand (or surface-adsorbate) interactions but they sometlmes lead
to misunderstanding and are not even without ambiguity.

In the next section, the basic features of decomposition schemes for bond energies
will be discussed. In particular, we wish to stress the importance of other interactions
than the charge-transfer type HOMO-LUMO interactions commonly -employed in
frontier orbital considerations. Important contributions arise also from polarization
of the interacting units, ‘especially in the highly polarizable metallic substrates, and
from repulsive interaction with occupied (sub-)valence shells contfibuting to the
steric repulsion. The latter interaction in fact determines the bond distances as it is
responsible for the inner, repulsive, part of the potential energy curves.

The physical origin of the repulsion is the Pauli exclusion principle which forbids
the presence of two electrons with the same spin at the same position. As will be shown,
this leads to a depletion of charge in the overlap region, which is associated with a

- strong rise in kinetic energy that is only partly cancelled by a more favorable potential
energy.

We will discuss in some detail how and to what extent these effects are descnbed
in ‘the simple extended Hiickel approximation.

. As will be demonstrated, the incorporation of the overlap between the interacting
fragment orbitals plays a key role in the extended Hiickel analysis, in keeping with
the picture sketched above.

If two orbitals interact, the average position of the levels after the intersction w1llv
be shifted upwards by an amount roughly proportional to the overlap and to the
Hamiltonian interaction matrix elements (transfer integrals, overlap-energy integrals).
If the two orbitals are fully occupied, this leads to the well-known 4-electron destabiliz-
ing interaction (compare He,), as nicely illustrated by a calculation of Bagus et al. [30],
Fig. 2. Such repulsive interactions always occur between the occupied orbitals of
the interacting units. At the surface they are espec1ally important because they will
strongly compete with the differences in attractive energy between topologically
different sites [3]. This has consequences for reactivity since the way a molecule
adsorbs to a metal surface may affect its subsequent reaction mode.

A similar role of changes in kinetic energy is found if the metal is simulated by a
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Fig. 2. SCF potential curve for He, ; the interaction energy is shown on the left-hand scale; the orbital
energies, E(1s,) and E(lo,), as a function of He—He distance, R, (He—He); the latter values are
shown in the right-hand scale [30]

free electron gas as discussed by Norskov [31] and illustrated in Fig. 3. In the case of
chemisorption of atoms, the.first-order term to chemical bonding is determined by
the change in electron density of the adsorbing atom embedded in the metal surface.
To a good approximation, bonding occurs because the atom electron density is
replaced by the density of the metal surface. If the atom density is low, an increase
~ in bonding is observed because the negative charge on the embedded atom resulting
from the higher metal electron density is stabilized by screening of this charge by the
surrounding jellium. This is the earlier discussed induced image potential stabilization
of charged adsorbate states. However, if the electron density of the jellium increases,

2L ‘ ]
1+ OXYQQ/ ]
30 N »
£ 4 Hydrogen
2
o
-2
Fig. 3. Energy AE™™ of hydrogen and oxygen
-3 embedded in infinite jellium as a function of jellium
-4 | density g,. The energy zero is the energy of the free
atom [16]

0 0ol 002 0.03
polau) ’
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the resulting interaction becomes repulsive. A high density on the embedded atom
becomes unfavorable because according to free electron theory, the respulsive kinetic
energy increases faster with density than the intraatomic exchange energy.

A second topic that will be highlighted in this review is the role of the immediate
neighborhood of the metal atom(s) that interact with an incoming ligand (adsorbate):
the ancillary ligans in a mononuclear complex (cf. homogeneous catalysis) and the
surrounding metal atoms in a semi-infinite lattice (heterogeneous catalysis).

Attractive interactions require hybridization of available orbitals so as to optimize
overlap between interacting orbitals. Similar to the Pauling hybridization concept
[32], promotion energy is required to redistribute the electrons from the ground state
to the state giving the largest amount of bonding. This will be illustrated in Sect. 3
for bonding to isolated transition-metal atoms. -

There is an important difference between bonding to single metal atoms, metal
atoms surrounded by ligands, and atoms embedded in a metal surface. Bonding to
ligands forces the electrons of a metal atom often into a particular mode of hybridiza-
tion which directs orbitals to a vacant position such that bonding is optimized with
a reacting fragment. In such a case little promotion energy may be required.

The metal neighbors of a metal surface atom will have a similar effect on hybridiza-
tion as the ligands in the organometallic complex [33]. In Sect. 4 we will focus on a
special additional feature of the interaction with metal surfaces, namely the energy
cost involved due to delocalized electrons [33-37]. In order to bind an electron parti-
cipating in the chemisorptive bond, it has to decouple from the bonds with the other
metal atoms. This localization energy often decreases the bond strength in a complex
with respect to that in a free molecule. It also results in weaker bonds between the
metal surface atoms after the chemisorptive bond has been formed.

Bonding to a metal surface can also be described in terms of frontier orbital inter-
actions similar as in the cluster case. Symmetry considerations now apply to the
coefficients of the metalsurface molecular orbitals at the Fermi elevels that interact
with the HOMOs and LUMOs of the adsorbing molecule or atom. Such a theory
helps to predict bonding topology of adsorbates, as will be illustrated for bonding
of CO to the transition metals.

It will also be used to predict differences in reactivity of transition metal surfaces.

In the last section, differences in reactivity of transition metal surfaces as compared

to clusters will be highlighted.

2 Theoretical Intermezzo

In the following, we will discribe the theoretical basis for the quantum chemical
expressions used for the analysis of metal-ligand interactions described in later
sections.

First, the various decomposition schemes of the interaction energy that are currently
used will be briefly reviewed with emphasis on the differences. The role of the potential
energy and kinetic energy in the steric repulsion will be delineated, as well as the
different ways to treat the frontier orbital interaction, i.e., charge-transfer and polari-
zation type of orbital mixings.
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The role of overlap in Pauli repulsion will be stressed. The extended Hiickel method
will be applied to clusters as well as semi-infinite systems.

Then the relevant theoretical concepts to be used in bonding to semi-infinite systems
with a continuous distribution of energy levels, instead of discrete levels as in clusters,
will be introduced. '

2.1 Ahalysis of Bonding Energies

Let us consider the interaction between two systems A and B with wave functions
¥, and ¥, resp., and energies E 4, and E,, resp.
Although analysis of the bonding energy is not only possible for one-determinantal

- ‘wave functions; it is most simply carried out and illustrated using such wave functions.

We thus take:
TA = |§01 [ ¢al [ TB = ,¢1 see ¢bl

where ¢, to ¢, are the one-electron wave functions of fragment A, and ¢4 to ¢, are
the one-electron wave functions of fragments B. The vertical bars denote antisymmetri-

zation as well as normalization.
As the first step in the bonding process, we consider the wave function ¥° which

consists of just the product ¥, ¥y, suitably antisymmetrized and normalized:

PO = NA{TATB} = |p1 oo Qa1 - Py (1)
The total energy is then given by the expréssion:

E% = (Y| H|?°),

and the bond strength becomes:

AE* =F°_E, _E,
The energy AE® computed within this approximation is in general positive (repulsive).
It is important to realize that this is not due to electrostatic (Coulomb) interactions

between the electrons and nuclei of A with those of B. The electrostatic interaction
energy :

AE g0 = jQA(l) ()11, dr, dr, +1;A ﬁ;B ZZ5/R .y

+ JVR() @%(1) dF, + | VR(1) 0*(1) dT,

'Where VR(VE) is the nuclear potential of fragment A (resp. B) and Z,(Z;) are the

nuclear charges of A (resp. B), is for neutral systems negative (attractive), except at’

very short distances. This is simply verified for two atoms with spherically symmetrical
charge distributions ¢* and o®, where it is seen to arise from the overlap of the diffuse
charge distributions (for instance, the repulsion between o* and- g® is less than the
one between Z, and Zy).
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What is the origin of the repulsive character of E°, given that it is not a simple
charge superposition effect ? Let us first note that the charge distribution corresponding
to ¥ is not simply the sum of ¢* and ¢®. We have to evaluate the electrén density
taking the non-orthogonality into account, or alternatively we have to orthogonalize -
the {¢;} and {¢;} sets (Schmidt, Léwdin or otherwise), which does not change the
wave function, but which allows us to write the electron density as the familiar sum
of orbital densities.

The density ¢° differs from g, + g5 in that charge is removed from the overlap
region.

Consider the case of one orbital ¢, on A, and ¢g on B, with S = (¢, |¢g>. One.
finds for the antisymmetrized and normalized product function:

¥O(1,2) = NA{pA(1) $a(2)} =

with a corresponding one-electron density distribution:
Q°(M) = 2 [ 1Y°(1, 2)* dt,

1
= T U241) + I¢a(1)P — 2894(1) ¢s(1)} )

Expression ¢°(1) gives the one-electron distribution of two fragments with over-
lapping orbitals, without any covalent or other bonding effects present. The changed
density ¢°(1) is only the result of conservation of charge and the Pauli exclusion
principle. '

Exactly the same expression results if one orthogonalizes ¢y on ¢, to give

g = (1 — 87" (¢y — Sg,) (Schmidt orthogonalization) which allows to write P°
as a determinantal wave function with orthogonal orbitals: o1, 2) = |pa(1) ?5(2)]
and °(1) = [, + [pp.

It is clear from Eq. (2) that the overlap term in @° causes depletion of charge in
the overlap region. This is demonstrated in Fig. 4, with a contour plot of
AQ® = ¢° — g4 — gp for the K* — W system [38]. ,

The density change Ag® results in changes in both the potential and the kinetic
energy. As for the potential energy, the already negative AE,. . is changed into an
even more negative (attractive) total potential energy as electron density moves to
regions closer to the highly attractive nuclei.

It is in fact well known from Ruedenberg’s analysis of the chemical bond [39]
that building up of a bonddensity that is usually associated with bondformation
is not favorable from a potential energy point of view, but has to be judged against
the favorable decrease of kinetic energy associated with a more slowly varying density
in the internuclear region, and the unfavorable increase in kinetic energy associated
with piling up electron density in the region of low potential energy close to the
nucleus. '

In keeping with this analysis, it is the latter effect, the rise in kinetic energy, which
is the origin of the repulsive character of AE°. This is illustrated by the kinetic and
potential energy contributions to AE® of K* —W given in Table 1.
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Fig. 4. Contourplot of the
change Ag° in electron charge
density due to the K*—W jon-
: atom (see text). Solid contours
[110] 0'® o) indicate Ag° > 0, dashed con-
. ) W - tours Ag°® < 0, and dot-dashed
: contours Ag° = 0. Contours
@ drawn are Ag®° = 0, + .005,
y [001] ] +1.01, +£0.02, +0.05, +0.1,

0.2, and +0.5 efa3 [38]

It is possible to qualitatively understand the increase in kinetic energy due to the
density change Ag° from the relation between the kinetic energy and the gradient of
an orbital Vi, and of the orbital density Vo = ¥*(V¥) + (Vy™) :

Epin = — %Jl//*vzl// dr = %J]VW[zdr

AE? is denoted in various ways in the literature. If the electrostatic contribution to AE®
is separated, the remainder is commonly referred to as exchange (or Pauli-) repulsion
(Fujimoto [40], Morokuma [15]) to indicate that this effect derives from the anti-

symmetry requirement on the wave function:

AE° = AE ., + AExggp (3)




332 » R. A. van Santen and E. J. Baerends

Table 1. Decomposition of the K*—W ion-atom exchange repulsions
in electronic kinetic energy terms and in Coulomb terms [38]

Kinetic energy Coulomb energy
r (&) (eV) V)
1.06 635 \ —436
1.59 251 —211
2.24 66.7 —62.6
318 13.1 . ~144

The A@° plot of Fig. 4 is in fact a clear illustration of the deviation from g, + o5
induced by the Pauli exclusion principle which requires zero probability of finding
two electrons of the same spin at the same position.

In solids, this effect is often referred to as Born repulsion. In the work by Bagus
et al. [28], AE? is called the frozen orbital energy, in agreement with Eq. (1) for P°.
However, one should not infer from this name that the charge densities are frozen,
and in particular the terminology “charge superposition repulsion” [29] should be
avoided, leading to misunderstandings as to the real cause of the effect.

- The exchange repulsion plays a very significant role in chemical interactions (refer
to [40] for an extensive discussion). It is to be noted that the ubiquitous steric hindrance

effects are not due to Coulombic repulsions but are due to the Pauli repulsion. AE°,
comprising both the attractive Coulombic interactions and the exchange repulsion,
is appropriately called steric repulsion. Apart from the action of exchange repulsion
at the outer edges of the molecular electron distributions to provide steric hindrance

and the repulsive part of the potential in, e.g., molecular interactions (Van der Waals .

complexes), it is also very important in determining bond distances. The exchange
repulsion of occupied valence orbitals on one fragment with subvalence (semi-core)
orbitals on the other fragment is responsible for the repulsive part of the potential
energy curve determining the distance. '

When we consider the simple two-orbital model used before, it is clear that the
kinetic energy increases due to the orthogonalization of ¢g to @, to yield ¢4, by an
amount of approximetaly S*(p,| T |p,>. This rise in kinetic energy is important if
®a has a high kinetic energy, which is increasingly so for the deep lying doubly
occupied core orbitals, and if S is not too small, i.e. if the core orbital is not too
contracted. This leads e.g. in the case of CO interacting with a transition metal atom
of the third row to the largest contribution to the kinetic repulsion coming from the
orthogonalization of the rather bulky C lone pair orbital (5¢) on the 3s, 3p subvalence
orbitals,

It bas been pointed out in Ref. [26] that this is a short-range, local effect. Therefore,
clusters of metal atoms modelling chemisorption by containing at least all the nearest
neighbors of an adsorbate yield in general quite reasonable adsorbate surface distances,
even if the total chemisorption energy may be quite different.

Apart from the exchange repulsion between valence and semi-core levels, there is
of course also exchange repulsion between occupied valence levels. For instance,
if the 4s shell is occupied, as it is in most free transition-metal atoms of the third row,
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there is a very large exchange repulsion with the lone-pair orbitals on ligands [24, 25].
For this reason the effective configuration of the transition-metal atom changes
from 3d® 4s? in the free atom to 3d"*? 4s° in complexes.

In the same way, there is exchange repulsion of lone pair orbitals on-adsorbates
and the occupied conduction electron levels in a metal. This effect is more important
if the conduction electron density is higher. It has been pointed out by Post and
Baerends [41] that the much higher conduction electron density of Al (3 valence
electrons) compared to Li (1 valence electron) leads to much stronger So/metal-sp
exchange repulsion with CO for Al than Li. Bagus et al. [30] have stressed this “‘o-
repulsion” for CO interacting with metals.

We next turn to the orbital interactions that change the repulsive wave function
Y0 in the fully converged Hartree-Fock one-determinantal ground state wave function
¥, resulting in covalent bonding. It is common to distinguish between polariza-
tion-type interactions, which result from mixing virtual orbitals on A into occupied
orbitals on A, and similar for B, and charge-transfer type of interaction consisting
of admixture of A virtuals into occupied B levels and vice versa (cf. Fig. 5a). Although
the final wave functions is well-defined, as is ¥°, the steps in between are not unique.
It is immediately evident that if a complete basis is used to describe system A, the
sum of occupied and virtual spaces on A necessarily inciudes the full B space, and,
e.g., polarization of A and charge transfer from A to B cannot be distinguished. Apart
from this fundamental ambiguity caused by the overlap between the A and B orbital
spaces, there is also a dependency of the results of the charge transfer/polarization
analysis depending on the way the overlap is treated in practice.

In the original Morokuma scheme [15], the matrix of Hamiltonian interaction
elements (Fock matrix) and the overlap matrix in the secular equation:

F—-—ES)C=0 : @
are treated simultaneously. For instance, the steric repulsion is evaluated by retaining
only matrix elements of both F and S amongst occupied orbitals, and setting all
matrix elements connecting an occupied orbital to a virtual empty orbital to zero.
This is of course equivalent to the orthogonalization of occupied orbitals discussed
before, as diagonalization of F is nothing but a unitary transformation amongst the
orthogonalized orbitals. In this way canonical orbitals are obtained for ¥° character-
ized by their orbital energies. '

In Fig. 5b this is shown schematically for the three-orbital system: stabilized
bonding and destabilized antibonding combinations are formed. In a one-electron .
picture the repulsive character of AE® is reflected in a stronger destabilization of
Yy and yg than stabilization of ¢, (see below).

In order to include, e.g., A to B charge transfer, Morokuma et al. allow, apart
from the matrix elements of the ¥° step, also the matrix elements of both F and S
among the virtual B orbitals and the matrix elements connecting the virtual B and
occupied A orbitals to be non-zero. In a similar way, other contributions such as
polarization of B, or charge transfer of B to A, etc. are determined in s¢parate calcula-
tions.

In general, the sum of the individual energy contributions differs from the result
obtained when allowing all the interactions to take place simultaneously, which is in
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Fig. 5a. Schematic interaction scheme of fragments A and B, indicating polarization and
charge transfer interactions. b Interaction diagram for the orbital interactions of two interacting
units A and B (in the presence of a metal surface). A contains one orbital @y, B contains two orbitals
xs and Yp. a. One electron energies of orbitals forming P°. b. One electron energies of orbitals
forming ¥ : :

conv

accordance which the intuitive concept of synergism of, e.g., donation and back-
donation (see for a detailed analysis of synergic effects in metal-ligand bonding
Ref [25]).

Bagus et al. have chosen to treat the overlap in a different way. They chose a specific
order in which they (Schmidt) orthogonalize the orbitals on all the previous. ones,
e.g., (occ A) + (occ. B) + (virt. B) + (virt. A). In the Fock matrix in this basis, in
which the overlap S matrix is diagonal, blocks are successively allowedft“d’ be non-zero.
After the ¥ step based on (occ. A) + (occ. B) only, the set (virt. B) is allowed to mix



Orbital Interactions and Chemical Reactivity of Metal Particles and Metal Surfaces 335

with the set (occ. B). Note that both (occ. B) and (virt. B) now refer to sets Schmidt-
orthogonalized on (occ. A). This mixing leads to polarization of B in the field of
unmodified A (the set (occ. A), being first in the Schmidt-orthogonalization process,
is unchanged). Note that the resulting polarization of B is not only due to an electro-
static field, but is also the result of orthogonaliziation of the full set B on (occ. A).
This will be discussed in more detail below. So the polarization concerned is not just
classical polarization in an electrostatic field. If the interaction of (occ. B) with (virt. A)
is added, also electron donation from B to A is allowed to take place. This process
may be continued, for instance, polarization of A in the field of the relaxed B fragment
that has beén obtained after the previous steps, with relaxed occupied orbitals (occ.
B’), may be obtained by allowing (virt. A), now Schmidt-orthogonalized-to (occ. B’),
to interact with (occ. A). The energy will be lowered in each step, and finally the fully
converged SCF-energy will be reached. The procedure is clearly asymmetrical, the
steps are consecutive. The dependance of the results on the chosen order in what are
called CSOV steps (Constrained Space Orbital Variation) has been discussed by
Bauschlicher [42].

Yet another way to decompose the electronic interaction energy, i.e., charge transfer
plus polarization energies, is based on symmetry. Only A- and B-orbitals belonging
to the same irreducible representation will interact. This is the basis for the widely
used distinction between, e.g., 6-donation and zn-backdonation. It is indeed possible
to write the total electronic interaction energy as the sum of contributions from the
irreducible representations. We may write:

AEint = E(Wconv.) - E(TO)

1
= '2" Z PA‘V(HZ?,N + F —_ Z PO Hcore + Fov)
v

where H*" is the matrix of the purely one-electron operators (kinetic energy and
nuclear attraction energy) in Hartree-Fock or the effective core Hamiltonian in
semi-emperical schemes, and F is the Fock matrix. ‘As all of the matrices in this
" expression are symmetry blocked, this means:

AEint = Z Er

r

It has been shown by Ziegler and Rauk [43] that AE™ may, to a good approximation,
be expressed in terms of AP,, = P,, — P9, and an effective Fock matrix F*':

AE; = ). ) AB(I') FL(T)
. I uv

where F1(I) is an average over the initial F°, the final F, and an intermediate “transi-
tion state” Fock matrix F™5,
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The symmetry decomposition is unambiguous. The arbitrariness involved in the
distinction between charge transfer and polarization is not present in the symmetry
separation.

It should also be noted that the results of a symmetry analysis cannot be compared
directly to the results of the previous schemes. A contribution of a given symmetry
will in general contain both charge transfer and polarization. The symmetry analysis
has been introduced by Ziegler [43] and has been applied extensively to transition-
metal complexes [22, 23, 25] and. to cluster studies of chemisorption [26, 41].

The effect of charge transfer and polarization, i.e., the mixing of virtual orbitals
into the levels that have been formed in the steric repulsion step (¥°) is schematically
shown in Fig. 5b (to the right). All of the levels @}, x4, and Y will be stabilized,
is symmetry permits, but in particular this will be the case for the high-lying 4.

We would like to stress that one of the most important results of the polarization
is the reduction of Pauli repulsion. An example is the interaction of system A with a
low-lying (semi-core) orbital ¢, with system B having a valence s-orbital Y (cf.
Fig. 5b) and an additional virtual p-level y,5. 5 represents a level of the block virt-B
in Fig. 5b. If the energy separation between Y and @, is large, in particular if the
interaction matrix element is negligible compared to the energy separation, the
canonical orbital resulting in the Pauli repulsion step from the diagonalization of
the Fock matrix in the space of occupied orbitals only (cf. Fig. 5b(a)) will be practically
identical to the simple Schmidt-orthogonalized orbital (see Fig. 6):

Vs = (s — o)/ (1= 57)

As pointed out before, the energy of this orbital will still be raised due to a possibly
large kinetic energy of ¢,. ' ,

In the subsequent polarization step of allowing admixture of Y5 into the occupied
B-space, we obtain the following coupling matrix element between Vg and yg:

1
Wyl Hege WB’) == [<¢VBI Hepe [V — S<‘//v3, Heg J¢A>]

y(1-8%

Here, H, i represents the effective Hamiltonian operator of the one-electron model
used.

If the model used is the Hartree-Fock approximation, H_. contains explicitly the
field of all the electrons and nuclei in the system. Therefore, the first matrix element
in the square brackets represents the coupling of the virtual B orbital to the occupied
one because the effective field has changed from the one for isolated B (in which
case this matrix element is zero) due to the presence of system A.

System A will exert a direct electrostatic field, particularly if it is not neutral. We
are here dealing with the common electric polarization of system B in an external field.
[The charge rearrangement occurring in the Pauli repulsion (cf. Fig. 4) of course
modifies the field from what it would be if the charges of A and B were simply super-

imposed].
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It is clear, however, that there is another contribution to the polarization which
does not have such a simple electrostatic interpretation. This is due to the second
matrix element in the square brackets. This part of the polarization has its origin
in the orthogonalization or Pauli repulsion, as is evident from the proportionality
with the overlap S. It couples the virtual B state to the occupied one through the con-
tamination of the latter with @,. It is to be noted that in simple one-electron methods
which do not incorporate electrostatic fields due to neighboring moietes (Hiickel,
extended Hiickel), the electric polarization is absent. However, as soon as overlaps
are taken into account (extended Hiickel), the polarization that relieves the Pauli
repulsion will be in effect. Figure 6 illustrates this type of polarization. It can easily
be deduced from the sign of the matrix element given above that the admixing of the
p-type ¥, into ¥ is such that the original occupied s-type ¥ hybridizes away from
the overlap region so as to alleviate the antibonding with @,

"

) v _ L] WB

Fig. 6. Polarization due to admixture of virtual p orbital i 5 into the orthogonalized (onto ®,)s
orbital

The charge rearrangement in this polarization is such that the electron density
becomes more smooth. The strong removal of charge from the overlap region and
piling up on A and B which is characteristic of the Pauli repulsion is counteracted by
a flow of charge back into the overlap region so that the overlap population becomes
less negative, a reduction of the net populations of ¢ s and ¥, and an increase of
charge at the back of B due to population of Vg

As methods like the extended Hiickel are very suitable to obtain insight into the
symunetry aspects of orbital interaction, it is important to realize in which way and
to what extent the physics of the interaction that has been discussed in this section
is embodied in such a method. In Sect. 2.3, we will therefore discuss in some detail,
for eseveral model systems, extended Hiickel calculations from the point of view
developed here. :

Another important aspect of interaction of molecules with infinite systems is that
in the presence of a Fermi level, as soon as an antibonding level yr, is lifted above
the Fermi energy, the Pauli repulsion will immediately be relieved by deexcitation
of the electrons to the Fermi level. In Fig. 5b(b) such a deexcitation is indicated.
This is an important difference with finite systems where low-lying empty levels to
receive the electrons will not always be present. In that case, considerable repulsion
(antibonding interaction) will have to develop before level Yp becomes sufficiently
destabilized to lose its electrons to another B orbital. As will be discussed in Sect. 3.1,
this situation occurs frequently in interactions of molecules with transition-metal
atoms (i.e., fragments), where the ns orbital loses its electrons to the (n — 1) d, which
corresponds to an excitation in the free atom (promotion energy). At a surface or
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on clusters, frontier orbital interactions that may lead to bond breaking may meet
with a lower activation barrier simply because the opposing repulsive forces dévelop
less strength. We will return to this point in Sect. 3.3.

For finite systems, polarization, i.e., the admixture of virtual orbitals, decreases
the Pauli-repulsion effects experienced by the occupied orbitals.

As discussed, the admixture of virtual and occupied orbitals on the same fragment
arises mainly from non-orthogonality of the orbitals on different fragments at short
distance. Only for charged fragments and if bonding distances become such that
overlap of fragment orbitals becomes very small, polarization of the fragments will
be found to be due to each others electrostatic field.

2.2 The Extended Hiickel Method

In the extended Hiickel method [44], molecular orbitals are expanded in a minimum

basis set.
The diagonal and non-diagonal matrix elements of the Hamiltonian become:

R Z 2 2 _ .
@lH [0 = oi TE) = T 9“9-+¥jd?qm?,—Ewmmamp
5 Rat] o7 .

T is the kinetic energy operator and E (exch, t) the contribution to the exchange energy.

The exchange energy contribution to Eq. (5) is due to the modification of the
electron-electron interaction energy because of the requirement that the multielectron
wave function most be antisymmetric.
- In the extended Hiickel method, the repulsion which the electron experiences from
electrons on neighboring atoms is supposed to be cancelled by the attraction with the
nuclei. In addition, the electron-electron interactions on one atom are averaged or
simulated by an electron density-dependent term (iterative extended Hiickel).

The first assumption implies that the atoms are considered to be neutral. The
total energy is simply the sum of the occupied molecular orbitals.

The diagonal elements of the Hamiltonian matrix become:

eff

<mgm%9=@Mﬁm—EiTm» - (6a)

A—T| .

The non-diagonal matrix elements are approximated by:
1 4 -
<‘Pi,A| H [<Pj,3> =§<(pi,Al(Dj,B> {<(Pi,Af I5! [@i,A> + <(Pj,B| nl(pj,3>}

R I N
+<0ial Tlo; 8> — > $@i,al @5, 8) {{pi, al Ty, a> +

+<(pi,B’T!¢j,B>} '(6b)

Equation (6b) is derived from Eq. (6a) by expanding ¢, , and @; p into a complete
set of basis functions on the other atom and only retaining the terms containing
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diagonal Hamiltonian matrix elements. Since this approximation induces a significant
error in the kinetic energy term, the kinetic energy term has to be corrected for.

It will be shown later that the sécond part of Eq. (6b) governs the attractive part of
the covalent bond strength.

Equations (6a) and (6b) are often replaced by empirical values.

Anderson [45] corrects for the non-cancellation of nuclear attraction and electron
repulsion for neutral atoms by adding in the total energy expression a semi-empirical
repulsive expression to the attractive ‘component of the total energy computed as
the sum of the energies of the occupied molecular orbitals.

One can incorporate effects due to non-neutrality of charge, by maintaining Eqgs.
(6a) and (6b) for the matrix elements of the Hamiltonian, but adding to the total

energy expression a Madelung potential energy term.

An analysis of modifications of the extended Hiickel method which also applies
to the recombination of radicals and where changes in electron-electron interaction
are important, can be found in Ref [46]. ' ’

2.3 The Effect of Overlap on the Bond Eriergy According
to the Extended Hiickel Method

The polarization effects compensating partly for exchange repulsion in the frozen
orbital approximation discussed earlier are also found in the extended Hiickel method.
In the extended Hiickel method, molecular orbitals are derived by solving the matrix

equation :

[H—ES]c=0 , ' (7a)
The difference between the solutions of Eq. (7a) and Eq. (7b):

[H—Ellc=0 , (7b)
with I the unit matrix, will be described with the aim of studying the role of non-ortho-
gonality of the basis functions ¢,. Equation (7b) is used in the Hiickel method.

Let us first recall the simple case of a homonuclear diatomic molecule B-B, each

atom B with one atomic orbital of energy o and with a coupling matrix element f8
and overlap S. The molecular orbital energies, corresponding to bonding and anti-

bonding combinations ¥, = (¢, + ¢,)/)/ (2 £ 25), are:

a—Sp p—oaS
S <

Comparing this to the values for S = 0, &, = « + B, it is noted that S has two
effects: the average energy of the two levels is raised, and -the spacing between the
‘levels is reduced.

The first effect causes, if four .electrons are present so that both bonding and anti-
bonding levels are filled, a repulsion = —4S(f — aS)/(1 — S?). This is the steric
repulsion of all-electron methods. It would clearly be absent here if S is neglected.
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If we consider a two-electron bond, i.c., filling of the bonding orbital only, the bond
energy appears to be reduced by —2S(f — «S)/(1 — S?) because of the raising of
the average level energy and, in addition, it becomes less because B is reduced by —aS.
The bondenergy becomesAE = {—28(8B — o8) + 2(8 — aS)}/(1 — §%) = 2('16—:;—8).

These effects of the overlap are general. :

In the following, this will be shown for a few simple model systems that can be
readily analyzed.

The interaction is described according to the extended Hiickel method of the
following model systems and configurations:

1

A..B—B @

1 2

B
A an

B .

B2

I
A..B1 1)

l

B3

B1 : . .
AL /N (IV) (symmetric interaction between
B2—B3 A and 3 B atoms)

The fragments B-B, B-B-B, and B/—-\B are described within the Hiickel approxi-
mation implying that atomic orbitals @g(i) are orthogonal. A minimum basis set is
assumed, with one atomic orbital per atom of s symmetry, donated by ¢ 4 and ¢, ().

The diagonal matrix elements of the Hamiltonian are supposed to be equal:

$pal Hlpa) = <o) H lps(l)) = a
The following parametrizations for the different systems apply: .

L ol Hlog(M)> =f 5 <oal Hlpg2)> =0
oI Hlog(2)) = B
{pploy(D)> =S
<€0A | GDB(Z» =0

1L @Al Hlog(1)) = <o, H o (2))> = §’

Cog(DI H [p5(2)> = B
$Palog)) = <o, 1 0x(2)> =S
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m. (o Hlgg(1)) = p
(o los(D)> =S
(Pul 052> = (@l 05(3)> =0
(s H 952> = (oD Hloz(3)) = B

V. (o Higg)) = <04 Hpg) = <o Hlg() = F
(oal oD = <0p | 95> = <@y | 05> =S
(oD H 05(2)> = <op(D) H [03)> = (05 H [0, =

Case I assumes the interaction of a doubly occupied ¢, at energy « with a doubly
occupied bonding B-B orbital 0" = (pg + C"Bz)/l/';- at energy o + B (see Fig. 7).

a b \\@
a—/&}

p 0
lmeti /’l
00 /1
a q’a "l T - \@ - @/ ]I
!
!
' !
.: i
\ \ !
‘," ;,_@ Q a+p l’
2 __‘P _____ /
@ —_———
O® (Do
lf;)ond
A B B

Fig. 7a, b. Interaction of fragment A with orbital ¢, with fragment B having one double occupied orbital
@+ of s symmetry and an unoccupied orbital ¢~ of p symmetry. a Interaction between @, and occupied
orbital o™ only. b Effect of additional interaction with virtual orbital ¢~

As expected, there is repulsion which is found to be, to lowest order in S,

1
-2 (ﬁ’ ) 2o + ) S> S. Evidently, since both the bonding combination :

‘ l//boru:l = CaQPa + C+(p+
and the antibonding combination:

o _CtCSIVD)  Cat CSVD)

=T aosp 0 Ja-sp

are occupied, the gross populations of @, and ¢ are 2.0.

TR RS T T

TR
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The charge rearrangements that accompany the repulsion are therefore not visible
in the gross populations, but they do show up in the net populations. To second order
in S, the net populations of ¢ sand ¢ are 2 + S? and there is a total negative overlap
population of —282, )

It is interesting to consider also the charge distribution within B-B. As the coeffi-
cients of B; and B, are equal to each other in both Ybona a0d ¥,,; (as depicted in Fig. 7)
the total net populations of ¢y, and @g; are equal, viz. 1 4+ S?/2. For ¢g, this.is also
the gross population, but for @g: there is an overlap population contribution with
@, which is positive and of first order in S in the bonding orbital Yy ona DUt negative

in _ .. The first-order contribution in 1

al

overlap population contribution for Py, is —S? yielding a gross population of
" 1 — §%/2. The gross and overlap populations clearly fit in with the charge distributions
expected from the discussion in Sect. 2.1 for the Pauli-repulsion step, but only if
the overlap S is taken into account. :

Subsequently, the orbital ¢~ on B-B is allowed to mix in. Both charge-transfer-
and polarization-type of mixing (which are not distinguished here; see the remark
at the end of Sect. 2.1) into Yoona and ¥__ . will cause the ratio of the coefficients of
¢y, and @, to increase in Yiona and to decrease in ¥, . The results for the present
case (1) and the other cases may be obtained from full solutions of the secular equations.

For case I the solution for the molecular orbital energies is:

Y ,
1,3 = 1_s? + 52 [A-$»p2+ 5 - aS)*]H2 (3a)
_ S I s i
! (8b)
E, =«
w( p24p2) /2
A
A’ .
A Y S g'— ?:sz
A A’
a_(ﬁ2+ﬁl2)1/z
S=0 S #£0

Fig. 8. A ... B—B Molecular Orbital Scheme

. cancels the one in Viona and the total
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The solutions for case III are completely analogous, with § replaced by f ]/5 . Since
B’ also depends on S, these parameters cannot be chosen independently. Physical
solutions to Eq. (8) only exist if:

o— Sp’

1—82

<jal and o [(1 - )B4 (8 — a7 <(8 4 f

In Fig. 8 the solutions for the molecular orbital energies are compared for S = 0
and S # 0 in Eq. (8).

Figure 8 also reveals that (as always) the condition S # Oraises the average position
of the molecular levels and decreases the dispersion A of the molecular orbital levels.
As observed in Eq. (8), the dispersion decrease is of the order «S. So, two effects of S
decrease the interaction energy.

a) |o'| < |a, cf. increase of kinetic energy by Pauli repulsion.
b) |A’l < |A], decrease of covalent bonding.

In case I the ratio of the net populations (coefficients squared) on the two B atoms
in molecular orbital i now differs from 1. It is given by: :

%@ __ F
q(1) e —Ep

It follows that the coefficient of atom 1 in the orbital at energy o, which is ¥__,
stabilized by interaction with ¢~ (see Fig. 7b), is zero. This is the well-known node
in the nonbonding orbital at the central atom of the symmetrical allylic system,
which is here shown to occur also if ' # S.

Whereas both the net population of ¢, (1) and the negative overlap population
with ¢, in this orbital thus disappear, the reverse effects take place in the lowest
“orbital derived from ¥/, gn4. : _

The precise charge redistribution upon allowing ¢~ to interact is subtle. If fragment
B contains two electrons, there is polarization of B-B away from A, but the polarized
system has stronger bonding (particularly less antibonding) to A. Apart from this,
it is interesting to note that since |« — E;| < |« — E,|, comparing the cases S # 0
and S = 0 for the full solutions of the three-orbital system, there is a shift in the net
population in the lowest orbital towards atom 2 if S differs from zero. At the same
time, of course, an overlap population contribution to the gross population of ¢y(1)
appears when S # 0.

The molecular orbital energies for cases II and IV are also readily found: -

n 7
Ei_(HEﬂ—Z'BSJr 1
T (1-2z8Y) T - z8Y |
x [n*B + 4anZp*S — AnZPp'S + 4Z (' — oS)*]" ©
n=27Z-—1. ,

IncaseI,n=1,Z=2;IncaselV,n =2, Z = 3.



344 R. A. van Santen and E. J. Baerends

In case II the third level has energy o — f.

In case IV, in addition to levels E*, two MOs with energy values « — B are found.

The general result is similar to that found for cases I and IIT discussed earlier.

The Pauli repulsion term is proportional to Z, the number of atoms on B that are
the next neighbor of A.

If molecule B contributes two electrons, the Pauli repulsion energy becomes:

Ef,, =~ —ZS(ﬁ' —aS) ' (10)

Concerning the terms giving dispersion it is noteworthy that again, §’ is replaced
by B’ — &S in Egs. (8a) and (9) if S # 0.

As a consequence if S # 0, the first term of Eq. (6b) for the nondiagonal matrix
element of the Hamiltonian cancels in the eigenvalue equation and bonding is governed
by the second term in Eq. (6b).

This can be easily proven for the general case of an array of equal atoms and s type
nonorthogonal atomic orbitals with only nearest neighbor interactions. The expres-
sions for the molecular orbitals are:

1
'70 = Z CkQD - (11 a)
* P o +2 Tty [T :
H i<j
b= T ko, (i1
and for the molecular orbital energy:
Ex=). ul’e; + 2 2 uiugf; } ‘ (12a)

i<j

1
= Zai(ul;er Zu§u}‘sij> +2 7 ufuj <ﬁij =5 (o + %) sij> (12b)

j#i i<j

= o+ 2_2 u?ui‘((ﬂij - “Sij) (12¢)
i<j .

1
Equations (12b) and (12c¢) illustrate the reduction of f;; with 0 (@; + o) Sy

Equation (12c¢) also shows that the weight of «, is given by a Mulliken gross popula-
tion of atomic orbital ¢, in molecular orbital k. For equal o, it becomes 1 by normaliza-
tion.

Equation (12b) shows the crucial role of the bond-order term to chemical bonding.

The bond order of atomic orbitals i and j is given by:

For a more general discussion see Ref [46]. :
Equation (9b) can be used to derive useful expressions for the bond energy as
a function of '/, the ratio of the effective interaction between atoms A and B and

that between the B atoms (8’ = B’ — «S).
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If B'/B < 1, one finds for A symmetrically coordinated to a ring of interacting B
atoms. :

*ZB'Z
E =
S = g (Z>12) 13

If B’/8 > 1, this contribution becomes:

B ®ZVH s (14

For weak bonding (f'/f < 1), low coordination appears to be favored, since
comparison with Eq. (10) shows the much stronger coordination-number depend-
ence of the repulsive term compared to the attractive terms.

We will return to this interesting observation at a later point. -

The considerations so far have not taken into account directional effects of atomic
orbitals, with angular momentum 1 # 0, which also will be discussed later.

The extended Hiickel picture of bonding has been shown to be very similar to that
found from rigorous first-principle calculations.

Bonding according to first-principle calculations has been interpreted such that
explicit inclusion of overlap (S # 0) leads to repulsive effects between doubly occupied
orbitals. These repulsive effects are reduced if unoccupied orbitals are available to
depopulate doubly occupied repulsive orbitals either by polarization of fragments or
charge transfer (Fig. 5). The extended Hiickel method incorporates both effects, but
they appear indirectly. When overlap is taken into account, we have shown that
bonding is decreased by an upward shift of the energies of the orthogonalized fragment
orbitals with respect to the nonorthogonalized orbitals and by reduction of the dis-
persive overlap energy integrals. The latter leads to reduction of bonding between
partially occupied orbitals, and ‘to repulsion if interaction occurs between doubly
occupied orbitals. Clearly, the more unoccupied virtual orbitals are available, the
more the repulsive interactions is counteracted. Within the same fragment this inter-
action is due to nonorthogonality of the unoccupied virtual orbitals and interacting
occupied fragment orbitals. '

As long as the differences between the discrete levels are large compared to the
overlap energy matrix elements, second-order perturbation theory can be used to

S L [

o - N .
34 _%%‘__/. _____ >__\___T_%_ E;
Fig. 9. Interaction energy and scheme according to second order perturbation theory

IB"—'/2(E" + Eg) S

AE = —43S4 — 2
BaSa E—E
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calculate the attractive contribution to the bond energy as in Eq. (13). The repulsive
interaction term is calculated analogous as in Eq. (10). The formulae are illustrated
in Fig. 9. , ~

In the next section, techniques are discussed to compute the bond energy in case one
of the fragments has a continuous energy spectrum, as for a metal surface.

2.4 Embedded Systems

A metal surface is part of a semi-infinite system. Apart from changes in electronic
structure and electrostatics, a major difference between a finite and infinite system is,
that there is no local conservation of the total number of electrons. The local number
of electrons is determined by the requirement that for a system at equilibrium the
Fermi-level energy, i.e., the energy of the Highest occupied molecular orbital is the
same throughout the system.

The second qualitative difference between a finite and infinite system is- that for
a finite system, the electron energy spectrum is discrete, whereas for an infinite system,
it is continuous erase, be it that localized states may exist. Especially for the valence
electron bands of metals with a low electron density, as a consequence, the electron
energy spectrum slowly converges with increasing particle size to that of the infinite

system.
In semi-infinite systems it'is required that the Fermi level does not change and this

allows the development of convenient closed expressions for changes in energy due
to surface-formation or chemisorption. Such expressions have been derived by

Koutecky [47], Grimley [48], Schrieffer [49], and others [50].
~ According to the extended Hiickel emthod, the change in energy is given by:

oce’ oce ’ ' .

AE:Z{ZEg—ZEi} ' (15)
E/ are the orbital eigenvalues after chemisorption, and E, the orbital eigenvalues
before interaction.

Defining the energy density of states g(E) as:

oE) = Y. 5(E — E) S Cae)
and using the semi-infiniteness of the system:

Ep — Ep < Ep.
as well as conservation of total number of electrons:

Ep/

Ep
[ 4 ¢(®) = | dE o(E)
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one finds for the energy change [49]:

E

AE =2 deE(E — Eg) Ag(E) (17a)
Ep

- -2 | dE An(E) (17b)

with Ag(E) the change in electron energy density, and An(E) the change in number of
electrons of energy E. Equation (17b) presents the expected result, that changes in
energy are related to rearrangements of electrons over energy levels. Using Green’s
function techniques, elegant practical expressions for g(E) have been developed. In
Ref[51], an application of such theories to the problem of CO chemisorption to trans-

sition metals can be found.
Closed expression derived for Eq. (17) are useful, but not very suitable if one wishes

to interpret changes in chemical bonding in terms of changes in electrondensity on
molecular fragments. For this purpose it is more convenient to return to Eq. (12)
for the total energy of a system according to the extended Hiickel method :

AE=2 {ZO‘ Aq;+ 2 Z AR, {ﬁii/ - % Siyr (e + “i/)}} - (18a)

l<l

{Z o, Ag; + 2 Z AR, ﬁ} (18b)

l<l
with Aq, the change in electron density on atomic orbital i:

occ’

Ag=Y {u;kz +3 u;kui'/kSii,} +
k

i1

occ

——Z{u + Zuu S,/ } ‘ (19a)

=g —q, ~(19)

and AP;; the change in bond order between atomic orbitals i and i’

AR, =3 wiuk z uhul, (20)
k
I?U sz

i

Similar methods as used to calculate Eq. (17) can be used to compute the quantlnes
according to Eqgs. (19) and (20).
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As already mentioned, the important difference in the electrondistribution of
discrete and extended systems is the continuous nature of the electron energy density
spectrum. The discrete sums have therefore to be replaced by integrals [51]:

EF
N q; = _f +E) dE + Z B, S,y (20a)
—c0 i’ #i .
Er : '
B = [ dE 0y(E) ) (20b)

and g,,(E) can be calculated from:
1 .
0;v(E) = — Im lim [O(E + ie) — ES];/ C(22)
T = &0

The problem posed by embedding a cluster into an extended system is solved once the

matrix O(E) is known.
When chemisorption to a metal surface is studied, the matrix O(E) is given by:

o- [__E“_df__ _Iil_afi'_‘i‘_‘J
O,,(E)

Hlatt.ads

Equations (22) as well as (17) can be evaluated using the local nature of electron
density changes. The electron density changes disappear if one is more than a few
atomic distances removed from the absorbate.

The block H,4 contains the Hamiltonian matrixelements of the adsorbate and
those atoms close to the adsorbate on which there are changes in electrondensity
compared to the situation before adsorption.

Oy, contains those atoms that are unperturbed by the adsorbate.

Green’s function techniques [48, 50, 52] can be used to reduce the infinite O,
matrix to a finite one. For mstance a typical diagonal matrix element of O, has
the form [51]:

Oy (E) = H; — ¥ (H;, — ES;) y7/(15) (H, ;— ES,)) (23)
¥y

C_}w,,(E) is a Green’s function matrix element of the undisturbed lattice, from which
interactions with the atoms contained in H,,, are excluded.

When chemisorption is modelled by interaction of a hydrogen type adsorbate
with a tight-binding (Hiickel) s-valence electron metal surface, each metal atom
contributes one atomic orbital and the hydrogen atom interacts with one surface
atomic orbital. Using the Bethe lattice [54, 55, 56] approximation to calculate the
Green’s function matrix elements Gy ,~(E), expressions for g,,(E) are readily found.
and the hydrogen atom interacts with one surface atomic orbital. Using the Bethe
lattice [54, 55, 56] approximation to calculate the Green’s finction matrix elements
G, (E), expressions for g;,(E) are readily found.
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Fig. 10. Bethe lattice and adsorbed atom
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A Bethe lattice is sketched.in Fig. 10. An adsorbed atom is represented by the open
circle. Figure 11 b shows calculated electron energy density of states results for hydro-
gen adsorption. The calculations have been done assuming S in Eq. (22) to be the
unit matrix. The Bethe lattice used simulates the (111) face of a f.c.c. crystal. All
diagonal and non-diagonal matrix elements, respectively, are assumed to be equal.
The number of lattice atom neighbors in the bulk is 12, at the surface it is 9.

As is shown in Fig. 11b, the local electron energy density of states (LDOS) g,(E)
at the hydrogen atom is found to be broadened into a Lorentzian curve.

The LDOS g,(E) has been extensively studied [49, 57]. If the coupling matrix
element f’ to the lattice atom is small compared to 28 ]/Z which is the Bethe lattice
bandwidth (Z + 1 is number of bulk atom neighbors), then Eq. (22) reduces to a
Lorentzian distribution: -

1 I®) 060

B = G+ A® —EF T T2(E)

For weak adsorption, A(E) is small, and to lowest order, I'(E) is given by:

ZZ/ﬁ;d

r=2zZpaE =0) = 75— (26b)
1/2
Z'2|p|
8
Z=16 g=-3
6 a=-15 EF =0
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Fig. 12. LDOS go(E) for the 5¢ and 27* orbitals of CO adsorbed top(t) or three (b) coordinated the
(111) surface of a s-band Bethe lattice f.c.c. metal [51]
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Z' is the number of adsorbate atom neighbors, 0,(E = a) the local density of states
of the lattice atom orbital interacting with the adsorbate before adsorption.
The function g, (E) will be discussed later.
Figure 12 illustrates computed adsorbate local density of states (LDOS) using a
similar approximation (23) for ¢ and = symmetry orbitals of cote mono- or three-
coordinated to the surface of an s-band model f.c.c. metal. As will be explained later
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Fig. 13. Total and projected local DOS for three-
layer Ni (001) slab (dashed lines) and ¢ (2x2) O on
Ni (001) (solid lines) including oxygen e (long dashes)
4 and a, (dotted) orbital DOS. Results from ab-initio
self-consistent calculations [58] .-
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there is only an interaction with = type adsorbate orbitals in bridging coordination
sites. An increase in bandwidth of the ¢ electron density of surface atoms occurs if
adsorption increases their coordination number. This is a very general phenomenon
and follows from (26b). This is illustrated in Fig. 13 for the change in LDOS of surface
Ni atoms when O is adsorbed to it according to an ab initio calculation [58].

The changes of the electron density of Ni surface atoms are shown before and after
oxygen adsorption. One observes that the bandwidth of electron density on the surface
atoms is less than that of the slab center atoms, which relates to the decreased coordina-
tion of the surface-atoms compared to the bulk.

Comparison of ¢;(E) in Fig. 11a and 11b also shows a similar broadening of the
LDOS of the surface atom in the Bethe lattice calculations.

Because of conservation of density, broadenlng of the bandwidth implies that at
the center of a band, density decreases in order to balance the increase in density at
the edges.

Figure 14 shows the bondorder electronenergydensity QM(E) and changes in
bondorder electronenergyden51t1es Ag5(E), and Ag,3(E) from the same Bethe lattice
calculation done to produce Figs. 11.

In Figs. 11 and 14, indices refer to the coordmatlon shell w1th respect to theadsorbed
atom.

As expected, g, (E) gives a positive bonding contribution at low electron energies,
but an antibonding contribution at higher electron energies.

Agy,(E) the change in bondorder energy density behaves reverse. After adsorption,
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there is a decrease of the bonding contribution and increase in the antibonding.
region, Ag,3(E) is much smaller, but again shows inverse behavior from Ag,,(E).

Because of coordination of an hydrogen atom to atom I, there is a decrease in
the bondstrength between atom 1 and those in the second coordination shell if the
valence electron band is half filled. Respective contributions to the bond energy
AE calculated on a Bethe lattice simulating a b.c.c. lattice are given in Fig. 15 for the
situation that each metal atom contributes one electron.

One observes that there are still significant contributions to the bond energy 2
or 3 coordination shell distances removed from the adsorbate site. '

Whether the bond strength increase with the number of neighbors of the atom
concerned depends on the position of the Fermi level with respect to the local density
of states maximum and the energy dependence of o(E).

Figure 16 illustrates this by presenting the calculated bondstrengths of an hydrogen-
type adsorbate to the (111) face of the f.c.c. s-band model metal as a function of the
number of valenceband electrons (N,;). The same Bethe lattice approximation as
discussed earlier has been used. As expected, three-coordinated hydrogen bonds
more strongly than mono- or dicoordinated hydrogen atoms at low valence-electron

12

10

(E- g)—=

Fig. 17. g,(E) and g; (E) for
Bethelattice calculations. g} ,(B)
are surface group orbital local
density of states after chemi-
sorption for atop (¢%(E)) and
- three-coordinate (gj(E)) ad-
sorption, g,(E) is the LDOS of
the adsorbate orbital. Para-
meters used are the same as for-
figure 12. :
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band filling. This is in line with observations that can be made from Fig. 12. At low
valence-electron band filling, more electrons will occupy low energy levels for three-
coordinated than for mono-coordinated hydrogen (see also Fig. 17). As a result,
according to Eq. (17b), three-coordinated hydrogen is more strongly bonded than
monocoordinated hydrogen.

That difference clearly becomes less when the Fermi level increases.

However, the shift from threefold to atop position can only be understood by also
considering the LDOS g,(E) of the surface-fragment orbitals that interact with the
adsorbed hydrogen atoms. For atop-adsorbed hydrogen, one has to compute the
LDOS g,(E) of the atomic orbital ¢, of the metalatom bonded to hydrogen; for
three-coordinated hydrogen symmetrically coordinated to three surface metalatoms,
it is the LDOS g5(E) of the grouporbital 1/)/3 (¢, + ¢, + @,).

As is clearly seen in Fig. 17, the metalatom local density of stages oS(E) is high in"
the antlbondmg region ; the maximum in local density of states being at higher energy
for atop coordination than for threefold coordination. The Fermi level in Fig. 17
-is chosen such that the valence-electron band filling of the metal lattice atoms equals
one electron per metal atom. One observes that more antibonding levels are occupied
for threefold coordination (b) than for atop coordination (c). As a result, atop coordi-
nation is more favored.

This illustrates that, in general, bandwidth or bandshifts as measured spectroscopic-
ally do not correlate with the bondstrength and that deductions on relative bond
energies based on approximations to Eq. (18) have to be considered with care.

A very useful approach to estimate bond energies of adsorbates is to use an extension
of frontier orbital theory to chemisorption on metal surfaces [33]. This has been dis-
cussed extensively elsewhere, so the basic results will be shortly summarized.

We discussed earlier that orbital overlap causes two effects: Pauli repulsion and
reduction of energy dispersion.

Equation (15) will now be replaced by the first- and second-order pertubation

approximation to it:

1 _./ 1
E=—4 Z ﬁ(zsa -2 Z Iﬁtzilz E — E + Z lﬂﬂjlz (24)
Eia;;aF v E; <EF . I
Ejoce EBunocc

The first term represents the Pauli repulsion between the fragment orbitals that are
allowed to interact. These are sketched in Fig. 18.
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Fig. 18. Schematic illustration of rela-
tive position of adsorbate and metal
Metal Adsorbate surface orbitals

it




356 R. A. van Santen and E. J. Baerends

E, are the highest occupied molecular orbitals (HOMO) of the adsorbate, E, are
the lowest unoccupied molecular orbitals (LUMO) of the adsorbate, E, the metal
LUMOs, and E; the metal surface HOMOs.

The second term of Eq. (24) represents electron backdonation from adsorbate to
surface, the third electron back donation from metal surface to adsorbate.

The attractive part of Eq. (24) can be partially integrated to give Eq. (25):

. nt2 Aa'(l—l)a)
Eailr = - 2 Z Qa(EF) ﬂ(x 62 +
¢ —¢— —E,+A,-(1-P
- e Bt AU -B)
- A, P

+;Q5(EF)B;;Z o2 L l (25)

By ——— 4+ + A, B

g drp+ kg ¢ g ”J 7

Qa(EF) is the group-orbital electron density at the Fermi-level energy [59, 60, 61]:
Q;(EF): Z [<oql ‘abi>12 0(Ep —Ey)

. 9, 1s a linear combination of surface atomic orbitals, ¥, a metal surface orbital
eigenfunction with corresponding energy E,.

S B= ey o @6)

and
S, = L 10, @7

For s-type orbitals:

B~ 212, | | (28a)
B, is the overlap energy integral found for atop adsorption, -and

S, ~ Z'123, (28b)

S, is the overlap integral found for atop adsorption, with Z’ the number of neighbors
of the adsorbate orbital. Since H' is totally symmetrix, y, (the adsorbate molecular
orbital) determines the symmetry of the surface metal-orbital fragment ¢_, which is
the group orbital.

A, is the total bandwidth of the metal valence-electron band corresponding to ¢,

110 W 3888

and P, is a measure of the electron occupation of that electron band.

P, =E./A, _ (29)

@

—@ is the work function of the metal surface considered, and the term —e?/(4r, + k)
represents the image potential interaction of ion state o, with effective adsorbate to

metal distance r, and screening k_ [6].
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Equation (25) relates the attractive component of the binding energy to:

the group orbital local density of states at the surface metal Fermi level,

. the effective energy difference between adsorbate orbitals and the Fermi level,
the surface metal orbital electron occupation,

. orbital overlap.

e o

This is a remarkable result. Whereas it has been suspected by many authors (see
Grimely [62]) that a relation between bondstrength and local density of states at the
Fermi level should exist, Eq. (25) states this relation with the modification that the
grouporbital local of states should be used. Others [63] have derived related expres-
sions, but ignored the ¢(E.) term. Falicov and Somuorjai [64] propose to correlate
catalytic activity with low-energy local electronic fluctuations in transition metals,

Electronic fluctations are well known to be related to the local electron density
of states at the Fermi levels and the occupied - and unoccupied fraction of the valence-
electron bands.

Equation (24) appears to quantify this and modifies the importance of the local
_density of states to that of the grouporbital density of states at the Fermi level.

Figure 19 shows the LDOS of different grouporbitals of the s-electron band for
the (111)-face of a f.c.c. crystal calculated in the Bethe lattice approximation.

1.2
10} p
08 E Fig. 19. LI?OS ¢,(E) of different
» F group orbitals of the electron
06k 1 band for a (111) face of a f.c.c.
ﬁ]. L 2 3 crystal calculated in the Bethe lat-
S04k tice approximation [51]
| i = 1 o three coordination; i = 2
02k o two coordination; i = 3 o atop
L coordination; i = 4 & two coordi-
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It is observed that at an electron occupation number of one electron per atom
and for an adsorbate orbital of ¢ symmetry:

Qamp(EF ) > Qbridge(EF)

Hence, at this electron bandfilling, already atop adsorption becomes favored as
can be seen by comparison with the bond energies presented in Fig. 16.

In agreement with the results discussed earlier at lower band filling, the higher-
coordinated hydrogen atoms become more stabilized because of the relative increase
in grouporbital local density of states.
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3 Bonding to Metal Clusters

In this chapter, the results of ab-initio calculations will be analyzed within the extended
Hiickel theory conceptual framework. This provides also an opportunity to discuss
explicitly effects due to the orbital symmetry of the fragments. The differences in -
chemical bonding to small and large clusters will be considered here. In the last
chapter, the analysis will be extended to semi-infinite lattices. We will discuss studies
of H, dissociation extensively and comment shortly on the reactivity of methane and
ethane. For comparicon, also a discussion of CO chemisorption will be presented.

3.1 Chemisorption and Dissociation (Oxidative Addition)
of H, to Transition Metal Atoms

Extensive ab-initio calculations on oxidative addition to bare and complexed atoms
have appeared during the past years. _

Here, we mainly discuss the work of the Siegbahn group [64, 66] and the group of

“Goddard [66, 67] and Nakarsuji [68]. Other important studies have been done by
Kitaura et al. [69] and Noell and Hay [70]. The work up to 1985 has been excellently
reviewed by Dedieu [71]. The elementary interactions playing a role in oxidative
addition have been recently analyzed by JT Saillard and R Hoffmann [47], who also
compared Hz dissociation on single metal atom clusters and metal surfaces.

Three main effects play a role: :

As expected on the basis of frontier orbital theory, the symmetries of highest
occupied molecular orbitals (HOMO) on the one fragment, and empty lowest
unoccupied molecular orbitals (LUMO) on the other fragment and vice versa have
to match. Sometimes they do not match. By promotion of electrons in a fragment to
unoccupied orbitals, orbitals of proper symmetry may become available. The required

. promotion energy is paid back by the resulting increase in bond energy. Hybridization
of the orbitals to allow for optimum overlap is the third factor of importance. Hybridi-
zation of the orbitals in order to optimize overlap in particular directions also requires
promotion of electrons, so promotion and hybridization are closely interconnected.
Such effects are very general. We will discuss them here for H, dissociation as well as
for CO chemisorption. Adsorption and dissociation of H, to a Ni atom has been
thoroughly studied by Blomberg and Siegbahn [64] using CASSCF (complete active
space SCF) and contracted CI calculations. The results are summarized in Fig. 20.
The calculated ground state of Ni is 3d® 4s> with the spins in a triplet state (experi-
mentally the 'D(d%s?) state is 0.03 eV lower). The H, molecule approaches the Ni -
atom symmetrically.

Because of the small overlap, the triplet state Ni 3d electrons interact only weakly
with H,. The doubly occupied Ni 4s orbital has a repulsive interaction with the doubly
occupied H, ¢ orbital, so bond formation is symmetry-forbidden. This results in
a large activation energy for hydrogen addition (38 kcal/mole). In NiH,, the angle
¢ between the NiH bonds is 180°, agreeing with sp hybridization between the doubly
occupied 4s and empty 4p orbital of'Ni. Addition of H, appears to be energetically
neutral. The activation energy for H, addition becomes significantly decreased if
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Fig. 20. Dissociation curves for triplet and singulet states of NiH,. The energies are relative to H, and
the 3F state of nickel [64]

promotion of electrons from 4s to 3d orbitals can occur. The promotion energy cost
is 15 kcal/mol, but reaction between the Nid’s' (*D) and H, is now symmetry-
allowed. Electrons can be donated from the doubly occupied H, o orbital into the
now partially occupied Ni 4s orbital and an antisymmetric Ni d orbital can backdonate
into the empty H, o* orbital. As a result, the overall activation energy for H, addition
decreases to 15 kcal/mol and an endothermic quasi-stable 'A; NiH, state is found
to exist at an energy of 8 kcal/mol above the triplet state. The configuration of the
1A, NiH, state is now bent, with an angle ¢ equal to 50°. The 1A, state can be approxi-
mately described as a Ni atom in the d° state and hybridization between d,, and s
orbital (Fig. 21). The predicted angle would however be 90°, indicating that the H,
molecule has not yet completely dissociated. It should be noted that H, readily
dissociates on a Ni metal surface, without any activation energy. The reason for this
difference will be discussed later.

Lides) La,-s)

V2

Fig. 21. Hybridized d, and s orbitals
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Addition of H, to Pd and a Pd(H,0), complex using similar methods has been
studied by UB Brandemark et al. [65]. Table 2 [65] summarizes their results. This
study demonstrates the importance of prehybridization by the presence of ligands.
We first consider addition to the Pd atom. Promotion of the Pd atom 4d° state to
a 4d’%' state is calculated to cost 40 kcal/mol. The ground state of Pd is 4d'°. So,
if only the 4d orbital is involved, symmetrical addition of H, is symmetry-forbidden,

. similarly to Ni in the d®? state.

Table 2. Geometries and energies for PdH, and (H,0), PdH, [65]

Geometry R(Pd-H) 6 R(Pd-HH) R(H-H) R(Pd-O) ¢ relenergy
Asymptote (Pd + H,) o oo 1.40 0
PdH, 3.65 23 3.58 1.46 -5.5
Asymptote ((H,0),Pd(linear) + H,) ) oo 1.40 440 180 0
Asymptote ((H,0),Pd(bent) + H,) 3 o - 1.40 4.40 90 15.0
PdH, geometry 3.65 23 3.58 1.46 4.40 90 -2.0
Equilibrium : ) 289 65 243 3.14 4.40 90 -6.9

Distances in au and angles in degrees. Energies in kcal/mol.

H, addition to Pd is exothermic by —5.5 kcal/mol.

(Using SAC and SAC-CI methods, Nakatsuji et al. [68] report a value of 15 kcal/mol
indicating perhaps that the energy differences calculated are more comparative than
quantitative). The angle ¢ between the two PdH bonds equals 23° and H, is not
dissociated. Bonding occurs because of donation of electrons from the H, ¢ 0rb1tal
into the empty Pd 5s orbital and backdonation from an antisymmetric Pd 4d orbital
into the antibonding H, o* orbital. The Pd configuration remains, however, close to
Pd d*°. The calculations on Pd(H,0), were done with an angle of 90° between the H,O
molecules. The important characteristic of the H,O ligands (and the PR, ligands to
be discussed below) is the presence of a low-lying occupied ¢ (lone-pair donor) orbital.
The d,, orbital mixes into the antisymmetric combination of these ¢ ligand orbitals in a
bonding (stabilizing) fashion, and is itself destabilized by antibonding interaction.
The antibonding interaction with the o lone pairs is alleviated by admixture of a
5 p, Pd orbital which has the effect of hybridizing the d, , away from the o lone pairs
and towards the vacant coordination site. The 5s is less destabilized by Interaction
with the symmetry combination of the H,O lone- -pair orbitals. It leads to bonding

and antlbondmg combinations of H,O ¢ orbitals with the V(d ., T8 and

1

7

from the 4d'° configuration is lowered. The computed difference between the S(d!°)
and 'D(d’s') state is now only 20.4 kcal/mol instead of 40 kcal/mol found for the
bare Pd atom. As a result, the H, molecule can dissociate when reacted with Pd(H,0),.
The resulting angle ¢ between the PdH atoms is found to be 65° and the dissociation
energy as —6.0 kcal/mol, with respect to linear PA(H,0),. The difference in energy

—=(d,, — s) hybridized orbitals of Pd. As a consequence, the promotion energy
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between bent and linear Pd(H,0), is 14 kcal/mol, linear Pd(H,0), being more stable.
Its electronic structure is very similar to that of the linear Pt(PHj), to be discussed
later. Addition of H, is accompanied by moving the H,O molecules from the linear
to bent configurations. In this process, the Pd atom becomes excited to the d° configu-
ration. ’ '

This demonstrates that ligand addition to an atom may increase the interaction
energy with a reacting fragment. The ligands promote electrons in the complex for
optimal bonding. Vacant hybridized orbitals become directed towards empty ligand
position(s). '

As will be shown later, similar effects also occur on surfaces, explaining partly
the changed reactivity of surface atoms compared to free atoms [33].

Low and Goddard [66, 67] also studied the interaction of H,, methane, and ethane
with Pd and the interaction of H, with the Pt(PH,), complex using ab-initio methods.

Representative results for Pd and Pt are presented in Figs. 22 and 23 resp. Starting
with dissociated H,, CH,, and C,Hg on Pd (not stable according to Blomberg et al.
[64], they calculate the activation energies for dissociation. They find an increasing
barrier for reductive elimination moving from H, to CH, to C,H,.

The orbital density plots show the hybridized nature of the bonding Pd atom
orbitals. Reaction of H, with the Pt(PH;), complex is very similar as that with
Pd(H,0),. As in the case of Pd(H,0), the free Pt(PH;), molecule is linear. Whereas
the groundstate of Pt is 5d°6s*, the Pt d orbital occupation in Pt(PH;), is 5d°. This
is because the doubly occupied phosphine ¢ orbitals form bonding as well as anti-
bonding orbitals with sp hybrids. The four phosphine electrons are accomodated
in the bonding orbitals, the single s electron is placed in a low d orbital rather than in
an antibonding ligand-metal (sp) orbital. An alternative way of viewing this process
is that promotion of the 6s electron into the 5d orbital of Pt reduces the repulsive
interaction between the two doubly occupied phosphine orbitals and the Pt s orbital.
Oxidative addition of H, decreases the angle between the phosphine groups to
100°, enabling hybridization of the Pt 6s and 5d,, orbital with a resulting angle between
the PtH bonds of 80°. This is very similar to bonding to the bent Pd(H,0), complex.
The activation energy to dissociation is 2.34 kcal/mol, the dissociation energy of
18 kcal/mol is exothermic. Noell and Hay report similar but quantitatively different
results [70]. The same holds for the work by Kitaura et al. [69]. (cf., the comparison
made by Dedieu [71]).

Again we observe the favorable effect of surrounding the reacting metal atom
with ligands. Now, the rotated PH, groups prepromote the electrons in Pt so as to
give hybridized orbitals of favorable orientation.

Bonding with a Pt atom complex exceeds that with Pd because of the spatial
extension of the Pt orbitals. Compare the respective bond energies of the hydrides
(PtH = 83 kcal/mol, PdH = 76 kcal/mol, NiH = 60 kcal/mol) [69].

Figure 23 shows the computed generalized valence-bond (GVB) orbitals for the
H,Pt(PH;), complex. Figure 23b shows the GVB orbitals in PtH. Note that the 6p
orbitals do not participate in the PtH bond, which can be considered as a linear
combination of a hybridized Pt(5d,2, 6s) bond and H(s) orbital, but they do participate
in the Pt-H bonds in H,Pt(PH;),. The picture that derives for bonding to the last
members of the transition-metal series in the periodic system is very clear. Upon
dissociation of H,, localized bonds are formed between two (s, d,,) metal orbitals
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are listed with each orbital to show the hybridization of each orbital [67]
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and the hydrogen atom orbitals, resulting in orbital energies low compared to the
d-atomic orbitals (Fig. 24b). _

The theoretical angle between the M-H bonds is 90° and two electrons reside in
each of the bonding M-H orbitals. The bondstrength of a M-H bond is large, between
80 and 60 kcal/H atom and decreases from Pt to Pd to Ni. The metal atom part not
involved in bonding is in a M?" state, in line with the notion of oxidative addition
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Fig. 23a. GVB orbitals for the Pt—H bonds of H, Pt(CH,), at equilibrium. Hybridizatio
for each singly occupied GVB orbital is shown on each plot. Each contour represents a change of
0.05 in amplitude. Solid lines represent positive amplitude. Asteriks represent positions of atoms [66];
b GVB orbitals for diatomic PtH [66] -
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commonly applied to dissociative adsorption of H, to a transition-metal atom
complex.

Berke and Hoffmann [72] have given a very illuminating picture of the events and
orbital symmetry constraints that govern reductive elimination and oxidative
addition. '

We will illustrate this for hydrogen recombination starting with an initial configura-
tion where the M-H bonds have an angle of 90°. Suppose ideal d,, and s hybridization
on the metal atom. If the angle between the M-H bonds decreases, the initially nearly

.degenerate bonding and antibonding orbitals of the two bonds interact and four
new orbitals result (see Fig. 24c). Bonding and antibonding combinations of the
bonding M-H orbitals and the analogous combination for the antibonding M-H
orbitals are formed. The energy change will be repulsive upon decreasing the angle,
because bonding as well as antibonding orbitals become doubly occupied. This
repulsive interaction is decreased if electrons are transferred from the doubly occupied
antibonding combination of M-H bonds to unoccupied metal orbitals. Or in other
words, the energy of the antibonding orbitals is decreased because of interaction with
an unoccupied d orbital of proper symmetry. Decreasing the angle ¢ between the
M-H bonds changes the hybridization of the metal orbital part of the M-H bond.
So at an angle ¢ < 90°, the orbital scheme becomes as sketched in Fig. (24¢). An
empty d orbital of d,, symmetry is required on the metal atom. In summary apart
from this orbital three orbitals are of importance in the recombination of the hydrogen
atoms: a symmetric low-lying orbital leading to the bonding H, ¢ orbital, an anti-
symmetric doubly occupied orbital leading to the ¢* orbital of H,, and an s-type metal
orbital that is pushed away to high energy. The antisymmetric orbital is initially
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occupied and results in repulsion with decreasing angle ¢. The energy of the anti-
symmetric orbital is decreased if it can interact with a suitable d-orbital of the same
symmetry. Whether such an orbital is empty and energetically available usually
depends on the ligand configuration around the metal atom and the metal atom
electron occupation. In our case of a free metal atom, such an orbital is provided by
the d, orbital. As a result, when the hydrogen atom distance decreases, more electrons
are donated in the empty d-orbital and at infinite distance from each other, a neutral
metal atom and H, molecular appear (reductive elimination).

The increased activation energies found for the reductive elimination of methane
and ethane derive from additional repulsive interactions between doubly occupied
bonding C-H bonds with the M-H bond or the C-H bond of the molecule fragment.
Such repulsive effects have also been described by Zheng, Apelaig and Hoffmann [73]
between methyl hydrogen atoms and surface metal atoms.

coll Tclilyr 1Y

3.2 Reaction of H, with Transition Metal Clusters

A recent ab-initio study of H, dissociation on Pd, [68] and an older study on the
reaction of H, on Ni exist [74]. Addition of H, in a symmetrical way parallel to the
metal dimer is considered. Compared to bonding to a metal atom, the main additional
feature of a dimer is that antibonding combinations of occupied s or d orbitals on the
different atoms, if occupied by electrons, provide additional possibilities for inter-
action with unoccupied orbitals of 7= symmetry and that dissociated atoms can bind
to different metal atoms.

Nakatsuji et al. [68] report a complexation energy of —12 kcal/mol and an H-H
distance of 0.9 A and a Pd-Pd distance equal to 2.8 A for H, to Pd, using the
CAS-MS-SCF method. An adsorption energy of —15 kcal/mol for H, molecule
complexation to a Pd atom and a PdH bond strength of 54 kcal/mol is calculated
by the same method. Upon dissociation, an activation energy of 3.4 kcal/mol and
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Fig. 25. Schematic correlation diagram
for the interaction of H, and Pd, [68]
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an additional energy gain of —2.2 kcal/mol is found, implying a PdH bond strength
of 59 kcal/gat H. The H-H distance after dissociation becomes 2.1A. According
to this calculation, first a precursor state of molecular H, is formed that consecutively
converts to dissociated hydrogen, with each hydrogen atom attached to a different
Pd atom. Bonding in the Pd,H, molecule is schematically sketched in Fig. 25.
In the Pd, molecule, the bonding as well as antibonding s orbitals are unoccupied
and the symmetric as well as antisymmetric d-orbital combinations are occupied
(implying weak bonding in the Pd, molecule, EgE = 17 kcal/mol).

According to HOMO-LUMO considerations, addition of H, to Pd, is clearly
symmetry-allowed. As a result, exothermic dissociation of H, on Pd, becomes
possible, whereas on an isolated Pd atom the dissociation reaction does not occur.

Bonding of Pd atoms in a dimer has decreased the promotion energy from 4d to
5s which is the cause of the strong repulsion of H, with the Pd atom.

Whereas no calculation of dissociation of H, on Cu, is available, clearly dissocia-
tion as well as addition of the hydrogen molecule becomes symmetry-forbidden.
The a; orbital that consists of the symmetrical combination of metal orbitals, empty
in Pd,, becomes occupied in Cu,. .

We will return to ‘the reactivity of Cu, in a discussion of the reactivity of Co.
Melius et al. [74] studied dissociation of H, parallel to the Ni, dimer.

The major difference between Ni, and Pd, is that in Ni, the d valence orbitals
remain partly empty. Therefore, in Ni, the bonding orbital formed from the two

bZ bZ
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Fig. 262 and b. Orbital and state correlation diagrams for the reaction H, + Ni, — 2 NiH. The long-
dashed curve indicates the reaction path for which the valence symmetry is conserved. The short-dashed
curve indicates the reaction path for which the valence symmetry changes (*A, — B, — A [74)
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Ni 4s atomic orbitals is occupied. Ignoring the interaction with the Ni d orbitals,
the dissociation reaction of H, to Ni, would be clearly Woodward-Hoffmann-
forbidden and a large activation energy for dissociation is expected. The orbital
and state correlation diagrams for the dissociation reaction is given in Fig. 26. Total
energies are given in Table 3. As observed, the calculated activation energy is
21 kcal/mol, which is comparable to that found for the Ni atom.

Table 3. Ni,H, energies [74]

Method State Ry (0.74 A) R, (1.06 &) R3 (2.49 A)
HF (1 cf) 1A, 0.02 1.57 0.15
HF (1 ¢f) - 5B, -0.73 0.03 1.80
MCSCF (12 cf) 1a, 0.02 0.96 0.18
MCSCF (8 cf) 3B, 0.09 0.69 2.49

4 Reference point energy has been set equal to zero. The total energy of the lAl state at Ry is
~39.33 eV (HF) and —40.66 eV (MCSCF).

Siegbahn et al. [75] studied H, dissociation on a Ni;; cluster simulating the Ni(100)
face using similar techniques as applied to the NiH, systems discussed earlier. How-
ever, to make the computational problem tractable, in some cases modified effective
core potentials (MEP) had to be used excluding 3d orbitals to take part in the dissocia-
tion process. Dissociation atop of a Ni atom was, however, calculated without
restricting the degree of freedom corresponding to that of the Ni 3d atom electrons.
Dissociation in a bridging configuration again could only be done with frozen 3d
electrons. .

Table 4a shows for atop dissociation that in order to lower the activation energy
for dissociation, covalent interaction with the transition-metal d electronsis a necessity.
This indicates the importance of the metal to adsorbate backdonation interaction
involving the unoccupied H, ¢* level. Since s orbitals are totally symmetric, only
interaction with d orbitals can provide this stabilizing interaction. If d electrons are
not allowed to interact, an activation energy of 48 kcal/mol is calculated. The inter-
action with the d electrons lowers the activation energy for dissociation to 4-5 kcal/mol,
which compares with 15 kcal/mol for the isolated Ni atom. Whereas no complete
dissociation occurs on a Ni atom and H, addition is thermodynamically neutral,
o the Ni cluster H, dissociates exothermally with a dissociation energy of 2 kcal/mole.

Note that in contrast to the activation energy, the interaction with the d electrons
is not essential to compute proper values for the Ni-H interaction, resulting in Ni-H
bonds of 53 kcal/gat, which is close to the experimental value.

This agrees with our conclusions [37] based on an analysis of experimental data,
and those of Upton and Goddard [76] to be discussed later.

MEP calculation with frozen d orbitals results in an activation energy of
28.5 keal/mol for H, dissociation in a bridgeing configuration (Table 4b). This
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compares with 48 kcal/mol for atop dissociation using the same frozen d-orbital
approximation.

The difference derives because in the bridge site of the Ni,; cluster backdonation
of electrons into the antibonding ¢* H, level becomes possible by interaction with a
populated antisymmetric combination of 4s Nj atom orbitals. In the bridgeing
configuration, antisymmetric 4s Ni atomic orbital combinations become populated.

Table 4a. Reaction energies (kcal/mol) and geometries for on-top
dissociation of H, on Ni,, {75]

Energetics
Transition state Adsorbed
SCF cr? SCF e
12 MEP 66.4 4.4(17.0) 29.2 —2.0(10.5)
All MEP 57.3 - 48.0(50.3) —4.7 —3.8(—45)

Geometries

. Transition state

Rl RH—H RNi—H

SCF CI SCF CI SCF CI
12 MEP 2.66 2.51 1.95 2.37 2.83 2.78
AllMEP 2.53 2.53 247 2.55 2.82 2.83

Adsorbed

R, Ry y Ryiy

SCF CI SCF CI SCF Cl
12MEP 2.04 2.07 4.51 3.89 3.04 2.84
All MEP 1.91 1.92 4.87 4.88 3.10 3.10

* Values within parentheses do not contain Davidson’s correction

Table 4b. Reaction energies and geometries of the bridge site dissociation of H, toward the on-top
site on Ni,, [75]

Energetic
Transition state Adsorbed
SCF cr ) SCF . cr
All MEP 4,10 . 28.5(31.6) —32.8 ~—33.8{—33.9)
. Geometries
Transition state
R1 RH—H RNi—-H
SCF CI SCF Ci SCF CI
All MEP 2.77 2.79 2.70 2.79 2.95 2.95
Adsorbed
Ri RH—H ® RNi-H
SCF CI SCF CI SCF CI
All MEP 1.92 1.92 4.71 4.71 3.10 310
*Values within parentheses do not contain Davidson’s correction
®The R,,_;; was not optimized; the H’s were positioned at the bridge site
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These are empty for the Ni, molecule, but in the Ni,, cluster they become partially
occupied because of the interaction with the s orbitals of the surrounding Ni atoms.

The dissociation energy for H, dissociation resulting in two H atoms sharing the
same Ni atom is —2 kcal/mol. If no Ni atoms are shared, the dissociated energy
increases significantly to —34 kcal/mol, because now the unfavorable interaction
between two Ni-H bonds on the same Ni atom is absent.

Upton and Goddard [76] studied hydrogen-atom adsorption to Ni,, and Ni,, atom
clusters, also in the MEP approximation for the Ni 3d electrons.

We will discuss their results for Ni,, clusters.

These results are very relevant also to our discussion of the interaction of adsorbing
molecules to semi-infinite metal lattices. Table 5 shows bond strengths and frequencies
as a function of hydrogen-atom coordination. One observes increases in bond strength
with hydrogen coordination number. Secondly, bonding is strongest to those nickel
atoms thdt have the largest number of nickel metal atom neighbors. The last result
is'unexpected. Since delocalization of electrons is expected to increase with increasing ’
number of metal atom neighbors, one would expect a decrease in bond strength of

~ an hydrogen atom bonded to a Ni atom if the number of Ni atom neighbors increases
[33]. The very different result found derives from the strong asymmetry of the LDOS
of the electron energy density in the face-centered cubic lattices discussed earlier
(see Fig. 19) and depends strongly on band filling. At intermediate electron-band
filling, increased delocalization dominates, but at the electron-band edges this inverts.
This behavior can be completely understood from considerations based on the group
orbital density of states at the Fermi level [33, 51]. Figure 27 shows the computed
spectrum of Ni,, and N,oH molecular orbitals. Note that hydrogen-type orbitals
systematically shift to lower energy with increasing hydrogen-atom coordination
number. These orbitals clearly are of the bonding type. Antibonding orbitals are

Table 5. Bond parameters for H binding sites [76]

Description Bond length
(A) Vibrational
. Ligancy —_— frequency Chemisorption
Site  Surface of H? R," R.’ (meV) energy (eV)
B 00D (7 1.50 1.50 283 1.56
F <110» 1(5) 1.49 1.49 280 1.43
C 112> " 1.49 1.49 (231) (1.00)
A <00t>» 2N 0.99 1.59 177 2.73
G <001> 2(5) 0.99 1.59 173 .17
E 110> 2(6) 0.93 1.55 (161) (1.56)
H <1iz2» 2(5) 0.96 1.57 176 243
I arp 3(5, 5) hep 0.78 1.63 155 3.21
D a1 3(6, 7) fec 0.79 1.64 (130 (2.12)
J <001> 4(7, 5) 0.30 1.78 73 3.04

* In parentheses is the number of nearest neighbors for the Ni atoms(s) binding site. Where
nonequivalent surface atoms are present, values are given for each type

® Optimum distance from H to the plane representing the surface

© Distance from H to nearest neighbor Ni atoms
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shifted above the Fermi level (and become empty). According to Upton and Goddard,
the bond strengths calculated correlate with the coefficients of the interacting atomic
orbitals of molecular orbitals close to the Fermi level. In other words, there appears
to be a relation with the local density of states of the group orbital at the Fermi level,
as suggested by Eq. (28).

In summary, symmetry considerations based on frontier orbital theory enable a
good understanding of H, dissociation on transition-metal clusters. For a single
atom, electron promotion energy and hybridization .are important variables. In
diatomics, the relative position of d versus s electrons determines whether the bonding

symmetric s orbital built from s-atomic orbitals is occupied. Occupation of this
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orbital usually implies large repulsive effects. These can be decreased by promo-
tion to empty d orbitals. In the molecule, this promotion energy is usually less than
that of the free atom. The dissociation energy of H, and the activation energy for H,
dissociation is also less than that of the free atom, because now the dissociated atoms
can bond to different atoms. Dependent on whether the ¢ orbital is occupied or not,
increasing the cluster size will change the repulsive interaction originating from the
interaction with this orbital. In addition, antibonding ¢* surface orbitals become
populated, which favors metal electron backdonation into antibonding empty
adsorbate orbitals.

The ionization energies of the metal clusters may decrease sharply for metals with
a filled d band (e.g,, Cu) enhancing backdonation further. This will be discussed
more extensively in the following section. If the particle size increases further, delocali-
zation increases and the interaction with adsorbates tends to decrease.
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3.3 Cluster Chemisofption Models of CO Adsorption

Pacchioni and Koutecky [77] studied the interaction of CO with several Pd clusters
using multireference doubly excited configuration interaction (MRD CI) procedures.

The schematic interaction scheme presented in Fig. 28 is very similar to that derived
for the interaction with H, discussed earlier. The doubly occupied 5¢ CO orbital
interacts strongly with the empty symmetric ¢ orbital of Pd, consisting mainly of
the Pd Ss atomic orbitals. This is a stabilizing interaction and electrons are donated
‘to the metal. : ‘

The 2n* level interacts with the occupied antisymmetric Pd atomic d orbital com-
bination, resulting in a shift upwards for the CO 27* levels and a bonding stabilization
of the Pd d-orbitals.

The bond strength increases from 6 kcal/mol for Pd-CO, and 13.2 kcal/mol for
Pd,CO,t017.1 keal/mol for Pd,CO. Soitincreases with the number of metal neighbors
of CO. :

A recent study by Andzelm and Salahub [78] is available using the Local Spin
Density method, with qualitatively similar results. Post and Baerends [79] studied
chemisorption of CO to Cu clusters using the HFS-X, method. Of interest to our
discussion are their results for the interaction of CC with Cu,. In their calculation,
CO approaches Cu, in a symmetrical way with its axis perpendicular to the Cu-Cu
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Fig. 29a. “Adsorption energy” as a function of the CO height above the band midpoint in Cu, for
configurations I and II. The HF (Hartree-Fock) curve (for a Cu—Cu distance of 4.2 Bohr) is taken
from: Kaleveld EW (1981) PhD thesis, University of Utrecht, The Netherlands; b. The Cu, (4s + 4s),
CO 50(7a,) and CO 2z* (5b,) one-electron energies as a function of CO height above the bridged
position in Cu, [79]
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axis. Since the Cu atom has one valence electron more than the Pd atom, the symmetric
molecular orbital of Cu, built from the Cu 4s atomic orbitals is doubly occupied.

The HOMO of CO is its 5o orbital. This orbital is also doubly occupied resulting
in repulsive interaction with the Cu, ¢ orbital. This repulsion is not compensated by
the electron backdonation interaction with the unoccupied CO 2z* level (curve I,
Fig. 29). Promotion of electrons from the Cu, (4s-+4s)o to the empty Cu, (4s—4s) o™
molecular orbital, changes the repulsive interaction curve into an attractive one
(curve II, Fig. 29a). A HOMO of ¢* symmetry becomes available for backdonation
into the CO 27* orbital, and an unoccupied LUMO of ¢ symmetry becomes available
to bonding with the doubly occupied 5o CO orbital.

The most important effect of the configuration change from (4s-+4s) doubly

" occupied to- (4s—4s) doubly occupied is the disappearance' of the 4-electron de-

stabilizing interaction (exchange or Pauli repulsion) of the 5¢ (carbon lone pair)
orbital of CO with the (4s+4s) metal orbital.

In particular, in large clusters such configuration changes almost always occur.
The reason is that for an adsorbate like CO, with a pronounced lone pair orbital
pointing toward the metal, the Pauli repulsion is large because of the large overlap
of the lone pair orbital with metal orbitals. This point has also been stressed by Bagus
et al. [30]. :

In a simple one-electron picture, the Pauli repulsion is due to the occupation of
the destabilized antibonding orbitals (cf. Sect. 2).

In chemisorption to a metal, however, these antibonding orbitals will not remain
occupied but they will become unoccupied as soon as they are “pushed” above the
Fermi level. This corresponds to the configuration change in the metal cluster referred
to above. ' o

The implication is that the steric repulsion (caused by Pauli repulsion) calculated
using the “frozen configuration” wave function ¥°, introduced in Sect. 2a, is often
relieved in the same way as in Cu,, by an electron transfer out of a repulsive o orbital
into a 7 orbital that can backdonate into the n* of CO. The o orbital that caused the
repulsion with the CO 5¢ due to a large overlap, will now for the same reason bea
good acceptor orbital.

Therefore, large steric repulsion (or frozen orbital repulsion) does not imply that
there will be no ¢ donation. It does, however, require a configuration change to
make the o donation possible.

We may clarify the situation by referring back to Fig. 5, which may serve to represent
a2 number of interacting orbitals of ¢ symmetry. The Pauli repulsion corresponds to
the destabilization of ¥, a typical substrate level close to the Fermi surface, and of
g TEpresenting a manifold of levels well below E. As discussed in Sect. 2, the overlap
region between @, and ¥ and 5 will be depleted of electron charge in ¥°, with a

- concomittant lowering of the electrostatic energy and rise in kinetic energy.

Subsequently, there is the energy lowering from this situation to the converged
wave function ¥ ,.,,which arises from the orbital interactions of ¢ symmetry depicted
in Fig. 5 and which may therefore be called ¢ bonding.

It consists of two types of electron rearrangement.

In the first place, the virtual orbitals will mix into the destabilized Y5, and ¥y
This results in the more stable ¥, and yg... In terms of electron rearrangements, this
step consists of polarization and charge transfer.
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In the second place, there is the depopulation of the ;.. level if it remains above
the Fermi level, in spite of the stabilization by the virtuals. It is, as often, somewhat
hard to distinguish charge transfer and polarization in this last effect.

If B represents the metal (cluster), Yy will have predominantly metal character
as will the level at the Fermi surface receiving the electrons. This means that this is
mainly a rearrangement of electrons within the cluster, i.e., polarization of the metal.

As discussed earlier, one has to remember that the polarization discussed here

is due to non-orthogonality of fragment orbitals and not due to the presence of an

electrostatic field.

Still, the occurrence of polarization is at the same time an indication of some charge
transfer. This is most clearly seen (see Ref [26]) when a configuration change is first
achieved in the bare cluster so that Yy becomes empty, corresponding to the cluster
polarization, and next the charge-transfer (HOMO-LUMO) type of interaction
between ¢, and Yy is allowed to occur (o donation). '

A very interesting application and verification of these effects is provided in the
work of Raatz and Salahub [80]. These authors studied the change in the magnetism
of Ni upon chemisorption of CO. In agreement with the decrease of the saturation
magnetization of transition-metal particles upon chemisorption found experimentally,
they observe a decrease of the magnetic moments of the Ni atoms in their clusters near
to the adsorption site.

The explanation is provided by the depletion of antibonding levels as discussed
above. Part of the do density of states is pushed above the Fermi level through anti-
bonding interaction with CO (cf. Yy resp., ¥y,.). This triggers a highly spin-dependent
rearrangement of the d electrons. A ‘hole’ is created in the do manifold which is
compensated by an increased d density of states in other symmetries. As there are no
majority-spin holes, the increase is in the minority-spin levels, leading to a reduction
of the total net up-spin density. The authors noted that this magnetic effect is intimately

related to the Ni-CO bonding, in the sense that the emptying of the antibonding.

levels relieves the Pauli repulsion which would otherwise result. :

The effects discussed here are fairly large and will be found to occur at the SCF
level in any reasonably accurate electronic structure method. It has, for instance,
been shown by Baerends and Rozendaal [25] in a detailed study on Cr(CO), that the
Hartree-Fock and X, models yield completely analogous pictures of the importance
of the various contributions (steric repulsion, o bonding, = backbonding) to metal-
carbonyl bonding. :

Overall bonding is somewhat stronger in X, than in Hartree-Fock owing to a
stronger = bonding. '

On the other hand, Bagus et al. [30] noted, upon comparing their Hartree-Fock
results for CO interacting with an Als(5, 0) cluster to previous X, results-for the same
system obtained by Post and Baerends [41], that there was a huge discrepancy of
~5 eV in the calculated adsorption energies.

Whereas the X_ calculation resulted in a bonding energy of —1.9 eV for CO atop
of the central Al atom of the Al(5,0) cluster, at 3.7 Bohr distance, the Hartree-Fock
calculation yielded an antibonding contribution by 2.5 eV at 3.5 Bohr, a difference of
4.4 ¢V. ‘

Although X is known to give stronger bonding, this difference is too large to
be attributed to a difference in the model (X, or Hartree-Fock) used.
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We have, therefore, repeated the Hartree-Fock calculations by Bagus et al. [30]
using exactly the same Gaussian basis and the same geometry [81]. We do indeed
reproduce the antibonding of 2.5 €V quoted in Ref [30], but only if we freeze in the
Al;-CO system the electron configuration of the Als part at the (3a,)* (1b))? (2¢)
ground state configuration of the bare Al cluster. However, it had been noted in the
X, calculation that the highest occupied a, orbital of the Al cluster (3a,) has con-
siderable 3p, character on the central Al and, as a consequence, a sizable overlap
with the CO 5¢ orbital. As noted above for the (4s + 4s) orbital of Cu,, and as has
been found in many clusters [26], also in this case depopulation of the 3a, orbital was
found to occur as it was shifted above the Fermi level by the antibonding interaction
with the Co 5S¢ orbital.

We have verified that precisely the same effect occurs in the Hartree-Fock calcula-
tion: changing the configuration to (3a,)°(1b,)*(2e)* (1b,)" lowers the energy of the
Al,—CO system by 3 V. CO is, therefore, bound in Hartree-Fock to the Als cluster
by 0.5 V. This is still considerably less than the 1.9 ¢V in the X calculation, but
this difference is more in line with the usual difference between Hartree-Fock and X,
(or local density) calculations for CO interacting with metal clusters and for bond
energies in general [83]. '

This example shows that it is incorrect to use unchanged cluster electronic configura-
tions in chemisorption calculations. Most importantly, however, it shows that a
gratifyingly similar picture of the importance of such effects as (relieve of) Pauli
repulsion, configuration changes, polarization of the metal substrate, etc. emerge
from such different electronic structure methods as Hartree-Fock and X, (LSD).

Although the energy decompositions discussed so far provide a rather detailed
understanding of the interaction of adsorbates with clusters, it remains an open
question how accurately the cluster calculations mimick chemisorption. Among the
many studies of the effect of cluster size, there are two on the Cu /CO system which
used energy decomposition to consider the variation of the various energy contribu-
.tions with cluster size and shape (Post and Baerends [26], and Hermann, Bagus,
Nelin [84]. v

The conclusions of these two studies are virtually identical. There are a number
of properties of the CO/Cu system which converge fairly rapidly with cluster size,
such as distance to the surface, vibration frequency, bond lengthening of CO, decrease
of CO vibration frequency. The notable exception is the bonding energy of the ad-
sorbate to the metal cluster, which shows strong variation with cluster size (cf. also
Ref [78]). ’ : :

Also the relative energies of different adsorption sites on clusters are different
from those found on semi-infinite lattices, the hollow site, for instance, being strongly
preferred in calculations for CO on Cu clusters, whereas at surfaces, CO is found
to adsorb atop.

Therefore, we conclude this section with a short discussion of the most important
differences of the clusters compared with extended systems.

It has been noted [26, 84] that the chemisorption energy obtained with a small
cluster depends on the “accidental” position of the important frontier orbitals of
o(A,) and n(E) symmetry.

If, for instance, the a, frontier orbital is empty, or so little below E. that it becomes
unoccupied, the cluster is a good o acceptor.
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On the other hand, if an a, orbital that strongly overlaps the CO 5¢ orbital (or the
adsorbate lone-pair orbital in general) remains occupied, the cluster is not a good
o acceptor and there is strong Pauli repulsion.

It is clear from the results in Refs [26, 84] that, in particular, this repulsive term,
which is large, varies considerably between the clusters. The positions of the crucial
levels in the clusters have been termed “accidental” as they are determined, in small
clusters, by the shape and size of the clusters. ‘

The same arguments apply, mutatis mutandis, to the bonding contributions. Con-
centrating on the cluster orbitals originating from the metal s atomic orbitals, we
note that the antisymmetric combinations important for bonding will be occupied
or unoccupied depending on the shape of the cluster and of course on the electron
count of the metal. For instance, triangular or larger clusters of one-electron sp-
metals (Cu, alkalis) populate such orbitals. As demonstrated in Ref [26], such clusters
have a strong interaction with CO in high coordination sites, with significant back-
donation into the 27* orbitals of CO.

In the next section it will be shown that these effects are much smaller on extended
lattices because electrons become delocalized. The effective population of anti-
symmetric “group orbitals” present in the cluster mentioned above, becomes much
smaller in an extended lattice. The = interaction is therefore smalier on the extended
substrate. The reverse may also happen. In metals that have too low an electron
count to populate antisymmetric combinations of s atomic orbitals in small clusters
(the d orbitals will be populated instead), emyedding in an extended metallic lattice
will populate such antisymmetric group orbitals to some extent. We already discussed
such a situation for the Ni,; cluster. In such cases, interaction with n-type orbitals
will be enhanced in the extended lattice as compared to the small cluster.

As discussed in the theoretical intermezzo, repulsion due to inferaction of doubly
occupied orbitals is proportional to the number of neighbours.

Calculations by Hermann et al. [85] confirm this for the interaction of NH; with
an Aly, cluster, assuming 3A, symmetry (promotion absent). Whereas ‘an overall
bonding interaction is found for ammonia in the atop site, a strong repulsion is found
in the threefold position (Fig. 30). .

20
Alyg NHy
10+ Threefold hollow .
B site
s L ys
@
E -
“
0
i < _ Fig. 30. Binding curves of the Al (7,3)
5 - On top site NH, (on-top site), and the Al (3,7) NH,
— ] : (threefold hollow site) clusters [85]

4 5 6
d(bohr)
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The more favorable backdonation into empty n-type orbitals of ammonium
favoring the threefold position does not compensate for the strong repulsive effects
experienced by the doubly occupied ammonia ¢ orbital in that position. This is
understandable since the 7 acceptor orbitals of NH; are at very high energy. Even
~ for CO, however, with low lying = acceptor levels, the topsite is preferred and the
hollow site only weakly bonding [41].

4 Chemisorption to Metal Surfaces

General features of the chemical bond to a metal surface were discribed in Sect. 2.

Here, we will focus on those aspects of the surface chemical bond that sensitively
depend on the distribution of the electrons over valence orbitals with a different
angular distribution.

Studies of Hoffmann and Anderson [86, 87] as well as Baetzold [88] apply the ex-
tended Hiickel method to the calculation of the electron distribution of molecules
interacting with metal slabs.

We will use approximations to the extended Hiickel method to derive a useful
and convenient description of the local density of states of a metal. The methods
developed in Sect. 2d are suitable to derive basic features of the surface chemical
bond.

This is espec1a11y a suitable approach if one wishes to discuss the role of orbital
symmetry in surface reactions.

Early work by Bond [89] and Weinberg and Merrill [90] used the orientation of
d orbitals at a surface and Goodenough’s [91] band theory to study the interaction
of molecules and atoms with a surface. '

A similar approach will be used here [37], but one based on more recent electron
band models.

Trends will be discussed in the bond strengths and reactivities of CO and NO
chemisorbed to different faces of group VIII transition metals with varying valence
d electron count.

Of particular interest are the differences in coordination of CO to the surfaces of
different metals. '

At low surface coverage, CO adsorbs atop on the most dense faces of Pt [92],
Rh [93], Co [94], and Cu [95], but it adsorbs in a bridge coordination on the (111)
face of Ni [96].

We also intend to indicate the reasons for the differences in face dependence of
the reactivity comparing different Pt faces to that of Rh.

Finally, the opposing trends in CO bond strength and H bond strength found for
elements in the last row of group VIII metals will be explained [37].

The work-function dependence according to Eq. (28) results in similar effects of
the electrostatic field on chemisorption as found from first-principle calculations [11],
effective medium theory [10], or adapted extended Hiickel theory [55].

Lowering the effective ionization potential enhances electron backdonation between
metal and adsorbate. The authors have discussed this effect extensively elsewhere
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[51]. Also earlier we discussed the use of Eq. (27) to interpret coadsorption effects
[51]. N

The changes of the surface group-orbital local density of states at the Fermi level -

(see Sect. 2d for definition), computed in the presence of coadsorbates (e.g., S) [97] can
be inserted into Eq. (28) to compute the resulting energy changes. )

The following simplified model of the electronic structure of the transition-metal
surface is very useful to discuss the elementary interactions playing a role in the forma-
tion of the surface-adsorbate chemical bond.

In the bulk, a f.c.c. metal atom has 12 nearest neighbors. As sketched in Fig. 31,
the three d,,, d,;, d.,, x orbitals each have 4 nearest neighbors which are not shared.

Xy> “yzo

This leads to a symmetric electron density of states, threefold degenerate in the
three perpendicular planes.

The d,2 and d,2_ 2 oritals have nearest neighbors at a ]/i larger distance than the
d,;, d,, and d,, atomic ‘orbitals. The d,2 and d2_p orbitals will form a twofold
degenerate electron band of much narrower bandwidth than the d., d,,and d_,
orbitals. '

Since the overlap between the s and p atomic orbitals is much larger than between
the d atomic orbitals, they will form a broad band, usually overlapping the much
smaller d valence-electron energy band. :

This is sketched in Fig. 32 for the s and d bands.

For a f.c.c. crystal, the s valence-electron band is strongly asymmetric as discussed
earlier [51], the d valence-electron bands are symmetric as long as only interactions
between nearest neighbors are considered and the overlap matrix is assumed to be
diagonal. :

For group VIII metals, a good approximation gives 1 electron per atom in the s
valence-electron band and varying electron number in the d valence-electron band.

Because the d valence-electron bands are nearly completely filled for the metals Ni,
Pd, or Pt, one expects holes in the d valence-electron band to have considerable d,,
d,,and d,, and little d > and d,2_ 2 character. »

Fig. 31. d 6rbitals in f.c.c. crystal
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Fig. 32. Band structure (schematic) of f.c.c. metal [51]

The picture of the valence-electron structure presented is, of course, highly
schematized ; nonetheless, extended Hiickel calculation on slabs indicate the general
validity of the schematic electron distribution derived earlier [98]. In Fig. 33, 34,
and 35, the respective changes at the (111), (100), and (110) surfaces ofthed, ., d,,
and d,_ valence-electron bonds are sketched.

In the sense of the second-order perturbation theory expression for the energy,
only those orbitals have to be considered, because for the group VIII metals in the
last columns of the periodic 'system they are the only ones to have a finite density
of states at Ep.

Atthe(111)surface, each of thed, , d,., and d__ surface orbitals looses one neighbor.

The resulting orbital configuration is sketched in Fig. 33a.

As pointed out by Kahn and Salem [99], the three degenerate dangling surface
orbitals will rehyvridize according to the local symmetry of the surface atoms.

As a result, two degenerate asymmetric surface orbitals and one symmetric surface

orbital is formed:

1 1
= — (¢dxy - gi)dyz); 95 = -I/——g ((dey + ‘dez —2¢g,)

/2

1
93 = ﬁ (Pq,, + ‘dez + ¢q,)

The original degeneracy is lifted by the presence of the metal surface and the
resulting surface symmetry electron density of states is sketched in Fig. 33¢ (the figure
is the result of a Bethe lattice approximation calculation). It is essential to consider
this lifting of degeneracy and the creation of asymmetric orbital combinations, since
some authors, e.g., Banholzer et al. [100], have erroneously ignored this. As a result,
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their relations between symmetry of surface orbitals and adsorbate are based on an
incorrect use of surface orbital analysis.

As is seen in Fig. 33¢, the maximum in LDOS of the asymmetric LDOS (dm) is
at higher energy than that of the symmetric part (do). After hybridization, the surface
orbitals can be represented as sketched in Fig. 33b.

Interaction between lobes originating from different surface atoms, but directed
towards the missing atom, can also be considered and will lead to symmetric and
asymmetric combination of atomic orbitals directed towards the threefold position,

At the (100) surface, the d,, orbital in the (100) plane does not lose any neighbors.

D e
A 7
7/ ~
a B
n(E)
et

">y 2

[¢]

Fig. 33a—c. d-valence electron distribution at the (111) surface. a. The out-of-plane lobes of the
degenerate d,,, d,,, and d,, atomic orbitals [37]. b. The linear combinations of the plane lobes
of the d,,, d,,, and d,, atomic orbitals symmetry adapted to the (111) surface. ¢. Scheme of surface
d-electron density of states
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Fig. 342, b. d-valence electron distribution at the (100) surface, a. d,, and d,, lobes. b. Schematic
sketch of surface electron density of states [37]
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Fig. 35a, b. d-valence electron distribution at the (110) surface. a. d,y, dy,, and d,, lobes. b. Schematic

d-valence electrondensity of states
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The d,, and d,, orbitals each lose two neighbors. As a result, the local density of
states ¢,(E) at the surface is split into two bands, a broad band corresponding to the
d,, orbitals and two more narrow bands dxy, d_,, with a higher electron occupation
(see Fig. 34).

At the (110) surface, two different atoms are generated, atoms ¢ and b (Fig. 35).
Atom a loses one neighbor, resulting in a dangling orbital ¢ symmetric into the
direction perpendicular to the surface. ‘ '

The edge orbitals of t,¢ Symmetry are missing 5 neighboring orbitals. This generates
one o-dangling orbital and two 7 Symmetry orbitals, as sketched in F ig. 35.

To summarize, at the (11 1) surface orbitals of ¢ as well as 7 symmetry are generated
with a bandwith corresponding to three neighbors, instead of four as in the bulk
At the (100) surface, only dangling bonds of z Symmetiry are generated, with a smaller
bandwidth corfesponding to two neighbors. .

The edge atoms of the (110) surface have one ¢ and two 7-type dangling bonds.
The o dangling bond has a broader bandwidth than the n-type bond.

Let us first discuss the consequences of this orbital scheme for the interaction with
an orbital of ¢ symmetry (H atoms, 5¢ orbital of CO, etc.). v

In the atop adsorbed state, a o-type orbital will only interact with the (111) and
(110) surface d orbitals, because at the (100) face no d orbital of o symmetry with
a finite density of state at the Fermi level is available,

In this approximation the contribution of the interacting d,> and d,2_,2 orbitals
that are doubly occupied, but positioned below E; is ignored.

Since the o-dangling bond bandwidth at the (111) face and (1 10) face is comparable,
the interaction will be the same.

So, a ¢ adsorbate orbital with one electron in its orbital will bind with comparable

energy to the (111) as well as (110) d orbitals in the atop configuration. There will be -

no interaction with the d orbitals at the (100) face.

A o orbital with two electrons in its orbital will have a repulsive interaction with
other doubly occupied orbitals.

At the end of the group VIII transition-metal series, the d orbitals contain a total
of 9 electrons, this results in a 5/6 orbital occupation of the d,, d,,, and d__ orbital
bands.

The orbital occupation of the o-type dangling bond will be even higher because
of its narrower surface bandwith. As a result, the LDOS ¢,(E) at the Fermi leve] will
be low, resulting in an overall repulsive interaction between a doubly occupied ad-
sorbate ¢ orbital and the (111) as well as (110) surface ¢ dangling d lobe. Clearly,
these repulsive effects may be converted into attractive effects if the ¢ dangling orbitals
become depleted of electrons, as is the case for elements in the left column of the group
VII transition metals. For instance, for Rh and Co, the bulk orbital occupancy of
the d,,, d ., and d,, orbitals is 1/2, resulting in a significant increase in the LDOS
0:(E) at Eg for those metals. This decreases the repulsive interaction with doubly
occupied ¢ orbitals significantly or converts it to an attractive one.

7-Type d surface orbitals interact with 7-type adsorbate orbitals on all three surfaces.
Since the bandwidth of the n-type d orbitals at the (110) and (100) surfaces are smaller
than at the (111) face, one may expect at intermediate d-electron occupation a higher
LDOS and electron occupation for those orbitals at the (110) or (100) surfaces than

the (111) face.
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So one expects on Pt, with a nearly completely filled d-valence electron band
that adsorbed molecules such as NO and CO in the atop position favor binding to
the (100) face, since then repulsion with the adsorbate orbitals is minimized and the
attractive contribution dominates.

Clearly, this will be only the case if interaction with the d valence electrons domina-
tes, since because of symmetry the adsorbate = electrons do not interact with the
s valence-band electrons in this position.

In bridging or higher coordinated positions the n adsorbate orbitals will interact
with antisymmetric combinations of surface metal s orbitals, hence this interaction
with 7 adsorbate orbitals tends to favor bridge coordination.

Thus, the bonding interaction with the d valence electrons increases if the
d occupancy decreases from 9 to 8 electrons. The d valence-electron occupancy
then shifts to the center of d valence bands, where the LDOS at the Eg. is maximum.

On Pt, CO adsorbs atop, but on Ni, CO adsorbs in bridging coordination. The
work function of Pt is larger than that of Ni, 5.65 and 5.15 (ev) [100], respectively,
so that the contribution of 27* donation is least on the Pt surface.

As discussed in Sect. 2, the 5o orbital of CO has the largest attractive interaction
with the s valence electrons in the atop position, since the LDOS at the E_ is highest
in that position.

The interaction between the 5o electrons and the ¢ d valence dangling-bond
electrons is repulsive. The repulsive effect is proportional to the number of neighbors,
this favors also atop adsorption.

It has been found for NO, that it dissociates more rapidly on the 100 surface than
on the (111) and (110) surfaces of Pt [100].

On all three surfaces, there is a favorable interaction of = symmetry. As discussed,
the repulsive interaction with the ¢ orbitals will be least at the (100) surface. Comparing
7 symmetric interactions, they will be favored on the (100) surface compared to the
(110) surface because of the higher degree of coordinative unsaturation at the (110)
face.

This may explain the results of Nieuwenhuis et al. [101] for Rh, With one electron
less than Pt, showing that the (110) face becomes more reactive with respect to the
"(100) surface than was the case for Pt.

- The interaction of CO with Ni, Pd, and Pt increases from Ni to Pt. This indicates
also an increasing contribution of the adsorbate to metal donation interaction to
chemical bonding and domination of the ¢ donating term over the 27* backdonating
term. The increasing repulsive interaction with the d valence electrons tends to favor
also the atop position for CO adsorbed to Pt.

Because of the decrease in work function, 2n* backdonation increases from Pt to
Ni. This is reflected in the favored bridge-coordinated adsorption site of CO to Ni
and Pd.

In contrast to CO, the bond strength of hydrogen atoms increase from Pt to Ni.
Whereas bonding in the hydride molecule is larger in PtH than in NiH, at the surface
‘bonding to Ni is stronger [37]. Part of this change in sequence is due to prehybridiza-
tion of Ni at the Ni metal surface compared to that of the Ni atom (bonding to the
Ni atom requires electron promotlon)

The same holds, of course, for Pd.



384 R. A. van Santen and E. J. Baerends

The orbital occupancy of the hydrogen atoms is half. The work function decrease
from Pt to Pd to Ni will favor bonding to the Ni surface if electron backdonation
dominates chemical bonding.

As demonstrated in the discussion on oxidative addition, the metal hydride bond
gives an excess negative charge on the adsorbed H atom.

Comparing the bond strength in the M—H molecule and that of an H atom to the
metal surface, one finds that bonding of the metal surface of Pt is significantly
decreased [37]. This reflects the importance of the electron localization term in the
energy to the bond strength of the adsorbate metal surface bond [33, 37].

The localization energy of an electron is the energy required to decouple a metal
electron from the metal lattice valence-electron band and localize it on a surface
atom, so that it can bind to an adsorbate. If a metal valence electron band is half
filled, this will result in a decrease of the metal adsorbate bond strength. The localiza-
tion energy is not present in a single metal atom, where, on the other hand, the electron
promotion energy is an important energy term.

As discussed, CO chemisorption to Pt in the atop position is ascribed to the
dominance of the interaction with CO 5¢ electrons. .

On Ir, Rh, and Co the depletion of the d valence-electron band enhances the
local density of states of the d electrons at the Fermi level, and it appears that the
interaction with the doubly occupied ¢ orbitals may become attractive. Whereas on
the Ni surface backdonation into the 27* orbitals is favored over ¢ donation and,
as a consequence, bridge adsorption is favored, on Co the increased interaction with
the d valence electrons enhances the 27* backdonation in the atop position with
respect to the bridge position, changing the balance to the atop position. The same
happens on Rh compared to Pd. :

On Pt, the high work function decreasing backdonation into the 27* orbitals and
the spatial extension of the d orbitals resulting in a large repulsion help to favor the
atop configuration. S

On Ir, the interaction with the d band will be significantly enhanced and some
increase in 2n* backdonation is expected. Again the atop position is expected to be
favored.

Comparing Cu with Ni, the attractive part of the bond energy should become
more dominated by 2n* backdonation, because of the further decreased work
function.

The total bond strength, however, decreases because of the loss of d valence-
electron density at the Fermi level. ’ )

All of the d valence-electron orbitals now are doubly occupied and their interaction
with the 5o orbitals becomes exclusively repulsive. Since repulsive effects are lowest
for minimum coordination, atop adsorption results [31]. :

We will conclude this section with a short discussion of the effect of explicitly
including orbital overlap on the LDOS 0:(E) of adsorbate orbitals. Figure 36 [31]
compares the LDOS of the CO 5o and 27* orbitals of CO chemisorbed on Pt, as well
as the computed metal valence d and s surface local density of states.

These are results of Bethe lattice approximation to the extended Hiickel method

calculations )
One observes very clearly the earlier-discussed loss of electron density in the bonding
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region and the increase of electron density in the antibonding region if the overlap
matrix is assumed to be nondiagonal.

This is completely in line with the electron polarization effects discussed earlier
due to non-orthogonality of the interaction fragment orbitals.

S Summary

This review of chemical bonding to metal surfaces again demonstrates the power
of symmetry concepts to predict changes in chemical bonding.

On small metal particles, classical notions of electron promotion and hybridization
are found to apply.

In large particles and metal surfaces, prehybridized atoms occur, but now localiza-
tion of electrons on the atoms involved in the metal surface bond becomes necessary.

Whereas in small particles the electrons are distributed over discrete energy levels,
at a metal surface this electron distribution becomes continuous. Bonding between
small particles and adsorbing molecules can be discussed in terms of the formation
of bonding and antibonding orbitals.

Bonding of molecules to a semi-infinite lattice also leads to changed electron distri-
butions that can be interpreted in terms of bonding and antibonding contributions.

This becomes in particular apparent if one studies the electron bond order density
distributions. ,

If the interaction between adsorbate and metal electrons is small compared to
the bandwidth of the metal electron valence band, interaction leads to broadening of
the surface electron distributions:

The bond energy does not relate to the bandwidths of the broadened levels, but
to the group orbital local density of states at the Fermi level projected out from the
surface eigenfunctions by the adsorbate orbitals,

6 List of Symbols

HOMO Highest occupied molecular orbital
LUMO Lowest unoccupied molecular orbital - -
v State wave function

., % ¥, ¢ One electron wave functions

A Antisymmetrization operator

Local density of states of orbital i

Overlap

Bond order

Bond order density

Fock matrix

Hamiltonian operator

Kinetic energy operator

Nuclear charge of atom A
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S Tmone v “
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Eexen s Electron exchange potential

A rep Exchange repulsion energy

ck Coefficient of atomic orbitals i in molecular orbital k
uf Normalized coefficients of atomic orbitals in molecular orbital k
o, One electron energy of atomic orbital i

B Overlap energy between atomic orbitals i and j

A Dispersion energy

Z Number of atom neighbors

E, Molecular orbital eigenvalue

An(E) Change in number of electrons of energy E

q; Charge on atom i

QGreen’s function
Linewidth function
Lineshift function

230
T

P, Orbital occupation fraction of electron band «
A, Bandwidth of electron band «

E. Fermi level

k, Screening length of orbital

o Symmetric orbital

o* Antisymmetric orbital

T Symmetric p-type orbital

¥ Antisymmetric p-type orbital

¢ Angle :
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