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Abstract

By viscous sintering it is meant processes in which a granular compact is heated
to a temperature at which the viscosity of the material under consideration be-
comes low enough for surface tension to cause the powder particles to deform and
coalesce. Here a two-dimensional model is considered. The governing (Stokes)
equations describe the deformation of a viscous fluid region under the influence of
the curvature of the outer boundary. A boundary element method is applied to
solve the equations for an arbitrarily initial-shaped fluid region. The numerical
problems that can arise in computing the curvature, in particular at places where
a cusp is arising, are discussed. A number of numerical examples is shown for
simply connected regions which transform themselves into circles as time increases.

1 Introduction

Sintering is the process of bringing a powder of metals, ionic crystals, or glasses to
temperatures near to their melting point so that, due to the high(er) mobility, the
compact densifies, thereby releasing the surface energy of the powder particles.
The driving force arises from the excess free energy of the surface of the powder
over that of the solid material.

There are a number of physical principles which can be held responsible for
the sintering phenomena; for a review see for example Exner [2]. We are mainly
interested in the case of sintering when the material transport can be modeled
as a viscous Newtonian volume flow, driven solely by surface tension (viscous



sintering). This gives us a simple model of what is known as the sol-gel technique,
which can for example be used to produce high-quality glasses. In this technique
a glassy aerogel is heated to a temperature at which the viscosity of the glass
becomes low enough for surface tension acting on the interior surface of the gel
to cause the gel to collapse into a dense homogeneous material.

It is impossible to give a deterministic description of the flow within such a
complex sintering geometry as an aerogel. We shall therefore investigate simple
geometries; to start with in 2-D only, aiming at eventually deriving constitutive
laws of the effects obtained.

A classical problem in sintering literature is the two-dimensional initial-stage
unit model, the sintering of two cylinders, which has been solved analytically by
Hopper [4]. The sintering of an infinite line of cylinders was simulated numerically
by Ross et al. [9]; they were also the first to perform the simulation using a finite
element method. Jagota and Dawson [5] have reported some results obtained
with the finite element method for the sintering of two spheres and an infinite
line of cylinders (i.e. 3-dimensional axisymmetric problems). Recently, Kuiken
[6] applied a boundary element method to solve viscous sintering problems for
bodies with rather smooth boundaries.

Here we present another way of implementing a boundary element method
for viscous sintering problems. Qur aim is to develop a code which tells us how a
fluid with an arbitrarily shaped region transforms itself through time, driven only
by the surface tension. The motivation to use a boundary element method rather
than a finite element method is given by the fact that for computing the shape
of the movement of the fluid region in time, only the velocity of the boundary
curve has to be obtained. Another reason is that remeshing a boundary curve
is much easier than remeshing a full 2-dimensional grid, as has to be done in a
finite element method.

This paper is built up as follows: Firstly, we shall rewrite the viscous sintering
problem, which is described by a set of partial differential equations (Stokes), into
a set of integral equations. These integral equations are solved by the boundary
element method, as proposed by Brebbia [1], in which linear elements are em-
ployed. Next, we shall discuss the numerical problems that arise in computing
the curvature, at places on the boundary where a cusp is arising. We have solved
this problem by using a specially tailored remeshing scheme. Finally, we shall
give a number of numerical examples to demonstrate the usefulness of our method.

2 Problem formulation

The viscous sintering problem is modeled by a 2-dimensional viscous incompress-
ible Newtonian fluid flow, see also Kuiken [6]. We denote the dimensionless



velocity of the fluid by v and the pressure by p. The region of flow is defined by
a closed curve I' and the interior area denoted by 2. Furthermore we assume the
region of flow is a stmply connected surface.

A viscous incompressible Newtonian fluid can be described by the Stokes’
equations, i.e. in dimensionless form (Batchelor [3]),

Av—gradp = 0
(1)

divv = 0,
with stress tensor 9 5
V¢ (7]
SUPY ov . 2
% 8iip + (6zj 33:,-) @

On the boundary I' the normal component of the stress tensor is proportional
to the local curvature k (=divn) of the boundary. This condition can also be
expressed as

Tn = kn, (3)
where n is the outward unit normal vector of T.

The equations (1)-(3) described above do not ensure a unique solution v. It
can be seen, cf [10], that a superposition of an arbitrary rigid-body translation or
an arbitrary rigid-body rotation upon any particular solution of these equations,
is also a solution of equation (1) and will not alter the stress field at the boundary.
Thus in total we need to add three extra conditions to ensure that the velocity field
obtained is unique. In order to get rid of the translation freedom, we formulate
the problem to be stationary at a (reference) point in the fluid, say x". With
regard to this reference point the velocity of the boundary points are computed.
The most natural choice for this reference point is the centre of mass: the point
where the gravity forces would grip the body, thus:

v(x") =0. (4)

Furthermore we assume the tangential component of the velocity at the boundary
is zero, i.e.

/F (v,7)dl = 0, (5)

where 7 is the tangential vector of the boundary I". Combining this with Stokes
formula it follows from equation (5) that the flow in Q is irrotational.

The problem defined by the equations (1)-(5) has a unique solution. If we
were to solve these equations for a fixed boundary I' we would find, in general,
a non-zero flow field v on I'. Thus in time (¢, i.e. the dimensionless time) the
boundary is moving. The displacement of the boundary can be found from the
derived velocity field v in the following way,

5 = v(x) (x €T), (6)



subjected to an initial boundary Iy at ¢t = #3. It is worth noting that equation
(6) says that the material points of the boundary are moving in the direction of
the characteristic curves.

We remark that we are only interested in the movement of the region 2. Hence
only the velocity at the boundary is required, from which the shape and motion
of the body can be calculated directly. Therefore we shall represent the solution
in terms of boundary. distributions of the single- and double-layer potentials for
the Stokes’ equation. The integral equation that can be derived for the Stokes’
equation at a point X, say, when the boundary is sufficiently “smooth” (see also
[10]), reads in matrix notation

Cv(x) + /F Qvdr, = /F Ub dT,. )
Here C,Q(x,y) and U(x,y) are 2 x 2 matrices with coeflicients c;;, ¢;; and u;;
respectively:
_ ) & xeQ
Gi = { %6,']‘ X € F, (8)
Tr;
9i; = ;ﬁ;rknk, (9)
1 1
u,1=4—ﬂ_[5ulog—é+ R? ], (10)
where r; = z; — y; and R = /r? + r, and the vector b
b = «n. (11)

Many authors attribute the analysis and the integral equation (7) to Ladyzhen-
skaya (7] (1963), but actually it was Lorentz [8] who derived this formulation
essentially, back in 1896.

In order to make the integral equation (7) uniquely solvable, we have to add
the conditions (4) and (5). Since the reference point x” is taken in Q, we obtain
from equation (7)

/F Q'vdrl, = /F Ubdl,. (12)

Here Q" = Q(x",y) and U™ = U(x",y). From the equations (5), (7) and (12) we
derive the following two integral equations which have to be solved:

Cv(x) + /F (Q - Q")vdl, = /F (U —U)bdT,, (13)

/F (v,7)dT = 0. (14)




3 The Boundary Element Method

The problem is ideally suited to be solved by a boundary element method (Breb-
bia {1]). Therefore the boundary T' will be discretized into a sequence of N
elements and the velocity and surface tension are written in terms of their values
at a sequence of nodal points. From the discretized form of equation (13) for
every nodal point, together with the discretized form of equation (14), we derive
a system of (2N+1) linear algebraic equations with 2N unknowns.

From this system we obtain the approximate velocity at time ¢t = t; at the
nodal boundary points. The displacement of the boundary at time ¢t = t4; =
tx + At can then be obtained by discretizing equation (6). Here we will use a
simple Forward Euler discretization scheme, i.e.

x(tk41) = x(tk) + Atv(x(ti))- (15)

As mentioned in section 2, equation (15) is an approximation of the trajectories
of the material boundary points. These trajectories may not intersect each other,
which gives restrictions for the time step A¢. The integral equations, subjected to
the derived (new) boundary, are solved again which give the velocity at ¢ = ¢4,
etc...

After discretization of the boundary I into a polygon, we define the polyno-
mial functions v and b, cf (11), which apply at a typical element ‘j’,

v=90y and b=oV, (16)

where v/ and b’ are the velocity and surface tension of the boundary nodal point
x’. The interpolation function ® is a 2 x 2M matrix of shape functions:

[ 0 65 0 ... gy O
=10 6 0 ¢ ... 0 éul" (17)

The functions ¢, are the standard finite-element-type polynomials, see also Breb-
bia [1]. The number M is equal to the degree of the polynomial approximation
plus one. After substituting the approximation polynomial (16) into equation

(13) with a discretized boundary, we obtain the following equation for an arbi-
trary nodal point 7:

[ N . N .
Cv' + ;(/F.(Q—Q’)le“y)vf = ;(/{_v(u—u’)édl“y)b’. (18)

For constant elements, i.e. where ¥, b are assumed to be constant over each
element, we note that C*=0.5Z for a “smooth” boundary. C' will be for higher-
order elements in general a 2 x 2 matrix.




Consider the following types of integrals, in matrix notation, which have to
be evaluated for every element I'; and every nodal point x*,

il = Hi = *® dl
a /FjQ(I)dI‘y, I=jQed,
GY = FjLI(I)dI‘y, G-;’,:AJU le-‘y, (19)
' H5 4]
o= P .
H {H‘J+C' i=j.

We obtain for equation (18)
N N
S(H -H)Y = Y (67 -G Y. (20)
i=1 =1

If we now let ¢ vary from 1 to N, and note that the right-handside vector, say F,
of equation (20) is known we derive the following system:

Hv = F, (21)
where H = HY.
The system (21) can be solved uniquely when the discretized form of the extra
relation (14) is added.

In what follows we consider linear approximations of v and b over an element,
i.e. we apply linear boundary elements only. For more details we refer to [10].

4 Computation of curvature and mesh

The driving force of the boundary movement is a tension that depends on the
curvature of the boundary. Therefore it is important that a good approxima-
tion is used to determine this curvature. Especially when in a certain point of
the boundary a cusp arises. Here the curvature becomes unbounded, thus the
approximate curvature can have large errors.

The curvature at a boundary point, say x? is approximated by fitting a
quadratic polynomial through this point and its neighbours x! and x3, i.e.

X(s) = x'¢a(s) + x*2(s) + x°¢a(s), (22)
where ¢1(s) = 3s(s —1); ¢2(s) =1 — s?% ¢a(s) = 1s(s+1) and —1 < s < 1. For

the approximate curvature at the nodal point x? = %(0), we obtain:
n(x2) — (22)s(21)ss — (ml)s($2)§s
[(@2)s) + ((z2))°]
4[(z3 — zy)(x] — 223 + 23) — (23 — 27)(a}) — 22} + 23))

R e

(23)

6
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Figure 1: Two sintering cylinders with equal diameters. The same mesh is
used throughout the simulation. The boundary curves refer to values of time

£=0.0(0.1)2.0.
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Figure 2: Two sintering cylinders with equal diameters. A mesh verification is
done at each time step. The boundary curves refer to values of time ¢=0.0(0.1)2.0.
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This way we can derive the curvature at all nodal points. The curvature at
any point of an element is obtained from the polynomial fit (16) through the
approximate curvature (23) of these nodal points.

As mentioned above, when approximating the curvature, problems are arising
if a cusp occurs. Especially when we make an extra refinement of the mesh in the
neighbourhood of such a point, larger errors can be made when computing the
curvature there using equation (23). This can be seen as follows: we can assume
that the spatial discretization error, i.e. the error that is made by the approxima-
tion of the boundary by a polygon, is smaller than the time discretization error,
i.e. the error that arises from the time stepping scheme (15). This Forward Euler
scheme gives a global time discretization error O(At). Furthermore, the time
step At can not be made very small, because then the computing time would be-
come prohibitively large. Thus we can say that the computed boundary deviates
O(At) from the exact curve. When approximating the curvature at points where
the mesh is fine, we loose some accuracy because some points are necessarily very
close to each other. The quotient of the approximate curvature of equation (23)
will then be of O(At) over O(At). Hence the computed curvature can deviate
considerably from the exact curvature. Thus the mesh has to be checked every
time step in such a way that the collocation points do not get to close to each
other. On the other hand, it seems reasonable that the collocation points have
to lie close to each other at places on the boundary where the curvature is large;
since there we are expecting large variations of the velocity field v of the bound-
ary. These two conflicting aspects have to be wrought together in an algorithm
that takes care of the mesh adaptation and verification.

The implementation of the latter algorithm is done in the following way. As-
sume that a suitable initial mesh is given. If at a certain time step At is satisfying
the conditions, which will follow shortly, nothing is done. If this is not the case,
the mesh has to be updated locally.

We introduce two positive constants A, and Ama.r, which are given bounds
for the distance between two successive collocation points, i.e.

hmin 5 6:‘ S hmaz) (24)

where §; denotes the actual distance between two such points: §; = ||x*+! — x¥|.
The value of A, is taken of O(At). Furthermore, only when a “cusp” arises at
a collocation point, say x?, the distance between the two neighbours of x? must
be of order At:

I = x| > hin. (25)

Otherwise, we lose some digits when computing the curvature at this point using
equation (23). Thus the approximate curvature will certainly have large errors
then. The restriction (25) also limits the magnitude of the curvature. From
equation (23) we derive that the maximum value of the curvature is O(At~!). The
requirement of a fine mesh at places where the curvature is large, can be fulfilled
through verifying that the straight line between two contiguous nodal points is

8
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Figure 3: The curvature of the neck point. The same mesh is used throughout the
simulation. Large oscillations develop when the trajectories of the nodal points
in the neck region come close together.
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Figure 4: The curvature of the neck point. The mesh is “updated” each time
step.



not deviating too much (in a relative sense), from that part of the boundary
which lies between those points; i.e. we look for a kind of equidistribution of the
curvature over the elements. In [10] we used the following implementation for
this criterion:

max (h': h‘:“) < €b;, (26)

[ 2 e )

where

h¥ = In(lT)l (1 - \/1- %53[,;(;(':)]2), k=ii+1 (27)

and ¢, is a certain threshold value. At least we want the collocation points to lie
fairly uniformly distributed on the boundary, i.e.
& 1

K — < - 2
&< g SO (28)

where ¢, is a given parameter, greater than 1.

In decreasing order of importance of the conditions which have to be fulfilled
are: (7) the distance condition (24) and (25), (4¢) the curvature criterion (26) and
at least, (21¢), the smooth variation of the mesh (28). We assume the initial mesh
satisfies those conditions. When, after some steps, one of the conditions is not
fulfilled any more at a certain nodal point, we update the mesh locally. We try
to shift this badly behaving point along the neighbouring elements. This is done
in such a way that the mesh points do not get too close for those neighbouring
collocation points. If this is sormehow not possible, then an extra collocation point
is introduced and put into the mesh, using a locally quadratic interpolation; or
otherwise this badly behaving point is removed. Only when this point is a cusp,
than the point may not be shifted along an element or removed. In this case, we
only shift or remove the two neighbouring collocation points. In order to ensure
that the curvature does not change in the cusp, the cusp is shifted slightly in the
normal direction; hereby care is taken that the distance between the “new” and
the “old” cusp point is smaller than the discretization error.

5 Numerical results

In this section we show a number of results for some simply connected surfaces.
Since, as we said in section 1, the driving force for sintering arises from the excess
of free surface energy, a 2-dimensional viscous fluid region } transforms itselfs
into a circle when the time ¢ is going to infinity. This is because the length of
the boundary curve attains its minimum then. Thus a circle must be the result
of the simulation considered. Also, the fluid is assumed to be incompressible. In
2-dimensions this means that the fotal surface of the moving fluid region must be
constant in time.

10
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Figure 5: The contact radius of the sintering cylinders, obtained by both numeri-
cal simulations compared with the analytical solution (a), i.e. the same mesh (s)
and when the mesh is updated (r) at each time step.

To demonstrate the usefulness of the mesh distribution algorithm, described
in section 4, we consider the case of two sintering spheres in 2-dimensions, fairly
shortly after they have made contact. In 2-dimensions these are two circles and
in 3-dimensions this models two infinity long cylinders. In the figures 1 and 2
the numerical results obtained at different time steps for the coalescence of the
two circles are shown. As an initial time step we chose At = 0.002. During
the simulation this time step is automatically updated using the formula we had

derived in [10]. The centre of mass is taken as the reference point, x”, which is
chosen to be the origin.

In figure 1 we show the results obtained without mesh verification. Thus the
trajectories of the nodal points of the initial mesh are followed. When a mesh
verification is applied at each time step (as proposed in section 4) we derive
the shapes as shown in figure 2. The shapes of both graphs are plotted at the
same time points. When comparing these graphs, it can be seen that the shape
evolution of both curves, completely differ already at an early stage, especially
near the contact region of both circles. (In sintering literature, this contact region
is usually denoted as the neck region, see Exner [2]).

The reason that the shape evolutions, develop so differently is due to an
oscillation in the approximation of the curvature from the boundary in the neck

11
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Figure 6: Four sintering cylinders with equal diameters. Here the mesh is kept
constant used during the simulation. The boundary curves refer to time values

£=0.0(0.2)3.0.
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Figure 7: Four sintering cylinders with equal diameters. A mesh verification is
done at each time step. The boundary curves refer to time values t=0.0(0.2)3.0.
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Figure 8: The transformation of two sintering cylinders with different diameters.
The diameters of the cylinders are taken to be 0.5 and 1, respectively. The
boundary curves refer to values of time t=0.0(0.1)2.0.

region. In figure 3 we show the curvature of the point at the boundary where
both circles are making contact. Here, the mesh is not changed throughout the
numerical process. As can be seen, a very rapid oscillation is occuring in the
approximate curvature, at a time when the trajectories of the nodal points come
very close to each other. This oscillation is caused, as is mentioned in section 4,
by the loss of accurate digits when computing the approximate curvature. These
oscillations of the curvature do not disturb the movement of the boundary, in the
sense of a brake-down of our numerical algorithm. The fact that these oscillations
are bounded is due to the “natural” damping of such viscous fluid. Kuiken [6] has
shown that a small disturbance of the boundary is damped out rapidly. In figure
4 we again give the curvature of this contact point. Now a mesh verification is

done at every time step. Here, the oscillations in the (approximate) curvature
have disappeared.

The development during sintering of the contact radius, i.e. the neck, is also
of physical interest. This contact radius is a measure of how “strong” a sintering
compact already is. When this contact radius is small, a smaller force is necessary
to brake the contact between both cylinders than at later stages of the sintering
process, when the contact radius is bigger. In figure 5 the contact radius is
shown, which is obtained in both numerical simulations. In this graph we have
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Figure 9: The transformation of three sintering cylinders with a angle between
the mid points of the initial cylinders of 120 degrees. The boundary curves refer
to values of time ¢=0.0(0.2)2.0.

also plotted the analytical solution for the sintering of two circles, which has been
derived by Hopper [4]. As can be seen the numerical solution, matches well with
the exact solution when a mesh verification is done.

Another example of two different numerical simulations for a same initial
shape is shown in the figures 6 and 7. Here we simulate the sintering of four
equal cylinders which are lying in a row. Again, this example illustrates the
unpredictability of the shape evolution, especially when more complex geometries
are taken. The shapes obtained by the mesh verification algorithm is the one,
which is expected in physical reality.

In figure 8 we show another example of a shape evolution at different time
points, of a fluid region with a “near” cusp. The initial shape consists of two
cylinders of arbitrary diameters. The diameters of the cylinders is taken 0.5 and
1, respectively. Near the region of contact of the cylinders we have to deal with a
large varying curvature. Again, the centre of mass (which is lying somewhere on
the y axis) is taken as reference point. Our remeshing algorithm did work well.

At last, we consider the geometry of three equal cylinders, which are making
an angle with each other. For the angle between the mid points of the circles
we took 120 degrees. In figure 9 we show the obtained shape evolution when the

14




mesh verification algorithm is used.

In future, we plan to investigate multiply connected regions, i.e. viscous fluid
regions with gas bubbles.
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