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Introduction

Well-known methods for solving discretized nonlinear partial differential equations using
multigrid techniques are:

• Nonlinear Multi-Grid Method (NMGM; Hackbusch [3]).

• The Full Approximation Scheme (FAS; Brandt [2]).

• Newton iteration combined with a. linear multigrid method.

In practice an three methods are used. A systematic comparison, theoretically or numerically,
between these methods is still lacking. In [5] the behaviour of the three methods applied to
a test problem is shown. In the present paper we give an elementary theoretical comparison.
Furthermore, we derive the NMGM from a non-standard point of view.
In §1 we describe the Nonlinear Two-Grid Method (NTGM), the two-grid FAS, and the
relation between these two. In §2 we introduce a model class of locally affine problems, to
which we restrict ourselves in the remainder of the paper. In §3 we recall the principle of
Nested Iteration, which is useful for generating acceptable starting vectors. In §4 it is shown
how for our model class of nonlinear problems the NTGM can be derived in a natural way, such
that the role of the parameters occurring in the method is clear. In §5 the Newton iteration
combined with a linear multigrid method is given. Finally in §6 methods are compared.

1 The Nonlinear Two-Grid Method and the Full Approxi­
mation Scheme

We assume a standard setting for discretized boundary value problems. Then we have a
sequence (Uk)k?O of spaces of grid functions corresponding to a decreasing sequence (hkho
of mesh sizes. On every Uk we have a discrete operator Fk : Uk -+ Uk. We recall the NTGM
(see [3]) for solving Fk(Uk) = fk. In the algorithm below Sk(U, f) is a suitable smoother,
p : Uk-l -+ Uk is a prolongation, r: Uk ---+ lh-l is a restriction and Uk-l E Uk-I, S E 1R\{O}
are parameters that will be discussed further OIl. The number of pre- and post-smoothing
iterations is denoted by 1)1,1)2 respectively.
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Procedure NTGM(k, u, f)j integer A:j array u, f;
Begin array d, Vj

U := S~I (u, f);
d := r(f - Fk(U»;
d:= Fk-l(Uk-d +3d;
v := Fk"21(d);
U := u + ~p(v - uk-d;
U := S~2(U, f)

End;

We obtain the FAS algorithm if in the NTGM we take the following choice of the parameters:
Uk-l = ru, 3 = 1 (more general: Uk-l = ru with a restriction r which may differ from r).

Remark 1.1.

a) With respect to the derivation of the coarse grid correction we note that the approach
of Hackbusch differs from the approach of Brandt: for NTGM a linearization is used,
whereas for FAS an equation for the correction on the fine grid is "transfered" to the
coarse grid.

b) In the presentation of the NTG:M in [3] the role of Uk-l and of 3 is not very clear.

2 A sequence of locally affine problems

Let (Uk)k?O be a sequence of spaces of grid functions corresponding to a decreasing sequence
of mesh sizes (hk)k?O. On each Uk we ha.ve a (c.g. scaled Euclidean) norm 11·11 = 1I·llk.
Consider problems which are discretizations of a given continuous problem F(u*) = f:

(A: = 0,1,2, ... )

In general, for nonlinear problcms, computations should be restricted to some neighbourhood
of uk' We define Bk = B(uk;ck):= {u E Uk Illu - uj;1I ::; cd, and consider:

(k = 0,1,2, ... ) for given (ck)k?O .

The Ck are determined by e.g.:

• domain of F k

• uniqueness of uk

• nonlinearity of Fk (one should avoid "too strong nonlinearities")

• limitations on computational range.
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All three situations Ek/Ek+l :::::: 1, Ek/Ek+l < 1, Ek/Ek+l ~ 1 might occur.
We are interested in iterative methods for solving

(2.1)

for given k E IN.
Related to the problem in (2.1) we now introduce problems that are locally affine at uk. We
assume given linear operators Ck : Uk ----. lh, ~; E lN, (for example Ck = DFk(uk)) and
define:

(2.2)

We consider the problem of solving

(2.3)

for given k E IN. In the remainder we study multigrid methods for (2.1) by applying them
to the problem in (2.3). This simplifica.tion is based on the following motivation:

• Reasonable methods for the problem in (2.1) should at the least give reasonable results
for the problem in (2.3) with Ck :::::: DF(uk).

• If Ek is "small enough" (can be quantifted, cf. convergence domain of Newton) the
results for a method applied to the problem in (2.1) and applied to the problem in (2.3)
with Ck :::::: DF(uk) are comparable.

The following simple relations hold for all U E Bk:

(2.4a)

(2.4b)

(2.4c)

3 Nested Iteration

When solving nonlinear problems, the importance of good starting vectors is clear. In our
situation here we want starting vectors in B(uk;Ek). The well-known principle, of Nested
Iteration is very useful for achieving this. A Nested Iteration procedure for AmU~ = fm is
as follows:
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U .- A- t £.0·- 0 0,

For .e = 1 step 1 until rn do
Begin

ue := PUe-l;
Meth(i)(e, Ue, fe) (* i: iteration count *)

End;

This Nested Iteration approach is illustrated in Fig. 1.
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Fig 1.

In §§4-6, for Meth(i) we will consider the following two algorithms:

• Meth}i) : i iterations of the N1![GM,

• Meth}i): a Newton iteration combined with i iterations of a linear multigrid solver.

4 Derivation of the Nonlinear Multi-Grid Method

We assume a given finest level, with index e, i.e. we want to solve the problem

Ae(ue)= fe . (4.1)

For the nonlinear multi-grid method (NMGM) we need a starting vector on level.e. Fur­
thermore, we will use "suitable" (explained below) approximations of uk on level k < .e.
We consider NMGM in a. Nested Iteration approach. Therefore it is reasonable to assume
that the problems on level k < f. have been solved sufficiently accurate, such that we have
approximations Uk with

We also assume that

4
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PUe_1 E B(Ue,O:Ee), with 0 < 0: < 1 , (4.3)

holds. This imposes a restriction on the coarseness of the grid on level i-I compared to the
grid on level e. For the sta,rting vector on level C we take

Ue := PUe_1 .

Using (4.2), (4.3) we then have

lI ue - uell s Ilpue-l - pue_111 + Ilpue- I - uell

s (1Ipll,Be-IEe-IEi
l +O:)Ee

We assume that the problem on level C- 1 has been solved sufficiently accurate, such that
for ,Be := Ilpll,Be-IEe-IEil +0: we have

,Be < 1 .

Now define

fie:= max ,Be .
O<kSf

Then fie. < 1 holds and approximations Uk of uk are available with

(4.4)

(4.5)

(4.6)

In the NMGM coarse grid problems will appear that are perturbations of the discrete problem
Ak(Uk) = fk, k < Co Therefore, instead of the problem in (4.1) we consider a more general
situation with a problem

(4.7a)

in which vi; is such that we have

(4.7b)

(Note that due to (4.6) the estimate in (4.7b) holds if we take gk = fk, vi; = uk).
For the problem in (4. 7a) we use a "smoothing" operator

We assume (cf. also Remark 4.1d) that the following holds:

(4.8)
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As in the multigrid approach for lineal' problems, we need a reasonable coarse grid approxi­
mation of (D Ak(uk) -1. Smoothing and coarse grid approximation can be made explicit by
the following smoothing propel'ty (here on Bk instead of on Uk) and approximation property
(cf. [3]):

There are constants CA and a and a function 17(//) with 17(V) ! 0 for v ---7 00 such
that for all 0 < k :s .e we have:

and

The constants CA and a and the function 17(/1) should be independent of i and of

v k·

Here, for simplicity, we used only one norm 11·11 on Uk. Using several different norms, a more
general setting can be obtained (cf. [3]).

We now derive the NTGM for solving Ak(VZ) = gk (d. (4.7» following the same line of
reasoning as in the linear two-grid approach. For the starting vector we take Uk as in (4.6).

We apply VI smoothing iterations: u:= St?(Uk"gk)' Using (4.7b) and (4.8) we have

Ilu - ukll :s IISrI (Uk,gk) - V;: II + IIv;: - ukll

:s Iluk - v!:11 + Ilv!: - ukll :s ck ,

so u E Bk holds. Now note that with s E JR, s i- 0, we have

Ak(Vk) - Ak(U) = gk - Ak(ii) ¢}

DAk(Uk)(vk - ii) = gk - Ak(ii) ¢}

DAk( uk)s(vk- u) = S(gk - Ak( ii») .

So for the scaled error ek := s(vk - u) we have the linear equation

(4.9)

As in the case of linear multigrid, the smooth error ek can be approximated on the coarse
grid. Let ek-l satisfy the corresponding coarse grid equation

(4.10)

Now take lsi sma.ll enough such that
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wIth f3e := 2(1 + f3e) , (4.11)

holds (~f. as in (4.5)). Sufficient conditions are given by

or

Then for ek-l we have the following equivalent equations (use (2.4))

DAk-l(uk_1)ek-l = sr(gk - Ak(U)) ¢}

Ak-l(Uk-l +ek-d - Ak-l(Uk-d = sr(gk - Ak(U)) ¢}

ek-l = A k21[Ak-l(Uk-d +sr(gk - Ak(U))] - Uk-I'

(4.12a)

(4.12b)

Based on pek_l ~ ek = s(Vk - u), we define the new iterate Unew for approximating vi; by

(4.13)

The iteration in (4.13) is the same as one iteration of the NTGM defined in §l. with V2 = 0
(no post-smoothing). From the derivation it is clear that for the parameters Uk-I, s in the
NTGM in §1 we can take Uk-l := Uk-l and s "sufficiently small", e.g. as in (4.12).

Remark 4.1.

a) From the derivation of the method above it is clear that for a suitable choice of the
parameters Uk-l and s we can guarantee that all (intermediate) results remain "close"
to uk' i.e. in B( uk; Ek). This is not guaranteed if we use the FAS algorithm (Le. s =
1, Uk-l = ru). This explains why for the NMGM a convergence analysis is available (in
[6], [7]), whereas for the FAS algorithm no theoretical convergence results are known. The
difference between NMGM and FAS may cause a very different convergence behaviour
for "hard" nonlinear problems, as is shown in [5].

b) The condition for sin (4.12a) is satisfied if the following holds:

So asym ptotically, Le. for Uk -> vi;, S = 1 (as in FAS) will suffice.

c) For U new as in (4.13) the following holds

So the smoothing property and approximation property defined above, yield the usual
two-grid convergence results.
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d) Similar results can be obtained if the condition in (4.8) (which may be rather severe for
nonlinear problems) is replaced by the condition

IISk(u,gk) - vZ11 :::; Cllu - vZII for u E Bk, with C independent of 1/.

We now discuss the extension of the two-grid method to a multi-grid method. Clearly the
given problem on the highest level in (4.1) is of the type as in (4.7) with k = f. The derivation
of the NTGM shows that for a problem as in (4.7) on level k and using the starting vector Uk

the algorithm is well-defined and we ohtain the following coarse grid problem on level k - 1
(d. (4.13)):

with

Vk_l := Uk-l +ek-l (ek-l as in (4.10)) .

(4.14a)

(4.14b)

Assume that s is such that (4.12a) or (4.12h) is satisfied. Then we have that \Iek-l\l :::;

Hl- ~e)Ek-l holds. Thus we obtain using (4.] 1) that

(4.15)

holds. From (4.14a) and (4.15) we collclllde that the coarse grid problem is again of the form
(4.7) but now on level k - 1. Thus we can apply the NTGM on level k - 1 with starting
vector Uk-l for solving the problem in (4.14a) approximately. An induction argument now
yields that the multi-grid extension of the NTG1VI in §1 for solving the problem in (4.1) is
well-defined, if on level k :::; ewe use Uk a.s the starting vector, take Uk-l = Uk-l and s such
that (4.12a) or (4.12b) holds.
This results in the Nonlinear :Multi-Grid Method (NMGM). This NMGM can be used in a
Nested Iteration for solving the problem in (4.1) for increasing values of f (d. §3).

5 Newton iteration and linear nlultigrid (NewtonMGM)

The Newton iteration, with starting vector U E B k , for solving the problem in (4.1) is given
by

Ne(u) = U - (DAe(u))-l(Ae(u) - fe) .

So, a linear problem of the form

DAe(u)we= be

(5.1)

(5.2)

has to be solved. Note that due to (2.4a) (Aeis loca.lly affine) the identity DAl( u) = DAl(u£)
holds. For solving the linear problem in (5.2) we use a standard linear multigrid method with
smoothers denoted by Se(-, be) and coarse grid operators DAk-l(uk_l) (1 ~ k :::; f). The
corresponding smoothing and approximation properties are:
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There are constants CA and 0' and a function 17(//) with 1](v) 10 if v -+ 00 such
that for all 0 < k ::; .e we have

and

The constants CA and 0' and the function 17(v) should be independent of £ and of

wk'

Remark 5.1.

a) In the NewtonIvlGM the Jacobians DA",(Uk) are used. Note that for U E B(uk,ck), wE
Uk and s E JR\{O} with lsi sma.ll enough such that u+sw E B(uk,ck) we have (cf. (2.4))

(5.3)

Using (5.3) to evaluate a Jacobia.n, wiU result in conditions on s that are similar to the
conditions on s in §4.

b) The NewtonMGM can be used in a Nested Iteration for solving the problem in (4.1) for
increasing values of e(cf. §3).

6 Comparison of NMGM and NewtonMGM

We briefly compare the two methods discussed in §4 and in §5.

Both, in NlviGM and in Newton:MG:M, we need r, p, Ak. In NMGM we need a nonlinear
smoother (e.g. Jacobi, Ga.uss-Seid('!), whereas in NewtonMGM we need a linear smoother
(e.g. Jacobi, Gauss-Seidel, ILU). There arc many (theoretical) results available for linear
smoothers (cr. [8]), whereas for nonlinear smoothers there are hardly any results. In New­
tonMGM we use (an approximation of) the Jacobian DAk(U), whereas in NMGM we (only)
use the parameters Uk-l and s.

The algorithmic structure of a NMGM is simpler than the algorithmic structure of a New­
tonMGM. For the NMGM the structure is the same as in a linear multigrid algorithm. In
NewtonMGM such a. linea.r multigrid algorithm is used as an inner iteration and combined
with a Newton outer iteration. Note that in the outer iteration the Jacobian will change (if
the problem is not locally affine) and for each Jacobian we need a, whole set of corresponding
coarse grid problems in the linear lllult.igrid method.

In the situation of our locally affine model problem the approxima.tion property is the same
for both methods. Also the smoothing property is the same if we use "related" smoothers 5k
and Sk. For example, for a given linear operator W k we define
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and

and

so in both smoothers the error iteration is the same.
H the nonlinear problem is not locally affine, satisfactory convergence results can still be
proved. In that case, however, the ana.lysis is rather technical because one has to estimate
the second order perturbations (d. [6], [7]).

For both methods, NewtonMGM and N~dGl\'l, "damped" versions exist, which for a suitable
class of problems enlarge the domain of converge (cf. [1], [4]). For both methods the combi­
nation with Nested Iteration is very llseful to obtain suitable starting vectors. Furthermore,
the Nested Iteration yields suitable coarse grid appoximations (Uk-I, d. §1) that are needed
in the NMGM.
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