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O. Su~ary

In this paper we study the problem of the optimal stopping of a Markov chain

with a countable state space. In each state i the controller receives a re

ward rei) if he stops the process and he must pay the cost c(i) otherwise.

We show that. under some conditions. the policy iteration method. introduc

ed by Howard. gives the optimal stopping rule in a finite number of itera

tions. For random walks with a special reward and cost structure the policy

iteration method gives the solution of a free boundary problem. Using this

property we shall derive a simple algorithm for the determination of the op

timal stopping time of such random walks.

1. Introduction

Consider a Markov chain {X n = 0.1.2 •••• } defined on the probability space
n

(n.F~). The state space S is countable. We suppose that FCXQ = iJ >0 for all

i € S. For all A € F PiCA] is the conditional probability of A given XU = i.

On S real functions r and c are defined. where rei) is the reward if the pro

cess is stopped in state i and c(i) is the cost if the process goes on. We

consider stopping times T (for a definition see C7J). The expected reward at

time T. given Xo = i. is defined by

EiCr(XT)J = J r(Xr)dPi •
{T<~}

We restrict our attention to reward functions r with

for all i € S and all stopping times T.



- 2 -

Let P be the transition matrix of the Markov chain, with components P(i,j)

for i,j € S. If c is a function on S, we define the function Pc by

Pc(i) := L P(i,j)c(j)
j€S

and the function pnc by pnc := P(pn-Ic).

We call a function c on S a charge (see C3J) if

<Xl

L pnlcl < <Xl •

n=O

(Note that the function v s w if v(i) S w(i) for all i € S and v < w if

v ~ w and for at least one i € S v(i) < w(i).)

We suppose the cost function c to be either a charge or a nonnegative func

tion.

For a stopping time T the expected return vT(i) , given the starting state i,

is defined by

T-I
vT(i) := EiCr(~) - L c(Xn)J·

n=O

The existence of the expected return vT(i) is guaranteed for all T since

IEiCr(XT)JI < <Xl for all i and c is either a charge or a nonnegative function.

Note that vT(i) = -<Xl is permitted.

The value function v(i) is the supremum over all the stopping times T

v(i) := sup vT(i) •
T

In the rest of this section we summarize some properties of stopping pro

blems.

1.1. The value function v(i) satisfies the functional equation

v(i) = max{r(i), -c(i) + L P(i,j)v(j)}
j €S

(see C3J and C7J).

1.2. The value function v(i) is the smallest solution of this functional

equation under each of the following conditions.

a) c is a charge

b) c ~ 0 and r ~ 0

(for c is a charge this is proved in C3J, for the other case the proof

proceeds analogously).
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1.3. If an optimal stopping time exists the entrance time Tr in the set

r := {i I r(i) = v(i)}

is optimal. (See [6J.)

1.4. The entrance time Tr is optimal under each of the following conditions

a) r is bounded and c ~ 0 > 0 (0 is a constant vector)

b) r is bounded, Pi[Tr < coJ = 1 and either c is a charge or c ~ 0

(for the proof of a) see [7J, for the case b) see [2J and [3J).

In this paper we shall prove, as a by-product, that Tr is optimal under the

two conditions

a) s\r is finite and the Markov chain is irreducible

b) either c is a charge or both rand c are nonnegative.

2. Some preparations and notations

A stopping rule f is a mapping from S to {O,I} where f(i) = 0 means that the

process is stopped in i and f(i) = 1 means that the process goes on in state i.

The stopping rule f is equivalent with the entrance time Tf in the set

{i I f(i) = a}.
The expected return under a stopping rule f is indicated by vf(i).

For a stopping rule f we define

2. 1. Df
.- {i € S I f(i) = 1}, the go-ahead set..-

r f := S\Df , the stopping set.

2.2. Pf is the matrix with components

:_ {:<i'i) if i € DfPf(i,j)
otherwise .

2.3. df is a function on S with

{

r(i)

-c(i)

if i € r f

otherwise •

Sometimes we shall suppose for a stopping rule fthat the corresponding en

trance time Tf in the set r f satisfies the condition

2.4. There exists a k and an €, 0 < € ~ J such that
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Lemma I. For a stopping rule f, satisfying condition 2.4 it holds that

a) (I - Pf) is invertible (I is the matrix on S with components

b) v '"
f

c) Pi[T f < <0] '" I, V. S.1E

if i ;. j

otherwise •

Proof. Define, for a natural number k, the vector ~ on S by

~(i)
o

if i E Df

otherwise •

It is easily verified that

(where 1 is the vector on S with all components equal to one).

Condition 2.4 implies

II pk+ 1 1I:s; 1 - e:
f

(where II AII is the supremum of the row sums of A).

Hence (I - Pf) is invertible. As a consequence of

II II '" IIP(k+l)m ll < IIpk+lllm
a(k+ l)m f - f

we get

lim lP. [T
f

> n] '" 0
n~ 1

for all i E S. Hence

for all i E S. For i E Df we have

vf(i) = -c(i) + I P(i,j)vf(j) + I P(i,j)F(j)
jEDf jEr f
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and for i E r f

vf(i) = r(i) •

Hence vf = PfVf + df which implies vf = (I - Pf )-l df • o

The next lemma gives a sufficient condition for a stopping problem to satis

fy condition 2.4.

Lemma 2. Let r be bounded and c(i) ~ 0 > a for all i E S. For the optimal

stopping rule f condition 2.4 holds.

Proof. The existence of an optimal

m ~ r(i) ~ M for all i E S, M > a.

Suppose Pia[Tf ~ kJ < e: for some i a

stopping rule follows from 1.4. Suppose
M-mChoose e: and k such that (1 - e:)k > 6 •

E S. Then

so the stopping rule f* defined by

f(i)

a for i = i a

is better than f in at least one state which produces a contradiction. 0

3. The policy iteration method

Let f be a stopping rule. For f we define the improved stopping rule f* by

3. 1.
a if r(i) ~ -c(i) + L P(i,j)vf(j)

jES
otherwise •

Lemma 3. For a stopping rule f and its improved stopping rule f* it holds

that
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Proof. Let i € Df then f (i) = 1, d
f

(i) = -c(i), Pf (i,.) = P(i,.) and
* * * *

rei) < -c(i) + I P(i,j)vf(j) = df*(i) + I Pf*(i,j)vf(j) •
j~S j€S

Since

vf(i) = -c(i) + .I P(i,j)vf(j)
J~S

or vf(i) ... rei), the statement is true for i € Df *. If i € r f * then f*(i)=O,

df*(i) = rei), Pf*(i,.) = a and

rei) ~ -c(i) + I P(i,j)vf(j) ,
j€S

which completes the proof. o

Lemma 4. If the improved stopping rule f*, derived from f, satisfies condi

tion 2.4 then

-1
Proof. From lemma 1 it follows that (I - P

f
*) exists and that

-1 -1 ~ n 1
vf * = (I - Pf *) df *. Since (I - Pf *) = La Pf * we know that (I - Pf *)-

n=
has nonnegative components only. We conclude from lemma 3 that

-1
(I - Pf*)vf S df *, hence v f S (I - Pf *) df * = vf *. 0

Now we are ready to derive a method to determine an optimal stopping rule.

This method is called the policy iteration method. The method determines a

sequence of stopping rules f O,f
1
,f

2
, ••• where fn+

1
is the improved stopping

rule of f •
n

3.2. The policy iteration method:

S.
-1

v
f

= (I - P
f

) d
fn n n

f n+ 1 by 3.1.

band c.

c) define

d) repeat

a) fOCi) = 0 for all i

b) determine
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Since the value function v satisfies v ~ vf
n

~ r for all n, the following

r = {i € S I v(i) = rei)} c {i € S I vf (i) = rei)} =
n

r·
f
n

(The last equality will follow from theorem I.)

Hence, for the entrance time Tf
n

in the set r f ' we have
n

at least i = i O then vf (ia) < vf (iO)
n n+1

all i € S then f (i) is optimal.
n

If Tr satisfies condition 2.4 the same is true for Tf for all n.
n

Theorem I. Under the conditions

a) either c is a charge or c ~ 0 and r ~ 0, both

b) Tf satisfies condition 2.4 for all natural numbers n
n

the following holds

I) fn(i) and vf (i) are nondecreasing in n
n

2) if fn(i) < fn+l(i) for

3) if fn(i) = fn+l(i) for

Proof.

then

Assertion I. From lemma 4 it follows that vf ~

n
V f for n ~ 1. If fn_l(i) = 1

n-I

rei) < -c(i) + I P(i,j)vf (j) ~ -c(i) +
j€S n-2

L P (i ,j ) v f (j ) (n ~ 2) •
j €S n-I

Hence f (i) = 1 for n ~ 2. For n = 1 the assertion is trivial.
n

= r(iO) < -c(iO) + I P(io,j)vf (j) ~ -c(ia) +
j€S n

+ I P(io,j)vf (j) =
j€S n+l
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Assertion 3. Let fn(i) = fn+ I (i) for all i

if f (i) = 0 then
n

€ S. Then vf (i) = v
f

(i) and
n n+1

Vf (i) = rei)
n

and if f (i) = then
n

~ -c(i) + I P(i,j)v
f

(j)
j€S n

V
f

(i) = ~c(i) + I P(i,j)v
f

(j) > rei) •
n j€S n

satisfies the functional equation 1.1. Condition a guarantees that

hold that v = v
f

•
n

o

Hence vf
n

the value function v is the smallest solution of 2.1. Since vfn
~ v it must

Note that vf (i) = rei) implies f (i) = 0, hence
n' n

r f = {i € S I vf (i) = rei)} •
n n

Lemma 5. Let S\r be finite. Under each of the following conditions 2.4 is

satisfied for Tr .

a) The Markov chain is irreducible.

b) c ~ 0 and r ~ O.

c) c is a charge and r ~ O.

Proof. If a holds the proof is straightforward. For band c suppose the con

trary of the statement. Then there is at least a state i O with P iOCTr > kJ = I

for all k. Hence i O does not communicate with the states of r. Let

Then ~ is a distinct Markov chain with a finite state space, hence there

must be a recurrent class B. (The subscript B indicates the restriction to

B of vectors and matrices.) Hence vB = -cB + PB.vB, with PB a Markov matrix.
* *Suppose that b holds. Then vB ~ PBvB and therefore vB ~ PBvB, where PB is

the Cesaro-limit of P~ for n ~ ~. The vector d := P;cB is constant and so

vB is constant. Hence cB = O. It is easy to verify that there exists an op

timal stopping rule for the chain B and that v(i) = max r(j) for i € B. But
j€B
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for all i € B v(i) > r(i). This produces a contradiction. Suppose that c

holds. Since c is a charge, lim P~lcBI = O. Let e be the period of the class
n-..x>

B. Then p~e has a limit, different from O. Hence cB = O. Again there exists

an optimal stopping rule for the chain B and v(i) = max r(j) for i € B.
jEB

Which also produces a contradiction. o

Corollary'

I) If S\f is finite and condition 2.4 holds for Tr then condition b of theo

rem 1 is satisfied. Hence if in addition either c is a charge or both

r ~ 0 and c ~ 0, we proved the existence of an optimal stopping rule.

2) In this case the policy iteration method leads in a finite number of

steps to the optimal stopping rule. If in addition, from each state

i € S\f only a finite number of states is within reach, it is easy to

derive an algorithm for the policy iteration method.

4. Free boundary problems for random walks

We shall study the optimal stopping problem of a random walk as an applica

tion of the theory develloped in the foregoing sections. For simplicity we

restrict our attention to one dimensional random walks.

Problem formulation

Consider a random walk with state space the set of integers (Z) and transi~

tion matrix P defined by

P (i,i+ I) := p.
1

4. ] • P (i ,i-l) := q.
1

P(i,i) := s.
1

where p., q., s. ~ 0 and p. + q. + s. = ] for all i € E.
11111 1

Let the reward function r and the cost function c satisfy one of the condi-

tions 1.2. Define the set c by

C := {i € E I r(i) < -c(i) + p.r(i + ]) + q.r(i - ]) + s.r(i)} •
111

Suppose that

4.2. d,e € Z exist such that C = {i € Z I d ~- i ~ e}.

Further suppose that

4.3. either p. > 0 and q. > 0 for all i or r ~ O.
1 1
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Condition 4.2 says that for i E E\C immediately stopping is more profitable

than making one more transition. In statistical sequential analysis this

condition is satisfied in a natural way (see for example [5J). Condition

4.3 guarantees that for each go-ahead set Df the entrance time in the set

r f ' Tf ' satisfies condition 2.4. n
n n

Theorem 2. Consider the stopping problem described above. The policy itera

tion method applied to this problem has the following properties:

satisfies condition 2.4in the set r f
n

i ~ t} then

a) for the sequence of sets Df ' n = 0,1,2, ••• it holds that for each n E ~
n

= {i E Z k ~ i ~ t}1k,tEL such that Dfn
b) the entrance time Tf

n
c) if Df = {i EEl k ~

n

D
f

C D
f

C {i E Z I k-l ~ i ~ t+l}, n ~ 1 •
n n+l

The set r has the form

r = {i EEl i ~ t v i ~ k}, k,t E Z U {-~,+~} .

not satisfy 2.4. Then there exist a recurrent class B

indicates the restriction to B of the

to verify that fl(i) = 1 for all

D
f

= C. We shall prove that Tf
1 1

satisfies 2.4 in a way analogously to lemma 5. If the random walk is irre-

ducible the proof is straightforward. Suppose now r ~ O. Suppose Tf does
1

C Df (the subscript B
1

matrix P and the vectors vf ' r and c).
n

* *Let c ~ O. Then VB ~ PBvB and so VB ~ PBvB where PB is the Cesaro-limit of

P~ for n + ~. Hence VB is constant and therefore cB = O. If c is a charge

P~lcBI + 0 and therefore cB = 0 too. Hence

Proof. Use induction fO = O. It is easy

i E C and fl(i) = 0 for all i E E\C, hence

v =-
B

o .
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i € Df • But r B ~ O. This pro
1

condition 2.4. Suppose that

t+1 and i ~ k-l and since i € E.\C.

t+2 and i ~ k-2 it holds that

In the same way as above we can

1 if i € D
f

• For i ~

n
= r(i) for i ~

that Tf
n

lows that fn+l(i) =

fn+l(i) = 0 because vf (i)
n

Therefore it only can happen in the points i = k-I and i = t +1 that

fn+l(i) > fn(i). This proves the assertions a, b and c. If C is empty it

holds that f 1(i) =0 for all i € l such that r = v and r = Eo. If for some n

fn = f n+1 then it follows from theorem 1 that fn is optimal and that r =Df •
n

If there does not exist a n for which fn = fn+
1

then Df is ascending to a
n

D
f
n

prove

We know from theorem 1 that vf (i) > r(i) for
1

duces a contradiction. Hence Tf must satisfy
1

= {i € ~ I k ~ i ~ t} with C C D
f
n

satisfies condition 2.4. From the proof of theorem 1 it fol-

(half) open interval. r is the complement of this set. o

From now on we shall suppose that s. = 0 for all i € E. This is allowed
~

since we may define, if s(i) ~ 0 for all i € Z,

-c(;) '= c(i)
4 , 1 - s (i)

Pi
p. := -:----
~ - s.

~

qi
and q. := ~----

~ - s.
~

i € L}. The difference operator ~ for this

For this process s. = O.
~

We shall discuss the connection between a free boundary problem and the po-

licy iteration method.

Consider the function {(i,x(i»

function is defined by

~x(i) := x(i + I) - x(i) •

For the difference equation

4.4. Pi~x(i) - qi~x(i - 1) = c(i)

we define the free boundary problem in the following way.
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4.5. Find the function x, satisfying 4.4, and the smallest interval [k,tJ,

S4ch that C c [k,tJ with the properties

a) x(i) ;::: r(i) for k ~ i ~ t. x(k) = r(i) if i = k-I :and if i = t+ I.

b) Pk_l~x(k - I) - qk_l~r(k - 2) ~ c(k - I).

c) Pt+l~r(t + I) - qt+l~x(t) ~ c(t + I).

Theorem 3. The policy iteration method determines the solution of the free

boundary problem 4.5, if the solution exists. If [k,tJ belongs to the solu

tion of 4.5,then the entrance time in the set {i € £ I i < k vi> t} is the

optimal stopping time of the stopping problem specified by 4.1,4.2 and 4.3.

Proof. Let [k,tJ be the solution of 4.5 and let x(i) be the unique function

determined by 4.4 and 4.5. Define w(i) for i € E by

x(i) if k ~ i ~ t
w(i) :=

r(i) otherwise.

Then w(i) satisfies the functional equation 1.1, hence w(i) ;::: v(i) (where

v(i) is the value function of the stopping problem). So

{i € E I v(i) > r(i)} c {i € £ I w(i) > r(i)} = {i € l I k ~ i ~ t}.

According to theorem 2 {i € E I v(i) > r(i)} = Df for some n, hence
n

Df c [k,tJ. On the other hand v
f

(i) is a solution of 4.4, 4.5 a, b and c,
n n

so {i € Elk ~ i ~ t} c D
f

• 0
n

The correspondence between the solution of boundary value problems and opti

mal stopping of the Wiener process, the continuous analog of our process is

treated in [5J.

Example. Let p. = q. = i, c(i) = c with 0 < c < I and r(i) = Iii. The dif-
- 1 1

ference equation 4.4 has the form

4.6. ~x(i) - ~x(i - I) = 2c •

Hence
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By the elementary theory of linear difference equations the solution is

where ~, a and yare constants. Substituting in 4.6 gives y = c, and from

x(k - l) = r(k - l) and x(1 + I) = r(1 + I) it follows that

a = r(1 + I) - r(k - I) _ (k + 1)c
1 - k + 2

~ = (1 + I)r(k - I) - (k - l)r(1 + I) + c(1 + I)(k - I) •
1 - k + 2

By induction it follows from the symmetry of rei) and the transition proba

bilities that Df is symmetric around i = O. Hence k = -1. Therefore a = 0
n

and ~ = (1 + I){I - c(1 + I)}, which implies that xCi) is also symmetric

around i = O. According to 4.6 ~x(i) = (2i + I)c and from the conditions

4.5 b and c it follows that

I - 3c1 ~ max{O, 2c}.

Hence

If c = 0 xCi) is constant and 4.5 b and c will not be s.atisfied for all 1,

hence never stopping is optimal.

Consider the free boundary problem 4.5. Now we shall derive an algorithm to

determine the solution. Call

z. := ~x(i) ,
1.

and b .
1.

c(i).=-• p.
1.

The difference equation 4.4 becomes

z. - a. z. 1 = b. •
1. 1. 1.- 1.

With induction on m it is easy to verify that for k ~ m

4.7. a. +
1.

m

I
i=k

m
{b. IT

1. j=i+ I
a. }

J

(an empty product has the value I, an empty sum the value 0). Because

x(1 + I) = r(1 + I) and x(k - I) = r(k - I) it holds that
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hence

11.

r(t + ]) - r(k - I) = L
t1Fk-]

Z
m

11. m m
r(t + I) - r(k - 1) - l L {b. II a. }

m=k-] i=k 1. j=i+ 1 J
4.8. zk_] =

11. m
l II a.

m=k-] i=k 1.

From 4.7 and 4.8 one can compute Zt+I'

Now we shall give the algorithm. A stop criterion is not included, so that

in case r is half open or empsr the algorithm is not finite.

The algorithm

]. k := d, 11. := e, i := 0

2. compute zk_] and Zt+1
3. if zk_1 > b

k
_

1
+ ~_] {r(k - 1) - r(k - 2) } then k := k - and i :=

4. if z1/.+] > b + a1/.+]{r(t + 2) - r(t + 1)} then 11. := 11. + and i :=
11.+]

5. if i = 0 then stop, otherwise goto 2.

If the algorithm stops then

r={i€z i ~ 11. + ] or i ~ k - ]} •

It is easy to verify that the sums and products in 4.7 and 4.8 can be comput

ed recursively. The algorithm uses the fact that for checking the boundary

conditions 4.5 b anc c. It is only necessary to know the differences of x(i).
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