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## Abstract


#### Abstract

Three Hankel invariant test function spaces and the associated generalized function spaces are introduced. The elements of the respective test function spaces are described both in functional analytic and in classical analytic terms. It is proved that one of the test function spaces equals the space $H_{\mu}$ of Zemanian. Finally, some continuous linear mapping in the introduced spaces are discussed.


A.M.S. Subject Classification 46F12, 46F05 46 F 10 .

## Introduction

Formally the Hankel transform of order $v$ is defined by

$$
\begin{equation*}
\left(\mathrm{IH}_{V} f\right)(x)=\int_{0}^{\infty} f(y) \sqrt{x y} J_{V}(x y) d y, x>0 . \tag{0.1}
\end{equation*}
$$

Here $J_{v}$ is the Bessel function of the first kind and of order $v$. In this paper we consider the case $\nu \in \mathbf{R}, \nu>-1$.

Hankel transforms find their applications amongst others in the discussion of problems posed in spherical coordinates. The Fourier transform $\mathbf{F} \mathbf{f}$ of $\mathbf{f}$ which is a function of $r$ only,

$$
\begin{equation*}
r=\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right)^{\frac{1}{2}} \tag{0.2}
\end{equation*}
$$

can be expressed in terms of a Hankel transform. In the two-dimensional case this can be seen as follows: Introduce plane polar coordinates ( $r, \varphi$ ) in the $\left(x_{1}, x_{2}\right)-p l a n e$ and $(\rho, \theta)$ in the $\left(\xi_{1}, \xi_{2}\right)$-plane. Then $x_{1} \xi_{1}+x_{2} \xi_{2}=r \rho \cos (\varphi-\theta)$, and

$$
\begin{align*}
(\mathbb{F} f)(\rho) & =\frac{1}{2 \pi} \int_{0}^{\infty} r d r \int_{0}^{2 \pi} f(r) e^{i r \rho \cos (\varphi-\theta)} d \varphi  \tag{0.3}\\
& =\int_{0}^{\infty} r f(r) J_{0}(r \varphi) d r
\end{align*}
$$

because

$$
\begin{equation*}
J_{0}(r \theta)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i r \rho \cos (\varphi-\theta)} d \varphi \tag{0.4}
\end{equation*}
$$

Similarly in the $n$-dimensional ( $n \geq 2$ ) case we have

$$
\begin{equation*}
\rho^{\frac{1}{2} n-1}(\mathbb{F} f)(\rho)=\int_{0}^{\infty} r^{\frac{1}{2} n} f(r) J_{\frac{1}{2} n-1}(r \rho) d r \tag{0.5}
\end{equation*}
$$

In the appendix to this paper the notion of the Hankel transform is adapted in such a way that the Fourier transform of a spherically symmetric function is just an adapted Hankel transform.

The starting point of our discussion will be the equality

$$
\begin{equation*}
e^{-x / 2} x^{\alpha / 2} L_{n}^{(\alpha)}(x)=\frac{(-1)^{n}}{2} \int_{0}^{\infty} J_{\alpha}(\sqrt{x y}) e^{-y / 2} y^{\alpha / 2} L_{n}^{(\alpha)}(y) d y \tag{0.6}
\end{equation*}
$$

where $x>0, \alpha>-1$, and where $L_{n}^{(\alpha)}$ is the $n$-th generalized Laquerre polynomial of order $\alpha$. (For definitions and properties of special functions which occur in this paper we refer to [MOS]) The Hankel transform $H_{\alpha}$ is regarded as a linear operator in the Hilbert space $L_{2}\left(\mathbb{R}^{+}, \mathrm{dr}\right)$. We show that we can extend $H_{\alpha}$ to the whole of $L_{2}\left(\mathbb{R}^{+}, \mathrm{dr}\right)$. It becomes a unitary operator in this way. Further we apply the two theories of generalized functions as given in [G] and [E] to construct three test function spaces for each $\mathbb{H}_{\alpha}$. The Hankel transform $\mathrm{IH}_{\alpha}$ acts continuously and bijectively on these three spaces (in fact, infinitely many Hankel invariant test function spaces can be constructed). As a direct consequence of the theories in [G] and [E], $H_{\alpha}$ can be extended to a continuous bijection on the dual spaces, i.e. the spaces of generalized functions, of the mentioned test function spaces.

The distribution theories in [G] and [E] are functional analytic theories. Therefore we show that the Hankel transform can be looked upon as a unitary operator in the Hilbert space $L_{2}\left(\mathbf{R}^{+}, \mathrm{dr}\right)$. In this way some results can be
proved easily. The price we pay is $L_{2}$-convergence of the integrals. In section 2 we introduce three function spaces and the associated generalized function spaces. We characterize them by functional analytic means. The introduced spaces are Hankel invariant. Sections 3, 4 and 5 are devoted to the development of a classical analytic description of the elements in our three test function spaces. In the last section we discuss some continuous linear mappings in one of these spaces. Besides the usual aspects of distribution theory: the definition of the test function space, the definition of the generalized function space and the pairing, in [G] and [E] we also find a detailed characterization of continuous linear mappings on these spaces, the introduction of four topological tensor product spaces and four Kernel theorems. Since the Hankel invariant test function space $H_{\mu}$, given by Zemanian in [Z] equals one of our test function spaces, all results of [G] and [E] carry over to this space.

## §1 The Hankel Transform

Throughout the whole paper we take $\alpha \in \mathbf{R}, \alpha>-1$, fixed.
The following equality holds

$$
\begin{equation*}
e^{-x / 2} x^{\alpha / 2} L_{n}^{(\alpha)}(x)=\frac{(-1)^{n}}{2} \int_{0}^{\infty} e^{-y / 2} y^{\alpha / 2} L_{n}^{(\alpha)}(y) J_{\alpha}(\sqrt{x y}) d y \tag{1.1}
\end{equation*}
$$

(see [MOS], p 244). Here $J_{\alpha}$ is a Bessel function of the first kind and of order a (see [MOS], p 66) and

$$
\begin{equation*}
L_{n}^{(\alpha)}(x)=x^{-\alpha} \frac{e^{x}}{n!}\left(\frac{d}{d x}\right)^{n}\left(e^{-x} x^{n+\alpha}\right) \tag{1.2}
\end{equation*}
$$

the $n$-th generalized Laquerre polynomial of type $\alpha$. Equality (1.1) can be rewritten into

$$
\begin{equation*}
\Lambda_{n}^{(\alpha)}(x)=(-1)^{n} \int_{0}^{\infty} \Lambda_{n}^{(\alpha)}(y) \sqrt{x y} J_{\alpha}(x y) d y \quad x>0 \tag{1.3}
\end{equation*}
$$

where $\Lambda_{n}^{(\alpha)}(x)=x^{\alpha+\frac{1}{2}} e^{-x^{2} / 2} L_{n}^{(\alpha)}\left(x^{2}\right)$.
With the aid of the orthogonality relations of the generalized Laquerre polynomials (see [MOS], p 241), we derive

$$
\begin{equation*}
\int_{0}^{\infty} \Lambda_{n}^{(\alpha)}(y) \Lambda_{m}^{(\alpha)}(y) d y=\frac{1}{2} \frac{\Gamma(n+\alpha+1)}{\Gamma(n+1)} \delta_{n m} \quad, \quad n, m \in N \cup\{0\} \tag{1.4}
\end{equation*}
$$

In the sequel $L_{n}^{(\alpha)}$ denotes the normalized function $\Lambda_{n}^{(\alpha)}$. The functions $L_{n}^{(\alpha)}$ are eigenfunctions of the operator

$$
\begin{equation*}
A_{\alpha}: \frac{-d^{2}}{d x^{2}}+x^{2}+\frac{\alpha^{2}-1}{x^{2}}-2 \alpha \tag{1.5}
\end{equation*}
$$

and their respective eigenvalues are $4 n+2, n \in \mathbf{N} \cup\{0\}$. The operator $A_{\alpha}$ is positive and self-adjoint in $L_{2}((0, \infty))$ and its eigenfunctions $L_{n}^{(\alpha)}$ establish a complete orthonormal basis in $L_{2}((0, \infty))$. For brevity we shall denote the Hilbert space $L_{2}((0, \infty))$ by $X$, in the sequel.

It is obvious that

$$
\begin{equation*}
L_{\mathrm{n}}^{(\alpha)}(\mathrm{x})=(-1)^{\mathrm{n}} \int_{0}^{\infty} L_{\mathrm{n}}^{(\alpha)}(\mathrm{y}) \sqrt{x y} J_{\alpha}(x y) \mathrm{dy}, \quad x>0 . \tag{1.6}
\end{equation*}
$$

On $X$ we define the Hankel transform $\mathbb{H}_{\alpha}$ as follows

## (1.7) Definition

$$
\mathbb{H}_{\alpha} f=\sum_{n=0}^{\infty}(-1)^{n}\left(f, L_{n}^{(\alpha)}\right) L_{n}^{(\alpha)}, f \in X .
$$

Here (.,.) denotes the inner product of X .

Clearly, $\mathbb{H}_{\alpha}$ is a unitary and self-adjoint operator on X . Since $H_{\alpha} L_{n}^{(\alpha)}=(-1)^{n} L_{n}^{(\alpha)}$, we even can write

$$
\begin{equation*}
H_{\alpha}=-i \exp \left(\frac{1}{4} \pi i A_{\alpha}\right) . \tag{1.8}
\end{equation*}
$$

If $f$ is in the dense linear span of the $L_{n}^{(\alpha)}$ 's, so $f \in\left\langle L_{1}^{(\alpha)}, L_{2}^{(\alpha)}, \ldots\right\rangle$, then

$$
\begin{equation*}
\left(\mathbb{H}_{\alpha} f\right)(x)=\int_{0}^{\infty} f(y) \sqrt{x y} J_{\alpha}(x y) d y \quad, x>0 . \tag{1.9}
\end{equation*}
$$

The latter assertion is a corollary of formula (1.6) and Definition (1.7). Here we want to prove that the classical Hankel integral transform has something to do with the Hankel transform $\mathbb{H}_{\alpha}$ that we defined on $X$.

The integral

$$
\int_{0}^{\infty} f(y) \sqrt{x y} J_{\alpha}(x y) d y
$$

exists for all $x>0$ if the function $y \rightarrow\left(y^{\alpha+\frac{1}{2}}+1\right) f(y)$ is absolutely
integrable over $(0, \infty)$. To see this, observe that $J_{\alpha}(x y)$ is $O\left(y^{\alpha}\right)$ whenever $y+0$, and $O\left(y^{-\frac{1}{2}}\right)$ whenever $y+\infty$.

## (1.10) Theorem

Let $f \in X$ be such that $y \rightarrow\left(y^{\alpha+\frac{1}{2}}+1\right) f(y)$ is absolutely integrable over $\mathbb{R}^{+}$. Then

$$
F(x)=: \int_{0}^{\infty} f(y) \sqrt{x y} J_{\alpha}(x y) d y=\left(H_{\alpha} f\right)(x),
$$

for almost every $x>0$. (So $H_{\alpha} f$ has a continuous representant.)
Proof
Since the $\left.\operatorname{span}<L_{1}^{(\alpha)}, L_{2}^{(\alpha)}, \ldots\right\rangle$ is dense in $X$, there exists a sequence $\left(\varphi_{n}\right)$ in this span such that $\varphi_{n} \rightarrow f$ in $X$. Take $\psi_{n}=\varphi_{n}-f$ and $\psi_{n}=\left(H_{\alpha} \varphi_{n}\right)-F$. So

$$
\psi_{n}(x)=\int_{0}^{\infty} \psi_{n}(y) \sqrt{x y} J_{\alpha}(x y) d y
$$

Let $\delta>0$. We proceed as follows

$$
\int_{0}^{\infty} e^{-\delta y^{2}}\left|\psi_{n}(y)\right|^{2} d y=
$$

$$
\begin{aligned}
& =\int_{0}^{\infty} e^{-\delta y^{2}} d y\left(\int_{0}^{\infty} \psi_{n}(v) \sqrt{y v} J_{\alpha}(y v) d v\right)\left(\int_{0}^{\infty} \overline{\left.\psi_{n}(u) \sqrt{y u} J_{\alpha}(y u) d u\right)=}\right. \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \sqrt{u v} \psi_{n}(u) \psi_{n}(v)\left(\int_{0}^{\infty} y e^{-\delta y^{2}} J_{\alpha}(y v) J_{\alpha}(y u) d y\right) .
\end{aligned}
$$

In the next part of the proof we use the equalities

$$
\begin{aligned}
& \int_{0}^{\infty} J_{v}(\alpha t) J_{v}(\beta t) e^{-\gamma t^{2}} t d t=\frac{1}{2} \gamma^{-1} e^{-\left(\alpha^{2}+\beta^{2}\right) / 4 \gamma} I_{v}(\alpha \beta / 2 \gamma) \\
& \int_{0}^{\infty} I_{v}(\alpha t) I_{v}(\beta t) e^{-\gamma t^{2}} t d t=\frac{1}{2} \gamma^{-1} e^{-\left(\alpha^{2}+\beta^{2}\right) / 4 \gamma} J_{v}(\alpha \beta / 2 \gamma)
\end{aligned}
$$

where $\operatorname{Re} v>-1$ and $\operatorname{Re} \gamma>0$. (see [MOS], $p$ 93)
So (1.11) equals

$$
\begin{equation*}
\frac{1}{2 \delta} \int_{0}^{\infty} \int_{0}^{\infty} \sqrt{u v} \psi_{n}(u) \not_{n}(v) e^{-\left(u^{2}+v^{2}\right) / 4 \delta} I_{\alpha}\left(\frac{1}{2} u v / \delta\right) d u d v \tag{1.12}
\end{equation*}
$$

With the aid of Schwartz' inequality it follows that (1.12) is smaller than

$$
\frac{1}{2 \delta}\left(\int_{0}^{\infty} \int_{0}^{\infty}\left|\psi_{n}(u)\right|^{2}\left|\psi_{n}(v)\right|^{2} d u d v\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} \int_{0}^{\infty} u v e^{-\left(u^{2}+v^{2}\right) / 2 \delta}\left(I_{\alpha}(u v / 2 \delta)\right)^{2} d u d v\right)^{\frac{1}{2}}
$$

Further

$$
\begin{aligned}
& \int_{0}^{\infty} u e^{-u^{2} / 2 \delta} d u\left(\int_{0}^{\infty} v e^{-v^{2} / 2 \delta} I_{\alpha}\left(\frac{1}{2} u v / \delta\right) I_{\alpha}\left(\frac{1}{2} u v / \delta\right) d v\right)= \\
& =\delta \int_{0}^{\infty} u e^{-u^{2} / 2 \delta}\left(\mathrm{e}^{u^{2} / 4 \delta} J_{\alpha}\left(u^{2} / 4 \delta\right)\right) d u \\
& =2 \delta^{2} \int_{0}^{\infty} \mathrm{e}^{-t} J_{\alpha}(\mathrm{t}) d t=2 \delta^{2} 2^{-\frac{1}{2}}\left(2^{\frac{1}{2}}+1\right)^{\alpha} .
\end{aligned}
$$

Now we have proved the following inequality

$$
\forall_{\delta>0}: \int_{0}^{\infty} e^{-\delta y^{2}}\left|\psi_{n}(y)\right|^{2} d y \leq 2^{-3 / 4}\left(2^{\frac{1}{2}}+1\right)^{\alpha / 2} \int_{0}^{\infty}\left|\psi_{n}(u)\right|^{2} d u
$$

So $\psi_{n} \rightarrow 0$ in $X$ imlies $\psi_{n} \rightarrow 0$ in $X$ and $F=H_{\alpha} f$.

As a corollary of Theorem (1.10) we derive
(1.13) Theorem

Let $£ \in X$. Then for all $x>0$

$$
\left(\mathbb{H}_{\alpha} f\right)(x)=\underset{R \rightarrow \infty}{1 . i \cdot m} \cdot \int_{0}^{R} f(y) \sqrt{x y} J_{\alpha}(x y) d y
$$

i.e.

$$
\int_{0}^{\infty}\left|\left(H_{\alpha} f\right)(x)-\int_{0}^{R} f(y) \sqrt{x y} J_{\alpha}(x y) d y\right|^{2} d x \rightarrow 0 \text { as } R \rightarrow \infty
$$

Proof
We take $f_{n} \in X$ as follows

$$
f_{n}(x)=\left\{\begin{array}{ll}
0 & \text { if } x>n \\
f(x) & \text { if } 0<x \leq n
\end{array} \quad, \quad n \in \mathbb{N}\right.
$$

Then

$$
\int_{0}^{\infty}\left(x^{\alpha+\frac{1}{2}}+1\right)\left|f_{n}(x)\right| d x \leq\left(\int_{0}^{n}\left(x^{\alpha+\frac{1}{2}}+1\right)^{2} d x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty}|f(x)|^{2} d x\right)^{\frac{1}{2}}
$$

So $x \mapsto\left(x^{\alpha+\frac{1}{2}}+1\right) f_{n}(x)$ is absolutely integrable $(\alpha>-1!)$ for all $n \in \mathbb{N}$.

Further more $f_{n} \rightarrow f$ in $X$. Following Theorem (1.10), this implies

$$
\begin{aligned}
\| H_{\alpha} f & -H_{\alpha} f \|^{2}= \\
& =\int_{0}^{\infty}\left|\left(H_{\alpha} f\right)(x)-\int_{0}^{n} f(y) \sqrt{x y} J_{\alpha}(x y) d y\right|^{2} d x \rightarrow 0 \text { as } \quad \mathfrak{n} \rightarrow \infty .
\end{aligned}
$$

Note that the sequence ( $n$ ) can be replaced by any sequence ( $R_{n}$ ) with $R_{n} \rightarrow \infty$.

As already noted, the operator $A_{\alpha}$ introduced in section 1 , is positive and self-adjoint in $X$. Therefore the space $S_{X, A_{\alpha}}$ is well-defined by [G] and so are the spaces $\tau\left(X, \log A_{\alpha}\right)$ and $\tau\left(X, A_{\alpha}\right)$ by [E]. Here we shall give a short functional analytic characterization of these spaces. Spaces of this kind are studied in great detail in the cited papers [G] and [E].
(2.1) Characterization
(a) $f \in S_{X, A_{\alpha}} \Leftrightarrow \exists_{\tau>0} \exists_{g \in X}: f=e^{-\tau A_{\alpha}} g$

$$
\text { or } \Leftrightarrow \exists_{\tau>0}:\left(f, L_{n}^{(\alpha)}\right)=O\left(e^{-n \tau}\right)
$$

(b) $f \in \tau\left(X, \log A_{\alpha}\right) \Leftrightarrow \forall_{k \in \mathbb{N}} \exists \mathbf{g \in X}$ :f $=A_{\alpha}^{-k} g$

$$
\text { or } \Leftrightarrow \forall_{k \in \mathbb{N}}:\left(f, L_{n}^{(\alpha)}\right)=O\left(n^{-k}\right)
$$

(c) $f \in T\left(X, A_{\alpha}\right) \Leftrightarrow \forall_{t>0^{\exists}}^{g \in X}$ :f=e $e_{g}^{-t A_{\alpha}}$

$$
\text { or } \Leftrightarrow \forall_{t>0}:\left(f, L_{n}^{(\alpha)}\right)=O\left(e^{-n t}\right)
$$

These three spaces are our test function spaces. The space $S_{X,} A_{\alpha}$ is a complete topological vector space, the spaces $\tau\left(X, A_{\alpha}\right)$ and $\tau\left(X, \log A_{\alpha}\right)$ are Frechet spaces. Since $A_{\alpha}^{-1}$ is a Hilbert-Schmidt operator each of these spaces is nuclear (for details see [G], ch $I$, and [E], ch.I). The Hankel transform $H_{\alpha}$ is well-defined on these spaces. We have

## (2.2) Theorem

$H_{\alpha}$ is a continuous bijection of $S_{X,} A_{\alpha}$ onto itself. The same assertion holds true for the spaces $\tau\left(X, \log A_{\alpha}\right)$ and $\tau\left(X, A_{\alpha}\right)$.

## Proof

The proof is almost trivial. If for $f \in X,\left(f, L_{n}^{(\alpha)}\right)$ satisfies the order estimate (2.1.a), then $\left(H_{\alpha} f, L_{n}^{(\alpha)}\right)=(-1)^{n}\left(f, L_{n}^{(\alpha)}\right)$ satisfies the same estimate. Thus $H_{\alpha}$ is a continuous injection on $S_{X, A_{\alpha}}$. Further, $H_{\alpha}$ is surjective because $\mathbf{H}_{\alpha}\left(H_{\alpha} f\right)=f$. The proofs for the other spaces run similarly.

The spaces of generalized functions related to the introduced test function spaces are denoted by $T_{X, A_{\alpha}}, \sigma\left(X, \log A_{\alpha}\right)$ and $\sigma\left(X, A_{\alpha}\right)$. For an extensive investigation of this kind of spaces see [G], ch II, and [E], ch II. Here we give a short characterization. (With < . , . >, we denote the respective pairings between the test function spaces and generalized function spaces)

## (2.3) Characterization

a) $F \in T_{X, A_{\alpha}} \Leftrightarrow \forall_{t>0}:\left\langle L_{n}^{(\alpha)}, F\right\rangle=\left(e^{n t}\right)$
b) $F \in \sigma\left(X, \log A_{\alpha}\right) \Leftrightarrow \exists_{k \in \mathbb{N}}:\left\langle L_{n}^{(\alpha)}, F\right\rangle=\left(n^{k}\right)$
c) $F \in \sigma\left(X, A_{\alpha}\right) \Leftrightarrow \exists_{t>0}:\left\langle L_{n}^{(\alpha)}, F\right\rangle=\left(e^{n t}\right)$.

As a corollary of Theorem (2.2) we have
(2.4) Coro11ary

The Hankel transform $H_{\alpha}$ can be extended to the spaces of generalized functions $T_{X, A_{\alpha}}, \sigma\left(X, \log A_{\alpha}\right)$ and $\sigma\left(X, A_{\alpha}\right)$. The extended Hankel transform, also denoted by $\mathrm{H}_{\alpha}$ is a continuous bijection on each of these spaces.

## Proof

We shall prove the assertion for the space $T_{X, A_{\alpha}}$.
If $F \in T_{X, A_{\alpha}}$, then $F$ can be expanded with respect to the basis $\left(L_{n}^{(\alpha)}\right)$,

$$
F=\sum_{n=0}^{\infty}\left\langle\overline{\left.L_{n}^{(\alpha)}, F\right\rangle} L_{n}^{(\alpha)}\right.
$$

where the series converges in $T_{X, A_{\alpha}}$. Now define
(2.5) $\quad \tilde{\mathbb{H}}_{\alpha} F=\sum_{n=0}^{\infty}(-1)^{n}\left\langle\overline{L_{n}^{(\alpha)}}, F>L_{n}^{(\alpha)}\right.$.

Then $\tilde{\mathbf{H}}_{\alpha}$ extends $\mathbf{H}_{\alpha}$ to $T_{X, A_{\alpha}} \cdot \tilde{\mathbf{H}}_{\alpha}$ is a linear, injective mapping from $T_{X, A_{\alpha}}$ into itself. Since $\tilde{\mathbf{H}}_{\alpha}^{2} F=F$ for all $F \in T_{X, A_{\alpha}}$, it is also surjective. The continuity follows from [G], ch IV. Note that for all $g \in S_{X, A_{\alpha}}$ and $F \in T_{X, A_{\alpha}}$

$$
\left\langle\mathbf{H}_{\alpha} \mathrm{g}, \mathrm{H}_{\alpha} \mathrm{F}\right\rangle=\langle\mathrm{g}, \mathrm{~F}\rangle
$$

$\S 3$ Analytic characterization of the elements in $\tau\left(X, \log A_{\alpha}\right)$

Let $f \in \tau\left(X, \log A_{\alpha}\right)$. Then $f$ can be written as

$$
\begin{equation*}
\mathbf{f}=\sum_{\mathbf{n = 0}}^{\infty}\left(f, L_{n}^{(\alpha)}\right) L_{n}^{(\alpha)} \tag{3.1}
\end{equation*}
$$

where $\left(f, L_{n}^{(\alpha)}\right)=O\left(n^{-k}\right)$ for all $k \in \mathbb{N}$. We define the function $g$ on $(0, \infty)$ by

$$
\begin{equation*}
g(x)=x^{-\left(\alpha+\frac{1}{2}\right)} f(x) \quad, \quad x>0 \tag{3.2}
\end{equation*}
$$

Then g satisfies

$$
\begin{equation*}
g=\sum_{\mathrm{n}=0}^{\infty}\left(g, \tilde{L}_{\mathrm{n}}^{(\alpha)}\right)_{\alpha} \tilde{L}_{\mathrm{n}}^{(\alpha)} \tag{3.3}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{L}_{n}^{(\alpha)}(x)=: x^{-\left(\alpha+\frac{1}{2}\right)} L_{n}^{(\alpha)}(x)=\left(\frac{2 \Gamma(n+1)}{\Gamma(n+\alpha+1)}\right)^{\frac{1}{2}} e^{-\frac{1}{2} x^{2}} L_{n}^{(\alpha)}\left(x^{2}\right) \tag{3.4}
\end{equation*}
$$

and (. . . ) $\alpha$ the inner product in the Hilbert space $X_{\alpha}$,

$$
\begin{equation*}
X_{\alpha}=: L_{2}\left((0, \infty), x^{2 \alpha+1} d x\right) \tag{3.5}
\end{equation*}
$$

So $\left(g, \tilde{L}_{n}^{(\alpha)}\right)_{\alpha}=\left(f, L_{n}^{(\alpha)}\right)$. The functions $\tilde{L}_{n}^{(\alpha)}$ establish an orthonormal basis in $X_{\alpha}$ and they are the eigenfunctions of the self-adjoint operator $\tilde{A}_{\alpha}$ in $X_{\alpha}$,
(3.6) $\tilde{X}_{\alpha}: \frac{-d^{2}}{d x^{2}}-\frac{2 \alpha+1}{x} \frac{d}{d x}+x^{2}-2 \alpha$
with respective eigenvalues $4 n+2, n \in \mathbb{N}$. We have $g \in \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$. We derive
for $\beta>-1$, fixed, (see [MOS] $p, 248$ )
(3.7) $\quad \tilde{L}_{n}^{(\beta)}(x)=O\left(n^{\gamma+1}\right)$
with $\gamma=: \max \left(\beta, \beta / 2-\frac{1}{4}\right)$ on every finite interval $[0, w], w>0$. Since $g \in \tau\left(X_{\alpha}, \log \widetilde{A}_{\alpha}\right)$, thus $\left(g, \tilde{L}_{n}^{(\alpha)}\right)=0\left(n^{-k}\right)$ for all $k \in \mathbb{N}$, we have for all $x \geq 0$,

$$
\begin{equation*}
g(x)=\sum_{n=0}^{\infty}\left(g, \tilde{L}_{n}^{(\alpha)}\right)_{\alpha} \tilde{L}_{n}^{(\alpha)}(x) \tag{3.8}
\end{equation*}
$$

Thus $g$ can be extended to a function of $x^{2}$ on $\mathbb{R}$. So $g$ is even. Taking into account the normalization factors (see (1.4)) we derive the following recurrence relations from [MOS], p 241,

$$
\begin{align*}
x^{2} \tilde{L}_{n}^{(\alpha)}(x) & =-\sqrt{(n+\alpha+1)(n+1)} \tilde{L}_{n+1}^{(\alpha)}(x)+(2 n+1+\alpha) \tilde{L}_{n}^{(\alpha)}(x)-  \tag{3.9}\\
& -\sqrt{n(n+\alpha)} \mathcal{L}_{n-1}^{(\alpha)}(x)
\end{align*}
$$

and

$$
\begin{equation*}
\left(x^{-1} D\right) \tilde{L}_{n}^{(\alpha)}(x)=-\sqrt{n+\alpha+1} \tilde{L}_{n}^{(\alpha+1)}(x)-\sqrt{n} \tilde{L}_{n-1}^{(\alpha+1)}(x) \tag{3.10}
\end{equation*}
$$

where $D=\frac{\mathrm{d}}{\mathrm{dx}}, L_{-1}^{(\alpha+1)} \equiv 0, L_{-1}^{(\alpha)} \equiv 0$ and $n=0,1,2, \ldots$.
With the aid of $[E]$, ch $I V$, we observe that the linear mapping $Q^{2}: \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right) \rightarrow \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$ given by

$$
\begin{equation*}
\left(Q^{2} f\right)(x)=x^{2} f(x) \quad, \quad x \geq 0 \tag{3.11}
\end{equation*}
$$

and the linear mapping $R: \tau\left(\mathrm{X}_{\alpha}, \log {\widetilde{A_{\alpha}}}\right) \rightarrow \tau\left(\mathrm{X}_{\alpha+1}, \log \tilde{\AA}_{\alpha+1}\right)$ by
(3.12) $\quad R f(x)=\frac{1}{x} f^{\prime}(x), \quad x \geq 0$,
are continuous. So for each $r, s \in \mathbf{N} \cup\{0\}$ we have
(3.13) $\quad \forall_{k \in \mathbb{N} \cup\{0\}} \exists_{\ell \in \mathbb{N}}:\left\|\tilde{\mathrm{A}}_{\alpha+\mathrm{s}}^{\mathrm{k}} Q^{2 \mathrm{r}} R^{\mathrm{s}} \tilde{A}_{\alpha}^{-\ell}\right\|<\infty$.

Especially for $k=0$ it follows that there exists $\ell \in \mathbb{N}$ and $c>0$ such that for all $f \in \tau\left(X_{\alpha}, \log \tilde{\AA}_{\alpha}\right)$,
(3.14) $\quad\left\|Q^{2 r+s} R_{f}^{s}\right\|_{\alpha}=\left\|Q^{2 r} R^{s} f\right\|_{\alpha+s} \leq c\left\|\tilde{A}_{\alpha}^{\ell} f\right\|_{\alpha}$

Let $i, j \in \mathbb{N} \cup\{0\}$. With the aid of (3.7) and (3.10) it is obvious that there exists $\beta(\mathrm{j})>0$ such that

$$
\begin{equation*}
\sup _{0 \leq x \leq 1}\left|\left(R^{j} \tilde{L}_{\mathrm{n}}^{(\alpha)}\right)(\mathrm{x})\right|=O\left(\mathrm{n}^{\beta(\mathrm{j})}\right) \tag{3.15}
\end{equation*}
$$

and therefore also

$$
\begin{equation*}
\sup _{0 \leq x \leq 1}\left|\left(Q^{i} R^{j} \tilde{L}_{n}^{(\alpha)}\right)(x)\right|=0\left(n^{\beta(j)}\right) \tag{3.16}
\end{equation*}
$$

So for $k_{1}>\beta(j), k_{1} \in \mathbb{N}$, and for all $f \in \tau\left(X_{\alpha}, \log \widetilde{A}_{\alpha}\right)$

$$
\begin{align*}
\sup _{0 \leq x \leq 1}\left|\left(Q^{i} R^{j} f\right)(x)\right| & \leq \sum_{n=0}^{\infty}\left|\left(f, \tilde{L}_{n}^{(\alpha)}\right)\right| \sup _{0 \leq x \leq 1}\left|Q^{i} R^{j} \tilde{L}_{n}^{(\alpha)}(x)\right|  \tag{3.17}\\
& \leq c\left\|\tilde{A}_{\alpha}^{k} 1_{f}\right\|_{\alpha}\left(\sum_{n=0}^{\infty}(4 n+2)^{-2 k_{1}} n^{2 \beta(j)}\right)^{\frac{1}{2}}
\end{align*}
$$

where $c$ depends on $i, j$, only.

By (3.17) we have
(3.18) $\quad\left(\int_{0}^{1}\left|\left(Q^{i} R^{j} f\right)(x)\right|^{2} x^{2 a+1} d x\right)^{\frac{1}{2}} \leq d\left\|Z_{\alpha}^{k}{ }^{1} f\right\|_{\alpha}$
for some $d>0$ and for every $f \in \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$.
Further more for every $f \in \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$

$$
\begin{aligned}
\int_{1}^{\infty}\left|\left(Q^{i} R_{\mathrm{f}}^{\mathrm{j}}\right)(\mathrm{x})\right|^{2} \mathrm{x}^{2 \alpha+1} \mathrm{~d} \mathrm{x} & \leq \int_{1}^{\infty}\left|\left(Q^{2 i+j_{R}} \mathrm{j}_{\mathrm{f}}\right)(\mathrm{x})\right|^{2} \mathrm{x}^{2 \alpha+1} \mathrm{dx} \\
& \leq \| Q^{2 i+j_{R}} \dot{j}_{\mathrm{f} \|}^{\alpha}
\end{aligned}
$$

So by (3.14) there exist $k_{2} \in \mathbb{N}$ and $d^{\prime}>0$ such that
(3.19) $\quad\left(\int_{1}^{\infty}\left|\left(Q^{i} R^{j_{f}}\right)(x)\right|^{2} x^{2 \alpha+1} d x\right)^{\frac{1}{2}} \leq d^{\prime}\left\|\tilde{A}_{\alpha}^{k}\right\|_{\alpha}$
for all $f \in \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$.

Combining the results (3.18) and (3.19) we obtain
(3.20) Lemma

For each $i, j \in \mathbb{N} \cup\{0\}$ there exist $k \in \mathbb{N}$ and $d>0$ such that

$$
\left\|Q^{i} R^{j_{f}}\right\|_{\alpha} \leq d\left\|\tilde{X}_{\alpha}^{k} f\right\|_{\alpha}
$$

for all $f \in \tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$.

Because of Lemma (3.20) there is no problem in defining the following seminorms on $\tau\left(X_{\alpha}, \log \widetilde{\AA}_{\alpha}\right)$
(3.21) $\quad q_{i j}^{(\alpha)}(f)=:\left\|Q^{i} R^{j} f\right\|_{\alpha}$

Obviously, the seminorms $q_{i j}^{(\alpha)}$ are continuous in the strong topology of $\tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$, i.e. the topology generated by the seminorms $f \rightarrow\left\|\tilde{A}_{\alpha}^{k_{f}}\right\|$, $k \in \mathbb{N} \cup\{0\}$.

The operator $\tilde{\mathcal{A}}_{\alpha}$ can be written as
(3.22) $\quad \tilde{A}_{\alpha}=-R Q^{2} R-2 \alpha R+Q^{2}-2 \alpha$

Because of formula (3.22) and the commutation relation
(3.23) $R Q^{2}-Q^{2} R=2$
it can be shown that there exist constants $c_{i j}>0$ such that

$$
\begin{equation*}
\left\|\tilde{A}_{\alpha}^{k} f\right\|_{\alpha} \leq \sum_{i, j=1,1}^{2 k, 2 k} c_{i j} q_{i j}^{(\alpha)}(f) \tag{3.24}
\end{equation*}
$$

for all $\mathrm{f} \in \tau\left(\mathrm{X}_{\alpha}, \log \widetilde{A}_{\alpha}\right)$.

With the aid of the inequalities (3.20) and (3.24) we derive that the strong topology of $\tau\left(X_{\alpha}, \log \widetilde{\AA}_{\alpha}\right)$ is the same as the topology generated by the seminorms $q_{i j}^{(\alpha)}$.

Next we want to prove that we can take the supremum norm in stead of $\|$ - $\|_{\alpha}$ in the definition of the $q_{i j}^{(\alpha)}$ 's. So let $i, j \in \mathbb{N} \cup\{0\}$, and let $\mathrm{f} \in \tau\left(\mathrm{X}_{\alpha}, \log \tilde{\mathrm{A}}_{\alpha}\right)$. Then following (3.17) there exist $\mathrm{d}>0$ and $\mathrm{k}_{1} \in \mathbf{N}$ such that

$$
\begin{equation*}
\sup _{0 \leq x \leq 1}\left|\left(Q^{i} R^{j_{f}}\right)(x)\right| \leq d\left\|\tilde{A}^{k_{1}}\right\|_{\alpha} . \tag{3.25}
\end{equation*}
$$

Furthermore, by Sobolev's embedding theorem there exists $L>0$ such that

$$
\begin{align*}
& \sup _{\mathrm{x} \geq 1}\left|\left(Q^{\mathrm{i}} R^{\mathrm{j}} \mathbf{f}\right)(\mathrm{x})\right| \leq \mathrm{L}\left(\int_{1}^{\infty}\left(\left|\left(Q^{i} R^{\mathbf{j}} \mathbf{f}\right)(\mathrm{x})\right|^{2}+\left|\left(D Q^{i} R^{\mathrm{j}} \mathrm{f}\right)(\mathrm{x})\right|^{2}\right) \mathrm{dx}\right)^{\frac{1}{2}}  \tag{3.26}\\
& \leq \mathrm{L}\left(\int_{1}^{\infty}\left|\left(Q^{\mathrm{i}+1} R^{\mathrm{j}_{\mathrm{f}}}\right)(\mathrm{x})\right|^{2}+\left\lvert\,\left(Q^{2} R Q^{\mathrm{i}} R^{\left.\left.\mathrm{j}_{\mathrm{f}}\right)\left.(\mathrm{x})\right|^{2} \mathrm{x}^{2 \alpha+1} \mathrm{dx}\right)^{\frac{1}{2}}, ~}\right.\right.\right. \\
& \leq L\left(q_{i+1, j}(f)+i q_{i+1, j}(f)+q_{i+1, j+1}(f)\right)
\end{align*}
$$

Combining (3.25) and (3.26) and inserting Lemma (3.20) we find

## (3.27) Lemma

For each $i, j \in \mathbb{N}$ there exist $d>0$ and $k \in \mathbb{N}$ such that

$$
\left\|Q^{\mathbf{i}} R^{j_{f}}\right\|_{\infty}=\sup _{x \geq 0}\left|\left(Q^{i} R^{j} f\right)(\mathrm{x})\right| \leq d\left\|\tilde{A}_{\alpha}^{\mathrm{k}} \mathrm{f}\right\|_{\alpha}
$$

for all $f \in T\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$.

Define the seminorms $p_{i j}^{(\alpha)}$ on $\tau\left(X_{\alpha}, \log \widetilde{A}_{\alpha}\right)$ by

$$
\begin{equation*}
p_{i j}^{(\alpha)}(f)=:\left\|Q^{i} R^{j} f\right\|_{\infty}, \quad f \in \tau\left(X_{\alpha}, \log \tilde{X}_{\alpha}\right) \tag{3.28}
\end{equation*}
$$

Then we can prove
(3.29) Lemaa

The topology generated by the seminorms $p_{i j}^{(\alpha)}$ is the same as the strong topo$\log y$ of $\tau\left(X_{\alpha}, \log \widetilde{A}_{\alpha}\right)$.

Proof
The seminorms $q_{i j}^{(\alpha)}, i, j \in N \cup\{0\}$ are continuous with respect to the seminorms
$p_{i j}^{(\alpha)}, i, j \in N \cup\{0\}$. This can be seen as follows: Let $i, j \in \mathbf{N} \cup\{0\}$, and let $f \in \tau\left(X_{\alpha}, \log \widetilde{\AA}_{\alpha}\right)$. Then

$$
\begin{aligned}
\left(q_{i j}^{(\alpha)}(f)\right)^{2} & =\left\|Q^{i} R^{j} f\right\|_{\alpha}^{2}=\int_{0}^{\infty}\left|Q^{i} R^{j} f(x)\right|^{2} x^{2 \alpha+1} d x \leq \\
& \leq\left(\int_{0}^{\infty} \frac{x^{2(\alpha-h)+1}}{\left(1+x^{2}\right)^{2}} d x\right)\left(2\left\|Q^{i+h} R^{j} f\right\|_{\infty}^{2}+2\left\|Q^{i+h+2} R^{j} f\right\|_{\infty}^{2}\right) \leq \\
& \leq c\left(p_{i+h, j}(f)+p_{i+h+2, j}(f)\right)^{2}
\end{aligned}
$$

where $h \in \mathbb{N}$ is taken so large that $-1<(\alpha-h) \leq 0$, and where
$c=2 \int_{0}^{\infty} \frac{x^{2(\alpha-h)+1}}{\left(1+x^{2}\right)^{2}} d x$. Now the assertion follows by invoking Lemma 3.27 and the result (3.24).

Going back to our original space $\tau\left(X, \log A_{\alpha}\right)$ we have

## (3.30) Theorem

Define the seminorms $\gamma_{i j}^{(\alpha)}$ on $\tau\left(x, \log A_{\alpha}\right)$ by

$$
\gamma_{i j}^{(\alpha)}(f)=: \sup _{x \geq 0} x^{i}\left(x^{-1} D\right)^{j} x^{-\left(\alpha+\frac{1}{2}\right)} f(x)
$$

Then the topology generated by the seminorms $\gamma_{i j}^{(\alpha)}, i, j \in \mathbb{N} u\{0\}$ is equivalent to the strong topology of $t\left(X, \log A_{\alpha}\right)$.

Proof
We have the equivalence

$$
f \in \tau\left(x, \log A_{\alpha}\right) \Leftrightarrow g: x \mapsto x^{-\left(\alpha+\frac{1}{2}\right)} f(x) \in \tau\left(X_{\alpha}, \log X_{\alpha}\right) .
$$

With the aid of Lemma (3.29) the assertion immediately follows.

## (3.31) Theorem

Each element $f \in \tau\left(X, \log A_{\alpha}\right)$ can be written as

$$
f(x)=x^{\alpha+\frac{1}{2}} \psi\left(x^{2}\right), \quad x>0
$$

with $\psi \in S$, Schwartz' space of functions of rapid decrease.
Proof
Let $f \in \tau\left(X, \log A_{\alpha}\right)$. Then $g$, defined by

$$
g(x)=x^{-\left(\alpha+\frac{1}{2}\right)} f(x) \quad, \quad x \geq 0
$$

is in $\tau\left(X_{\alpha}, \log \tilde{A}_{\alpha}\right)$. Thus $g$ can be extended to a function of $x^{2}$ on $\mathbb{R}$. So there exists a function $h$ on $[0, \infty)$ such that

$$
g(x)=h\left(x^{2}\right) \quad, \quad x \in \mathbb{R}
$$

For all $i, j \in \mathbb{N}$ we have

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|\left(x^{2 i}\left(x^{-1} D\right)^{j} h\right)\left(x^{2}\right)\right|<\infty \tag{3.32}
\end{equation*}
$$

With the new variable $\xi=\mathrm{x}^{2}$ we derive from (3.32)

$$
\sup _{\xi \geq 0}\left|\left(\xi^{\mathbf{i}} D_{\xi}^{\mathbf{j}} \mathrm{h}\right)(\xi)\right|<\infty \quad, \quad i, j=0,1,2, \ldots
$$

Since in $\overline{5}=0$ all derivatives on the right of $h$ exist, there can be constructed an infinitely differentiable function of bounded support $h_{1}$ with $\left(D_{\mathrm{x}}^{\mathrm{m}} \mathrm{h}_{\mathrm{l}}\right)(0)=\left(D_{\mathrm{x}}^{\mathrm{m}} \mathrm{h}\right)(+0) \quad$ (Borel's theorem).

Define $\varphi$ on $\mathbb{R}$ by

$$
\varphi(x) \quad\left\{\begin{array}{cl}
h(x) & x \geq 0 \\
h_{1}(x) & x<0
\end{array}\right.
$$

Then $\varphi \in S$ and $f(x)=x^{\alpha+\frac{1}{2}} \varphi\left(x^{2}\right), \quad x>0$

From Theorem (3.30) it follows that $f \in X$ is in $\tau\left(X, \log A_{\alpha}\right)$ if and only if $\gamma_{i j}^{(\alpha)}(f)$ is finite for all $i, j=0,1,2, \ldots$. Compairing this result with the definition of the space $H_{\mu}$ in [Z] we get as a corollary
(3.33) Corollary

The test function space $H_{\mu}$ in $[Z], p 129$, equals the space $\tau\left(X, \log A_{\mu}\right)$. Furthermore, the strong topologies of the spaces $H_{\mu}$ and $T\left(X, \log A_{\mu}\right)$ coincide.

We can yet give another characterization of the elements in the space $\tau\left(X, \log A_{\alpha}\right)$.

## (3.34) Theorem

$f \in \tau\left(X, \log A_{\alpha}\right)$ if and only if the even extension of $x \nLeftarrow x^{-\left(\alpha+\frac{1}{2}\right)} f(x)$ belongs to Schwartz' space $S$.

Proof
$\Rightarrow$ Let $f \in \tau\left(X, \log A_{\alpha}\right)$. Then there exists $\varphi \in S$ such that $f(x)=x^{\left(\alpha-\frac{1}{2}\right)} \varphi\left(x^{2}\right)$, $x>0$. It is obvious that $x \rightarrow \varphi\left(x^{2}\right) \in S$.
$\Leftrightarrow$ Let $g$ denote the even extension of $x \rightarrow x^{-\left(\alpha+\frac{1}{2}\right)} f(x)$. Then by assumption $g \in S$, thus $g^{(2 k+1)}(0)=0$ for $k=0,1, \ldots$.

Define $h$ on $[0, \infty)$ by

$$
h(x)=g(\sqrt{x}) \quad, \quad x \geq 0
$$

Then $h$ is indefinitely differentiable on $(0, \infty)$ and for all $k \in N$,

$$
h(x)=g(0)+g^{2}(0) \frac{x}{2!}+g^{4}(0) \frac{x^{2}}{4!}+\ldots+g^{(2 k)}(0) \frac{x^{k}}{(2 k)!}+O(x)^{k}
$$

in a right neighbourhood of 0 . Therefore all derivatives on the right exist in $x=0$ and $h^{(k)}$ is continuous on the right in $x=0$. Similar to the proof of Theorem (3.31) we can show that there exists $\varphi \in S$ with $h(x)=\varphi(x)$ for $x \geq 0$. We have $f(x)=x^{\alpha+\frac{1}{2}} \varphi\left(x^{2}\right)$. So by Theorem (3.31) the result follows. In [L], Lee characterizes the elements in $H_{\mu}$ in the same way as we have done in Theorem (3.34), but he adds the condition:

$$
\begin{aligned}
& \text { 'The Taylor expansions of } f \text { near the origin is of the form } \\
& x^{-\left(\alpha+\frac{1}{2}\right)}\left\{a_{0}+a_{2} x^{2}+\ldots+a_{2 q} x^{2 q}+R_{2 q}\right\}^{\prime}
\end{aligned}
$$

Clearly this extra condition is not necessary. The counter example

$$
x \mapsto x^{\alpha+\frac{1}{2}} e^{-|x|}
$$

which Lee gives to show necessity, is wrong, because $x+e^{-|x|} \& S$. For completeness we note that $S=\tau\left(L_{2}(\mathbb{I R}), \log H\right)$ with

$$
H:-\frac{d}{d x^{2}}+x^{2}+1
$$

(see [E]).
$\S 4$ Analytic characterization of the elements in $S X_{,} A_{\alpha}$
We start with the following equality

$$
\begin{align*}
& \sum_{n=0}^{\infty} e^{-(4 n+2) t} L_{n}^{(\alpha)}(x) L_{n}^{(\alpha)}(y)=  \tag{4.1}\\
& \quad=\frac{e^{-2 \alpha t}(x y)^{\frac{1}{2}}}{\sinh 2 t} \exp \left[-\frac{1}{2} \frac{\cosh 2 t}{\sinh 2 t}\left(x^{2}+y^{2}\right)\right] I_{\alpha}(x y / \sinh 2 t)
\end{align*}
$$

Here $I_{\alpha}$ is the modified Bessel function of the first kind and of order $\alpha$. Formula (4.1) can be derived from [MOS], p. 242, by a straight forward computation, and it gives an expression for the Hilbert-Schmidt kernel of $e^{-t A_{\alpha}}, t>0$, in $L_{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{+}\right)$.

The function $I_{\alpha}$ can be written as

$$
I_{\alpha}(z)=\frac{\left(\frac{1}{2} z\right)^{\alpha}}{\Gamma(\alpha+1)} \quad 0^{F} 1_{1}\left(\alpha+1, \frac{1}{4} z^{2}\right)
$$

where ${ }_{0} \mathrm{~F}_{1}$ is the hypergeometric function (see [MOS], p. 62)

$$
0^{F} F_{1}(\alpha+1, w)=\sum_{m=0}^{\infty} \frac{\Gamma(\alpha+1)}{m!\Gamma(\alpha+m+1)} w^{m} \quad, \quad w \in C .
$$

So $I_{\alpha}$ can be considered analytic on the region $-\pi<\arg z<\pi$. In the following lemma the growth properties of $\left|L_{n}^{(\alpha)}(z)\right|$ for fixed $z$ and large $n$ are described.
(4.2) Lemma

$$
\forall_{z \in \mathbf{C},}^{|\arg (z)|<\pi}\left|\exists_{K>0} \exists_{\delta>0}:\left|L_{n}^{(\alpha)}(z)\right| \leq K e^{\delta \sqrt{n}}\right.
$$

Proof
We have $L_{n}^{(\alpha)}(z)=\left(\frac{2 \Gamma(n+1)}{\Gamma(n+\alpha+1)}\right)^{\frac{1}{2}} z^{\alpha+\frac{1}{2}} e^{-\frac{1}{2} z^{2}} L_{n}^{(\alpha)}\left(z^{2}\right)$, with
$L_{n}^{(\alpha)}\left(z^{2}\right)=\sum_{m=0}^{n}(-1)^{m}\binom{n+\alpha}{n-m} \frac{z^{2 m}}{m!}$. So we are ready if we can estimate $L_{n}^{(\alpha)}\left(z^{2}\right)$
for fixed $z$.
Let zec. We estimate

$$
\binom{n+\alpha}{n-m}=\frac{\Gamma(n+\alpha+1)}{\Gamma(n-m+1)} \cdot \frac{1}{\Gamma(m+\alpha+1)} \leq(n+[\alpha]+1)^{m+[\alpha]+2} \cdot \frac{1}{m!} \cdot
$$

So

$$
\begin{aligned}
\left|L_{n}^{(\alpha)}\left(z^{2}\right)\right| \leq \sum_{m=0}^{n}(n+\alpha) \frac{|z|^{2 m}}{m!} & \leq \sum_{m=0}^{n}(n+[\alpha]+1)^{[\alpha]+2} \frac{\left((n+[\alpha]+1)|z|^{2}\right)^{m}}{m!m!} \\
& \leq(n+[\alpha]+1)^{[\alpha]+2 \sum_{m=0}^{n} \frac{(2 \sqrt{n+[\alpha]+1}|z|)^{2 m}}{(2 m)!}} \\
& =(n+[\alpha]+1)^{[\alpha]+2} \cosh (2 \sqrt{n+[\alpha]+1}|z|) .
\end{aligned}
$$

So $\left|L_{n}^{(\alpha)}\left(z^{2}\right)\right| \leq K e^{\gamma \sqrt{n}}$ for well-chosen $K, \gamma>0$. From this the assertion follows. $\square$
(4.3) Corollary

For each $\mathrm{t}>0$, the series

$$
\begin{equation*}
\sum_{n=0}^{\infty} e^{-(4 n+2) t} L_{n}^{(\alpha)}(z) L_{n}^{(\alpha)}(w) \tag{4.4}
\end{equation*}
$$

converges uniformly on compacta in $\mathbb{C}^{2}$, and

$$
\begin{align*}
& \sum_{n=0}^{\infty} e^{-(4 n+2) t} L_{n}^{(\alpha)}(z) L_{n}^{(\alpha)}(w)=  \tag{4.5}\\
& \frac{e^{-2 \alpha t}(z w)^{\frac{1}{2}}}{\sinh 2 t} \exp \left(-\frac{1}{2} \frac{\cosh 2 t}{\sinh 2 t}\left(z^{2}+w^{2}\right)\right) I_{\alpha}\left(\frac{z w}{\sinh 2 t}\right)
\end{align*}
$$

Proof
Follows from Lemma (4.2) and the analytic properties of $I_{\alpha}$ and the $L_{n}^{(\alpha)}$ 's. $\square$ Since $L_{n}^{(\alpha)}(\bar{z})=\overline{L_{n}^{(\alpha)}(z)}$ from (4.5) we derive the equality

$$
\begin{align*}
& \sum_{n=0}^{\infty} e^{-(4 n+2) t}\left|L_{n}^{(\alpha)}(x+i y)\right|^{2}=  \tag{4.6}\\
& \frac{e^{-2 \alpha t}\left(x^{2}+y^{2}\right)^{\frac{1}{2}}}{\sin h 2 t} \exp \left[-\frac{\cosh 2 t}{\sinh 2 t}\left(x^{2}-y^{2}\right)\right] \cdot I_{\alpha}\left(\frac{x^{2}+y^{2}}{\sinh 2 t}\right)
\end{align*}
$$

Now let $g \in X$. Then for $f=e^{-t A_{\alpha}} g$ we derive

$$
\begin{aligned}
|f(x+i y)| & =\left|\sum_{n=0}^{\infty} e^{-(4 n+2) t}\left(g, L_{n}^{(\alpha)}\right) L_{n}^{(\alpha)}(x+i y)\right| \leq \\
& \leq\left(\sum_{n=0}^{\infty}\left|\left(g, L_{n}^{(\alpha)}\right)\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{n=0}^{\infty} e^{-(4 n+2) 2 t}\left|L_{n}^{(\alpha)}(x+i y)\right|^{2}\right)^{\frac{1}{2}} \leq \\
& \leq\|g\| \frac{e^{-2 \alpha t}}{(\sinh 4 t)^{\frac{1}{2}}} \exp \left[-\frac{1}{2} \frac{\cosh 4 t}{\sinh 4 t}\left(x^{2}-y^{2}\right)\right]\left(\left(x^{2}+y^{2}\right)^{\frac{1}{2}} I_{\alpha}\left(\frac{x^{2}+y^{2}}{\sinh 4 t}\right)\right)^{\frac{1}{2}}
\end{aligned}
$$

where $z=x+i y$.
Since there exists a constant $K_{t}>0$ such that for all $z \in C$

$$
\begin{equation*}
|z|^{-\alpha-\frac{1}{2}}\left(\frac{|z|}{\sinh 4 t} I_{\alpha}\left(\frac{|z|^{2}}{\sinh 4 t}\right)\right)^{\frac{1}{2}} \leq K_{t} \exp \left(\frac{1}{2}|z|^{2} / \sinh 4 t\right) \tag{4.7}
\end{equation*}
$$

we get for all $z=x+i y$

$$
\begin{align*}
\left|(x+i y)^{-\left(\alpha+\frac{1}{2}\right)} f(x+i y)\right| & \leq K_{t}\|g\| \exp \frac{1}{2}\left(\frac{1-\cosh 4 t}{\sinh 4 t} x^{2}+\frac{\cosh 4 t-1}{\sinh 4 t} y^{2}\right)  \tag{4.8}\\
& =K_{t}^{1} \exp \left(-\frac{1}{2} \frac{\sinh 2 t}{\cosh 2 t} x^{2}+\frac{1}{2} \frac{\cosh 2 t}{\sinh 2 t} y^{2}\right) .
\end{align*}
$$

Moreover, we can write

$$
f(z)=\int_{0}^{\infty} g(y)\left[\frac{e^{-2 \alpha t}(z y)^{\frac{1}{2}}}{\sinh 2 t} \exp \left[-\frac{1}{2} \frac{\cosh 2 t}{\sinh 2 t}\left(z^{2}+y^{2}\right)\right] I_{\alpha}\left(\frac{z y}{\sinh 2 t}\right) d y\right.
$$

It is obvious that $z \leftrightarrow z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ is an even, entirely analytic function. We have proved

## (4.9) Lemma

Let $w \in X$ and $t>0$. Put $f=e^{-t A} a_{w}$. Then
(i) $z \mapsto z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ is an even entirely analytic function.
(ii) There are $A, 0<A<1$ and $B, B>1$, only depending on $t$ and there is C > 0 such that

$$
\begin{aligned}
& \qquad z^{-\left(\alpha+\frac{1}{2}\right)} f(z) \leq C \exp \left(-\frac{1}{2} A x^{2}+\frac{1}{2} B y^{2}\right) \\
& \text { for all } z=x+i y \text { in } c .
\end{aligned}
$$

We want to show the converse of the above lemma. So let $f$ be a function satisfying (4.9.i) and (4.9.ii) for some fixed $A, B$ and $C$. We define the even, entirely analytic function $g$ by
(4.10) $g(z)=z^{-\left(\alpha+\frac{1}{2}\right)} f(z) \quad, \quad z \in \mathbb{C}$.

Then we may write

$$
\mathrm{g}=\sum_{\mathrm{n}=0}^{\infty}\left(\mathrm{g}, \tilde{L}_{\mathrm{n}}^{(\alpha)}\right)_{\alpha} \tilde{L}_{\mathbf{n}}^{(\alpha)}
$$

where

$$
\begin{equation*}
\tilde{L}_{\mathrm{n}}^{(\alpha)}=\left(\frac{2 \Gamma(\mathrm{n}+1)}{\Gamma(\mathrm{n}+\alpha+1)}\right)^{\frac{1}{2}} \mathrm{e}^{-\frac{1}{2} \mathrm{x}^{2}} L_{\mathrm{n}}^{(\alpha)}\left(\mathrm{x}^{2}\right) \tag{4.11}
\end{equation*}
$$

and ( . , .) denotes the inner product in the Hilbert space $X_{\alpha}$, $X_{\alpha}=L_{2}\left(\mathbb{R}^{+}, x^{2 \alpha+1} d x\right)$. The functions $\tilde{L}_{n}^{(\alpha)}$ establish an orthonormal basis in $X_{a}$ and they are the eigenfunctions of the positive self-adjoint operator $\hat{A}_{\alpha}$ in $X_{\alpha}$,

$$
\begin{equation*}
\hat{A}_{\alpha}=-\frac{d^{2}}{d x^{2}}+x^{2}-\frac{2 \alpha+1}{x} \frac{d}{d x} \tag{4.12}
\end{equation*}
$$

with respective eigenvalues $4 n+2 \alpha+2$ (cf section 3 ).
We shall show that $g \in S_{X_{\alpha}}, \hat{A}_{\alpha}$. It is obvious that $g \in S_{X_{\alpha}}, \hat{A}_{\alpha}$ implies $f \in S_{X, A_{\alpha}}$

The function $g$ is even and entirely analytic, and $g$ satisfies the estimate $|g(x+i y)| \leq C \exp \left(-\frac{1}{2} A x^{2}+\frac{1}{2} B y^{2}\right)$. From [B], Theorem 10.1, we can derive that there is $t>0$ only depending on $A$ and $B$, such that $g=\sum_{n=0}^{\infty} a_{n} \psi_{2 n}$ with $a_{n}=O\left(e^{-n t}\right)$. Here $\psi_{2 n}$ are the even Hermite functions; we have

So $g=\sum_{n=0}^{\infty}(-1)^{n} 2^{-\frac{1}{2}} a_{n} \tilde{L}_{n}^{\left(-\frac{1}{2}\right)}$, i.e. $g \in e^{-t \hat{A}_{-\frac{1}{2}}\left(X_{-\frac{1}{2}}\right)}$. Note that

$$
\psi_{2 n}=(-1)^{n_{2}} 2^{-\frac{1}{2}} \tilde{L}_{n}^{\left(-\frac{1}{2}\right)}
$$

$\hat{A}_{-\frac{1}{2}}=H=:-\frac{d^{2}}{d x^{2}}+x^{2}$ and $X_{-\frac{1}{2}}=x=L_{2}\left(\mathbb{R}^{+}, d x\right)$.
In section 3 we gave the following recurrence relations

$$
\begin{equation*}
\left(x^{-1} D\right) \tilde{L}_{n}^{\left(-\frac{1}{2}\right)}=\sqrt{n+\frac{1}{2}} \tilde{L}_{n}^{\left(\frac{1}{2}\right)}-\sqrt{n} \tilde{L}_{n-1}^{\left(\frac{1}{2}\right)} \quad, \quad n=0,1,2, \ldots \tag{4.13}
\end{equation*}
$$

where $L_{-1}^{\left(\frac{1}{2}\right)} \equiv 0$, and $D=\frac{\mathrm{d}}{\mathrm{dx}}$. Further, the generalized Laguerre polynomials $L_{n}^{\left(-\frac{1}{2}\right)}$ and $L_{n}^{\left(\frac{1}{2}\right)}$ satisfy the recurrence relations

$$
L_{n}^{\left(\frac{1}{2}\right)}=\sum_{m=0}^{n} L_{m}^{\left(-\frac{1}{2}\right)} \quad, \quad n=0,1,2, \ldots
$$

This implies with the aid of (4.11)

$$
\tilde{L}_{n}^{\left(\frac{1}{2}\right)}=\sum_{m=0}^{n}\left(\frac{\Gamma(n+1)}{\Gamma(n+3 / 2)} \frac{\Gamma(m+1 / 2)}{\Gamma(m+1)}\right)^{\frac{1}{2}} \tilde{L}_{m}^{\left(-\frac{1}{2}\right)}
$$

With the result (4.13)

$$
\begin{aligned}
& \left(x^{-1} D\right) \tilde{L}_{\mathrm{n}}^{\left(-\frac{1}{2}\right)}= \\
& =-\sum_{m=0}^{n} \sqrt{n+\frac{1}{2}}\left(\frac{\Gamma(n+1)}{\Gamma(n+3 / 2)} \frac{\Gamma(m+1 / 2)}{\Gamma(m+1)}\right)^{\frac{1}{2}} \tilde{L}_{m}^{\left(-\frac{1}{2}\right)}-\sum_{m=0}^{n-1} \sqrt{n}\left(\frac{\Gamma(n)}{\Gamma\left(n+\frac{1}{2}\right)} \frac{\Gamma\left(m+\frac{1}{2}\right)}{\Gamma(m+1)}\right)^{\frac{1}{2}} \tilde{L}_{m}^{\left(-\frac{1}{2}\right)}
\end{aligned}
$$

Or equivalently

$$
\begin{equation*}
\left(x^{-1} D\right) \tilde{L}_{n}^{\left(-\frac{1}{2}\right)}=-\tilde{L}_{n}^{-\frac{1}{2}}-2 \sum_{m=0}^{n-1}\left(\frac{\Gamma(n+1)}{\Gamma\left(n+\frac{1}{2}\right)} \frac{\Gamma\left(m+\frac{1}{2}\right)}{\Gamma(m+1)}\right)^{\frac{1}{2}} \tilde{L}_{m}^{\left(-\frac{1}{2}\right)} \tag{4.14}
\end{equation*}
$$

The matrix of $x^{-1} D$ is given by

$$
\left(\left(x^{-1} D\right) L_{k}^{\left(-\frac{1}{2}\right)}, L_{\ell}^{\left(-\frac{1}{2}\right)}\right)= \begin{cases}-2\left(\frac{\Gamma(k+1)}{\Gamma\left(k+\frac{1}{2}\right)}\right. & \left.\frac{\Gamma\left(\ell+\frac{1}{2}\right)}{\Gamma(\ell+1)}\right)^{\frac{1}{2}}  \tag{4.15}\\ 0 \leq \ell \leq k-1 \\ -1 & \ell=k\end{cases}
$$

where $\ell, k=0,1,2, \ldots$.

It is obvious that the operator $\hat{A}_{\alpha}=H+S_{\alpha}$, where $H=-D^{2}+x^{2}$ and $S_{\alpha}=-(2 \alpha+1)\left(x^{-1} D\right)$ is densely defined in $X$, because its domain contains the linear span $\left\langle\tilde{L}_{0}^{\left(-\frac{1}{2}\right)}, \tilde{L}_{1}^{\left(-\frac{1}{2}\right)}, \ldots\right\rangle$.

The next step is to estimate the norm of the operators

$$
e^{\tau H}\left(\hat{A}_{\alpha}\right)^{n} e^{-t H}
$$

for $t>0,0<\tau<t$ and $n=0,1,2, \ldots$.

We proceed therefore as follows. Let $0<\tau<t$, and $n \in \mathbf{N}$.

$$
\begin{aligned}
& e^{\tau H} \hat{A}_{\alpha}^{n} e^{-t H}= \\
& =\left(H e^{-\frac{1}{n} s H}\right) e^{\left(\frac{1}{n} s+\tau\right) H}\left(I+H^{-1} S_{\alpha}\right) e^{-\left(\frac{1}{n} s+\tau\right) H}\left(H e^{-\frac{1}{n} s H}\right) e^{\left(\frac{2}{n} s+\tau\right) H} \ldots \\
& \ldots\left(I+H^{-1} S_{\alpha}\right) e^{-\left(\frac{n-1}{n} s+\tau\right) H}\left(H e^{-\frac{1}{n} s H}\right) e^{t H}\left(I+H^{-1} S_{\alpha}\right) e^{-t H}
\end{aligned}
$$

where we take $s=t-\tau$. So
(4.16) $\quad\left\|e^{\tau H} \hat{A}_{\alpha}^{n} e^{-t H}\right\| \leq\left\|H e^{-\frac{1}{n} s H}\right\|_{j=1}^{n} \prod_{j=1}^{\left(\frac{j}{n} s+\tau\right) H}\left(I+H^{-1} S_{\alpha}\right) e^{-\left(\frac{j}{n} s+\tau\right) H} \|$.

By easy computation it follows that
(4.17.i) $\left\|H e^{-\frac{1}{n} s} H^{H}\right\|^{n} \leq n^{n} e^{-n} s^{-n} \leq n!s^{-n}$.

Further, we have for $r>0$

$$
\left\|e^{r H}\left(I+H^{-1} S_{\alpha}\right) e^{-r H}\right\| \leq 1+\left\|e^{r H}\left(H^{-1} S_{\alpha}\right) e^{-r H}\right\| \|,
$$

where $|||\cdot|||$ denotes the Hilbert-Schmidt norm of $X \otimes X$.
We estimate as follows

$$
\begin{aligned}
\left\|\left|\mid e^{r H}\left(H^{-1} S_{\alpha}\right) e^{-r H_{\|}}\| \|^{2}\right.\right. & =\sum_{k, \ell=0}^{\infty}\left|\left(e^{r H}\left(H^{-1} S_{\alpha}\right) e^{-r H_{L^{( }}^{\left(-\frac{1}{2}\right)}}, \tilde{L}_{\ell}^{\left(-\frac{1}{2}\right)}\right)\right|^{2} \\
& =\sum_{k=0}^{\infty} \sum_{\ell=0}^{k} e^{-8 r(k-\ell)} \frac{1}{(4 \ell+1)^{2}}\left|\left(S_{\alpha} \tilde{L}_{k}^{\left(-\frac{1}{2}\right)}, \tilde{L}_{\ell}^{\left(-\frac{1}{2}\right)}\right)\right|^{2} .
\end{aligned}
$$

By (4.15) it follows that there exists $C>0$ such that

$$
\left|\left(S_{\alpha} \tilde{L}_{k}^{\left(-\frac{1}{2}\right)}, \tilde{L}_{\ell}^{\left(-\frac{1}{2}\right)}\right)\right| \leq C k^{\frac{1}{4}} \text {, (Stirling's formula!) }
$$

So the latter expression is smaller than

$$
\begin{aligned}
& C \sum_{\ell=0}^{\infty} \frac{1}{(4 \ell+1)^{2}} \sum_{k=\ell}^{\infty} \sqrt{k} e^{-8 r(k-\ell)}= \\
& =C \sum_{\ell=0}^{\infty} \frac{1}{(4 \ell+1)^{2}} \sum_{k=0}^{\infty} \sqrt{k+\ell} e^{-8 r k} \leq \\
& \leq C\left(\sum_{\ell=0}^{\infty} \frac{\sqrt{\ell}}{(4 \ell+1)^{2}} \sum_{k=0}^{\infty} e^{-8 r k}+\sum_{\ell=0}^{\infty} \frac{1}{(4 \ell+1)^{2}} \sum_{k=0}^{\infty} \sqrt{k} e^{-8 r k}\right) \leq \\
& \leq C^{\prime}\left(\frac{2}{r}+\frac{4}{r^{2}}\right) \leq \frac{6 C^{\prime}}{r^{2}} \quad \text { as } r \leq 1 .
\end{aligned}
$$

We can estimate the other factor in the product (4.16)

$$
\text { (4.17.ii) } \begin{aligned}
& \prod_{j=1}^{n}\left(\left\|e^{\left(\frac{j}{n} s+\tau\right) H}\left(I+H^{-1} S_{\alpha}\right) e^{-\left(\frac{j}{n} s+\tau\right) H}\right\|\right) \leq \\
& \leq \prod_{j=1}^{n}\left(1+\left(\frac{6 C^{\prime}}{\left(\frac{j}{n} s+\tau\right)^{2}}\right)^{\frac{1}{2}}\right) \leq \prod_{j=1}^{n}\left[\frac{\left(12 C^{\prime}\right)^{\frac{1}{2} n}}{s j}\right] \\
& =\left(12 C^{\prime}\right)^{\frac{1}{2 n} n} \frac{n^{n}}{n!} s^{-n} \leq k^{n} s^{-n} .
\end{aligned}
$$

where we assume that $0<t \leq 1$.
Combining the results (4.17.i) and (4.17.ii) we derive:
There exists a constant $D$ only depending on $t-\tau$ such that for all $n \in \mathbb{N}$
(4.18) $\quad\left\|e^{\tau H}\left(H+S_{\alpha}\right)^{n} e^{-t H}\right\| \leq D^{n} n$ ! .

We define the operator $e^{r \hat{A}_{\alpha}}$ by

$$
e^{x \hat{A}_{\alpha}}=: \sum_{n=0}^{\infty} \hat{A}_{\alpha}^{n} \frac{r^{n}}{n!} \quad, \quad r \in \mathbb{R}
$$

We proved that for all $t>0$ and all $\tau, 0<\tau<t$, there is $r_{0}>0$ so that $e^{\tau H} e^{r \hat{A}_{\alpha}} e^{-t H}$ is a bounded operator on $X$ for all $r \in \mathbb{R}$ with $|r| \leq r_{0}$, and the series

$$
\sum_{n=0}^{\infty} \frac{r^{n}}{n!} e^{\tau H} \hat{A}_{\alpha}^{n} e^{-t H},|r| \leq r_{0}
$$

converges absolutely and uniformly.

Going back to the function $g$, which is an element of the space $e^{-t H}(X)$, we have shown that there exist $\tau>0$ and $r>0$ such that

$$
e^{r \hat{A}_{\alpha}}(g) \epsilon e^{-\tau H}(X)
$$

By [B], Theorem 6.3 this implies that the function $e^{r} \hat{A}_{\alpha} g$ is entire and satesfies the estimate

$$
\left|\left(e^{r \hat{A}_{\alpha}} g\right)(x+i y)\right| \leq C_{1} \exp \left(-\frac{1}{2} A_{1} x^{2}+\frac{1}{2} B_{1} y^{2}\right)
$$

for some $A_{1}, B_{1}, C_{1}>0$, and all $x, y \in \mathbb{R}$. In particular this implies that

$$
e^{r \hat{A}_{\alpha}} g \in L_{2}\left(\mathbb{R}^{+}, x^{2 \alpha+1} d x\right)=x_{\alpha}
$$

Since $g=e^{-r \hat{A}_{\alpha}}\left(e^{r \hat{A}_{\alpha}}\right.$ ), the latter assertion implies that $f \in e^{-r A_{\alpha}}(X)$.

We have proved (cf Lemma (4.9)):
(4.19) Theorem
$f \in S_{X, A_{\alpha}}$ if and only if
(i) $z \rightarrow z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ is entirely analytic and even.
(ii) There are positive constants $A, B, C$ such that

$$
\left|z^{-\left(\alpha+\frac{1}{2}\right)} f(z)\right| \leq C \exp \left(-\frac{1}{2} A x^{2}+\frac{1}{2} B y^{2}\right)
$$

or equivalently:
$f \in S_{X, A_{\alpha}}$ if and only if
the function $z \rightarrow z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ belongs to the Gelfand-Shilov space $S_{\frac{1}{2}}^{\frac{1}{2}}$ and is even.

We note that $S_{\frac{1}{2}}^{\frac{1}{2}}=S_{L_{2}}$ (IR),H (see [G]). The latter space is intensively investigated by De Bruijn in [B].

## §5 Analytic characterization of the elements in $\tau\left(X, A_{\alpha}\right)$

For convenience we introduce the function classes $S_{A, B}^{(\alpha)}$
(5.1) Definition
$f \in S_{A, B}^{(\alpha)}$ if and only if

> (i) $\quad z \nrightarrow z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ is entirely analytic and even.
> (ii) $\left|z^{-\left(\alpha+\frac{1}{2}\right)} f(z)\right| \leq C \exp \left(-\frac{1}{2} A x^{2}+\frac{1}{2} B y^{2}\right), \quad x, y \in \mathbb{R}$, for some $\quad C>0$, and $z=x+i y$.

By Lemma 4.9 and careful rereading of the arguments which lead to Theorem 4.19 the following inclusions can be derived
(5.2) $\quad e^{-t A_{\alpha}}(x) \subset S_{A, B}^{(\alpha)} \subset e^{-t A_{\alpha}(X)}$
where $t, t^{\prime}>0$ depend on the choice of $A, 0<A<1$ and $B>1$.
Since

$$
\begin{equation*}
\tau\left(X, A_{\alpha}\right)=n_{t>0} e^{-t A_{\alpha}}(X) \tag{5.3}
\end{equation*}
$$

(see [E]), it follows that

$$
\begin{equation*}
\tau\left(X, A_{\alpha}\right)=\prod_{\substack{0<A<1 \\ B>1}} S_{A, B}^{(\alpha)} \tag{5.4}
\end{equation*}
$$

In other words
(5.5) Theorem
$f \in \tau\left(X, A_{\alpha}\right)$ if and only if
(i) $z \leftrightarrow z^{-\left(\alpha+\frac{1}{2}\right)} f(z)$ is an even, entirely analytic function.

$$
\begin{aligned}
& \text { (ii) For each } A, 0<A<1 \text { and each } B>1 \text { there exists } C>0 \text { such } \\
& \text { that for all } x, y \in \mathbb{R} \\
& \left|(x+i y)^{-\left(\alpha+\frac{1}{2}\right)} f(x+i y)\right| \leq C \exp \left(-\frac{1}{2} A x^{2}+\frac{1}{2} B y^{2}\right) \text {. }
\end{aligned}
$$

In [E], ch VIII, the space $\tau\left(L_{2}(\mathbb{R}), H\right)$ is characterized with the positive selfadjoint operator

$$
H=-\frac{d}{d x^{2}}+x^{2}
$$

As a corollary of Theorem 5.5 we have
(5.6) Corollary
$f \in \tau\left(X, A_{\alpha}\right) \Leftrightarrow g: z \notin z^{-\left(\alpha+\frac{1}{2}\right)} f(z) \in \tau\left(L_{2}(R), H\right)$ and $g$ is even.
§6 Some linear operators in $S_{X, A_{\alpha}}$ and $T X, A_{\alpha} \cdot$
In this section we shall consider some linear operators in the spaces $S_{X, A_{\alpha}}$ and $T_{X, A_{\alpha}}$. In a similar way we can discuss this subject for the other two pairs of spaces.

In 53 the following recurrence relations were given

$$
\begin{equation*}
x^{2} L_{n}^{(\alpha)}=-\sqrt{(n+1)(n+\alpha+1)} L_{n+1}^{(\alpha)}+(2 n+1+\alpha) L_{n}^{(\alpha)}-\sqrt{n(n+\alpha)} L_{n-1}^{(\alpha)} \tag{6.1}
\end{equation*}
$$

for $n \in \mathbb{N} \cup\{0\}$, where $L_{-1}^{(\alpha)} \equiv 0$. The operator $Q^{2}$ (see (3.8)) is positive and self-adjoint in $X$. With some easy calculations it can be seen that
(6.2) $\quad \forall_{t>0}{ }_{\tau>0}:\left\|e^{\tau A_{\alpha}} Q^{2} e^{-t A_{\alpha}}\right\|<\infty$.

Following [G], ch IV, $Q^{2}$ maps $S_{X, A_{\alpha}}$ contnuously into itself. Since $Q^{2}$ is selfadjoint it can be extended to a continuous linear mapping on $T_{X, A_{\alpha}}$. We shall denote the extended mapping by $Q^{2}$, as well.
(6.3) Theorem

For every $z \in \mathbb{C},|\arg (z)|<\pi$, the generalized function $\delta_{z}^{(\alpha)}$,

$$
\begin{equation*}
\delta_{z}^{(\alpha)}=: \sum_{n=0}^{\infty} L_{n}^{(\alpha)}(z) L_{n}^{(\alpha)} \tag{6.4}
\end{equation*}
$$

is in $T_{X, A_{\alpha}}$.
Proof
Let $z \in \mathbb{C},|\arg (z)|<\pi$. By Lemma (4.2) there is $\gamma>0$ and $K>0$ such that

$$
\left|L_{n}^{(\alpha)}(z)\right| \leq K e^{\gamma \sqrt{n}} .
$$

Therefore for all $t>0$

$$
L_{n}^{(\alpha)}(z)=O\left(e^{n t}\right)
$$

i.e. by Characterization 2.3 the assertion follows.

We denote the pairing in $S_{X, A_{\alpha}} \times T_{X, A_{\alpha}}$ by $<\ldots .$, . It is easily seen that for all $f \in S_{X, A_{\alpha}}$ we have

$$
\begin{equation*}
\left\langle f, \delta_{z}^{(\alpha)}\right\rangle=\left(e^{t A_{\alpha}} f, \delta_{z}^{(\alpha)}(t)\right)=f(z) \tag{6.5}
\end{equation*}
$$

where $t>0$ is taken sufficiently small. (For the precise definition of <.,.> see [G], ch III)
(6.6) Corollary

For all $z \in c,|\arg z|<\pi$ we have

$$
Q^{2} \delta_{z}^{(\alpha)}=z^{2} \delta_{z}^{(\alpha)}
$$

## Proof

Let $z \in C,|\arg z|<\pi$. Then by (6.5) for all $f \in S_{X, A_{\alpha}}$

$$
\left\langle Q^{2} f, \delta_{z}^{(\alpha)}\right\rangle=z^{2} f(z)=z^{2}\left\langle f, \delta_{z}^{(\alpha)}\right\rangle
$$

So $Q^{2} \delta_{z}^{(\alpha)}=z^{2} \delta_{z}^{(\alpha)}$.

We have the following relation
(6.7) $\quad H_{\alpha} Q^{2} H_{\alpha}=B_{\alpha}$
where $B_{\alpha}=-\frac{d^{2}}{d x^{2}}+\frac{\alpha^{2}-\frac{1}{4}}{x^{2}}$.

So the generalized eigenfunctions $e_{z}^{(\alpha)}$ of $B_{\alpha}$ in $T_{X, A_{\alpha}}$ are formally given by (6.8) $\quad e_{z}^{(\alpha)}=H_{\alpha} \delta_{z}^{(\alpha)}$.

It is well-known that
(6.9) $\left(-D_{\xi}^{2}+\frac{\alpha^{2}-\frac{1}{4}}{\xi^{2}}\right)\left[\sqrt{\xi z} J_{\alpha}(\xi z)\right]=z^{2} \sqrt{\xi z} J_{\alpha}(\xi z)$.

So we derive from (6.8) and (6.9)

$$
\begin{equation*}
e_{z}^{(\alpha)}(x)=c_{z} \sqrt{x z} J_{\alpha}(x z),|\arg z|<\pi, x>0 \tag{6.10}
\end{equation*}
$$

for some $c_{z} \in \mathbb{C}$. We have $c_{z}=1$, because

$$
L_{n}^{(\alpha)}(z)=\left\langle L_{n}^{(\alpha)}(z), \delta_{z}^{(\alpha)}\right\rangle=\left\langle\mathbb{H}_{\alpha} L_{n}^{(\alpha)}, e_{z}^{(\alpha)}\right\rangle=(-1)^{n_{n}}\left\langle L_{n}^{(\alpha)}, e_{z}^{(\alpha)}\right\rangle
$$

and

$$
L_{n}^{(\alpha)}(z)=(-1)^{n} \int_{0}^{\infty} L_{n}^{(\alpha)}(x) \sqrt{x z} J_{\alpha}(x z) d x
$$

Consider the following recurrence relations, satisfied by the Laguerre polynomials. ([MOS], p. 241.)
(6.11.a) $x L_{n}^{\alpha+1}(x)=(n+\alpha+1) L_{n}^{(\alpha)}(x)-(n+1) L_{n+1}^{(\alpha)}(x), x>0$,
(6.11.b) $L_{n}^{(\alpha)}(x)=L_{n}^{\alpha+1}(x)-L_{n-1}^{(\alpha+1)}(x), \quad x>0$,
where we take $L_{-1}^{(\alpha+1)} \equiv 0$.

From (6.11.a) we derive

$$
\begin{aligned}
& x\left(x^{\alpha+1} e^{-x^{2} / 2} L_{n}^{(\alpha+1)}\left(x^{2}\right)\right)=x^{\alpha} e^{-x^{2} / 2}\left(x^{2} L_{n}^{(\alpha+1)}\left(x^{2}\right)\right)= \\
& =(n+\alpha+1) x^{\alpha} e^{-x^{2} / 2} L_{n}^{(\alpha)}\left(x^{2}\right)-(n+1) x^{\alpha} e^{-x^{2} / 2} L_{n-1}^{(\alpha)}\left(x^{2}\right)
\end{aligned}
$$

and taking into account the normalization factors of (1.4).
(6.12.a) $x L_{n}^{(\alpha+1)}(x)=\sqrt{n+\alpha+1} L_{n}^{(\alpha)}(x)-\sqrt{n+1} L_{n+1}^{(\alpha)}(x) \quad, \quad x>0$.

Similarly from (6.11.b)
(6.12.b) $x L_{n}^{(\alpha)}(x)=\sqrt{n+\alpha} L_{n}^{(\alpha+1)}(x)-\sqrt{n} L_{n-1}^{(\alpha+1)}(x) \quad, \quad x>0$.

When $Q$ denotes multiplication by $x$, it can be shown with the aid of (6,12.a) and (6.12.b) that
(6.13.a) $\quad \forall_{t>0}^{\exists} \exists_{\tau>0}:\left\|e^{T A_{\alpha}} e^{-t A_{\alpha+1}}\right\|<\infty$.
(6.13.b) $\quad \forall_{t>0}{ }_{\tau>0}: \| e^{\tau A_{\alpha+1}} Q e^{-E A_{\alpha} \|<\infty}$.

Following [G], ch $I V, Q$ maps $S_{X, A_{\alpha+1}}$ continuously into $S_{X, A_{\alpha}}$ and also $S_{X, A_{\alpha}}$ continuously into $S_{X, A_{\alpha+1}}$. Since $Q$ is self-adjoint in $X$, the linear mapping $Q$ can be extended to a continuous linear mapping $\bar{Q}$, say, from $T_{X, A_{\alpha+1}}$ into $T_{X, A_{\alpha}}$ and from $T_{X, A_{\alpha}}$ into $T_{X, A_{\alpha+1}}$.

In [S], p. 310, the following relations are given
(6.14.a) $\quad H_{\alpha} Q \mathbb{H}_{\alpha+1}=P_{\alpha+1}$.
(6.14,b) $\quad H_{\alpha+1} Q H_{\alpha}=-P_{\alpha}^{*}$.
with
(6.15) $\quad P_{\beta}=x^{-\beta} \frac{d}{d x} x^{\beta} \quad, \quad \beta \in \mathbb{R}$.

From the results of section 2 it follows that $P_{\alpha+1}$ is a continuous linear mapping from $S_{X, A_{\alpha+1}}$ into $S_{X, A_{\alpha}}$, which can be extended to a continuous linear mapping from $T_{X, A_{\alpha+1}}$ into $T_{X, A_{\alpha}}$. And also that $-P_{\alpha}^{*}$ is a continuous linear mapping from $S_{X, A_{\alpha}}$ into $S_{X, A_{\alpha+1}}$, which can be extended to a continuous linear mapping from $T_{X, A_{\alpha}}$ into $T_{X, A_{\alpha+1}}$.

Finally we remark that from the theory in [G], ch IV it follows that the operator $Q^{\delta}$ maps $S_{X, A_{\alpha}}$ continuous1y into $S_{X, A_{\alpha+\delta}}$ and the operator $\frac{d}{d x}$ maps $S_{X, A_{\alpha}}$ continuously into $S_{X, A_{\alpha-1}}$. The operators can be extended to continuous linear mappings from $T_{X, A_{\alpha}}$ into $T_{X, A_{\alpha+\delta}}$ resp. $T_{X, A_{\alpha}}$ into $T_{X, A_{\alpha-1}}$.

## Appendix

We shall adapt the notion: Hankel transform, in order to make it useful for manipulations with spherical coördinates.

For every $\beta \geq 0$ an operator $\mathbb{H}_{\alpha, \beta}$ is introduced on the Hilbert space $L_{2}\left((0, \infty), x^{\beta} d x\right)$ in such a way that $\mathbb{H}_{\alpha, 0}=H_{\alpha}$. We start the discussion with equality (1.1)
(a.1) $\quad x^{\alpha} e^{-x^{2} / 2} L_{n}^{(\alpha)}\left(x^{2}\right)=(-1)^{n} \int_{0}^{\infty} y^{\alpha} e^{-y^{2} / 2} L_{n}^{(\alpha)}\left(y^{2}\right) J_{\alpha}(x y) y d y$ $=(-1)^{n} \int_{0}^{\infty} y^{\alpha} e^{-y^{2} / 2} L_{n}^{(\alpha)}\left(y^{2}\right) y^{1-\beta} J_{\alpha}(x y) y^{\beta} d y$.

Following the orthogonality relations (1.4) we have
(a.2) $\quad \int_{0}^{\infty} x^{2 \alpha} e^{-x^{2}} L_{n}^{(\alpha)}\left(x^{2}\right) L_{m}^{(\alpha)}\left(x^{2}\right) x d x=\frac{1}{2} \frac{\Gamma(n+\alpha+1)}{\Gamma(n+1)} \delta_{n m}$
or equivalently

$$
\begin{align*}
\int_{0}^{\infty}\left[x^{\alpha-\frac{1}{2} \beta+\frac{1}{2}} e^{-\frac{1}{2} x^{2}}{ }_{L_{n}}(\alpha)\left(x^{2}\right)\right]\left[x^{\alpha-\frac{1}{2} \beta+\frac{1}{2}}\right. & \left.e^{-\frac{1}{2} x^{2}} L_{n}^{(\alpha)}\left(x^{2}\right)\right] x^{\beta} d x=  \tag{a.3}\\
& =\frac{1}{2} \frac{\Gamma(n+\alpha+1)}{\Gamma(n+1)} \delta_{n m} .
\end{align*}
$$

So with the aid of (a.1) we derive
(a.4) $x^{\alpha-\frac{1}{2} \beta+\frac{1}{2}} e^{-x^{2} / 2} L_{n}^{(\alpha)}\left(x^{2}\right)=$

$$
=(-1)^{n} \int_{0}^{\infty} y^{\alpha-\frac{1}{2} \beta+\frac{1}{2}} e^{-y^{2} / 2}(x y)^{-\frac{1}{2} \beta+\frac{1}{2}} J_{\alpha}(x y) y^{\beta} d y .
$$

Now define

$$
\begin{equation*}
L_{n}^{(\alpha, \beta)}(x)=:\left(\frac{2 \Gamma(n+1)}{\Gamma(n+\alpha+1)}\right)^{\frac{1}{2}} x^{\alpha-\frac{1}{2} \beta+\frac{1}{2}} e^{-\frac{1}{2} x^{2}} L_{n}^{(\alpha)}\left(x^{2}\right), x>0 . \tag{a.5}
\end{equation*}
$$

The $L_{n}^{(\alpha, \beta)}$ 's establish an orthonormal basis in the Hilbert space $L_{2}\left((0, \infty), x^{\beta} d x\right)$ and they are the eigenfunctions of the self-adjoint operator
(a.6) $\quad A_{\alpha, \beta}=-\frac{d^{2}}{d x^{2}}-\frac{\beta}{x} \frac{d}{d x}+\frac{\alpha^{2}-\frac{1}{6}(\beta-1)^{2}}{x^{2}}+x^{2}$.

When we define the operator $H_{\alpha, \beta}$ in $L_{2}\left((0, \infty), x^{\beta} d x\right)$ formally by
(a.7) $\quad\left(\right.$ IH $\left._{\alpha, \beta} f\right)(x)=\int_{0}^{\infty}(x y)^{-\frac{1}{2} \beta+\frac{1}{2}} J_{\alpha}(x y) f(y) y^{\beta} d y$,
it follows from (a.4) that
(a.8) $\quad H_{\alpha, \beta} L_{n}^{(\alpha, \beta)}=(-1)^{n} L_{n}^{(\alpha, \beta)}$.

Take $X_{\beta}=: L_{2}\left((0, \infty), x^{\beta} d x\right)$. Then the test function spaces $\tau\left(X_{\beta}, \log A_{\alpha, \beta}\right)$, $S_{X_{\beta}, A_{\alpha, \beta}}$ and $\tau\left(X_{\beta}, A_{\alpha, \beta}\right)$ are well defined and so are the generalized function spaces $\sigma\left(X_{\beta}, \log A_{\alpha, \beta}\right), T_{X_{\beta}}, A_{\alpha, \beta}, \sigma\left(X_{\beta}, A_{\alpha, \beta}\right)$. Without proof we assert that all results of the previous sections for the Hankel transform $H_{\alpha}$ hold in an adapted form for the adapted Hankel transforms $H_{\alpha, \beta}$.

If we take $\alpha=\frac{1}{2} n-1$ and $\beta=n-1$ with $n \in \mathbb{N}, n \geq 2$, then

$$
\begin{equation*}
\left(H_{\frac{1}{2} n-1, n-1} f\right)(\rho)=\int_{0}^{\infty}(r \rho)^{-\frac{1}{2} n+1} J_{\frac{1}{2} n-1}(r \rho) f(r) r^{n-1} d r \tag{a.9}
\end{equation*}
$$

Thus the adapted Hankel transform $\mathbb{H}_{\frac{1}{2} n-1, n-1} f$ of $f$ is equal to its Fourier transform, where $f$ is a function of $r$

$$
r=\left(x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}\right)^{\frac{1}{2}}
$$

on1y.

Acknowledgement
I wish to thank prof. J. de Graaf for enthousiastic discussions, helpful suggestions and critical reading of the manuscript.

## References

[B] Bruijn, N.G. De, A theory of generalized functions, with applications to Wigner distribution and Weyl correspondence, Nieuw Archief voor Wiskunde (3), XXI, 1973, pp. 205-280.
[E] Eijndhoven, S.J.L. Van, A theory of generalized functions based on one parameter groups of unbounded self-adjoint operators, TH-report 81-WSK-03, Eindhoven, University of Technology, 1981.
[GS] Gelfand, I.M., G.E. Shilov, Generalized functions, Vol. 2, Academic Press, New York, 1968.
[G] Graaf, J. De, A theory of generalized functions based on holomorphic semigroups, TH report $79-$ WSK-02, Eindhoven, University of Technology, 1979.
[MOS] Magnus, W., F. Oberhettinger and R.P. Soni, Formulas and theorems for the special functions of mathematical physics, third edition, Springer-Verlag, 1966.
[S] Sneddon, I.H., The use of integral transforms, McGraw Hill Book Company, 1972.
[Z] Zemanian, A.H., Generalized integral transformations, Pure and applied mathematics, Vo1. XVIII, Interscience, 1968.
[L] Lee, W.Y.K., On spaces of type $H_{\mu}$ and their Hankel transformations, SIAM J. Math. Anal., 5 (1974), pp $336-347$.

