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Chapter 1

Introduction

Abstract

This study deals with the design and construction of diagnostic tools to investigate the
energy balance and transport phenomena in metal halide (MH) lamps. Therefore we ex-
plored a vast range of the electromagnetic spectrum and used γ-ray photons with energies
in the order of several MeV, X-ray photons of several tens of keV and photons from the
visible part of the spectrum (around 2 eV). Gamma photons were used to trace radioactive
nuclei, X-rays to detect inner shell electrons while the visible photons were employed to
investigate the free and loosely bound outer electrons.

Metal Halide lamps are lamps for which the light is generated by plasmas of complex
chemical composition. The light emitting species are metals such as Na, Tl, Dy and Ce,
which are excited in a medium that predominantly consist of mercury. An essential feature
of the plasma in MH lamps is that a minority of species is responsible for the majority of
plasma properties. This makes these plasmas strongly non-linear and extremely sensitive
to external conditions. An example of this non-linear behavior is the sensitivity of metal
halide (MH) lamps to the gravitation force: turning from a horizontal to a vertical burning
position can change the color of a MH lamp substantially. This is remarkable if we realize
that plasmas are mainly ruled by the presence of electrical charged particles (electrons and
ions) and that the electrical force on an ion is more than a billion times (109) larger than
the gravitation force on that ion. If we are able to come to an in-depth understanding
of these type of lamps, this may certainly contribute to the design of more efficient light
sources.

The study on these lamps is of societal importance since the natural resources in the
earth are limited and the shortage of energy might be a big future problem. Therefore,
energy conservation and environment protection are important tasks for the modern society.
Of the electrical energy that is consumed worldwide, about 20% is used for lighting [1]. This
motivates the lighting industry to produce lamps with high efficiency and long life-time.
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Chapter 1

In this chapter we start with a brief history of various light sources used for general
lighting purpose. This is followed by a description of the de-mixing phenomena in MH
lamps and the role of gravitation. After that an overview will be given on various experi-
mental techniques used in our study. Finally we conclude with a presentation of the outline
of this thesis.

1.1 A brief history of electrical lighting

Even though there are many kinds of different lamps, we can divide them in three major
types: incandescent lamps, gas discharge lamps and solid-state lamps (LEDs).

The first generation of electric lamps that were produced on a large scale are the
incandescent lamps. They were developed separately by Thomas Edison and Joseph Swan
in 1878. Discharge lamps were developed as early as 1802 (Davy), but it has to last
until the 1930s before they became commercially available on a large scale. This so-called
second generation consists of (low-pressure) fluorescent lamps, low-pressure sodium lamps
and high-pressure mercury lamps. Since then a lot of research and development had been
done to improve the efficiency, life-time, and color rendering of discharge lamps. In the
1960s, a new generation of discharge lamps was introduced, namely high-pressure sodium
lamps and metal halide lamps.

This new generation yielded major improvements of efficiency and color rendering. Also
in recent years substantial progress has been made and the performance of gas discharge
lamps have been improved significantly. Some new products were recently introduced
including electrode-less lamps with long life-time, such as the low pressure QL lamp, and
a high pressure sulphur lamp. In the first case the light-emitting medium is an inductively
coupled plasma and in the second example it is a microwave induced plasma. Much research
efforts have been paid to remove toxic materials out of lamps. Several types of mercury-free
lamps were constructed such as lamps where the buffer gas Hg was replaced by Zn or Xe.
The next generation may consist of solid-state lamps, such as light emitting diodes (LEDs).
However, at this moment the efficiency of LEDs is still much lower than state-of-the-art
‘white’ discharge lamps and their cost is much higher.

1.2 Classification of conventional lamps

In the following, a general overview will be given on conventional lamps, including incan-
descent lamps and gas discharge lamps. The latter can be subdivided into low-pressure
and high-pressure discharge lamps.

1.2.1 Incandescent lamps

Incandescent lamps generate light from electrically heated filaments. In the first incandes-
cent lamps these were carbon filaments that due to the high evaporation rate had a short
life-time, therefore they were replaced in 1910 by tungsten filaments. However, also the
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tungsten filaments suffer from evaporation. That is why the incandescent lamps of the
first generation were limited in life-time, maintenance (light loss over life) and efficiency.
Many developments were done on the filament design and gas filling in order to reduce
the tungsten evaporation. A breakthrough was realized in 1961 by the introduction of the
halogen lamps. In these lamps the blackening of the lamp wall is eliminated by means of the
tungsten-halogen chemical cycle that is made possible by filling the light bulb with halogen
gas. In this way, incandescent lamps are improved in efficiency, life-time, maintenance and
compactness.

Due to the good color rendering and low costs (no ballast and a simple design), incan-
descent lamps are still widely used, such as in photography, TV-studio or stage lighting and
home lighting. The halogen lamps are widely used as car headlamps and in floodlighting,
projection lighting, in shops’ windows, exhibitions, stage and film lighting. However, the
efficacy of incandescent lamps is still rather low, namely about 15–30 lm/W1

The typical life-time is also limited to about 1000–3000 hours. Thus incandescent lamps
are rather inefficient in energy terms.

1.2.2 Gas discharge lamps

One of the major developments in the last century within the lamp industry is realized
by the introduction of gas discharge lamps. The main advantage of gas discharge lamps
is that they can achieve high efficacy and long lifetime. The principle is that the electric
power is converted into radiation by means of an electrical discharge in the gas medium in
the lamp. In such lamps a weakly or moderate ionized plasma is created. The electrons are
accelerated by an externally imposed electric field and transfer energy to heavy particles by
means of elastic and inelastic collisions. The inelastic collisions are essential for chemistry
processes, such as excitation, ionization and dissociation and the generation of radiation.
The excited particles lose their energy by the radiative decay from higher to lower excited
states. The visible radiation can be produced in two ways: directly or by down-conversion
using a phosphor-coating of the tube. Depending on the pressure, gas discharge lamps can
be divided into two groups: low pressure and high pressure lamps.

Low-pressure gas discharge lamps are in general large in volume, low in pressure,
low in luminance and power densities and the plasma conditions in these lamps are far
from equilibrium. These lamps normally contain a noble buffer gas with a pressure of a
few hundred Pa and light emitting species such as Hg or Na of only a few hundred milli-
Pa. Under normal working conditions, that is after ignition and warming up, the energy
of the electrons is mainly transferred to the light emitting species since they have a lower
excitation and ionization potential. However, there is still a need for a buffer gas since

1Efficacy of a light source is defined as the ratio of the total luminous flux and the lamp power. It

can be written as η =
Km

�
780

380
PλV (λ)dλ

Pl

, where Km is the maximum spectral efficacy of human eyes (for
photopic vision) at wavelength of 555 nm which equals 683 lm/W. Pλ the spectral distribution of a lamp,
V (λ) the eye sensitivity curve and Pl the lamp power.
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the collision mean free path of electrons with light emitting atoms is very large so that
electrons could easily diffuse out of the plasma if buffer gas atoms were absent.

Typical low-pressure discharge lamps are the fluorescent lamps and the low-pressure

sodium lamps. For fluorescent lamps, about 60 ∼ 70% of electric power is converted
into UV radiation (254 nm and 185 nm resonance lines), which is subsequently converted
into visible light by a phosphor coating. The well-known linear fluorescent lamps of 36 W
have an efficacy of 80–100 lm/W. They are mainly used in indoor lighting such as in offices.

For low-pressure sodium lamps, the input lamp power is largely converted to the res-
onance line of sodium, namely the Na D line (589.0/589.6 nm), which is close to the
maximum eye response in the photopic vision (555 nm). That is why these lamps have
a very high efficacy (up to 200 lm/W) and do not need a fluorescent phosphor coating.
However, due to the monochromaticity of the spectrum, these lamps have a very bad color
rendering and very low color temperature (CCT is about 2000 K). That is why the appli-
cation of these lamps is mainly restricted to road lighting where the color discrimination
is less important.

High-pressure gas discharge lamps, generally have a small volume, high pressure
(more than 1 atm), high luminance, a large variety in power settings (10 W–18 kW) while
the plasma in these lamps are close to local thermal equilibrium (LTE). Due to their high
intensity these lamps are often denoted by high intensity discharge (HID) lamps. The
output light can easily be controlled by a fixture and projected over a long distance onto
a surface. High power HID lamps are mainly used for outdoor applications, such as sport
lighting, street lighting and floodlighting of architectural monuments. Low power HID
lamps are used for indoor industrial and commercial applications. The conventional HID
lamps are mainly high-pressure mercury (HPM) lamps, high-pressure sodium (HPS) lamps
and metal halide (MH) lamps. In the recent years, new types of HID lamps have been
developed. One example is the ultra high-pressure (UHP) mercury lamp with a Hg pres-
sure of 150-300 bar, which is used as the main light source for video projection. Another
example is the metal halide lamp filled with xenon instead of mercury, which is used as a
high-quality car headlamp.

The first HID lamps produced in 1906 were high-pressure (1 atm) lamps based on pure
mercury. The absence of red in the line spectra of Hg cause a bad color rendering and the
bluish light output makes these lamps only suitable for outdoor lighting (such as street
lighting) and industrial lighting (combined with incandescent lamps). The efficacy of these
lamps is normally between 40–60 lm/W depending on the lamp power. The color-rendering
index (CRI) 2 is only about 50 and this can only be realized by using a phosphor coating.

2CRI is a unit of measure that defines how well colors are rendered by different illumination conditions
in comparison to a standard light source of comparable color temperature. CRI values is rated on a scale
from 0–100. A CRI of 100 represents no color distortion.

4



Introduction

For the HPS lamps, the color-rendering can be improved to more than 80 by increasing
the Na pressure. However in that case the efficacy is not higher than 60 lm/W. For the
more regular HPS lamps (100 - 150 lm/W), the color rendering is relatively low (about 29).

Due to the low color-rendering index (CRI), the applications of high-pressure Hg lamps
and high-pressure sodium lamps are limited to mainly outdoor lighting and industrial
lighting. In order to enlarge the application field the spectral performance had to be
improved in the visible range. Therefore several light emitting species were added into the
mercury-based discharge. This led to the birth of the metal halide lamps in the 1950s.
They were first being marketed in 1964.

1.3 Plasma composition of metal halide lamps

The filling substances of MH lamps can be globally be divided into three categories: the
starting gas, the buffer gas and the radiation emitting species.

The starting gas is a gas that is in action when the lamp is cold. It has a low ignition
voltage, which facilitates the ignition of the lamp, and a low thermal conductivity so that
the contribution to the heat loss is limited. Normally, noble gases such as argon and xenon
are used as starting gases in MH lamps.

The buffer gas is the main constituent of the gas when the lamp (after being ignited)
has reached a (quasi) steady state. It has two functions: to enhance the efficacy and to
improve the electrical properties. Since the vapor pressure of a metal halide is very low
(1 mbar∼ 100 mbar) the mobility of the electrons would be very high if the buffer gas
were absent. This would lead to a low electric field and thus a low lamp voltage. This
makes it difficult, if not impossible, to make high power MH lamps. By adding a buffer
gas with a partial pressure that is much higher than that of the salt additives, we get a
situation in which the lamp voltage is mainly determined by the buffer gas. The efficacy is
also improved since the presence of buffer gas atoms leads to a slow-down of the dissocia-
tion and recombination processes of the additives. The most common buffer gas is mercury.

The radiation emitting species in MH lamps are mainly metals. They are brought
into the discharge as constituents of the halide-salts which are less corrosive with respect
to the lamp envelope and often lead to a higher vapor pressure as compared to pure met-
als. The excitation and ionization potentials of these metal atoms are lower than that of
mercury which implies that the electrical and light technical properties of MH lamps are
largely determined by the additives: the metal halides.

Since MH lamps have both a high luminance and a high CRI, they can be much more
attractive than the high pressure Hg lamp and the high pressure Na lamp in both indoor
and outdoor lighting. In the recent years, various new research and development activities
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have been devoted to the metal halide lamps. These have led to the following improvements:
1. The burner material is made of polycrystalline alumina (PCA) instead of quartz. The
reason is that the lamp with PCA burner can withstand higher (cold spot) temperatures,
which results in a higher vapor pressure of the additives so that the light output increases.
Therefore the efficacy of the lamp is increased. Moreover the use of PCA also allows a more
precise burner dimension control (better than with quartz), so that a better lamp-to-lamp
color matching is reached.
2. Rare-earth species such as Dy, Ho, Tm and Ce are added into the lamp. The efficacy,
color stability and the color rendering are improved due to the rich ”grass-field” line spectra
in the visible range.
The main application of these lamps is for indoor lighting, such as in shops where they are
more and more replacing halogen lamps.

1.4 De-mixing in metal halide lamps

The previous section has shown that metal halide lamps have many advantages over the
older generation of HID lamps. However, there is still room for improvements. But due to
the complexity of the plasma in such lamps, further improvements become more and more
difficult and require a more in-depth study of the plasma behavior in these lamps. One of
the challenges is the understanding of segregation phenomena that becomes evident when
a burning MH lamp is rotated. This change in orientation leads to a difference in the color
output. For a horizontal orientation, the color output is (almost) uniformly distributed
along the axis. However if these lamps are operated vertically they exhibit a non-uniform
color distribution along the axis. This phenomenon called axial segregation, or de-mixing
is demonstrated in Fig. 1.1 showing a vertically burning lamp.

Figure 1.1: Color separation due to demixing of species in a vertically burning metal halide lamp.

Two effects are clearly visible:
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1. The color changes along the axial direction and
2. The intensity of the light is decreasing along the axial direction from bottom to top.
Thus for such a lamp, the efficiency and color point will depend on the orientation. The
underlying mechanism for this phenomena have been studied by simplified models [2–6].
However, for a better understanding the result of advanced models have to be validated by
those of experiments [7].
Since it is the aim of this study to construct and apply poly-diagnostic techniques to inves-
tigate these phenomena we will give here a global interpretation of the plasma properties
that are responsible for the segregation phenomena.

The complex chemical composition is the key property of MH lamps. The lamp
is filled with a mixture of high pressure Hg with a small amount of metal halide salts.
The partial pressure of the salt additives such as NaI, DyI3, TlI and CeI3 is about 1–100
mbar which is much lower than that of the mercury pressure that is in the range of 1–100
bar. However, due to the lower excitation and ionization potential these very additives are
responsible for light generation and charge creation; Hg ions and (light emitting) excited
Hg atoms are hardly present and the majority gas, mercury, merely acts as a buffer gas.
The fact that minority species determine the plasma properties makes the plasma behavior
non-linear and very sensitive to the external influences such as gravity. The basic principle
is that transport processes induced by gravitation may change the spatial distribution of
the light emitting easy ionizable species. This, on its turn, may change the electrical con-
ductivity and thus the energy coupling.

The transport properties of a vertically burning lamp can be seen as the result of
a competition between convection and diffusion; both being driven by the energy house-
keeping (cf. Fig. 1.2). When the MH lamp is burning, the electric input power will be used
to create heat and to generate light emission predominantly in the center of the plasma.
Since the wall is kept on a relative low temperature (about 1200 K) a large temperature
difference of about 4000 K will be established over a small radius of typically 2-4 mm. The
salt molecules first evaporated from the salt pool (the black dot at the bottom of Fig. 1.2),
enter the plasma and are carried on by a convection flow (the closed loops in Fig. 1.2).
This bulk flow is mainly determined by the buffer gas (e.g. mercury) and originates from
the combined action of the (internal) temperature gradient and the (external) gravitation
force. Due to the large temperature gradient, the mass density of Hg atoms will be much
larger in the near-wall region than in center of the discharge. Consequently the mercury
in the high-density outer regions is pulled down due to gravitation. This will force the
mercury atoms in the central hot (where the density is low) region to move upwards. The
result is a convective circulatory motion (cf Fig. 1.2 and Fig. 1.3).

When molecules travel with the convection flow and enter the hot center, they will dis-
sociate and release the metal atoms. Therefore density gradients of atoms and molecules
will be built up in mutual opposite directions and this leads to diffusion. The metal and
iodine atoms diffuse outwards to the wall where they recombine into molecules whereas
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Figure 1.2: A scheme of the transport processes in a vertical burning metal halide lamp; M stands
for molecules, A for atoms. Metal halide molecules diffuse from the cold wall to the hot center
where they dissociate into atoms, metal atoms will be excited or ionized and generate light. Due
to the density and temperature gradient, the metal and iodine atoms diffuse from the hot center to
the cold outer region near the wall where they recombine again. These diffusion processes have to
compete with convection, which is the result of the combination of the radial temperature gradient
and the gravitation force (buoyancy)

the molecules diffuse inwards to the center where they dissociate into atoms. This set of
contra-directed diffusion processes has two positive effects. First, enough metal atoms can
be transported to the arc center where they contribute to the light generation. Second, the
formation of metal-iodide molecules in the region close to the wall prevents the reaction of
metal atoms with the wall. This will reduce the corrosion of the burner wall drastically.
Thus in metal halide lamps, two main material transport processes are present: convec-
tion of the bulk flow caused by the combined action of gravitation and the temperature
gradient and diffusion caused by the gradients of the partial pressure of different minority
species. Apart from this, various other physical and chemical processes take place, such as
(de)excitation, ionization/recombination, dissociation/association and the generation and
transport of radiation.
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Figure 1.3: The driving force of the convection of Hg vapor in a MH lamp is gravitation, which
pulls down fluid elements of high density; buoyancy.

1.5 Segregation; elemental concentration

Due to the fact that MH lamps operate under high pressure and high power density it is
generally assumed that the plasmas in these lamps are close to LTE. This does not exclude
that plasmas can be inhomogeneous and non-uniform along the axis. To continue the ex-
planation of axial segregation and the color non-uniformity as seen in Fig. 1.1 we have to
introduce the concept of elemental concentration.

The light emitting species (e.g. sodium) can be transported as an atom (Na), ion (Na+)
or as a constituent of molecules (NaI, Na2, Na+

2 , Na3 . . . ). However, the displacement of
one Na2 molecules is equivalent to that of two atoms. It is therefore useful to introduce
the concept of elemental density that for the case of sodium is defined as

{Na} = [Na] + [Na+] + [NaI] + 2[Na2] + 3[Na3] + · · · (1.1)

or more general

{Na} =
∑

j

Rjαnj (here α ≡ Na), (1.2)

where α refers to the element (in this example: sodium) and nj to the density of species
labelled by j. The stoichiometric coefficient Rjα counts the number of sodium (or more
general α) nuclei in the compound or species j. For instance, for a species Na+

2 , α refers
to sodium and j refers to Na+

2 , thus Rjα = 2. The summation in Eq. 1.2 runs over all the
species. For those compounds that do not include sodium we have Rjα = 0. We adopt
the notation convention as given in [5] and denote the elements with Greek symbols (α,
β . . . ) and the species with normal Roman letters. Note that a notational distinction is
made between the concentration of a species such as [Na] = nNa or [NaI]=nNaI and the
elemental concentration {Na} (in curly brackets). In the latter case we refer to the presence
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of sodium irrespective of the state of excitation or binding.
In fact the determination of {Na} is counting the number of sodium nuclei in a unit volume.
This is precisely what we will do with the method of gamma spectroscopy treated in chap-
ter 2 where the feasibility of this technique will be explored for the determination of the
elemental concentration of sodium in lamps. But also in the X-ray absorption technique
is based on this principle. In that case the elemental density of mercury is determined by
probing the presence of inner shell electrons of Hg (chapter 3).
In an analogue way we can define the elemental pressure. In the case α refer to sodium we
have pα = nαKT = {Na}kT .
The phenomena of axial demixing or segregation is closely related to that of radial seg-
regation. The latter is present especially if convection is absent. As stated before: the
large radial temperature gradient leads to diffusion of molecules from outside to inside and
diffusion of atoms in the opposite direction. However, since the molecules are bigger and
heavier than atoms, they have a lower diffusion coefficient. This will lead to a non-uniform
distribution of the elemental densities of metals along the radius. This so-called radial
segregation is always present in MH lamps.

The strong relation between radial and axial segregation can now be understood. When
convection is present, the additive species in the hot center will be dragged upwards by the
convection flow and pushed downwards near the cold wall region. But due to the radial
segregation of the metal elements, the elemental concentration will be (extra) lower in the
center than at the wall. Therefore the uprising convection stream contains less sodium
than the down-falling stream. Moreover the Na-atoms are much more volatile and can
easily leave the upward convection flow whereas refilling this upward axial flow due to the
diffusion from of NaI molecules from outside to inside is hindered by the large molecular
diffusion coefficients. This leads to a decrease in the elemental concentration in the upper
part of the burner. Therefore the upper part will produce less radiation and has a different
color than the bottom of the lamp.

Depending on the competition with diffusion, the convection flow can have two opposite
effects on the axial segregation. For relatively small convection flows we will find that an
increase in convection will cause an increase of the axial segregation. On the other hand, in
case of a high convection flow, we find that a further increase reduces the axial segregation.
By realizing that the convection is proportional to the pressure of the buffer gas it can be
understood that there is one pressure for which the axial segregation reaches a maximum.
This is clearly demonstrated by a so-called Fischer curve [2] (see Fig. 1.4) showing the
dependence of axial segregation as a function of pressure.

In that figure we introduced the axial segregation parameter λα for the element α which
is defined as [2]

λα =

∣∣∣∣
1

pα

∆pα

∆z

∣∣∣∣ , (1.3)

where pα is the partial pressure of element α whereas z is the height of the plasma column.
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Figure 1.4: A schematic drawing of the segregation known as the Fischer curve. It shows the axial
segregation parameter λ as a function of total pressure p0. D represents the region where diffusion
process is dominant; C is for the region where convection is dominant.

Fig. 1.4 shows that the axial segregation of an element α is increasing with the pressure
for low pressure conditions for which diffusion is dominant, and decreasing with pressure
for high pressure conditions where convection prevails.

1.6 The influence of gravity

Above we have seen that the axial segregation is caused by the combination of convection
and diffusion. The convection is the result of the gravitational force and thus directly
related to the value of the free fall acceleration g = 9.8 m/s2 . To understand the impact
of gravitation more precisely, it is interesting to measure the density distribution at ex-
treme acceleration situations: under (almost) zero-g and enhanced g conditions. This is
one of the aims of the ARGES project. ARGES, an acronym for Atomic densities mea-
sured Radially in metal halide lamps under micro-Gravity conditions with Emission and
absorption Spectroscopy, is a collaboration between Philips Lighting and Technische Uni-
versiteit Eindhoven (TU/e). Another aim of the ARGES project is to understand helical
instabilities that can occur in certain types of metal halide lamps.

The ARGES lamp was designed such that the axial de-mixing attains more or less its
maximum value at normal operating conditions. Thus, under normal 1 g conditions, the
axial segregation in the ARGES lamp corresponds to that given by the maximum in Fig.
1.4. Two extreme conditions are created during the experiment, i.e. no convection (zero-g)
and enhanced convection (g enlarged by almost a factor of two).
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1. No convection. Under micro-gravity conditions, the convection velocity is very small so
that diffusion is dominant. We are still able to observe radial demixing; i.e. the concen-
tration of the radiating species will still be lower in the center of the lamp as compared to
the regions near the wall.
2. High convection. Under high acceleration conditions, the convection velocity will be
enlarged so that the concentration of the salt element in the lamp will become well mixed
(think of a cocktail shaker); any radial de-mixing caused by diffusion will be erased (partly)
by convection.

Therefore this ARGES lamp is specially designed to be sensitivity to the changes in
(pseudo) gravity, i.e. from 1 g to 0 g and from 1 g to 2 g. Since the demixing is at the
maximum for the 1 g case, it is expected that the de-mixing is reduced in both transitions,
which have both have been realized during parabolic flights. These experiments revealed
certain phenomena that can be explained qualitatively. However, the period (almost 20 s)
of zero-g during parabolic flights is too short to stabilize the plasma. In order to do the
experiment under stable zero-g conditions, ARGES lamps were sent to the International
Space Station (ISS) where experiments were done in the week of April 24, 2004 by the Dutch
astronaut André Kuipers. In the near future the ARGES lamps will also be investigated
under high-g conditions (centrifuge experiment).

1.7 The scope of this thesis

The complex nature of segregation is already studied by a number of investigators. Quali-
tatively the mechanism is understood, but quantitatively the disagreement between theo-
retical models and the measured color separations is often large. Therefore more in-depth
studies are needed and quantitative data from experiments are required to validate mod-
els. The final goal is to set up a complete theoretical model to fully understand the energy
balance and transport processes in such chemistry-complex plasmas. This grand model
can then be used to design lamps with high efficiency and good color rendering.

This Ph.D. project is part of a larger project for the understanding of the energy bal-
ance of MH lamps and the plasma transport processes that are responsible for segregation
phenomena in these lamps. The primary objective of this thesis is to set up poly-diagnostic
tools to study the plasma properties in HID lamps. Therefore we explored a vast range
of the electromagnetic EM spectrum and used photons in the gamma range, the X-ray
interval and from the visible EM region.

One of the major plasma properties is the temperature. It is assumed by most re-
searchers that the plasmas in these high-pressure discharge lamps are in local thermody-
namic equilibrium (LTE). This implies that only one temperature field is needed to describe
all the processes. However the important question remains whether this LTE assumption
is valid or not. If LTE is not established, this would imply that the local chemical compo-
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sition, the radiation generation and transport processes are determined by a multitude of
temperatures. This would make the description the system very complex.

The validation of the LTE assumption requires different temperature measurements.
Therefore this Ph.D work is mainly devoted to temperature measurements in HID lamps
for which basically two methods were employed: X-ray absorption (XRA) and Thomson
scattering (TS).
The primary observable of the XRA is the Hg density distribution, which by means of the
ideal gas law p = nkT can be translated into a temperature distribution (assuming isobaric
conditions).
The comparison of the gas temperature with the electron temperature gives insight on po-
tential deviations from LTE. Therefore another diagnostic tool, namely Thomson scattering
was also explored. TS is the scattering of (laser) light on electrons. From the scattered
photon one can determine the electron temperature and electron density.

The second objective of this study is to explore methods to measure the distribution
of species densities in these types of lamps. Apart from TS which gives the electron
density distribution the feasibility of other active methods such as γ spectroscopy and X-
ray fluorescence (XRF) have to be investigated as well. The reason is that standard optical
techniques, such as emission spectroscopy are not adequate for the following reasons:

1. Emission spectroscopy on molecules in cooler plasma zones is due to the lack of (a
sufficient amount of) electronic transitions extremely difficult, if not impossible.

2. The use of PCA as burner wall material obstructs normal optical methods so that
spatial information of high resolution cannot be obtained.

Due to the reasons mentioned above it is worthwhile to investigate the feasibility of γ
spectroscopy and X-ray fluorescence. By means of XRF the elemental densities of many
additives such as {Dy}, {Ce} and {I} can be determined. If the plasmas in HID lamps are
in LTE conditions, we can transform the information of the elemental densities into that
of the different species using the well-known equilibrium statistical distribution functions.
That is why XRF experiments are planned in the near future as a part of another Ph.D.
project.

Although X-ray fluorescence seems to be applicable for the detection of most elements
in HID lamps, we can expect that it will not be capable to measure the elemental density of
sodium. The reason is that the excitation energy of the X-ray fluorescence line of sodium
is low so that the radiation cannot penetrate through the wall material of HID lamps.
Therefore a feasibility study of the application of γ-spectroscopy on the determination of
the elemental sodium distribution has been conducted. The results will be described in
chapter 2 where it turns out that such an experiment might be possible if we take advantage
of the expertise developed for equipment for medical applications.
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1.8 The experimental setups

As said this thesis is mainly focused on two diagnostic techniques: X-ray absorption (XRA)
and Thomson scattering (TS). The XRA method is used to measure the gas temperature.
Its application to various HID lamps is described in the Chapter 5. Comparing the gas
temperature profiles of different lamps with each-others gives insight in the influence of the
salt composition, the pressure and the power on the temperature profile.
The application of Thomson scattering, which is used to determine the electron tempera-
ture and electron density of pure Hg lamps, is described in the Chapter 7. The combination
of XRA measurements and Thomson scattering performed on the same lamps gives insight
on the degree of the departure from LTE.

Much effort has been paid to the construction of both the XRA and TS setups. Espe-
cially the effort for realizing a state of the art XRA setup was substantial. The fact that
during XRA only a small absorption signal has to be deduced out of a large background
absorption signal makes XRA experimentally difficult. Besides that, it turned out that
the data handling process is very difficult. In order to isolate the Hg contribution in the
absorption we had to eliminate the influence of the wall material. This was realized by
subtracting (the logarithm of) lamp-off and lamp-on profiles. However, the wall material
of a hot burning lamp is not the same as that of cool non-burning lamp. Therefore cor-
rection had to be performed on the individual images before subtraction could take place.
Another difficulty is the Abel inversion. The noisy character of the signal will spoil the
determination of the column density of Hg. Several numerical tests have been done and
finally a Tikhonov regularization method was found to be the most successful.

The TS setup we used is based on an existing design originally constructed for the per-
formance of TS on plasma for spectrochemistry. In that case the plasma-laser interaction
can be arranged such that photons created is a plasma-wall interaction can not penetrate
the detector (easily). However, for TS on a real lamp this is much more difficult and the
setup had to be adjusted such that the negative influence of stray light generated by the
laser-wall interaction, the creation of a laser induced plasma and the plasma light emission
could be reduced. The adjustments were performed successfully and electron densities and
electron temperatures could be obtained for a high pressure mercury discharge. Herewith
a firm base is constructed for future TS measurements on MH lamps.

In this thesis, several HID lamps are used for the experiments.

Table 1.1 shows 8 different lamps that were used for the X-ray absorption experiment.
The type 1 lamp is shown in Fig. 1.5(a), type 2-1 and 2-2 have the same geometry shown
in Fig. 1.5(b) but with different Hg fillings, type 3-1, 3-2 and 3-3 lamps have the same
geometry shown in Fig. 1.5(c) but with different fillings. The oven-lamp is shown in Fig.
1.5(d) and the type 4 lamp is shown in Fig. 1.5(e).
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Type Plamp (W) L/D Din Larc wall thickness mHg Salt

type 1 142 2.13 8 17 1 10 DyI3

type 2-1 200 2.17 18 39 1 15 -
type 2-2 200 2.17 18 39 1 50 -
type 3-1 70 4 4.5 18 0.8 4.46 -
type 3-2 70 4 4.5 18 0.8 4.46 NaI
type 3-3 70 4 4.5 18 0.8 4.46 NaI/CeI3

Oven-lamp 50 (DC) 4 4.5 18 0.8 4.46 -
type 4 142 8 4 32 0.5 0.6 NaI/CeI3

Table 1.1: HID lamps for this study. Here L/D is called the aspect ratio of the lamp. The dimensions of
inner diameter Din, arc length Larc, and wall thickness are all in mm. The Hg filling in the lamp is in
the unit of mg.

(a) (b) (c) (d) (e)

Figure 1.5: The pictures of different types of HID lamps used in the X-ray absorption experiment.
(a): Type 1 lamp. (b): Type 2-1 and 2-2 lamp. (c): Type 3-1, 3-2,3-3 lamp. (d): Oven-lamp.
(e): Type 4 lamp.

1.9 Thesis outline

As said before we explored a vast range of the electromagnetic spectrum in order to find
active spectroscopical means to investigate light generating plasmas. In presenting the
results we follow the direction of decreasing photon energy. We start in chapter 2 with a
feasibility study on gamma spectroscopy. This is followed by a triad of the Chapters 3, 4
and 5 on X-ray absorption spectroscopy. After that two chapters on Thomson scattering
will be presented. More specifically this thesis is organized as follows:

Chapter 2 reports on a feasibility study of γ-spectroscopy. Based on several experi-
ments, the various possibilities to detect sodium by radioactive tracer techniques are dis-
cussed.
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Chapter 3 presents the design of the experimental setup for X-ray absorption that was
used for the determination of the gas temperature. The discussion is focused on the re-
quirements of an XRA experiment on HID lamps, i.e. the high flux of the X-ray beam, the
monochromaticity of the X-ray spectrum, high spatial resolution and high dynamic range.

Chapter 4 deals with the complete data handling procedure of XRA measurements. It
describes how multiple pairs of lamp-on and lamp-off profiles have to be measured and
processed in relation with each-other. The procedure starts with the signal extraction that
corrects for the dark current, offset and non-uniformity of CCD pixels (flat field). Then
several influences on the image will be discussed such as blurring, beam-hardening, image
magnification, thermal expansion and density decrease of the burner for the lamp-on case.
After this, a fitting procedure of lamp-off and lamp-on profiles is presented. Subtraction of
these profiles gives the relative column density. An Abel inversion procedure will be given
for the fitting of the lateral profile. In order to reconstruct the radial profile, the numerical
difficulties for this ill-posed problem are discussed and the Tikhonov regularization method
is introduced to obtain the best results.

Chapter 5 presents the application of XRA on various HID lamps. This technique has
been proved to be successful for the measurement of the gas temperature of HID lamps. A
discussion will be given on the comparison of the temperature profiles of different lamps.
Insight is obtained on the influence of the salt composition, the power and the pressure on
the gas temperature profiles.

Chapter 6 is devoted to Thomson scattering (TS) experiment on a high-pressure argon
DC discharge lamps. It was a pioneer experiment done together with a group of Ruhr
University of Bochum to investigate the feasibility of TS on small high-pressure discharges
with nearby arc tube walls or electrodes. This experiment has been successful and the
electron density and temperature could be measured in regions close to the electrodes.

Chapter 7 applies the TS experiment to a high-pressure Hg lamp. The difficulties we
had to face with this setup were how to deal with stray light generated by the laser-wall
interaction, the laser induced plasma and the plasma light emission. Time-resolved TS
measurements were done on Hg plasmas excited by square-wave ballast and useful infor-
mation was obtained for lamps with different Hg pressures and power-settings. A discussion
is given on the degree of the deviation from LTE.

Chapter 8 ends this study by drawing conclusions and giving recommendations for
future research.

16



Chapter 2

Feasibility study of γ-spectroscopy on
metal halide lamps

Abstract

As announced in the introduction, this chapter deals with an active spectroscopic method
using photons of the highest energy; namely γ-photons. A feasibility study is carried out
to detect sodium in metal halide (MH) lamps with γ-spectroscopy using radioactive Na
isotopes. The reason is that the elemental density of sodium cannot be detected by X-ray
fluorescence whereas optical techniques are not able to detect the outer molecular part of
the plasma. Since Na is an important light emitting element we have to look for alternatives
for which we investigated the feasibility of γ-spectroscopy. The emission of γ-photons is
realized by “replacing” the natural sodium isotope 23Na (partly) by 22Na or 24Na.
This feasibility study starts with an experiment in which a MH lamp containing 23Na was
irradiated by neutrons in the near vicinity of a production target attached to a cyclotron.
The experiment was carried out at our own university. From the data analysis we found
that 24Na isotopes have been formed but the intensity of the γ photons created by the decay
of 24Na is too small for imaging Na in the MH lamp. However, considerable improvements
can be realized if the irradiation time and the neutron flux can be increased and the
detection volume and solid angle can be enlarged. Especially irradiation with a high
neutron flux nuclear reactor seems to be promising. However, irradiating a lamp with a
nuclear reactor creates a highly radioactive medium that is not easy to handle. In principle,
the replacement of 23Na by commercial available 22Na can also provide a high γ-flux for
imaging. However, given the boundary conditions imposed by the typical amount of 22Na
which is commercially available and tractable, this seems not a viable option.
Most promising is the method in which Na is bound with 123I. Then we can use medical
diagnostic methods tracing 123I. Single Photon Emission Computed Tomography (SPECT)
in combination with a pinhole makes it possible to reach a spatial resolution of better than
0.5 mm. Insight in the spatial distribution of NaI obtained in this way can be combined
with optical observations of the Na atoms in the central region.
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2.1 Introduction

Sodium (Na) is one of the most common radiative species in metal halide lamps. Its
presence influences the color of lamps in a positive way and improves the efficiency con-
siderably. Therefore, the Na density profile in the lamp is a key factor in understanding
the plasma energy aspects and segregation phenomena. It is, for instance, important to
know how sodium is distributed in the radial direction. If the lamp envelope is made from
transparent material (such as quartz), it is possible to determine the density of atomic

sodium in the center of the discharge using standard optical techniques such as laser in-
duced fluorescence (LIF), diode laser absorption and/or absolute line intensities. However,
a considerable part of sodium will be bound in halide molecules like NaI and resides in the
colder regions of the lamp. That region is not easily accessible with the optical methods
mentioned above. One of the reasons is that the electronic transitions of the NaI will not
be (easily) excited in this cold region. One alternative could be to work with (active) IR
spectroscopy, but this is not easy to perform since the radiation will be hindered severely
by the nearby presence of the curved wall.

As stated above one could apply optical spectroscopy to observe the central region of
the lamp. However this is only possible if special lamps are made for such experiments.
Due to the high heat load of the wall material the commercial arc tube is normally made
of polycrystalline alumina (PCA). This material is translucent and not transparent which
means that for the visible range light can pass through the envelope, but will be scattered.
As a consequence the original direction information is lost. Thus normal optical methods
are not suitable for making spatially resolved measurements on plasmas embedded in PCA.

In literature [8,9], X-ray fluorescence (XRF) techniques are described which have been
used to measure the elemental density distribution in lamps. The advantage of the XRF
method is that the presence of the element can be detected despite its chemical state. For
Na, the most important X-ray transitions have the following energies:

E(Kα) = 1.04 keV and E(Kβ) = 1.07 keV ,

so that the characteristic K-shell emission of Na is only about 1 keV. However, photons
of these energies will be absorbed by the wall material. For example, for X-rays with an
energy of 1.07 keV, the optical depth τSiO2

of a quartz outer bulb with a wall thickness
of 1 mm, and a density of 2.2 g/cm3 is about 500; for the PCA burner (density of 3.97
g/cm3 and wall thickness of 0.8 mm) the same photon has an optical depth of around 700.
Thus, the wall material of the lamp is opaque for 1 keV photons so that X-ray fluorescence
spectroscopy (XRF) is not suitable for detecting Na. The main reason that X-ray fluores-
cence is suitable for the determination of many other elements is that their corresponding
photon energy is much higher. Unfortunately for sodium the corresponding photon energy
is too low. Therefore, it is necessary to find another method to measure the Na density
distribution.
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In this chapter we present a feasibility study on the detection of sodium using γ-ray
spectroscopy. An experiment was performed in which various commercial lamps were
irradiated by moderated neutrons in the near vicinity of a irradiation target attached to
a cyclotron by which the natural isotope 23Na was transformed into 24Na. After being
produced by irradiation, 24Na decays into 24Mg under the emission of γ photons of 1.369
MeV and 2.754 MeV. For these energies the lamp envelope is transparent so that these
photons can be detected. The outcome of these experiments is that this technique is
suitable to determine the presence of sodium as well as other elements, but the detected
flux of γ ray photons is too small to use this method for a spatial resolved determination of
the elemental sodium concentration. However, the insight obtained by these preliminary
experiments indicates possible routes for further improvements. Most promising is the
method in which the normal sodium iodide in the salt pool is replaced by NaI in which the
natural isotope 127I is (partly) replaced by the radioactive isotope 123I. In that way we can
take advantage of the rapid development in the SPECT (Single Photon Emission Computed
Tomography) technique that is available for medical diagnostics. It is to be expected that
in the near future the determination of the spatial resolved salt concentration in the wall
region is feasible. This method should then be combined with optical techniques for the
central region to detect Na-atoms. Naturally, special lamps have to be constructed for such
a combination of diagnostics.

2.2 Creating and measuring radioactive Na isotopes

2.2.1 Theory

The elemental density of sodium in metal halide lamps can be investigated with radioactive
tracers. Suppose that we have at time t a number of radioactive nuclei N(t) present in the
lamp, in a subsequent small time interval dt a part of the initial number N(t) will decay
with a decay rate λ [ s−1 ] that is defined by the equation:

dN

dt
= −λN. (2.1)

Integration of Eq. 2.1 gives the following expression for the number of radioactive nuclei
N(t) at time t

N(t) = N0e
−λt, (2.2)

where N0 is the original number of the radioactive nuclei at t = 0. This expression can
also be written as

N(t) = N0

(
1

2

)t/t1/2

, (2.3)

where t1/2 is the half-life of the radioactive nucleus. By comparing Eq. 2.2 with Eq. 2.3, we
get

λ =
ln 2

t1/2

. (2.4)
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The activity of the radioactive nuclei A(t) is defined as

A(t) ≡ λN(t). (2.5)

The SI unit of A is Becquerel (Bq): 1 Bq=1 decay/s.
There are primarily three types of nuclear decay processes: the α, β and γ decay1. In
the α, β decay processes the unstable nucleus emits an α or β particle. In γ decay an
excited state decays towards the ground state without changing the nuclear composition.
In most cases a decay scheme can be rather complicated involving the emission of α, β and
γ particles in several competing modes or branches. In our experiment we dealt with the
detection of γ solely.

In order to determine the initial number of radioactive nuclei the following procedure
is used.
1). From the nuclei decay diagram, we know the decay constant and the energy of the
γ photons emitted during (a branch of) the decay process. 2). By measuring ∆Nγ, the
number of the γ photons during a certain time interval ∆t, the initial decay activity A0

can be determined (cf. Eq. 2.10). 3). Using equation 2.5, the initial number of radioactive
isotopes at a certain (initial) time t = 0 can be obtained.

2.2.2 The radioactive isotopes 22Na and 24Na

In nature, sodium (Na) has only one stable isotope 23Na. By irradiation, the radioactive
isotopes, 22Na and 24Na can be obtained. 22Na is a long-lived isotope with half-life of 2.6
year. It decays into the (2+) 2 excited state of 22Ne by β+ emission (probability 90.5%) and
electron capture (probability 9.5%) which subsequently decays into the 22Ne (0+) ground
state by the emission of a γ photon with an energy of 1274.5 keV.

In contrast to 22Na, 24Na is a relatively short-lived isotope with a half-life of 15 hours.
During the β− decay process, 24Na decays into the 4+ excited state of 24Mg with a probabil-
ity larger than 99% [11] followed by the subsequent emission of two γ-photons with energies
of 1368.6 keV (corresponding to the 2+ → 0+ transition) and 2754 keV (corresponding to
the 4+ → 2+ transition). Simplified decay processes of 22Na and 24Na are given in reaction
schemes presented in Table 2.1.

Generally speaking, there are three ways to detect sodium by means of radioactive
methods:
1. Creating 24Na by irradiation of 23Na with neutrons.
2. Filling the lamp with a salt containing 22Na.
3. Filling the lamp with a salt containing 123I for labeling the molecular species (NaI).
The first two methods are used to measure the elemental density of sodium, and the third

1Electron capture, also indicated by ε [10], can be seen as a member of the larger group of β-decay
together with β− and β+.

2This notation (2+) used in nuclear physics to express the excited state of a nucleus, should not be
confused with the convention in plasma physics to label the charge of the species.
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22
11Na + e

9.5%−→ 22
10Ne(2+) ⇒ 22

10Ne(2+) → 22
10Ne(0+)+γ (1274.5 keV )

22
11Na

90.5%−→ 22
10Ne(2+)+e+ ⇒ 22

10Ne(2+) → 22
10Ne(0+)+γ (1274.5 keV )

24
11Na

99%−→ 24
12Mg(4+)+ e ⇒ 24

12Mg(4+) → 24
12Mg(2+)+γ (2754 keV ) ⇒

⇒ 24
12Mg(2+) → 24

12Mg(0+)+γ (1368.6 keV )

Table 2.1: Simplified decay schemes of the radioactive isotopes 22
11Na and 24

11Na. The decay of 24Na
mainly follows one chain of which 3 steps are given. Therefore the emission probability of the
photons at 1368.6 keV and 2754 keV respectively is almost 100%.

method can be applied to obtain the elemental distribution of iodine which will be primarily
bound in NaI molecules in the near wall region of the lamp.

We have used the first method in a series of experiments in which 24Na was created by
irradiating 23Na with neutrons in the near vicinity of an 123I production target attached to
a cyclotron. By analyzing the results of this method we can establish its (non-)feasibility
and discuss the possibilities of other methods.

2.2.3 Experimental procedure

The experimental procedure for the creation of radioactive 24Na isotopes in a metal halide
lamp containing a salt mixture of NaI/CeI3 is shown in Fig. 2.1. First, the whole lamp was
placed in the near vicinity of a production unit of 123I attached to the 30 MeV Cyclotron at
Eindhoven University of Technology (TU/e) and irradiated for a few hours ∆t1. Then, after
a cooling-down period ∆t2, the lamp was taken out from the cyclotron irradiation vault
and the γ spectrum emitted by the isotopes in the lamp was measured. The measurement
time is denoted by ∆t3.

Na
23

Irradiation by
neutron flux

Na
24

Cooling down

Mg(4  )
24

Measuring

photonsg

+ Mg(2  )
24

+ Mg(0  )
24 +

g g
1 2

Figure 2.1: The experimental procedure of creating and detecting radioactive isotope 24Na.

The time-sequence is sketched in Fig. 2.2. It is important to optimize the irradiation,
cooling and measurement time in order to obtain the best results.

Now we will give a short description of the neutron irradiation process. By means of
irradiation, a part of the 23Na will be transformed into 24Na and consequently the number
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Figure 2.2: The time sequence of the experimental procedure of creating and detecting the radioac-
tive isotope 24Na.

of 24Na isotopes will increase. However due to the spontaneous decay the created 24Na
will be transformed into Mg isotopes. The time behavior for the irradiation process can be
described by the following differential equation

dN(t′)

dt′
= P − N(t′)λ, (2.6)

which expresses that the increase of the number N of radioactive nuclei per unit time is
determined by the production P due to irradiation, minus the destruction by spontaneous
radioactive decay N(t′)λ. To describe the irradiation process a different time coordinate
t′ was introduced that has its origin t′ = 0 for t = −t1 such that t′ = t + t1. Solving this
differential equation we get, for the boundary condition N(t′ = 0) = 0:

N(t′) =
P

λ
(1 − e−λt′). (2.7)

Using Eq. 2.5, it is found that the activity of the decay process at time t′ equals

A(t′) = P (1 − e−λt′). (2.8)

The production P = N0σF , is proportional to the number of the nuclei in the target N0,
the production cross-section σ [ cm2 ] and the neutron flux density F [ cm−2s−1 ]. It has a
fixed value for a given neutron flux density and a given target. The estimated flux density
of thermal neutrons in the cyclotron vault is around 106 neutrons/[cm2 · s] [12].

A graphical representation of formula 2.8 given in Fig. 2.3 shows that A(t′) will approach
a constant value that equals A(t′ = ∞) = P . This can be understood realizing that in
steady state the number of created radioactive nuclei by means of irradiation equals the
number of decay process. Thus the larger P , the larger A(∞) will be. The characteristic
time for this procedure is independent of P and equals 1/λ. It gives the time duration
after which the activity A will reach 63%P .
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Figure 2.3: The activity of radioactive isotope 24Na as a function of bombardment time t′ in the
neutron irradiation process(cf. eq. 2.8).

The number of 24Na atoms that are created from the neutron capture process is un-
known because it depends on several parameters: the initial number of 23Na nuclei, the
neutron flux density and the neutron energy distribution. None of these parameters is easy
to measure. Therefore the activity after irradiation cannot be determined out of the irradi-
ation parameter P . However, the activity generated by the irradiation can be determined
by counting the decay process that follows after the irradiation since more than 99% of
the decay processes of 24Na nuclei are associated with an emission of two γ photons with
energy of 1368.6 keV and 2754 keV. Therefore by counting the number of γ photons in a
period after irradiation the activity can be found. Its temporal behavior is given by

A(t) = A0e
−λt, (2.9)

where A0 = A(0) is the activity of 24Na immediately after the neutron bombardment (t=0).
The activity of 24Na in the whole process (irradiation plus pure decay) is illustrated in Fig.
2.4.

If the measurement starts after the cooling-off time t2, the number of γ-photons ∆Nγ

measured during the measurement time ∆t3 is a measure of the number of the decay
processes ∆N of 24Na. This is expressed by

∆Nγ = ηξ
∆Ω

4π
∆N = ηξ

∆Ω

4π

A0

λ
e−λt2(1 − e−λ∆t3), (2.10)

where η is the probability that a certain decay process generates a specific γ-photon, ξ the
efficiency of the detector, and ∆Ω the solid angle of the detection system. Therefore the
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Figure 2.4: The activity of 24Na during the whole process; ∆t1 is the neutron flux bombardment
time, ∆t2 the cooling-down time and ∆t3 the measurement time. A0 is the activity of 24Na at the
end of the neutron bombardment.

absolute activity immediately after the irradiation can be computed from the intensity of
the γ photons as

A0 =
∆Nγλ

ηξe−λt2(1 − e−λ∆t3)

4π

∆Ω
. (2.11)

The branching ratio of the generation of 1368.6 keV photons equals almost 100%, so
that η(1368.6 keV ) = 1. This means that nearly each decay of a 24Na nucleus generates
one γ-photon of 1368.6 keV. Thus by counting the 1368.6 keV photons we can determine
the total number ∆N of decay processes during the measurement time. The A0-value, the
absolute activity of 24Na at t = 0, can be computed if the solid angle ∆Ω and the absolute
efficiency ξ of the detection system are known.

2.3 Experimental setup

The experimental setup of γ spectroscopy on lamps is illustrated in Fig. 2.5.
The lamps that were used in these experiments consist of a burner and an outer bulb.
The burner had an inner diameter of 4 mm and an inner length (distance between two
electrodes) of 32 mm. They were filled with Hg and a salt-mixture (NaI/CeI3) and placed
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Pre-Amplifier
Ge detector

Inspector Module


(Canberra)

PC


4 mm

32 mm


Figure 2.5: The experimental setup for γ spectroscopy on lamps. A lead shielding is placed between
the lamp and the high-purity Ge detector when a spatially resolved measurement is required. The
γ photons of different energies and intensities are detected by the Ge detector, the signal is am-
plified and analyzed by the Inspector module from Canberra. Finally the data-acquisition software
GENIE-2000 (Canberra) is used to identify the isotopes using a built-in database. The lamp con-
sists of an outer bulb and a burner (made of PCA material). The burner has an inner diameter
of 4 mm and an inner length of 32 mm.

directly on top of a high-purity Ge detector. The Inspector Module contains a spec-
troscopy amplifier unit, an A/D converter (ADC), a multi-channel analyzer (MCA) and
a high voltage supply for operating the Ge detector. The data-acquisition software used
is the GENIE-2000 system (Canberra) which allows isotope identification using a built-in
database.

2.4 Results

2.4.1 Exploration of the γ-spectra

To explore the possibility of detecting 24Na and other elements in the lamp, four groups of
experiments were done. The γ-spectra of the lamp were measured and the corresponding
isotopes were identified using the known characteristic energy values of the γ-photons and
the half-life of nuclei decay. The experimental results are shown in Table 2.2.

From the experimental data, it was found that due to the neutron flux irradiation, other
elements than Na in the lamp are also being transformed into radioactive isotopes. The
first group of experiments was done on a metal halide lamp with an outer bulb of glass.
It was found that the γ-ray intensity generated by 24Na has a very high peak-value that
is much larger than that of other elements. This suggest that Na is not only located in
the burner, but also in the outer glass bulb of the lamp. Therefore a new lamp with an
(sodium-free) outer bulb made of quartz was constructed. All the following experiments
were done with this new lamp.

From the second experiment, we found that the γ-ray intensity generated by the decay
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Experiment No. tcool tmeasure

(s)
Detected radio-active elements

1st Experiment
3-hours neutron flux

#1−1 12 hr 10,000 24Na, 56Mn, 64Cu, 69mZn, 99Mo/99mTc,
187W

irradiation on the HID #1−2 17hr 8min 3,000 24Na, 56Mn, 64Cu, 69mZn, 187W

lamp (NaI/CeI3 and #1−3 43hr 5min 50,000 24Na, 64Cu, 65Zn, 69mZn, 187W

Hg) with glass outer #1−4 134hr 5min 10,000 24Na, 65Zn, 187W

bulb. #1−5 163hr 31min 50,000 24Na, 65Zn, 187W

2nd Experiment
4-hours neutron flux on
the HID lamp with
quartz outer bulb and
double-ends.

#2 10hr 58min 10,000 24Na, 56Mn, 99Mo, 99mTc,143Ce, 165Dy,
187W

3rd Experiment
4-hours+3-hours

#3−1 13 min 1,000 24Na, 56Mn, 99mTc, 128I, 143Ce, 165Dy, 187W,
101Mo/101Tc

flux on the HID lamp
with quartz outer bulb.

#3−2 31 min 1,000 24Na, 56Mn, 99mTc, 128I, 143Ce, 165Dy, 187W,
101Mo/101Tc

4th Experiment
4-hours neutron flux

#4−1 13hr 53min 1,892 24Na, 56Mn, 99Mo/99mTc, 143Ce, 165Dy,
187W

on the HID lamp with
quartz outer bulb.

#4−2 17hr 38min 1,000 24Na, 56Mn, 99Mo/99mTc, 187W

Measure the whole
lamp when it is not
burning.

#4−3 18hr 12min* 1,000 24Na, 187W

Table 2.2: The identification of the radioactive isotopes created by the neutron bombardment pro-
cess. All the experiments were measured with a Ge detector. All experiments were done with the
whole lamp. In experiment #4 − 3 the outer part was shielded using a lead shield and only the
burner part was measured.

of 24Na drops significantly because sodium is now only present in the salt in the burner.
Other radioactive isotopes than 24Na were identified, such as 56Mn, 99Mo/99mTc, 143Ce,
165Dy and 187W. Especially Ce is important to know since it is also one of the light emit-
ting species. However, we didn’t see any isotopes from iodine although iodine should be
present as all light emitting additives (like Na and Ce) are brought into the plasma as
iodine-salts. The absence of iodine generated γ- photons can be explained by the fact
that 128I has a short half-life of about 25 minutes. After the long cooling time of 10 hr or
longer (cf. Table 2.2) the I-radioactivity has decayed almost completely. Therefore a third
experiment was done in order to observe 128I.

In the third experiment we measured the γ-spectra right after the irradiation (13 min-
utes later). This time we found the γ-emission of 128I at 442.9 keV.

The fourth series of experiments has been done with a lead shielding between the lamp
and the detector such that only the burner part is detected. This was done in order to
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check whether the metal wires outside the burner also contain sodium. It turns out that
the detected signal of sodium only comes from the burner.

A typical γ-spectra of measurement #3 − 1 is shown in Fig. 2.6.

Figure 2.6: The γ spectra of measurement #3 − 1.

From these experiments, we can conclude that

1. We can detect four elements that are related to the operation of the metal halide
lamp: 24Na (half-life of 15 hr), 143Ce (half-life of 33 hr), 128I (half-life of 25 min) and
187W (half-life of 23.7 hr).

2. The γ ray peak from 24Na (1368.6 keV) is well separated from other spectral lines
(see Fig. 2.6) and therefore it is easy to detect Na in the lamp.

3. Other elements can also be detected such as Mn, Mo which are located in other lamp
parts outside the burner.

4. If we want to detect iodine, a very short cooling time is required since 128I has a very
short half-life of 25 min.3

5. The radioactive isotopes are mainly short-lived, so that after a few weeks, almost no
radioactive waste is left.

3The 123I isotope (cf. section 2.6.3), that is well-known for medical applications, is not created in this
irradiation process
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Figure 2.7: The number of 24Na during the process of neutron bombardment and measurement.
The peak is reached at the end of the neutron bombardment; after the peak a exponential decay
takes place (cf. Fig. 2.4).

2.4.2 The number of 24Na nuclei produced by irradiation

Using the GENIE 2000 software it was found that the activity of the 24Na isotopes directly
after irradiation equals A0 = 5000 Bq (over 4π solid angle). This was realized by an
irradiation period of 3 hours. Thus the total number of 24Na atoms in the lamp directly
after irradiation is

N24Na(0) =
A0

λ
=

5 × 103

1.28 × 10−5
= 4 × 108. (2.12)

The number of radio-active 24Na atoms as a function of time during the entire process
is shown in Fig. 2.7.

However, the lamp is filled with 4 mg NaI which corresponds to a total number of Na
atoms of 1.6 × 1019. Therefore only a very small fraction (2.5 × 10−11) of the 23Na atoms
are converted into 24Na atoms during the neutron irradiation process. Apparently the con-
version efficiency is very small.

To study the distribution of Na in the plasma, we are interested in the number of Na
atoms in the gas phase. This is estimated to be about 0.3% of the total amount of Na in
the lamp. The rest is present in the salt pool. This implies that only 0.3% of the detected
γ-photons stems from the gas phase 24Na nuclei (about 1.2 × 106). Therefore the activity
of 24Na in the gas phase is estimated to be

A24Na(gas) = 0.3% × 5000 = 15 Bq = 15 decay/s . (2.13)

The conclusion is that the production of the 24Na isotopes is very low. Although the
irradiation facility attached to the cyclotron is primarily producing high energy neu-
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trons, the estimated flux of moderated thermal neutrons near the lamp is approximately
106 neutrons/(cm2 · s) . In order to increase the irradiation efficiency, one should look for
methods to increase the P -value in Eq. 2.8. For instance, one might consider to irradiate
the lamp in a high neutron flux nuclear reactor which can deliver a neutron flux of typically
1014 neutrons/(cm2 · s) [13]. This and other possibilities will be discussed in section 2.6.

2.5 Spatial resolution

The main goal of γ-spectroscopy is to obtain the elemental distribution of sodium in the
lamp, namely {Na} (cf. section 1.5). This requires a spatial resolved measurement of
γ-spectra from the metal halide lamp.

The experimental setup to measure the spatially resolved density distribution of 24Na
is illustrated in Fig. 2.8.

lamp


Pb shield


pin hole in


the lead


Ge or NaI


detector


Figure 2.8: The experimental setup scheme to measure Na density profile. It includes the lamp, a
thick lead plate with a pinhole and gamma ray detector.

For a measurement of the Na density distribution of such a thin lamp (Din = 4 mm ),
we need a spatial resolution of at least 0.2 mm. Since there is no lens available for γ-rays we
have to reduce the detection volume by confining the solid angle. This is done by making
a pinhole of 0.2 mm diameter in a thick lead plate. To reduce the intensity of γ-ray with
photons of 1.37 MeV by a factor of 100 from the near vicinity of the point of interest (the
position observed by the pinhole), the thickness of lead shielding must be about 7 cm.
Behind the pinhole a Ge or NaI detector can be placed to measure the 1.37 MeV photons.
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From the pinhole diameter d = 0.2 mm , the thickness of the Pb shielding l = 7 cm and
the lamp outer radius R = 1.5 cm we find a solid angle of

∆Ω =
S

(l + R)2
=

1
4
πd2

(l + R)2
= 4.3 × 10−6 Sr . (2.14)

By collecting γ-photons for various lateral positions we can, in principle, obtain infor-
mation to determine the radial density distribution of 24Na nuclei by means of an Abel
inversion method. The smallest number of γ-photons will be obtained from the detection
volume near the edge (see Fig. 2.9). Taking a path length of 1.74 mm we get a detection
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L

=


1

.
7


4
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Figure 2.9: A sketch of the detection volume near the edge of a lamp for side-on experiments.

volume ∆V that only forms a small fraction of the total volume V . This small detection
volume has a shape of cylinder, i.e. ∆V = π × 0.12 × 1.74 = 5.47 × 10−2 mm3 . Numer-
ically the volume fraction thus equals ∆V/V = 1.2 × 10−4. Assuming that 24Na (in the
gas phase) is homogeneously distributed and that the quantum efficiency of the detector
is approximately 2% [14], we find using Eq. 2.13 that the maximum photon flux collection
rate at the end of the irradiation (t=0) equals

Cγ = ηξA24Na(gas)(0)
∆V

V

∆Ω

4π
= 1.2 × 10−11[ photons/s ]. (2.15)

We have to conclude that the photon count rate of 24Na, generated by the irradiation with
a neutron flux in the near vicinity of an irradiation facility at a cyclotron is far too low to
make spatially resolved measurements possible if the geometrical pin-hole setup of Fig. 2.8
is used.
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2.6 Discussion

Now we discuss the three possible methods that were introduced in section 2.2.2 and look
whether they are feasible. They are recalled here for convenience:
1. Creating 24Na by irradiation of 23Na with neutrons.
2. Filling the lamp with a salt composed of 22Na.
3. Filling the lamp with a salt containing 123I for labeling the molecular species (NaI).

Guided by the analysis given in the previous section we will introduce several factors
to improve the γ-photon count rate:

1. ft to increase the irradiation time.

2. fP to enhance the production rate by the neutron source.

3. fξ to improve the detector efficiency.

4. f∆Ω to enlarge the solid angle.

5. f∆V to increase the detection volume.

The contribution of the first two factors (ft and fP ) leads to an enhancement of the activity.
The last three are related to an improvement of the detection system.

2.6.1 Feasibility of the 24Na method by irradiation

According to Eq. 2.8, the produced number of 24Na can be increased by increasing the
irradiation time and the production rate P . The irradiation time by the neutron flux in
the experiments was about 3 ∼ 4 hours. The produced number of 24Na can be increased
by a factor ft ≈ 4 by increasing the irradiation time up to about 2t1/2 = 30 hours .
The production rate can be increased substantially by placing the lamp in a nuclear reactor.
Since the neutron flux density in such a reactor is about 1014 neutrons/(cm2 · s) instead
of the 106 neutrons/(cm2 · s) found for the cyclotron, we can achieve an improvement of a
factor of fP = 108. Therefore the total number of activity of the produced 24Na can be
improved by a factor of ftfP = 4 × 108, i.e. 2 × 1012 Bq .

Replacing the pinhole by a slit will lead to an increase both in the solid angle and the
detection volume. This can only be done if the axial gradient of the sodium elemental
density is small and negligible. If we consider a slit height of 1 mm, the increase in the
solid angle and detection volume are f∆Ω = 6.4 and f∆V = 6.4.

The detector efficiency of the Ge detector depends on the size of the crystal and can
be increased from ξ = 2% to approximately 5% [14]. Since the 24Na-line appears clearly
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seperated in the energy spectrum (see Fig. 2.6) it might be possible to apply a NaI scin-
tillation detector which would increase the detector efficiency to a maximum of approx-
imately ξ = 50%. Thus the improvements in the detection system can be as high as
fξf∆Ωf∆V ≈ 1.0 × 103.

By realizing all these improvements simultaneously this leads to an enhancement of
the photon detection with a factor of 4.0 × 1011 so that the γ-photon count rate that
in our preliminary experiment was found to be 1.2 × 10−11 photons/s (cf. Eq. 2.15) can
be increased to 4.8 photons/s right after the irradiation. With this initial count rate, it is
possible to make spatially resolved measurement. However in practice it remains extremely
difficult to handle a lamp which is so highly radioactive.

2.6.2 Feasibility of using 22Na

22Na is commercially available with an activity up to 106 Bq. This activity is approximately
6 orders of magnitude lower than that of a sample of 24Na that is obtained by means of
an irradiation by a nuclear reactor (cf. section 2.6.1). Then by applying the detection
improvements (fξf∆Ωf∆V ) discussed in the previous section this would lead to a photon
count rate of about 4.8 × 10−6 photons/s . Therefore we can conclude that experiments
with tractable amounts of commercially available 22Na is not a favorable option.

Since 22Na is a β+ emitter, another suitable diagnostic method might be to detect the
γ-photons emitted by the annihilation process (e++e−=2γ). The coincident detection of
the annihilation photons for imaging is known as positron emission tomography (PET).
The state of the art spatial resolution of PET is approximately 1.5 mm in animal tissue.
However the plasma in a metal halide lamp has a low density compared to that in a
biological tissue. This low density will cause a large range of the positron and all the
positron annihilation will take place at the lamp wall. Therefore PET can not give a
realistic picture of the elemental density distribution in the lamp and we have to conclude
that the second option, filling the lamp with a salt composed of 22Na is not a promising
method.

2.6.3 Feasibility of labeling NaI by tracing 123I

The third possibility to measure the distribution of NaI is to put a dosis of the 123I-
labeled sodium iodide direct into the lamp. 123I is a commonly used radionuclide in nuclear
medicine diagnostics. It has a short half-life (13 hours) and generates γ radiation at 160
keV with a decay probability of 87%. 123I can have a radioactivity of about 200 GBq right
after production by the cyclotron, but the process of binding with Na to make the NaI
salt and filling NaI into the lamp will take some time. The estimated radioactivity of 123I
after making NaI salt and filling into the lamp is about 50 GBq. For the gas phase of the
123I labelled NaI this will be about 150 MBq. In the following we discuss the feasibility
of the measurement of elemental density of iodine {I} by tracing 123I using Single Photon
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Emission Computed Tomography (SPECT).

Research on high-resolution pinhole SPECT [15] has shown that a spatial resolution of
approximately 1.3 mm can be reached with a pinhole of 1 mm and a solid angle of 1 Sr.
In reference [15], the sensitivity was investigated for the radionuclide 99mTc (γ-ray energy
of 141 keV). It was demonstrated that the measured sensitivity of the detecting system is
proportional to the solid angle of the detection system (cf. Eq. 2.14) and thus proportional
to the square of the ratio between the pinhole diameter and the distance of the measured
point from the pinhole aperture. It was found that for a pinhole aperture of 2 mm and
a distance of 1.7 mm to the source, the sensitivity equals 735.4 cps/MBq. In our case
we cannot work with a distance of 1.7 mm since the lamp has an envelope with an outer
diameter of 30 mm. Thus the distance to the burner axis is at least 15 mm. Taking a
distance of 16 mm and a pinhole diameter of 0.2 mm, the sensitivity in our case is a factor
of 8.9 × 103 smaller, i.e. 0.083 cps/MBq.

The volume fraction of the lamp viewed by the SPECT system through the 0.2 mm
pinhole in a 2 mm lead shielding plate is approximately 5% of the total burner volume. The
estimated count rate of the SPECT system then amounts to 0.6 counts/s which should be
sufficient to image the 123I concentration of the lamp with a resolution < 0.5 mm. Conse-
quently the iodine density distribution in the lamp can be obtained. The information of the
elemental density of {I} can be used in combination of the gas temperature measurement
from X-ray absorption to obtain the density distribution of NaI molecules at the cold outer
region of the plasma. Nevertheless, the experiment remains difficult. The lamp has to be
produced in a radiochemical laboratory that is equipped to handle the high radioactivity
of isotopes that have to be inserted into the lamp.

2.7 Conclusion

The γ-spectroscopy technique using radioactive isotopes and a detection system with a
pinhole has been investigated as a means to determine the elemental density distribution
of Na. It turns out to be impossible to make spatially resolved measurements of 24Na
generated by the irradiation of the lamp with neutrons in the near vicinity of a production
target attached to a cyclotron. The main reasons are that the neutron flux is too low,
and the solid angle and volume of the detection system are too small. If the lamp could
be placed for a longer period (30 hours) into a nuclear reactor, it might be possible to
enhance the amount of 24Na such that it is feasible to do spatially resolved measurement
of elemental density of Na.

It is also found to be impossible to do spatially resolved measurement using commercial
available 22Na due to the following reasons:

• The activity of 22Na is too low.
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• The use of micro-PET in combination with 22Na is not feasible since the range of
the positron in the plasma is larger than the diameter (typically 4 mm) of the lamp
envelope.

The SPECT technique has been applied successfully in nuclear medicine imaging by
tracing the radiopharmaceutical 123I labelled sodium iodide. It is a promising technique for
the detection of the elemental density distribution of iodine in the lamp. By introducing
123I-labelled NaI into the lamp, it is in principle feasible to do spatially resolved measure-
ment. However in practice this would involve handling of high radioactive material during
the dosing process of the lamp. This needs a further investigation and an in-depth study
in order to apply this method to metal halide lamps.
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Experimental design of X-ray
absorption on HID lamps

Abstract

In the previous section we dealt with a technique in which γ photons were used. In the
following three chapters we will use photons of lower energy to perform X-ray absorption
(XRA) measurements. XRA is a good diagnostic tool to determine the gas temperature in
high pressure discharge lamps. It can directly produce complete 2-D maps of the elemental
density distribution of the buffer gas (Hg, Xe, Zn) over the lamp. It is also suitable if
apart from the buffer gas also minority species such as metal halides are present. From the
ideal gas law, the relative temperature profile inside lamps can be inferred. In combination
with the absolute measurement of the wall temperature, the complete temperature profile
is obtained. This chapter deals with the experimental setup of XRA.
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3.1 Introduction

For a proper understanding of the relation between the plasma transport phenomena and
the energy coupling of high intensity discharge (HID) lamps we need insight in the temper-
ature distribution over the plasma. That is why a reliable diagnostic has to be constructed
and applied to measure the gas temperature, i.e. the temperature of the heavy particles.
However, the species in the plasma that are directly heated by the external electric field
are the electrons. Depending on the amount of interaction between the different species
the electron temperature may differ from that of the heavy particles. In order to establish
whether the plasma is in LTE, we need to measure both the electron temperature Te and
the heavy particle temperature Th independent of each other. This must be done by using
techniques for which the results are not dependent on the state of equilibrium departure.
The determination of Te will be done with Thomson scattering (TS) and the results will
be given in the Chapter 6 and Chapter 7. For the determination of the Tg we use X-ray
absorption (XRA). This method will be discussed in this chapter and the following two
chapters 4 and 5.
The basic process of XRA is that due to the interaction with inner-shell electrons X-ray
photons are removed from the beam. Since the density of the buffer gas mercury out-
ranges that of the other species, the primary observable is the Hg density distribution nHg.
Therefore we can use the ideal gas law p = nHgkT to translate the nHg-field into a spatial
distribution of a relative (or normalized) temperature. This is justified since the plasma is
within a high degree isobaric.
In the past comparable XRA measurements have been done by several other groups; the
results are reported in [16–18]. Our approach is different in the sense that the obtained
relative temperature field is calibrated with an absolute measurement of the wall temper-
ature. The application of XRA has the following advantages: Firstly, X-ray photons can
penetrate all regions of the lamp, and do not suffer from refractive effects. This makes
the method especially interesting for translucent (ceramic) polycrystalline alumina (PCA)
burners. Secondly, the X-ray absorption cross-section depends only weakly on the elec-
tronic or chemical state of the atom. Thirdly, X-ray absorption measurements only depend
on the absolute density of the detected elements. Other plasma parameters such as electron
density, electron temperature, do not influence the absorption directly.

The result of XRA are presented in Chapter 5 where the application to several lamp
types is reported. By comparing the results with each other we can establish how the
Th field is influenced by changing the chemical composition, the pressure and the power.
These results were obtained via a data handling procedure that is treated in Chapter 4. It
turns out that the data analysis must be done with some care since the effect of the various
instrumental components must be eliminated. The setup and the various functions of its
components are dealt with in this chapter, which shows that the design of the experimental
setup is not trivial at all. The fact that during XRA only a small absorption signal (due to
Hg) has to be inferred out of a large background absorption signal (due to the wall material)
makes XRA experimentally difficult. Moreover the XRA experiment on HID lamps asks
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for high spatial resolution, high dynamic range and a more or less monochromatic X-ray
spectrum.

3.2 Experimental setup: general description

In order to measure the Hg density distribution, an X-ray absorption (XRA) experiment
was constructed for which the setup is shown in Fig. 3.1.
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Figure 3.1: Top view of the X-ray absorption experimental setup. X-ray photons generated by a
fine-focus Mo X-ray tube equipped with a Zr filter are directed through the lamp. Part of the X-ray
radiation will be absorbed by the lamp, the remaining flux falls onto the X-ray CCD camera. The
distance between the X-ray source and HID lamp is around 84cm. The total distance between the
X-ray source and the CCD camera is about 91cm.

A quasi-monochromatic X-ray beam generated by the Mo-anode X-ray tube (equipped
with a Zr filter), is directed towards the HID lamp under investigation. Part of the radiation
will be absorbed while the remaining photons are detected by an X-ray CCD camera. CCD
images are taken for both lamp-on and lamp-off situations. In the off-situation, the mercury
is not present in the volume of the burner, but is condensed in one or two small droplets on
the wall or the electrodes. When the lamp is burning, it is filled with mercury vapor. The
mercury in the lamp-on situation causes an additional absorption of the X-ray photons.
Therefore, the difference of the absorption signal between the lamp-on and lamp-off cases
gives information on the mercury density. In the following sections we discuss the different
elements of the setup. We start in section 3.3 with a discussion of the lamps and the
relevant lamp components. In this way demands are set on the X-ray source and the CCD
camera. These are discussed in section 3.4 and 3.5.
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3.3 X-ray properties of HID lamps

The XRA technique has been applied to four different designs of HID lamps. These lamps
are shown in Fig. 1.5 and their parameters are given in table 1.1. In the following ‘type 3’
lamp is chosen as an example to discuss the X-ray properties of essential lamp parts.

3.3.1 Optical depth of the different lamp materials

HID lamps consist of an outer bulb and an inner burner that, during operation, is filled
with mercury vapor. Thus along the X-ray beam, three different types of lamp materials
are encountered, i.e. the outer bulb (made of SiO2), the inner burner (Al2O3 or SiO2) and
the Hg vapor inside the burner; see Fig. 3.2. In order to understand the challenges associ-
ated with the measurements, we will estimate the optical depth of these three materials.
This will first be done for a beam through the center of the lamp (along path a in Fig 3.2).
After that the optical depth will be estimated for a beam that passes at 20 µm distance
from the inner wall of the burner (path b). For reference we also give path c, which enters
the outer bulb but stays outside the burner.

Typical values of the path lengths for path a are 2 mm for the outer bulb, 1.6 mm for
the inner burner and 4.5 mm for the Hg vapor (’type 3’ burner).
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Figure 3.2: The geometry of a ’type 3’ lamp. The inner diameter of the outer bulb is 28 mm; for
the inner burner this equals 4.5 mm. The wall thickness of the outer burner and inner tube are 1
mm and 0.8 mm respectively. The volume-average Hg density is taken to be 0.015 g/cm3. (This
Hg density value corresponds to the Hg pressure of 19 bar at Teff=3000K). Path c is the path
outside the burner.
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material µρ(cm
2/g) ρ(g/cm3) la(cm) lb(cm) lc(cm) τa τb τc

SiO2 3.59 [19] 2.2 0.2 0.2 0.208 1.58 1.58 1.64
Al2O3 3.12 [19] 3.97 0.16 0.356 0 1.98 4.41 0

Hg 1.2 × 102 [19] 0.015 (a)/0.03 (b) 0.45 0.06 0 0.81 0.22 0

Table 3.1: Properties of the three different materials for 17 keV X-ray photons along the beam for three
cases (Case a: path through the center of the lamp. Case b: path along the outer part of the Hg plasma,
20 µm from the inner wall. Case c: path outside the burner, 4 mm from the center.)

Table 3.1 shows the mass density ρ and the mass absorption coefficients µρ for SiO2,
Al2O3 and Hg for a photon energy of 17 keV. One should realize that the mercury density
is not constant. In fact it is this very quantity and its spatial distribution that has to be
measured. However, to get insight in the order of of magnitude, we took an average density
of 0.015 g/cm3 for path a. This corresponds to a pressure of 19 bar at Teff=3000K.
With the values of Table 3.1, the optical depth τ of the different elements can be calculated,
and we find for path a

τSiO2
= µρρl = 3.59 × 2.2 × 0.2 = 1.58; (3.1)

τAl2O3
= µρρl = 3.12 × 3.97 × 0.16 = 1.98;

τHg = µρρl = 1.2 × 102 × 0.015 × 0.45 = 0.81.

From this calculation it is clear that the optical depth of the burner is 1.98. The τ -value
of the Hg gas is only 0.81 so the difference is approximately 1.17, which means that the
absorption effect of Hg is only e−1.17 = 31% of the absorption effect of lamp wall material.
The optical depth of the outer bulb gives a constant contribution over the region of the
burner, i.e. τSiO2

= 1.58, since it has a constant absorption length for the region in which
X-ray photons pass through the burner. Therefore, the outer bulb does not influence the
contrast of the signal inside the burner with respect to the outside region. However the
presence of the outer bulb does influence the integration time for each single image and
therefore the accuracy of the final results.

Next we consider the absorption along path b situated at 20µm from the inner wall of
the burner (see Fig. 3.2). For the burner the optical depth will increase to 4.41, while the
optical depth of Hg drops to 0.22. Now the difference in τ -value between the wall material
(burner) and Hg is 4.19. Therefore along path b the absorption of Hg will be 66 times
smaller than that of the wall material, which implies that the absorption discrimination
capability of the setup should be better than 1.5%; a value that is substantially lower than
the 31% found above for path a.

Finally we consider the lamp-off case. If the signal of the region outside of the burner is
considered as a constant background as 1, then the signal after the absorption of the burner
for path a is e−1.98 = 0.14, and for path b it is 0.01. In the lamp-on situation, the absorption
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of Hg will be 56% for path a and 20% for path b. This means that we need to discriminate
a signal change of 0.08 for path a and 0.002 for path b respectively. Therefore, in order
to see the absorption of Hg, the dynamic range should be at least 500 ≈ 29. For getting
accurate results, it is preferable to go to a 14-bit or an even better 16-bit resolution system.

This case study, which compares the two paths a and b with each other, shows that
changing the beam position (e.g. from path a to b) will not affect the τ value associated
with the outer bulb. This is due to the fact that the outer bulb has a relatively large
diameter of 30 mm. On the other hand, the absorption path through the burner (Al2O3)
will change drastically. This is illustrated in Fig. 3.3 that shows the path length through
the burner as a function of radial position. This drastic change in path length has an
effect on the spectral distribution of non-monochromatic beams in such a way that the
X-ray spectrum as offered to the Hg gas along path a is not the same as that along path
b. Since the absorption coefficient is decreasing for increasing photon energy we find that
for larger path lengths the spectrum is shifted to the more energetic (”harder”) photons.
This filtering effect is known as beam-hardening and it will be discussed more extensive in
section 3.3.3.

Lateral position (mm)


A

b


s

o


r
p

t
i

o

n


 
l

e

n


g

t
h


 
(

m


m

)


2.25 mm


Wall thickness


0.8 mm


Lamp burner


r

1

=R


r

2


Figure 3.3: The absorption length of the burner as a function of lateral position for a ”type 3” lamp
with inner radius of 4.5 mm and wall thickness of 0.8 mm.
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From this case study devoted to the X-ray absorption properties of the lamp constituents
the following conclusions can be drawn with respect to X-ray source and the detection
system.

1. For an accurate observation of the large mercury density gradient in the region close
to the burner wall a spatial resolution better than 100 µm is required.

2. The low transmission of the wall materials demands a large X-ray photon flux.

3. To reduce the beam-hardening effect the X ray spectrum should be close to monochro-
matic.

4. It is recommended to work with an X-ray source that has a good long-term stability
so that the number of photons (dose) for the lamp-on case is the same as that of the
lamp-off situation. In section 4.5 we will discuss a method to correct for a possible
dose-inequality so that this requirement can be considerably relaxed.

5. Due to long-term instabilities in the lamp burner position, it is preferential to use
short exposure times.

6. Because the optical depth of Hg is small compared to that of the wall material, we
need a detector (CCD array) with a high dynamic range.

The requirements for the X-ray source (high brilliance & monochromaticity) and the
detector (high dynamic range) are discussed in section 3.4 and 3.5 respectively.

3.3.2 Spectral properties of the different lamp materials

The comparison of the energy dependence of the absorption effect for the different lamp
materials is presented by using the linear attenuation coefficient. This quantity k with the
unit of cm−1 is defined as

k(E) = µρ(E)ρ. (3.2)

A plot of the linear attenuation coefficient for outer bulb, inner burner and Hg is given
in Fig. 3.4. Taking again the case of the ‘type 3’ lamp, Fig. 3.4(a) shows that for X-ray
energies below 15 keV, the linear attenuation coefficient of the wall material (outer bulb
SiO2 and inner burner Al2O3) is so high that hardly any X-ray photons will be transmitted
by the wall. Moreover it is clear that the k -value of Hg is much lower than that of the wall
material. Therefore the Hg contribution in the absorption is not detectable with X-ray
photons with energies below 15 keV. When the photon energy is increased to above 17
keV, the k -value of Hg becomes comparable to that of the burner, that is to say, it is not
much lower than 10% of the k -value of the PCA burner.

Measurements with a PCA burner can be more difficult than those with a quartz burner
since kAl2O3

> kSiO2
for the same wall thickness. Therefore, a lamp with the lowest Hg

pressure (in the order of 1 bar) and a PCA burner, such as the type 4 lamp, will be
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(a) (b)

Figure 3.4: The linear attenuation coefficient as a function of X-ray energy for the outer tube
(SiO2), inner burner (Al2O3) and Hg of 19 bar pressure at 3000 K. (a): The total energy range
plot. (b): The detailed plot for the energy range between 10 keV and 25 keV. The data is coming
from NIST database (see link http://physics.nist.gov/PhysRefData/FFast/html/form.html)

unfavorable for the X-ray experiment . Nevertheless it has been investigated whether XRA
measurements are possible in this worst-case scenario (see section 5.5).

3.3.3 Beam-hardening

As pointed out in section 3.3.1, it can be expected that the spectrum of a non-monochromatic
X-ray beam will change during its path through a (strongly) absorbing medium for which
the linear attenuation coefficient k is a function of the photon energy E. A decreasing k-
value for increasing photon energy will lead to the tendency that along the absorption path
the effective E-value will increase; i.e. the surviving photons are harder. This so-called
beam-hardening effect will have the consequence that the spectrum along the different
chords through the Hg plasma is not the same. Since the detection is not energy-selective
this may degrade the Abel inversion procedure.

Figure 3.5 gives a calculation of a typical beam-hardening effect we expect for our XRA
experiment on lamps. The calculation was done by multiplying the X-ray source energy
spectrum [20] with the transmission of the Zr filter, lamp outer bulb (SiO2), and the PCA
burner (Al2O3) for paths a and b.

There are three possibilities to solve this beam hardening effect:
1. To measure the spectrum at each pixel position.
2. To use a monochromatic source.
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Figure 3.5: Illustration of how the beam hardening effect changes the spectrum as function of
lateral position. [left] Two X-ray beams; one ( a) passing through the center while the other (b)
is tangent to the edge of the burner. [right] The calculated X-ray spectrum (normalized over the
area under the spectrum) corresponding to path b compared to that of path a shows a shifting
towards the high energy side. The spectrum is generated by a Mo-anode X-ray tube, and the beam
is attenuated by an outer tube of quartz (thickness 2 mm ) and a PCA burner (1.6 mm for path
a and 4.1 mm for path b).

3. To measure the beam-hardening effect using a lamp filled with a homogeneous Hg den-
sity and to use this as a correction.

Possibility (1) turned out to be unfeasible within our limited budget, moreover such an
experiment would be time-consuming. Therefore we explored options 2 and 3. This will
be discussed in section 3.4 and section 4.3.4, respectively.

3.4 The X-ray source

In the previous paragraph, the X-ray absorption properties of different lamp parts were
discussed. From this it was concluded that a monochromatic X-ray source is needed with
a high brightness1 and a small focal spot size. This subsection is focused on the properties
of the X-ray source and presents a discussion of the choices that have been made.
A commercial X-ray source, initially designed for crystallography, was used for our X-ray
absorption experiment on HID lamps. The system has a standard tube tower housing,
in which different X-ray tubes can be installed. For hard X-ray generation, two different
X-ray tubes can be used, employing either a molybdenum or a tungsten anode.

1High brightness means large flux generated by a small focal spot size in a narrow solid angle.
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In our XRA experiment, the Mo-anode X-ray tube has been used. Since the W-anode
X-ray source does not have any strong X-ray lines in the energy region below 20 keV only,
a continuum spectrum is present below 20 keV which will suffer from beam hardening more
than the semi-monochromatic Mo line. Typical properties and experimental settings of the
X-ray source are given in table 3.2:

Table 3.2: Typical settings of the X-ray source.
properties value

current 20 mA
voltage 25 kV
spot size 0.4 mm*8 mm

take-off angle 6◦

beam angle 12◦

3.4.1 Focal spot size on the anode of the X-ray source

In order to obtain a high spatial resolution, the dimensions of the X-ray emitting area
(the anode) must be as small as possible, especially in the horizontal direction that is
parallel to the lateral dimension x of the HID lamp under investigation. Therefore a fine
focus (FF) X-ray tube has been chosen, with a focus size of 0.4 mm × 8 mm. The 8
mm refers to the depth, this dimension pointing more or less in the direction X-ray source
→ lamp. The 0.4 mm size is parallel to the lateral direction x. We recall that the lamp
is positioned vertically. Since the beam axis is tilted down over a take-off angle of 6◦,
the projected size of the focus area, the anode, is 0.4 mm×0.8 mm. Taking advantage of
geometrical downscaling (cf. section 3.6) we can get a spatial resolution of 100 µm in the
lateral direction. The schematic drawing of the X-ray source geometry is shown in Fig. 3.6.

3.4.2 Beam angle and orientation

The original X-ray source has a beam angle of 12◦ centered around a direction that makes
an angle of −6◦ with the horizon. Therefore in order to get a horizontal beam the (housing
of the) X-ray source has been tilted up over 6◦.

3.4.3 Brightness of the X-ray source

To reach a good spatial resolution (<100 µm) with an X-ray focal spot of relatively large
dimensions (0.4 mm in lateral direction), the object (HID lamp) has been placed far from
the source (cf. section 3.6). Moreover, since the wall material has a low X-ray transparency,
a relatively small number of photons will be collected by the detector. This demands for a
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Figure 3.6: Schematic drawing of the X-ray source geometry. (a): The X-ray source was initially
designed for X-ray diffraction (crystallography); for that purpose the exit window was positioned
such that the beam was tilted down over 6◦. In order to get a horizontal beam, the housing of the
X-ray source has been back-rotated for 6◦. (b): The top view of the anode of the X-ray source.
Both 8 mm and 0.4 mm are in the horizontal plane.

large flux in a small solid angle.
With a high-brilliance X-ray source it is possible to take single image in a relatively short
integration time (typically 60 s), multiple images (typical 50 images) can be taken within
one hour. The final image can be composed by accumulation and averaging. In this way
the signal to noise ratio can be increased by a factor of

√
N (cf. section 3.5.2) where N is

the number of images.

3.4.4 Spectrum of the X-ray source

The Mo anode X-ray tube has a spectrum that contains two typical Mo K-lines (Kα: 17.5
keV, Kβ: 19.6 keV). The Zr filter has a K absorption edge at 18 keV, and therefore the
X-ray spectrum above 18 keV is strongly absorbed by the Zr filter. Thus the spectrum
from the X-ray source is expected to consist mainly of Mo Kα( 17.5 keV) super-imposed
on a continuous background of Bremsstrahlung radiation. Figure 3.7 shows the spectra
of a Mo tube with and without a Zr filter, and clearly shows that the spectrum with the
Zr filter is much narrower than the original spectrum of the Mo tube. The energy below
15 keV will be further attenuated by the outer bulb of the HID lamp. Therefore we can
assume that the spectrum of the radiation offered to the burner is quasi-monochromatic
and mainly consists of the Mo Kα line as shown in Fig. 3.8.
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(a) (b)

Figure 3.7: (a)The X-ray spectrum of a fine focus(FF) Mo-anode X-ray tube with and without Zr filter at
an acceleration voltage of 25 kV. The solid curve is the spectrum from the Mo-anode X-ray tube only. The
dotted curve is the spectrum of the Mo X-ray tube with Zr filter. [20] (b) The transmission profile of the
Zr filter with a thickness of 117 µm.

Figure 3.8: A typical X-ray spectrum through the center of a non-burning lamp. The X-ray spec-
trum is generated by a Mo-anode X-ray tube, filtered by a Zr filter and the quartz outer-bulb (2
mm path length).
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3.5 X-ray CCD camera

3.5.1 Structure of the X-ray CCD camera

In order to detect the X-ray photons that have passed through the HID lamp we make
use of an X-ray CCD camera. The crucial part of this device is a CCD-array of a type
that is well-known for applications of image registration. However, since the CCD-array
is not sensitive for hard X-ray radiation we have to convert the X-ray quanta into visible
photons. During that conversion, effectuated by a phosphor plate, use can be made of
the fact that the energy of an X-ray photon (typically 17 keV) is much larger than visible
photons (typically 2 eV). For this reason one X-ray quantum generates a large number of
visible photons (quantum cutting).
Fig. 3.9 shows the three-fold structure of the X-ray CCD camera: 1) a phosphor sheet, 2)
fiber optics and 3) the CCD-array.

Figure 3.9: The structure of the PI-SCX1300 X-ray CCD camera with three different parts: phos-
phor sheet, fiber optics and CCD-array. The properties of these structure elements are: for the
phosphor layer: QEPhosphor, the quantum efficiency for detecting the x-ray photons, and CVX.→vs.

the number of visible photons produced per detected X-ray photon; for the fiber optics: ∆Ω, the
solid angle of the visible photons that enter the fiber optic, and T the transmission; for the CCD-
array: QECCD, the quantum efficiency of the CCD array.

Among these structure elements, the fiber optic and CCD-array are quite standard and
their properties (cf. Table 3.3) have well known and fixed values. For the phosphor sheet
different options can be selected by choosing the phosphor type, the grain size and the
sheet thickness. In choosing the grain size and the thickness a trade-off is made between
the quantum efficiency (QE) and the spatial resolution. A coarse grain will give a high
quantum efficiency, but a poor spatial resolution. The same applies to the sheet thickness.

A very important feature of the system is the yield Y, that is the number of generated
electrons (in the CCD-array) per incoming X-ray photon (at the phosphor sheet). It is
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determined by the product of several factors

Y = QEphosphor × CVX→vs︸ ︷︷ ︸
phosphor

× ∆Ω

4π
× T

︸ ︷︷ ︸
fiber optic

×QECCD︸ ︷︷ ︸
CCD

= QEphosphor × M, (3.3)

where QEphosphor is the quantum efficiency of the X-ray phosphor, which gives the prob-
ability of detecting an X-ray photon (usually expressed in %), CVX→vs. the conversion
factor of the phosphor, i.e. the number of visible photons per detected X-ray photon, ∆Ω

4π

the fraction of the visible photons that enter the fiber optic, T the transmission of fibre
optic taper and QECCD the QE of the CCD-array which is defined as the number of photo-
electrons generated per incoming visible photon. Another useful quantity is M , the X-ray
photon-to-electron multiplication factor which is defined as

M = CVX→vs ×
∆Ω

4π
× T × QECCD. (3.4)

Typical values of these parameters are listed in Table 3.3.

Table 3.3: Typical values of the parameters for X-ray CCD camera.
X-ray CCD structure properties values

Phosphor QEphosphor 70%@17 keV
GADOX CVX→vs 1.1 × 103@17 keV

Fiber optics ∆Ω/4π . 0.5 (typical 40%)
transmission T 50%

CCD sensor QECCD 30%
pixel size 20 µm×20 µm

readout noise 3.31 e−/pix/read
dark current 1.6 e−/pix/sec@ − 20◦C

linear full well depth 200,000 e−

X-ray CCD M ∼ 66 e− /detected X-ray photon

In the following we will discuss the properties of the various parts of the X-ray CCD
camera in more detail. This will be done following the route from X-ray, via visible photon
to photo-electron.

Only a fraction of the incoming X-ray photons will be detected; this fraction QEphosphor

largely depends on the phosphor type. Since Hg has a relatively high X-ray absorption
cross-section at 15∼17 keV (cf Fig. 3.4(b)), we selected a phosphor which has the highest
quantum efficiency (i.e. 70%) at 17 keV. This was achieved with a Gadolinium Oxysulphide
(Gd2O2S : Tb) phosphor, often referred as GADOX or P43.

If an incoming X-ray photon is detected by the phosphor, a large number of visible
photons will be generated. The conversion factor CVX→vs corresponding to this process
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has an energy efficiency of typically 15%. Thus 15% of the absorbed X-ray photon energy is
converted into visible photons with energies of typically 2.28 eV (equivalent to a wavelength
of 545 nm). Therefore the conversion factor equals:

CVX→vs =
E × 0.15

2.28
, (3.5)

where E is the energy of the X-ray photon. For E=17 keV and the selected phosphor, we
find CVX→vs = 1.1 × 103.

The visible photons generated by the phosphor will be emitted in all directions and
are equally spread out over the full 4π solid angle. Since the phosphor sheet is very thin
and it is directly pressed against the front face of the fiber optics, the fraction of the visi-
ble photons ∆Ω/4π entering the fiber optics is close to 50% and can be approximated by
40%. But also during the transport towards the CCD-array photons will be lost in the fiber
optic. From the manufacturer’s specification, we found the transmission T is typically 50%.

The visible photons collected and transmitted by the fiber optic, will finally hit the
CCD sensor where a part of them will be converted into electrons. The efficiency of this
process depends on the QE of the CCD (QECCD), which is specified as the effective ratio
of the CCD to convert received photons into measurable electrons. The value of QECCD

at 545nm is about 30%.

Substituting in these parameters into Eq. 3.3, gives for the X-ray CCD a value of Y = 46
electrons/incoming X-ray photon. For the M factor, this would mean M = 46/0.7 =
66 e− /detected X-ray photon. For our X-ray CCD camera, a typical value of the multipli-
cation factor M (information given by the manufacturer) is taken as 58 electrons/detected
X-ray photon, which is close to our calculation. This value of 58 e− /detected X-ray photon
has been used in the further calculation of S/N .

3.5.2 Signal to noise ratio

The estimation of S/N will be done for two types of experiments 1) a single exposure sin-
gle pixel (SESP) measurement and 2) the multiple exposure multiple pixel measurements
(MEMP).

We start with the SESP measurements.

The best S/N value, is reached if a maximum number of events are collected. An im-
portant parameter is the gain-setting for the CCD camera which equals the number of
electrons per count. It is known that the linear pixel depth of the CCD is 200,000 electrons
and that the digitization accuracy of the CCD is 16 bits which corresponds to 216 = 65, 536
ADU2.

2One ADU is a unit related to the analogue to digital conversion.
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In order to match the maximum linear pixel depth to the maximum of the digitization
signal, the best CCD analog gain setting will be 200, 000/65, 536 = 3.05 e−/ADU. How-
ever, this gain setting is not available. The closest value is 2.44 e−/ADU which has been
chosen for the experiment. In that way we certainly make use of the entire linear dynamic
range of the CCD and it is guaranteed that the CCD pixels are not saturated before they
reach the maximum of 65535 counts.

The maximum number of electrons for this gain setting is thus 2.44 × 216 = 1.6 × 105

electrons.

The maximum signal after the subtraction of a dark frame will now correspond to
1.59 × 105/M = 2741 X-ray photons (M = 58). If the photon statistics is the only source
of noise we find S/N =

√
2741 = 52 and N/S = 1.9%. However, this S/N-value corre-

sponds to the region with the lowest absorption, which is located out-side the lamp (path
c). At the inner boundary of the burner (path b in Fig. 3.5(a)) the signal will be about
120 times less, which means that we only have 23 X-ray photons. Here the error caused
by the statistical noise is about 21%. Realizing that there are other noise-sources as well,
we have to conclude that the N/S of that image part will always be worse than 21%. This
clearly shows that an improvement is needed, which can be obtained by binning pixels and
averaging the signal of multiple exposures.

Apart from the shot noise associated with the photon statistics we also have read-out
noise and noise from the dark current.

The dark-current noise and readout noise are specified in the numbers of electrons,
however the noise from the photon source itself is determined by the number of the detected
X-ray photons N∗, and equals

√
N∗ (Poisson statistics). By means of the multiplication

factor M , this can be associated with a number of shot noise electrons equal to M
√

N∗.
Therefore in the final calculation of the total noise, all the noise terms have been translated
into number of electrons. The noise terms are denoted as:

Noise∗ = M ×
√

N∗; X-ray statistics, (3.6)

NoiseD =
√

ND; Dark current noise, (3.7)

NoiseR = NR; Readout noise. (3.8)

Therefore the total noise is given by

N =
√

Noise2
∗ + Noise2

D + Noise2
R =

√
M2 × N∗ + ND + N2

R (3.9)

So that the S/N of one SESP is given as

S

N
=

M × N∗√
M2 × N∗ + ND + N2

R

. (3.10)
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Now comparing the noise from the different sources with each other, we find for the
lowest signal that the shot noise of the signal equals

√
23 × 58 = 278 electrons, the noise

from the dark current is 9.8 electrons and the readout noise 3.31 electrons. Therefore the
noise is mainly determined by the X-ray photon statistics and we may write

S

N
≈

√
N∗. (3.11)

The Multiple Exposure Multiple Pixel (MEMP) type experiment will now be discussed
using a case study, i.e. that of the lamp-off image of a ”type 3” lamp ( cf. Fig. 1.5 and
Table 1.1) produced by the maximum exposure time of 102 seconds.

In this case the noise of the image is mainly determined by the minimum signal ( 1137
electrons corresponding to 19.6 X-ray photons per pixel) in the image (the inner boundary
of the burner). The noise from the X-ray photons on a SESP basis is about

√
19.6×58 = 257

electrons while the noise of the dark current is only 12.8 electrons and the readout noise
is 3.31 electrons. From Eq. 3.10, the total noise of this pixel is 257 electrons. The relative
error of this pixel will be 23%. By adding pixels e.g. by binning 20 rows and by adding
signals of 50 images, the relative error will be reduced by factor of

√
1000. This means the

detection limit for the Hg absorption signal for these settings becomes 23%√
1000

≈ 0.7%.

Since the noise of the image is determined by the signal level at the plasma boundary
(inner boundary of wall), this implies that the wall thickness has a crucial influence on the
accuracy of the method. For high wall thickness, a higher X-ray photon energy will be
better.

3.5.3 Linearity of the X-ray CCD camera

In order to know whether the CCD pixels respond linearly to the number of incoming
photons in the whole dynamic range of the CCD camera, a linearity test has been made
for different exposure time until the full scale of the ADU of the CCD. The result is shown
in Fig. 3.10. The camera appears to pass this test easily.

3.6 Optimization of experimental geometry

In our experimental setup, both X-ray source and X-ray CCD camera have finite dimen-
sions, therefore the spatial resolution does not only depend on the properties of the X-ray
source and X-ray detector, but also on the geometry of the experimental setup.
First let us look at blurring due to the X-ray source. If the power distribution of the
X-ray focus spot has a Gaussian shape with a standard deviation σS

Src, an infinitely small
pinhole in the object plane (thus within the HID lamp) will appear on the detector with a
Gaussian intensity distribution which is scaled due to the geometrical magnification factor
β. Therefore the width of the spot on the detector will be

σD
Src = σS

Src(β − 1) with β = L/L1, (3.12)
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Figure 3.10: Linearity test of the CCD camera at different pixel positions for a lamp-on case.

where L and L1 are the distances defined in Fig. 3.11. The superscripts D and S are for
the position plane, i.e. detector position and source position respectively. The subscripts
Src denote the X-ray source.

Figure 3.11: By means of imaging, the source image is reduced and leads to a small σ on the
detector plane, i.e. σD

Src < σS
Src.

Equation 3.12 shows that if we place the object very close to the detector, i.e. if β → 1,
the blurring due to the finite dimension of the source will vanish.

Secondly, we have to take the imperfectness of the detector, X-ray CCD camera, into
account. If an infinitely small point on the sensitive area of the CCD is irradiated, the
CCD generally gives a spatially spread signal. Assuming that the point-spread-function of
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the detector is Gaussian characterized by σD
Det, it is found that the total blurring of the

image due to the combination of the imperfectness of the CCD and the X-ray source will
be

σD
tot =

√
σD

Src
2
+ σD

Det
2
. (3.13)

In order to minimize blurring, we need to compare the X-ray source dimension (0.4 mm
in the lateral direction) and the X-ray CCD spatial resolution (around 100 µm from the
specification). Since we have a divergent beam, the instrumental profile on the image plane
is bigger than that at the object plane. Therefore the real spatial resolution on the object
plane is

σO
tot =

σD
tot

β
. (3.14)

In order to optimize the spatial resolution with the given source (0.4 mm) and detector
(100 µm), we should choose the β factor such that σO

tot is minimum. This happens for
β = 1.0625. In our experimental setup, L=91 cm and L1=84 cm, β = 1.083. With this
setting, we can reach a spatial resolution of 0.0973 mm, which is close to the optimum
0.097 mm.

3.7 Conclusion

From the previous sections, it should be clear that the XRA experiment on lamps is not
trivial. The challenges are
1. The optical depth of Hg is small compared to that of the lamp wall material.
2. The Hg density near the wall has a large gradient and the lamp has a small diameter.
3. The wall materials have a low transmission for X-ray radiation.
4. The burner has different path lengths for different lateral positions.
5. The X-ray spectrum is changed due to the ‘beam hardening’ effect.

To overcome these challenges, the X-ray experimental setup has been designed to fulfill
as much as possible the following requirements:
1. High dynamic range.
2. High spatial resolution (50∼100 µm).
3. X-ray source with high brilliance.
4. Monochromatic source spectrum.

Therefore a final experimental setup has been designed using: 1. A 2 kW fine-focus
Mo-anode X-ray tube as the X-ray source operating at 20 or 25 kV with Zr filter. 2. A
commercial 16-bit X-ray CCD camera with a QE of 70% at 17 keV and system gain of 58
electrons/detected X-ray photon. 3. The object distance and source distance such that
the spatial resolution can reach 100 µm.
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XRA data handling

Abstract

This chapter deals with the data handling of the X-ray absorption (XRA) technique. The
main goal is to construct a procedure by which the relative small reduction of the X-
ray intensity due to the absorption of a low-density mercury gas can be separated from
the large attenuation due to the high-density wall material. An essential aspect of the
procedure is its two-fold structure: two (series of) CCD images are taken; one for a non-
burning lamp (lamp-off), the other for corresponding lamp-on situation. The subtraction of
(the logarithm of) the lamp-off and lamp-on signal in principle leads to the Hg-absorption
contribution.
However, before this can be done the images have to be corrected for several disturbing
instrumental effects such as an offset-value, a dark-current contribution, and the non-
uniformity of the CCD array. But even then we are not ready to apply the subtraction.
Due to the heat generated by the Hg plasma the lamp undergoes a shift, a rotation and an
expansion. Therefore, before the subtraction of images can take place, we have to adjust
them such that a proper mutual matching of the geometry of the lamp-on and lamp-off
is obtained. To facilitate this matching we use analytical fit-functions of the profiles that
also correct for the density decrease of the wall and the X-ray dose-inequality. After this
matching-procedure the subtraction of lamp-on and corresponding lamp-off images leads
to the column density of Hg as function of lateral position. Employing an Abel inversion-
procedure transform these into radial Hg-density profiles.
Several topics of this chapter deserve more in-depth treatments. These are give in the
appendices A, B and C. Appendix A deals with image blurring and beam divergence,
appendix B treats the picture contrast as a function of X-ray energy while appendix C is
devoted to the error analysis. It is demonstrated that the Tikhonov regularization method
provides an optimized way to balance the different sources of errors in the Abel inversion
procedure, i.e. reconstruction errors and noise propagation errors.
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4.1 Introduction

Generally speaking, the X-ray absorption measurement of the mercury concentration in
high intensity discharge (HID) lamps requires two images: one for the lamp-on and the
other for the lamp-off situation. By subtracting these images, the absorption of Hg is
obtained for each lateral line of sight. From this the radial density profile can be recon-
structed by using an Abel inversion procedure. However, before the subtraction of these
two images can take place, they must be corrected for all the various disturbing influences
from the different parts of the setup. These are schematically listed below according to the
setup part.

The source has
1. a finite dimension that leads to a blurring of the image;
2. a divergent cone-like beam that makes the CCD image larger than the object;
3. a non-monochromatic spectrum which will cause a ’beam-hardening’ effect.

The lamp
1. has an unstable position during burning period;
2. will shift and expand due to the temperature rise in the on-situation;
3. brings an offset signal due to scattering of the X-rays.

The X-ray CCD camera has
1. a dark current;
2. a non-uniform pixel sensitivity;
3. a finite phosphor grain size, which leads to additional blurring.

Therefore several corrections have to be made before subtraction of the on- and off-
images can take place and Abel inversion can be applied.

In this chapter we discuss how the X-ray absorption data has to be handled such that
the mercury concentration can be found. In this procedure we have to tackle all the im-
perfections listed above, and we proceed along the following route:

First the real signal is corrected for the dark current, the offset value and the non-
uniformity of the CCD-array. This so-called signal-extraction will be dealt with in section
4.2. After that we deal with the removal of image imperfections. This image reconstruction

is treated in section 4.3 where blurring and magnification will be discussed. In Section
4.4 and 4.5 we will present the fitting of the lamp-off and lamp-on image. The analytical
functions obtained in this way will facilitate the correction of the X-ray dose-inequality and
the geometrical mismatch between lamp-on and lamp-off images. In section 4.6 subtraction
of on- and off- will be described and the result will be subjected to Abel inversion in section
4.7. After the introduction of the wall temperature measurement in section 4.8, finally an
overview of the complete image process procedure will be given. More specific topics are
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described in the appendices.

4.2 Signal extraction

Each X-ray image has the following components: 1. The real signal produced by the
transmission of an X-ray beam through the lamp; 2. The dark current and bias of the
CCD camera; 3. A variation due to the non-uniformity of the CCD-array; 4. An offset
signal.
To extract the real signal from the measurement we follow a procedure that is given by the
following equation:

Îcor =
Imeas − Idark − Ioffset

IXS

, (4.1)

expressing that we first eliminate the dark current (include bias) Idark and the offset Ioffset

from the measured intensity Imeas and that the result of this subtraction will be divided
by IXS. Scattered radiation is responsible for some or all of Ioffset. IXS is the signal
that is measured without a lamp in-between the X-ray source and the detector. By this
normalization we achieve that the final result , Îcor, is corrected for the non-uniformities
of the CCD array.
The influence of the dark current, the offset and the non-uniformity of the CCD will be
discussed more in detail in the following subsections.

4.2.1 Dark current and bias

The number of the electrons in each pixel well is digitized into a number of counts (A/D
units). The electrons are coming from photo-electrons and thermal electrons of the CCD
array itself. The latter contribution is called the dark current and needs to be subtracted
from the measured signal. Moreover, the A/D-converter adds a constant bias to this dark
current value. The dark current of our X-ray CCD camera has a typical value of 0.26
e−/pixel/s at −40◦C . The typical X-ray absorption measurement time is 60 s. The
temperature of the X-ray CCD camera is set at −25◦C. From the measurements of the
dark current and bias values for different CCD gain settings, the dark current is found to
be 0.9 e−/pixel/s@ − 25◦C , and the bias value is 302 counts for the medium gain setting
(2.44 e−/count ). Now if we take an image of exposure time of 60 s, the dark current is
only 54 electrons. The maximum signal in the image is around 3.3 × 104 counts, which
corresponds to 8.1 × 104 electrons. Therefore contribution of the dark current and bias in
the image is relatively small.

4.2.2 Offset correction

After the dark signal subtraction, an offset remains. Attempts have been made to remove
the offset experimentally but without success.
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The presence of the offset is shown by taking pictures of partially blocked lamps (see
Fig. 4.1). This blocking is realized by placing a frame with brass strips of 2 mm thickness
in front of the CCD. The offset values of a vertical cross-section at the center axis of the
lamp-on image is shown in Fig. 4.1. We see that in the center of these strips a ”signal”
remains at a level of about 14% of the signal of the non-blocked image. This offset can
not be caused by the transmission of the X-ray signal through the brass plate since a brass
plate of 2 mm thickness reduces the X-ray radiation with a factor of at least 109. Another
test has been done by blocking half of the CCD with a lead plate in a setup without any
lamp. It turns out that the offset remains even in the ”dark” area far from the lead edge.
This offset might be caused by the X-ray scattering and/or the fluorescence by objects in
the beam such as the metal frame and the outer tube of the lamp.

Since the cause of the offset is not completely clear and cannot be removed experimen-
tally, we have to measure the offset and use this information to correct the images. This
is done by taking a lamp image with a metal frame of thin strips with the setup described
above and shown in Fig. 4.1. The offset value measured in this way is subtracted from
every pixel in the lamp image.

Figure 4.1: Lamp-off (left) and lamp-on (right) images after the dark signal subtraction and flat
field correction. For both images, a metal frame was installed. A vertical cross-section of lamp-on
image at x = x0 is shown on the right side of the image. The offset value, which remains after
blocking the CCD with the frame, is around 430 counts. This is about 14% of the signal of the
non-blocked image on the axis (x = x0) of the burner. This offset value is used for correcting the
image. Moreover, it can be seen in the picture that the lamp expands when the power is turned
on.
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4.2.3 Non-uniformity(flat field) correction

The QE of the X-ray CCD camera is not the same for all the different pixels and thus de-
pends on the 2-dimensional field position x on the CCD. We will assume that this positional
dependence is independent of the X-ray photon energy which leads to the factorization

Q∗(E,x) = Q(E)f(x). (4.2)

In this section we describe how this influence of the strongly varying non-uniform field
function f(x) can be eliminated. This is done by making an image of a uniform beam.
This method, which leads to a uniform field distribution of the array sensitivity, is known
as flat field correction.
The signal S(x ) given by the CCD camera in general reads

S(x) = f(x)∆t

∫ ∞

0

Q(E)I(x, E)dE, (4.3)

where ∆t is the exposure time, and I(x, E) the spectral intensity of the X-ray radiation
entering the CCD camera at a position x. We will first apply this formula to the lamp-off
situation for which we have

Ioff (x, E) = I0(E)e−τoff (x,E), (4.4)

where I0(E) is the spectral intensity emitted by the X-ray source and Ioff (x, E) the in-
tensity which is transmitted through the non-burning lamp. The optical depth τ off (x, E)
depends on the energy E and on the lateral position x. We assume that I0(E) only depends
on E and not on x. This is justified since the energy distribution within the solid angle
that emanates from the X-ray source is isotropic.

The lamp-off signal is determined by inserting Eq. 4.4 into Eq. 4.3 which leads to

Soff (x) = f(x)∆toff

∫ ∞

0

Q(E)I0(E)e−τoff (x,E)dE. (4.5)

The influence of the non-uniformity f(x) can be eliminated by using the same setup to
make a picture of the X-ray source in the absence of a lamp. This signal reads

SSrc(x) = f(x)∆tS

∫ ∞

0

Q(E)I0(E)dE. (4.6)

Dividing Eq. 4.5 by Eq. 4.6 we get a normalized lamp-off image that is corrected for the
non-uniformity of the CCD array. It reads

Ŝoff (x) =
Soff (x)

SSrc(x)
= B

∫ ∞

0

Q(E)I0(E)e−τoff (x,E)dE, (4.7)

where

B =
∆toff

∆tS
∫ ∞

0
Q(E)I0(E)dE

, (4.8)
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is a positional independent constant.
Equation 4.7 will be used in section 4.4 where it is used to construct the fit-function of
both the lamp-off and lamp-on image.

4.3 Image reconstruction

The experimental setup has two influences on the image: blurring and magnification. In
this section, these two effects are discussed.

4.3.1 Blurring

The blurring of the X-ray image is caused by both the finite dimensions of the X-ray source
and the spatial resolution of the X-ray CCD camera. The instrumental profile has been
determined experimentally by analyzing the image of a narrow slit. As a result it is found
that the intensity profile is Gaussian with σD

tot = 32µm at the CCD array position. Here σ
is the half width at e−1/2 ≈ 0.6 of the full scale. The subscript ”tot” stands for total and
indicates that this measured σ-value is a combination of all blurring effects.

In section 3.6, we found that the width of the X-ray source (0.4 mm) introduces a blur-

ring with σD
Src = 17 µm. Using σD

Det =

√
σD

tot
2 − σD

Src
2

and the value of σD
tot = 32 µm , we

find that σD
Det = 27 µm , so the contribution of the X-ray CCD in blurring is larger than

that of the finite area of the X-ray source.

In Appendix A, we present the results of a simulation of the combination of image
magnification and blurring which shows that the blurring has much less influence than the
image magnification. Blurring will be eliminated by the fitting procedure whereas image
magnification will be corrected by using a coordinate transformation (cf. section 4.3.2). If
necessary, the influence of blurring can be removed by a deconvolution procedure.

4.3.2 Image magnification

As we have seen in the description of the experimental setup (Fig. 3.1), we can reduce
the influence of the source by placing the lamp and the X-ray CCD camera at a large
distance from the X-ray source. Therefore, the beam is not perfectly parallel, and thus the
image will be larger than the object (cf Fig. 4.2). Since the Abel inversion is based on the
subtraction of the signal collected along parallel beams for a cylindrical symmetric profile,
a correction is needed that transforms the observed position value x on the CCD-array into
the true value of the lateral position in the lamp at the location denoted by x1.

From Fig. 4.2, we can deduce that

x1 =
L1 · x√

(L1 + L2)2 + x2
, (4.9)
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Figure 4.2: A sketch of the coordinate transformation from the position on the CCD camera x
onto the lateral position in the burner x1. The difference between x and x1 originates from the
fact that the X-ray beam is cone-like.

where L1 is the distance between the X-ray source and the lamp, L2 the distance between
the lamp and the CCD camera, x1 the true value of the lateral position in the burner and
x the measured lateral position on the CCD array.

Using this coordinate transformation we can assign the intensity measured at the CCD
position x to the corresponding true lateral lamp position x1.

4.3.3 Thermal expansion of the burner, density decrease

When the lamp is burning, the temperature of the burner wall will reach values up to 1500
K. Due to the associated thermal expansion the burner will then be larger (see Fig. 4.1)than
under non-burning conditions (room temperature) and the density of the wall material will
thus be smaller. As a consequence of this density decrease, the X-ray absorption of the
warm lamp envelope will be slightly smaller than that of the cold one. This means that
the difference of the absorption between the lamp-off and lamp-on situation can not be
attributed to the presence of Hg only.

A key quantity in this study is the thermal expansion coefficient of the burner material.
This is shown in Fig. 4.3 for the case of Al2O3 where the linear thermal expansion coefficient
α(T ) = 1

L
dL
dT

is found to be temperature dependent. If we average the expansion coefficients
in the range from 293 K to 1500 K, we get the effective thermal expansion coefficient

ᾱ =
1

L0

∆L

∆T
≈ 8.6 × 10−6 K −1. (4.10)
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Figure 4.3: The thermal expansion coefficient of Al2O3 as a function of temperature.

Therefore the relative linear expansion for ∆T = 1207 K equals

∆L

L0

= ᾱ∆T = 1.04%. (4.11)

To study the effect of the expansion and the related density decrease of the PCA wall, we
must realize that the X-ray photons are collected by the CCD array and handled per pixel.
Thus we can confine ourselves to just one pixel which sets the boundaries to a beam in
which X-ray photons are absorbed by the wall material or mercury atoms. We first concen-
trate on the interaction between X-ray and the burner. Figure 4.4 depicts the expansion
of the burner material as seen by one pixel on the CCD camera.
In this figure a cubic piece of wall material was taken which, during lamp-off, has the
same base-plane as a pixel. Assuming no stress in the material, in the lamp-on situation
this piece will expand in all three dimensions. The X-ray beam size and the pixel size
do not change. The expansion in the direction parallel to the beam does not change the
number of atoms encountered by the beam. The distance between the atoms increases but
this is compensated by the increase of the path length. However, the expansion in the di-
rection perpendicular to the beam leads to a reduction of the number of atoms in the beam.

We assume that this reduction factor is the same as the 2D-expansion factor thus

(1 + ᾱ∆T )2 ≈ 1 + 2ᾱ∆T, (4.12)

and that all the various pieces of the lamp as cut out by the different pixels behave all the
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Figure 4.4: A sketch of the thermal expansion of burner viewed by one CCD pixel.

same: they are all cubes expanding with the same factor.

Taking these assumptions into account, we can state that for each path through the
burner (from X-ray source towards CCD), the optical depth of the wall material τw = nσL
changes with the same factor. This factor equals 1/(1 + 2ᾱ∆T ) = 1− θ, where θ = 2ᾱ∆T .
Therefore τw changes into τ ′

w = τw(1 − θ) = τw − θτw.
If we ignore this change in τW and we attribute all the changes between lamp-off and

lamp-on to the presence of Hg, this will cause serious errors. The results suggest that there
is less Hg in the path, namely τnoncorr(Hg) = τcorr(Hg) − θτw.

For example, if we take the relative linear thermal expansion of wall material as 1%,
then θ = 2%. Thus we can only neglect this expansion effect if the optical depth through
the plasma (Hg) is substantially larger than 2% of the optical depth through the wall. In
Table. 3.1, we found that near the wall, the optical depth of Hg is 0.22 and that τw = 4.41
for PCA. Thus, the change of 2% in the optical depth of PCA is about 0.09 which is about
41% of the Hg optical depth. In the center the optical depth of Hg is 0.81, whereas 2% of
the optical depth of the burner is about 0.04, which is about 5% of the Hg optical depth.
So if we do not correct for the thermal expansion, the optical depth in the center will
change from 0.81 to 0.77, and at the wall from 0.22 to 0.13.

This numerical example illustrates that the thermal expansion of the burner can not
be neglected and that the relative effect on the plasma edges will be larger than for paths
through the center. The basic reason is that there is less Hg along paths through the edges
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than along those through the center. Thus neglecting this expansion/density decrease effect
will cause an apparent density drop in regions close to the edge.
A procedure to correct for this will be given in section 4.5.

4.3.4 Beam-hardening

Calibration procedure

As stated in section 3.3.3, when a non-monochromatic X-ray beam penetrates a medium for
which the absorption cross-section is energy dependent, the medium will act as a non-gray
filter, meaning that not only the intensity but also the spectrum of the beam will change as
a function of penetration depth. Since the absorption cross-section is a decreasing function
of energy, we find that the longer the absorption length, the higher the effective energy of
the surviving photons will be, i.e. the X-ray beam becomes ”harder”. Therefore this effect
is called ’beam-hardening’.

In our experimental setup, the X-ray source is not entirely monochromatic, and the
burner has different absorption lengths for different lateral positions. This implies that
the spectrum of the X-ray radiation passing through the Hg vapor is a function of lateral
position. This will make the Abel inversion procedure extra complicated.

In order to study the beam-hardening effect, a special oven-lamp was constructed. This
is a lamp for which the spatial distribution of Hg is not determined by a Hg plasma, but
by an external heating source (oven).

Observation


region


Heating wire


Figure 4.5: An X-ray image of an oven-lamp.

This oven-lamp has the same geometry as that of the ”type 3” lamp (cf table 1.1); the
inner diameter is 4.5 mm, the wall thickness of the PCA burner is 0.8 mm and the electrode
distance is 18 mm (cf Fig. 4.5). The mass of the Hg filling is 4.46 mg and the assumption is
justified that the burner is homogeneously heated by the heating wire. From the geometry
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and the mass of the Hg filling, the number density of Hg can be calculated as

n(r) = a0 = 4.43 × 1025 m−3 . (4.13)

In this case, the line-integral of the density (the column-density) as function of the
lateral position Fcalc(x) can be determined analytically. It is found that

Fcalc(x) ≡ 2

∫ R

x

n(r)r√
r2 − x2

dr = 2

∫ R

x

a0r√
r2 − x2

dr = 2a0

√
R2 − x2. (4.14)

We can also determine this column-density experimentally by comparing the absorption
signal of a lamp-off and lamp-on situation. It should be noted that in this case ’on’ refers
to ’oven-on’ and ’off’ refers to ’oven-off’. The experimental lateral profile of the column
density is given by

Fmeas(x) =
1

σ̄(x)
ln(

IOff

IOn

), (4.15)

where σ̄(x) is the mean value of the cross section, which due to the beam-hardening effect
depends on the lateral position x. Its value can be found experimentally by equating
Fcalc(x) = Fmeas(x) which gives

σ̄(x) =
1

2a0

√
R2 − x2

ln(
IOff

IOn

). (4.16)

Results

In order to investigate the beam-hardening influence, a series of experiments have been
done for the oven-lamp at different acceleration voltages of the X-ray source, i.e. 20 kV,
25 kV, 30 kV and 60 kV. The results are given in Fig. 4.6 where σ̄(x) of Hg is shown as a
function of lateral position x. In the ideal case of a monochromatic X-ray source and no
blurring we would expect horizontal lines.

Figure 4.6 shows that there are two types of deviations from the ideal horizontal line.
The most striking one is the sharp increase in the boundary region, especially for the
acceleration voltages of 20 kV, 25 kV and 60 kV. This is not a beam-hardening effect, but
the result of an image imperfectness as induced by blurring. At higher acceleration voltages
(for example 60 kV), we can detect the beam-hardening effect. In the inner region σ̄ has
larger value than at the outer region (edge excluded, thus e.g. at x ≈ 0.75R). This can be
understood realizing that photons passing through the inner region are less filtered so that
soft photons are better preserved and these have a large σ-value. This study suggests that
40 kV (cf Appendix B) is the most suitable acceleration voltage which will be confirmed
by a study given in Appendix B. Nevertheless most of the measurements were done with
acceleration voltage of 25 kV in order to get the monochromatic X-ray spectrum without
beam-hardening calibration.
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Figure 4.6: The mean value σ̄ of the Hg attenuation cross-section as a function of the lateral posi-
tion x as measured for different acceleration voltages of the X-ray tube, i.e. 20 kV, 25 kV, 30 kV
and 60 kV. It is clearly demonstrated that σ̄ decreases for increasing acceleration voltages which is
based on the fact that σ(E) is a decreasing function of energy. In the ideal case of monochromatic
X-ray radiation (no beam-hardening) and perfect imaging we would find a horizontal line. The
sharp increase approaching the wall points towards image imperfections (eg. blurring). For high
acceleration voltages higher σ̄ values are found at central lateral positions than at the outer region
(x=0.75R): that is the result of beam-hardening.

4.4 Fitting the lamp-off profile

It appears quite straightforward to obtain the Hg density profile from the difference between
the lamp-on and lamp-off images. However, due to the warm-up after switch-on, the
burner will rotate, shift and expand, so that the geometrical position and the density of
the wall material (density decrease due to expansion) will be different from that of lamp-
off situation. Moreover, due to the instability of the X-ray source, the number of X-ray
photons, the X-ray dose, applied in the lamp-on situation is generally not the same as that
of the lamp-off case. Therefore, before the subtraction of the images can take place we
have to adjust the images such that a proper matching of the geometry and the X-ray dose
is obtained. This matching is largely facilitated if the images of the wall material can be
cast in analytical formulas. To that end we use two fitting-procedures: one for lamp-off
and the other for lamp-on. In both cases the fitting-procedure will be guided by Eq. 4.7
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that is reproduced here for convenience

Ŝoff (x) = Boff

∫ ∞

0

Q(E)I0(E)e−τoff (x,E)dE. (4.17)

A first step towards finding the structure of the fit function is obtained by replacing
the integral by a product of the energy width ∆E and the integrand at a mean value Ē
which leads to

Ŝoff (x) = BoffQ(Ē)I0(Ē)e−τoff (x,Ē)∆E. (4.18)

The optical depth of the lamp in the lamp-off situation can be written as

τ off (x, Ē) = τb(x, Ē) + τt(x, Ē), (4.19)

where τb(x, Ē) is the optical depth of the burner at lateral position x and energy Ē and τt

the optical depth of the outer tube. Since the diameter of the outer tube (28mm) is much
larger than that of the burner (4.5mm), we can assume that the path length through the
outer tube is constant over the lateral range of interest (around 5 mm). Therefore we can
simplify Eq. 4.18 to

Ŝoff (x) = Coffe−τoff
b (x, Ē), (4.20)

where Coff = BoffQ(Ē)∆EI0(Ē)e−τt is independent of the lateral position x.

By taking the logarithm of the lamp-off signal we get a fit function of the following
structure

yoff (x) = yoff
0 − τ off

b (x, Ē) (4.21)

with τ off
b (x, Ē) = nbσ̄b(x)lb(x). (4.22)

Here yoff (x) ≡ ln(Ŝoff (x)), yoff
0 ≡ ln Coff is a constant offset, nb the density of the

burner and lb(x) the path length through the burner at certain lateral position x given by
(see Fig. 4.7):

lb(x) = 2

(√
r2
2 − (x − x0)2 −

√
r2
1 − (x − x0)2

)
, 0 ≤ |x − x0| < r1;

lb(x) = 2

(√
r2
2 − (x − x0)2

)
, r1 ≤ |x − x0| ≤ r2. (4.23)

We will now refine the structure of the fit function by giving room to the influence
of the beam- hardening. This is obtained by realizing that, due to beam-hardening, the
absorption cross section σ̄b(x) is not completely constant over the lateral position. The

corresponding lateral dependence can be approximated by σ̄b(x) = σ∗
[

lb(x)
lb max

]−β

, where β

is expected to be a small positive number. This dependence of σ on lb reflects that the
mean cross section decreases as lb increases; a tendency which can be expected. Therefore
Eq. 4.21 can be written as

yoff (x) = yoff
0 − k∗lb(x)1−β, (4.24)
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Figure 4.7: The path length through the burner as a function of lateral position.

where k∗ = nbσ
∗/lb max is a positional independent absorption coefficient. Since lb(x) is

determined by geometric formulas given above(Eq. 4.23), we can now write the fit function
as

yoff (x) = yoff
0 − k∗ ×

[
2

(√
r2
2 − (x − x0)2 −

√
r2
1 − (x − x0)2

)]1−β

, 0 ≤ |x − x0| < r1;

yoff (x) = yoff
0 − k∗ ×

[
2

(√
r2
2 − (x − x0)2

)]1−β

, r1 ≤ |x − x0| ≤ r2. (4.25)

Using the Levenberg-Marquardt non-linear least-square fitting method [21] to fit the ex-
perimental data, the six parameters yoff

0 , k∗, x0, r1, r2 and β can be found. An example
of an experimental fit can be seen in Fig. 4.8.

A test for the influence of β on the fitting has been done by keeping β = 0 fixed in
one fitting and comparing the results with those of a fit for which β was a free parameter.
Figure 4.9 shows that the fit with a free β parameter is better than that of β = 0. More
specifically we can express the influence of β by using the χ2-value of the fit. For β = 0 we
find that χ2 = 0.14 while for β = 0.08 a χ2 of 0.09 is found. This strongly suggests that
there is some influence of beam-hardening on the transmission profile. However the value
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Figure 4.8: An example of the fitting of the experimental data yoff (x) = ln Ŝoff (x)

of β is small and typically around 0.08 for an acceleration voltage of 25 kV. This means
that the beam-hardening effect is not dramatic and thus that the X-ray spectrum obtained
for this acceleration voltage is close to monochromatic.

We can conclude that it is useful to allow for the beam-hardening effect by introducing

a lateral dependent mean cross section of the form σ̄b(x) = σ∗
[

lb(x)
lb max

]−β

.

(a) (b)

Figure 4.9: The influence of β on the fitting of lamp-off profile. (a): β = 0. (b): β is free
parameter which obtains the value β = 0.08.

69



Chapter 4

4.5 Fitting the lamp-on profile

The construction of the fitting function for the lamp-on situation is again guided by Eq.
4.7 which now reads

Ŝon(x) = Bon

∫ ∞

0

Q(E)I0(E)e−τon(x,E)dE, (4.26)

which has the same form as Eq. 4.17 with the difference that τ off and Boff are replaced
by τ on and Bon. We should realize that during the lamp-on measurement I0 is not exactly
the same as that for the lamp-off situation. However, this change can also be regarded as
a change in a measurement time (and thus in B). What matters is the total number of
photons, the X-ray dose, which is determined by the product BI0. An important step in
the final fitting procedure is to correct for the dose-inequality; i.e. to bring the number of
photons for the on-case in accordance to that in the off-case.
Following the same procedure as in the lamp-off case we replace the integral by the product
of energy interval and a mean value of the integrand:

Ŝon(x) = BonQ(Ē)I0(Ē)e−τon(x,Ē)∆E = Cone−τon(x,Ē), (4.27)

where Con is defined in analogy with Coff and the optical depth is described as

τ on(x, Ē) = τ on
b (x, Ē) + τHg(x, Ē), (4.28)

where τHg(x, Ē) the optical depth of Hg at lateral position x and energy Ē.
If we take the logarithm of the lamp-on signal, we get

yon(x) = yon
0 − τ on

b (x, Ē) − τHg(x, Ē) (4.29)

with y = ln(Ŝon(x)) and y0 = (ln Con).
If we compare this with the corresponding equation for the lamp-off situation

yoff (x) = yoff
0 − τ off

b (x, Ē), (4.30)

it is tempting to think that τHg(x, Ē) can be obtained by means of a simple subtraction
of Eq. 4.30 and Eq. 4.29. However, there are two reasons why such a simple operation is
not correct. First, due the warm-up of the burner after switch-on, a rotation, shift and
expansion (and thus density decrease) will take place, so that the geometrical position
and the density of the wall material will be different from that of the lamp-off situation;
therefore τ on

b 6= τ off
b . Second, the number of photons for the on- and off-case are not

exactly the same, so that we in general have yon
0 6= yoff

0 . Therefore, the yon(x) has to be
corrected by means of a fitting-procedure which corrects for the geometrical miss-match
and the dose-inequality. The corresponding fit-function reads

y∗on(x,a) = {yon(x · a1 + a2)} · a3 + a4, (4.31)
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in which a stands for a fit-vector which consists of the elements a1, a2, a3 and a4 that
correct for expansion a1, shift a2, density decrease a3 and offset a4. This last parameter
corrects for both dose-inequality and density decrease operation.

The method that was used to find the structure of this fit-function will now be explained.

First, we must correct for the density decrease of the wall (cf. section 4.3.3) by intro-
ducing the parameter ∆y = y − y0 which isolates the offset y0 from the expressions( 4.29)
and ( 4.30):

∆yoff = yoff − yoff
0 =

{
0, |x − x0| > r2

−τ off
b (x, Ē), |x − x0| ≤ r2

and

∆yon = yon − yon
0 =






0, |x − x0| > r2

−τ on
b (x, Ē), r1 ≤ |x − x0| ≤ r2

−τ on
b (x, Ē) − τHg(x, Ē), |x − x0| ≤ r1.

For the X-ray beam which passes through the burner wall region (r1 ≤ |x − x0| ≤ r2),
only τb (on or off) matters and the difference between ∆yon and ∆yoff is caused by the
density-decrease effect of the wall material, which is described as

∆yoff

∆yon
=

τ off
b (x, Ē)

τ on
b (x, Ē)

=
1

1 − θ
= a3. (4.32)

Thus
∆yoff = a3∆yon for r1 ≤ |x − x0| ≤ r2. (4.33)

Second we have to correct for the shift and expansion of the burner material. This is
done by re-assigning the ∆y -value measured at the lateral position x to the new position
(x · a1 + a2), where a1 takes care for the expansion and a2 for the shift. Thus, if we
may assume that expansion of the burner wall material is linear, we get the following
transformation:

∆y∗on(x, a) = {∆yon(x · a1 + a2)} · a3. (4.34)

Third, in order to correct for the dose-inequality we introduce a4 = yoff
0 − a3 · yon

0 .
Combining these three operations we get the expression for the fit-function for the on-case
as stated above (cf. Eq. 4.311).

y∗on(x, a) = yon(x · a1 + a2) · a3 + a4. (4.35)

Since this fitting function is non-linear, we again apply the Levenberg-Marquardt fitting
procedure [21] to find a1,a2,a3 and a4. The fit is made for all data points in the range of
|x − x0| > r1 where r1 is the inner radius of the burner(cf Fig. 4.7).

1Since strictly spoken the function yon(x) is only known at the measurement points xi, it is made
continuous by linear interpolation between measurement points.
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The overall fitting procedure has two steps:
The first step is to apply Eq. 4.25 to fit for the lamp-off case. Then the lamp-on measure-
ment is fitted for the region which does not contain the Hg vapor (the region |x−x0| ≥ r1).
Due to the presence of the Hg for the lamp-on case, the inner radius of the burner r1

cannot be determined accurately for the lamp-on measurement. However, from the fit, the
outer radius r2 and the center x0 can be found. By assuming that the expansion of the
burner is linear, i.e. that the inner wall and outer wall have the same expansion factor, we
can determine a good estimate for r1. Now by applying Eq. 4.25 on both the full profile
of the lamp-off image and the wall-part of the lamp-on, we can, by comparing the results
determine a first guess of a1 and a2.

The second step is that based on the initial value of a1 and a2, we apply Eq. 4.34 to fit
the on-profile onto the off-profile for the Hg free region (r1 < |x − x0| < r2). In this way
the shift, expansion and density decrease of the burner are corrected.

An example of the fitting procedure of lamp-on profile is shown in Fig. 4.10.

Figure 4.10: An example of the results of fitting the lamp-on and lamp-off images such that the
difference in dose is corrected for: y∗on

0 = yoff
0 in the outside region and the geometry of the wall

part for lamp-on matches with that for lamp-off. The difference between the fitted lamp-on and
lamp-off images provides the absorption contribution of mercury which is also given.

By fitting the lamp-on profile onto the lamp-off profile, parameters a1, a2, a3 and a4

are found. The values of a2 and a4 are typically 1.7 × 10−4 and 1.4 × 10−3 for a type 3-1
lamp. However there is much scatter between different images. This can be understood
since the dose-inequality between the off- and on-cases can be positive or negative. The
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same applies to the change in the central position. The typical values for a1 and a3 for
”type 3-1” lamp is 1.012 and 1.02. It is interesting to see that the values of a1 for all the
lamps are larger than 1. This means that when the lamp is burning, the inner diameter is
smaller than that of the lamp-off case. Theoretically a1 should be less than 1 if the PCA
burner expands outwards and it should be 0.99 for a 1% linear expansion. However since
the lamp is a closed vessel subjected to tension during heating, it is possible that the lamp
does not expand outwards only but both inwards and outwards. Nonuniform heating leads
to nonuniform expansion. There are clear indications that stresses build up in the ceramic
during operation; after a number of starts these lamps often fail due to crack formation.
The value of a3 is as we expected. If the linear thermal expansion is 1%, then the density-
decrease factor of the PCA will be 1− θ = 0.98. Therefore a3 can be obtained by Eq. 4.32
which is 1.02.

4.6 Subtraction

After the geometrical correction of the lamp-on profile, the two profiles can be subtracted
directly. Then we get the optical depth of the Hg vapor as:

τHg(x) =
1

a3

(ln Ŝoff (x) − ln Ŝoncor(x)); or

τHg(x) =
1

a3

(yoff (x) − y∗on(x)). (4.36)

If we select the acceleration voltage of the source such that the X-ray beam entering
the plasma is nearly monochromatic, the beam hardening effect by the burner at different
lateral position x is negligible. Therefore σHg(x) is a constant and the line-integrated
density profile can be obtained as

Fexp(x) =
ln Ŝoff (x) − ln ŜonCor(x)

a3σ̄Hg

; or

Fexp(x) =
yoff (x) − y∗on(x)

a3σ̄Hg

. (4.37)

4.7 Abel inversion

In this section, the Abel inversion procedure will be described. Since the Hg distribution
in the lamp is cylindrical symmetric, the column density of Hg along each chord of the
burner can be described through the Abel transform as

F (x) ≡ 2

∫ R

x

{
n(r) · r√

r2 − x2

}
dr. (4.38)
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In order to describe the radial density profile of Hg, even-order polynomial functions
are chosen as base functions in the radial domain. This leads to

n(r) =
n∑

i=0

a2ir
2i. (4.39)

Then the column density of Hg can be expressed using the base function in the forward
projection space as

F (x) = 2

∫ R

x

∑n
i=0 a2ir

2i+1

√
r2 − x2

dr = 2
n∑

i=0

a2i

∫ R

x

r2i+1

√
r2 − x2

dr = 2
n∑

i=0

a2iF2i(x), (4.40)

where

F2i(x) =

∫ R

x

r2i+1

√
r2 − x2

dr. (4.41)

For each value of i, an analytical form of F2i(x) is obtained. Examples are listed below for
i = 0 · · · 3.

F0(x) =
√

R2 − x2; (4.42)

F2(x) =
R2

√
R2 − x2

3
+

2x2
√

R2 − x2

3
;

F4(x) =
R4

√
R2 − x2

5
+

4x2R2
√

R2 − x2

15
+

8x4
√

R2 − x2

15
;

F6(x) =
R6

√
R2 − x2

7
+

6x2R4
√

R2 − x2

35
+

8x4R2
√

R2 − x2

35
+

16x6
√

R2 − x2

35
.

· · ·

After a decision on the order of the expansion is made, the structure of the fit function in
the forward projection space F (x) is known. By applying Eq. 4.40 to fit the lateral profile
of the Hg density, the coefficients a2i will be found. After that the radial profile can be
reconstructed.

The choice of the dimension of the projection space (i.e. the order of the polynomial)
is not trivial. A demand for accuracy would suggest to add many higher orders. However,
by increasing the order of the polynomial, we also give room to noise. The noise may
”excite” finer structures and structures that are not present in reality. Thus the decision of
the order of the polynomial has to be guided by an error/noise analysis. This is described
in Appendix C. There we will find that the Tikhonov regularization method in the least
square fitting for the lateral profile is the best solution for this problem.

Since we do not know the mean energy, the mean cross-section of Hg is not known a

priori. By assuming σ̄ as a constant, the relative radial density profile of Hg at each axial
position z can be derived using the Abel inversion procedure. Since the total pressure in
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the lamp is constant and the buffer gas is the dominant species, we can apply the relation
pHg ≈ ptot = const. From the ideal gas law p = nkT , the local gas temperature T (r) at
each axial position z is proportional to the inverse of the mercury density n(r), i.e.

T (r) =
p

n(r)k
∝ 1

n(r)
. (4.43)

Then if we know the wall temperature Tw at a certain axial position z, the absolute tem-
perature profile can be determined as

T (r) =
nw

n(r)
Tw. (4.44)

4.8 Wall temperature measurements

Wall temperature measurements were performed at Philips CDL Eindhoven. The burner of
a lamp has been taken out and installed into a vacuum or pure N2 environment depending
on the filling in the outer tube of the original lamps. Then the hot burner is imaged using
the infrared pyrometer AGEMA THERMOVISION 900. The measured infrared spectrum
is located in the far infrared region, i.e. 8 ∼ 12 µm for PCA material and 7.5 ∼ 8.3
µm for quartz. In this infrared spectral region, the quartz or PCA burner material is
not transparent anymore. Therefore the intensity of the signal can be related to the
temperature of the wall provided that the emissivity of the material is known.
A typical example of the wall temperature measurement is shown in Fig. 4.11.

Since we know the wall temperature, the absolute temperature can be found by scaling
the relative temperature profile to the wall temperature using Eq. 4.44.

4.9 The complete image process procedure

From the analysis of all possible error sources, a complete image process procedure has
been established to determine an accurate Hg radial density. Here the procedure is given
as a recipe.

1. Take two series of lamp-on and lamp-off images.

2. Correct these two images for dark current, offset and flat field of the CCD pixel array
(Eq. 4.1).

3. Transform these point source images to a parallel beam system (Eq. 4.9).

4. Fit the theoretical curve to the logarithm of the lamp-off and lamp-on profiles at cer-
tain axial position z for each pair of lamp-off and lamp-on images, and subsequently
scale the lamp-on profile to match the lamp-off profile for the burner material region
(r1 < |x−x0| < r2|) to find the correction for geometrical mismatch, density decrease
of the wall material and X-ray dose inequality. (Eq. 4.25 and Eq. 4.35).
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Figure 4.11: (a): The infrared pyrometry image of the wall temperature of the ARGES lamp (”type
1”) operating with 142 W square-wave ballast of 83 Hz. The zero axial position is chosen at the
tip of the bottom electrode. (b): The wall temperature of ARGES lamp at different axial position.

5. Subtract the logarithmic lamp-off and lamp-on profiles such that the correct column
density profile of Hg is obtained (Eq. 4.37).

6. Accumulate and average all pairs of images, applying step 1-5 on each pair of them,
to get the final column density of Hg.

7. Apply Abel inversion to get the relative radial density profile of Hg.

8. Apply the ideal gas law and measure the boundary value of the temperature to get
the absolute gas temperature profile (Eq. 4.44).
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XRA experimental results

Abstract

Chapter 3 was devoted to the design and construction of an X-ray absorption (XRA) fa-
cility. Chapter 4 dealt with the data analysis procedure obtained by this setup. Here we
will discuss the experimental results.
XRA experiments were done on several lamps. Apart from using lamps with burners of dif-
ferent geometrical structures we also varied the salt filling of these lamps, the Hg-pressure,
and the electrical power. In this way we could establish the influence of the various ex-
ternal settings on the gas-temperature profile. It is found for instance, that the chemical
composition has an important impact. The addition of easy ionizable elements, such as
Na, Dy and Ce lead to constricted temperature profiles. Especially the region close to the
bottom electrode of a vertically burning lamp exhibit slim temperature-profiles.
It was found that even for a worst-case scenario of the application of XRA on a low pres-
sure Hg lamp with a small diameter, reliable results can be obtained. It was found that
for this Hg+NaI/CeI3 lamp with a pressure of 1.7 bar the increase of the power leads to a
constriction of the temperature-profile.
In order to place the results in a broader perspective, XRA experiments were applied to
the ARGES lamp, a lamp that was operated by the Dutch astronaut André Kuipers under
zero-g conditions in the International Space Station. For these lamps temperatures were
measured using data from emission spectroscopy. The XRA setup was also used for lamps
that were investigated with Thomson Scattering TS (cf. Chapter 7). For both the ARGES
and TS lamp it was found that the gas-temperature obtained by XRA gives lower values
than those obtained with TS and atomic emission spectroscopy (AES).
In comparing our results with those of other groups one should realize that in contrast to
other studies our method is more self-contained, i.e. free from data obtained by AES. The
gas-temperature is not calibrated using atomic radiation emitted by the central plasma
but the wall temperature obtained by pyrometry. This gives a solid bases to the compari-
son of XRA results with those of TS and emission spectroscopy and highlights the found
discrepancies.
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5.1 Introduction

After the design of the experimental setup and the establishment of the data handling
procedure, we performed several X-ray absorption experiments on different HID lamps.
Although all the XRA experiments were done on lamps containing Hg to determine the
gas temperature, this technique can also be performed to Hg-free lamps such as metal
halide lamps using Xe or Zn as a buffer gas.
All the X-ray absorption experiments were done with the 2kW fine-focus Mo-anode X-ray
tube and with a Zr filter with a thickness of 0.1 mm± 0.01 mm. The acceleration voltage
was set at 25 kV. The lamp was placed around 7.0± 0.1 cm from the X-ray CCD imaging
plane and around 84 ± 0.1 cm from the X-ray source. All the lamps were driven by a
square-wave ballast which keeps the power of the lamp constant with time. This yields a
quasi-DC situation. The geometry and the fillings of the different lamps are listed in table
5.1. The experimental settings for all the measurements are listed in table. 5.2.

Type larc Din larc/Din δ Lamp fillings

type 1 17 8 2.13 1 10 mg Hg+DyI3
type 2-1 39 18 2.17 1 15 mg Hg
type 2-2 39 18 2.17 1 50 mg Hg
type 3-1 18 4.5 4 0.8 4.46 mg Hg
type 3-2 18 4.5 4 0.8 4.46 mg Hg+NaI
type 3-3 18 4.5 4 0.8 4.46 mg Hg+NaI/CeI3
type 4 32 4 8 0.5 0.6 mg Hg+NaI/CeI3

Table 5.1: The designs and filling of the different HID lamps used in the XRA experiments. Here
larc is the arc length, Din the inner diameter of the burner, and δ is the wall thickness; all given
in mm.

In section 5.2, the typical results are presented for a ”type 3-1” lamp. The fitting of
the lateral profile and the reconstructed radial profile are presented. The shape of the
temperature profile for different axial position is discussed, and also an error analysis is
given. In section 5.3, the results of ”type 3” series lamps are shown, and the influence of
the salt additives on the temperature profiles is discussed. In section 5.4, the XRA results
are presented on two lamps which were also used for the TS study, and the influence of the
pressure on the gas temperature profile is discussed. In section 5.5, the results of a ‘worst
case’ low Hg-content metal halide lamp with small diameter are presented and discussed.
In section 5.6, the results of XRA experiments on a ‘type 1’ ARGES lamp is shown and
compared with Absolute Line Intensity (ALI) measurements. Finally, some conclusions are
drawn from the results of different HID lamps in section 5.7.
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Type Plamp(W) p (bar) τHg Vacc(kV) Iacc(mA) Nimg texpo(s)

type 1 142 ∼ 10 0.55 25 35 20 100

type 2-1 200 ∼ 1.61 0.16 25 35 20 67

type 2-2 200 ∼ 4.91 0.26 25 35 40 67

type 3-1 70 ∼ 19 0.54 25 20 50 60

type 3-2 70 ∼ 19 0.54 25 20 30 60

type 3-3 70 ∼ 19 0.54 25 20 20 60

type 4 70, 90, ∼ 1.7 0.048 25 35 50 60

120, 142

Table 5.2: The operation settings of the different lamps. Here Plamp is the lamp power, p the
estimated Hg pressure1, τHg the estimated diametral optical depth of Hg, Vacc and Iacc are the
acceleration voltage and the current of the X-ray generator, Nimg is the number of the pairs of
lamp-on and lamp-off images, and texpo is the exposure time of each image.

5.2 Typical results of XRA experiments

X-ray absorption experiments were performed on different kinds of HID lamps. The con-
struction and operation specifications of these lamps are given in the table 5.1 and 5.2.
We will start with the presentation of the results obtained with lamp ”3-1”. The lamp was
operated in a vertical orientation at 70 W with a square-wave ballast of 81 Hz. The X-ray
CCD camera was cooled down to −20◦C.

The fitting procedure presented in chapter 4 was performed on all pairs of the lamp-on
and lamp-off images to correct for the X-ray dose-inequality, the geometrical mismatch and
the density-decrease effect. Then after substraction of each pair of the corrected logarithms
of lamp-off and lamp-on profiles, the column density profile of Hg are obtained assuming
that σ̄Hg(x) is constant. The 50 lateral profiles of Hg are accumulated and averaged. Fi-
nally by applying the general structure of the lateral fitting function F (x) = Σi=30

i=0 a2iF2i

(cf. Eq. 4.40) with an optimized Tikhonov regularization parameter (µ = 1 × 10−6) to fit
the lateral Hg density profile, the coefficients a2i are found. This determines the relative
radial profile of the Hg density.

The fitting of the line-integrated lateral profile of Hg density and the reconstructed
radial profile of Hg density are shown in Fig. 5.1. From this relative density distribution,
we can deduce a relative temperature distribution using the ideal gas law p = nkT . By
using wall temperature measurements, we can construct the absolute temperature profile.
This is done for different axial positions and the results are shown in Fig. 5.2.

Figure 5.2 clearly shows that the arc shape is similar for different axial positions with
some constriction close to the top electrode (95%). Since the arc is asymmetrical close to

1The p-value is determined assuming that the Hg is unsaturated which turned out later to be not true
(cf.section 5.4.2).
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(a) (b)

Figure 5.1: (a) The lateral profile of the line-integrated Hg density for a ”type 3-1” lamp at 9.9
mm from the bottom electrode (55% of the arc-length). The lamp is filled with 4.46 mg Hg and
operating with a 70 W square-wave ballast of 81 Hz. The burner has an inner diameter of 4.5
mm. The arc length is 18 mm and the wall thickness is 0.8 mm. The pressure in the lamp is
about 19 bar (cf.table 5.1 and 5.2). (b) The reconstructed relative radial density profile at the
same axial position (9.9 mm from the bottom electrode).

the electrodes and Abel inversion is only suitable for the cylindrical symmetric profile, we
cannot obtain the temperature profile for the region very close to the electrodes.

Figure 5.2(b) gives the radial temperature for 5 different axial positions that are pre-
sented as a function of the normalized distance to the bottom electrode such that the elec-
trode distance larc corresponds to 100%. The normalized temperature profiles are shown
in Fig. 5.2(c). They show if and how far the arc is constricted. They clearly demonstrate
that in the pure Hg case, the temperature profiles are broad and quite similar for different
axial positions.

The dependence of the temperature along the axis of the arc in the ”type 3-1” lamp
are given in Fig. 5.2(a). It clearly shows that, in this case of a pure Hg filling, the axis
temperature is high in the region close to the electrodes. The axis gas temperature in the
middle of the lamp (at 9.9 mm corresponding to 55%larc to the bottom electrode) is about
4656 K. The wall temperature at the same axial position is 1763 K. So the ratio of the
center temperature and the wall temperature T0/TR is 2.6, i.e. nR/n0 = 2.6. The nR/n0

ratio for positions close to the electrodes are 3.4 at 0.9 mm (95%) to the top electrode, and
3.6 at 1.8 mm (10%) to the bottom electrode.

The nR/n0 ratio of Hg density at different axial positions as published by Curry [17]
are about 2.9 at the mid-plane, 4.0 at 1 mm distance to the top electrode and 2.8 at 1 mm
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(a) (b)

(c) (d)

Figure 5.2: (a) The axial temperature profile of ”type 3-1” lamp (pure Hg) burning in vertical
orientation. (b) The radial temperature profiles of ”type 3-1” lamp (pure Hg) for different axial
positions expressed in the dimensionless quantity Z = z/l. The position Z = 0% is that of the
tip of the bottom electrode. (c) The normalized temperature profiles of ”type 3-1” lamp (pure Hg)
as function of radial position for different axial positions. (d) The wall temperature of ”type 3-1”
lamp as a function of axial position.
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to the bottom electrode. That lamp has a different geometry: an inner diameter of 2.15 cm
and arc length of 5.3 cm. Moreover it was operated with a conventional inductive ballast
at 60 Hz. In the mid-plane and close to the top electrode, our nR/n0 values are similar
to those found by Curry. But at the position close to the bottom electrode, our results
are different. It should be noted that Curry did not calibrate the T -profiles by means of
a Twall measurement, but by an information on the central temperature T0. This T0 value
was found by analyzing the spectral line shape of self-absorbed lines (modified Bartels’
emission method) of Hg (546.1 nm, 435.8 nm, 404.7 nm and 365.0 nm). This implies that
an excitation temperature was used which might be close to the electron temperature. In
order to verify the presence of LTE we followed a different route in which the gas temper-
ature profile is determined free from influence of the electron temperature. Nevertheless,
comparing his results with our results we find that the central T found by Curry is larger
than the value we obtained: 5570 K instead of 5250 K. Apart from the difference in the
nature of the temperature (excitation temperature instead of gas temperature) we should
however realize that the lamps are different.

In the rest of this chapter, several other vertical burning lamps will be discussed. In
order to facilitate the comparison between different experiments, the following parameters
are used: 1. The ratio of the densities at the wall and in the center nR/n0 = T0/TR ; 2.
wall temperature TW ; 3. The value of full-width at half maximum (FWHM) of the radial
temperature profile.

All these three quantities are given as functions of axial position. These are presented
both in an absolute scale z given in mm, and in a relative scale Z = z/larc expressed in %.
The zero axial position is chosen at the tip of the bottom electrode.

5.3 The influence of salt additives

In this section, we present the results of an experimental study to the influence of the
salt additives on the gas temperature. For this study we used lamps of the same geome-
try, namely ”type 3” as discussed in the previous section. Lamp 3-1 is without salt (pure
Hg), lamp 3-2 has a single salt component (NaI), and lamp 3-3 has a salt-mixture filling
(NaI/CeI3). The experimental settings are given in table 5.2.

The results for lamp ”3-2” (Hg+NaI) and lamp ”3-3” (Hg+NaI/CeI3) are shown in Fig.
5.3 and Fig. 5.4. They should be compared with each other and with Fig. 5.2.

Figure 5.3 shows that addition of NaI leads to a reduction of the axial gas temperature:
the axis temperature of 5083 K near the bottom electrode (30%) for the pure Hg case drops
to 4729 K. Moreover, the temperature profile near the bottom electrode is more constricted
than that of the pure Hg case.

Figure 5.4 shows that the degree of constriction of the temperature profiles of lamp
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(a)
(b)

(c)
(d)

Figure 5.3: (a): The axial temperature profile of type 3-2 lamp (Hg+NaI) operating with a 70 W
square-wave ballast of 81 Hz (cf.Fig. 5.2). (b): The radial temperature profile of type 3-2 lamp
for different axial positions. (c): The normalized temperature profile of type 3-2 lamp as function
of radial position for different axial positions.(d): The wall temperature of type 3-2 lamp.
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(a) (b)

(c) (d)

Figure 5.4: (a): The axial temperature profile of lamp 3-3 (Hg+NaI/CeI3) operated with a 70 W
square-wave ballast of 81 Hz. (b): The radial temperature profile of lamp 3-3 for different axial
positions. (c): The normalized temperature profile of lamp 3-3 as a function of radial position
for different axial positions. (d): The wall temperature of lamp 3-3.
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Figure 5.5: The FWHM in mm of the temperature profile as function of the axial position (z=0 is
chosen at the tip of the bottom electrode) for three lamps, i.e. type 3-1(pure Hg), type 3-2(Hg+NaI)
and type 3-3 (Hg+NaI/CeI3). These three lamps have the same geometry but different fillings.
They are all operated at 70 W with a square-wave ballast of 81 Hz.

3-3(Hg+NaI/CeI3) is larger than both that of the pure Hg case and the single salt(NaI)
case, especially at the bottom of the lamp.

In order to make the study of the influence of the additive chemistry on the radial
temperature more quantitative we study the Z−dependence of the FWHM by means of
Fig. 5.5, where the three lamps of the same geometry but with different lamp fillings are
compared to each other.
This figure shows that the presence of the metal halide has a large influence on the tem-

perature profile, especially in the lower part of the lamp. The temperature profile of lamp
3-3 with salt-mixture NaI/CeI3 is more constricted than that of lamp 3-2 with a single
salt(NaI), and the difference with lamp 3-1 (pure Hg) is even larger, especially in the lower
part of the lamp. This indicates a demixing of the salt additives along the axial direction.
It also indicates that the presence of the efficient radiator Ce in the lower part of the lamp
leads to an additional constriction. One should realize that the atomic Ce-system has
many optically thin lines so that the enhanced emission of radiation will lead to additional
cooling. This leads to constriction of the discharge provided that the averaged upper level
energy of the radiation transitions is low as compared to the effective ionization energy
in the plasma [22]. At higher axial positions, the Ce elemental density is lower and Na
becomes relatively more dominant. Therefore the FWHM of the gas temperature of the
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(a) (b)

Figure 5.6: (a) Comparison of the wall temperature of three lamps (type 3-1, 3-2 and 3-3) as a
function of the axial position. (b): Comparison of the axis temperature of three lamps (type 3-1,
3-2 and 3-3) as function of axial position.

NaI/CeI3 lamp approaches that of the single salt(NaI) lamp. At about the middle of the
lamp (55% of the arc length from the bottom electrode), the width of the temperature of
all the three lamps are the same. This points towards the fact that mainly Hg is left at
the top of the lamp. This phenomenon is well-known from the spectral studies and can be
related to the fact that due to demixing and therefore depletion of the salt at the top, the
lamp is burning on Hg, meaning that the temperature profile is determined by Hg solely.
Thus, the presence of the salt (NaI and/or CeI3) mainly influences the temperature profile
near the bottom electrode. It makes the arc more constricted in the region below the axial
position of Z = 50% from the bottom electrode.

Additional insight is obtained by comparing the axis and wall temperatures of these
three lamps with each other. This is done in Fig. 5.6 where TW and T0 are shown as
a function of axial position. It shows that the presence of the metal halides changes
not only the center temperature but also the wall temperature. The axis temperature
of lamp 3-2(Hg+NaI) is lower than that of lamp 3-1(pure Hg) in the lower part of the
lamp. In contrast there is not much difference between the axis temperature of lamp 3-
3(Hg+NaI/CeI3) and that of lamp 3-1(pure Hg). The wall temperature is always relatively
low near the top or bottom of the lamp since the end constructions provide an additional
cooling to the burner vessel. For the pure Hg case, the maximum wall temperature is
located at about Z = 50%. However for the lamp containing salt additives, the maximum
wall temperature is shifted upwards since the salt additives are dominant near the bottom
electrode and provide an extra radiation cooling to the plasma in the lower region.
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5.4 XRA measurements on Thomson lamps: compar-

ing different Hg doses

In this section, we will present the XRA results on two high pressure Hg lamps: lamp ”2-1”
and lamp ”2-2” (see table 1.1). They have the same geometry (inner diameter of 18 mm,
arc length of 39 mm, wall thickness of 1mm) but different Hg filling. Lamp 2-1 is filled
with 15 mg Hg and lamp 2-2 with 50 mg Hg.
These two lamps were operating at 200 W with a square-wave ballast. The experimental
settings are shown in table 5.2. Since these two lamps were specially made for Thom-
son Scattering (TS) measurements, the outer bulb was removed. In order to retain the
monochromaticity of the X-ray beam, a quartz plate with a thickness of 2.3 mm was
placed in front of the X-ray source as a filter to block the lower energy part of the spectrum.

As said these two lamps were also used for TS measurements to determine the electron
temperature and electron density. A comparison of the results from XRA and TS mea-
surements is presented and discussed in chapter 7. This study was done to get insight on
the validity of the LTE assumption that is often used for this type of high pressure Hg
discharges.

5.4.1 Determination of the optimum µ value for the least square
fitting

In Appendix C, a description is given of the Tikhonov regularization method that was used
to ensure the stability of the Abel inversion fitting procedure. In this section, it is shown
how the optical value of the regularization parameter µ was established.
The resulting temperature profiles (after Abel inversion) at the same axial position, but
with different values of the Tikhonov regularization parameter µ are given in Fig. 5.7
showing that the temperature value is quite stable and independent of µ as long as µ is
not too large or too small. When 1 × 10−6 ≤ µ ≤ 1 × 10−4, the temperature profiles for
different µ values are quite similar and the difference of the axis temperature is within 1%.
At higher µ values such as µ > 1 × 10−2, the reconstruction errors become dominant. For
very low µ value such as µ = 1× 10−8, the noise propagation error becomes dominant and
oscillations are observed (see Fig. 5.7(a)). Therefore the optimum µ value for the least
square fitting of type 2 lamps is chosen at 1 × 10−4.

5.4.2 Results of XRA measurements

For lamp 2-1 (15 mg Hg filling), 20 images were taken for both the lamp-on and lamp-off
situations. Each image was taken with an exposure time of 67s. The total measurements
were done within 100 minutes. For lamp 2-2 (50 mg Hg filling), 40 images were taken
for the on- and off-situation. The absolute distribution of gas temperature profiles were
obtained from the XRA measurement and the wall temperature measurement. The results
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(a) (b)

Figure 5.7: Temperature profiles of a type 2-1 lamp (15 mg Hg) and a type 2-2 lamp (50 mg Hg)
operating at 200 W as found by fitting with different µ values.

of the measurement on these two Hg lamps are given in Fig. 5.8.
It shows that the axis temperature for lamp 2-1 (15 mg Hg) at z = 60%L equals T0 = 5726

K whereas the T0 value of lamp 2-2 (50 mg Hg) at z = 65%L was found to be substantially
lower, namely 4153 K. Since the lateral profile of the 15 mg lamp has a little asymmetry, it
will introduce an error in the reconstructed temperature profile. Therefore the temperature
results of the 50 mg lamp are believed to be more reliable.

An interesting check of the validity of the experiments involves calculating the absolute
Hg density in the HID lamps provided that the X-ray absorption cross-section is known.
This cross-section can be found by means of the oven-lamp experiment. If we assume
that the mean X-ray photon energy which is absorbed by Hg is about 17.6 keV, then the
absorption cross-section of Hg is found to be 3.58× 10−24 m2 . The absolute density profile
of Hg can then be obtained from the Abel inversion procedure. The Hg density is about
2.2× 1024 m−3 at the center and 1.0× 1025 m−3 at the wall for the 50 mg lamp. For the 15
mg lamp, it is found to be 1.4×1024 m−3 at the center and 9.5×1024 at the wall. From the
Hg dose, the volume-averaged density can be calculated provided that Hg is unsaturated .
It is about 4.5×1024 m−3 for the 15 mg lamp and 1.5×1025 m−3 for the 50 mg lamp. From
this calculation, we can deduce that the lamp with 50 mg Hg dose is saturated since the
maximum density at the wall is already lower than the calculated average density value.
From the absolute Hg density profile and absolute gas temperature profile, the pressure is
found to be 1.1 bar for the 15 mg lamp and 1.26 bar for the 50 mg lamp. From the wall
temperature measurement, the cold spot temperature is found to be 640 K for which the
saturation pressure of Hg is about 1.26 bar. This is in agreement with the XRA result.
Therefore the Hg vapor is saturated for the 50 mg Hg lamp operating at 200 W.
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Figure 5.8: Comparison of the temperature profile between type 2-1 (15 mg of Hg) and type 2-2
(50 mg of Hg) lamps at the same axial position (25.5 mm from the bottom electrode) operating at
the same power 200W with square-wave ballast.

5.5 Low Hg content metal halide lamp

Until now the XRA methods were successfully applied to HID lamps with relatively high
Hg pressures or large diameters. Now a lamp with low pressure and small diameter was
selected in order to determine the validity region of the XRA method.

To that end a special lamp was constructed, hereafter denoted as ”type 4” lamp. From
table 5.1, we can see that for this type of lamp, the optical depth is about as low as it gets
for any HID lamp. Type 4 lamp has a Hg pressure of around 1 bar and a diameter of 4
mm. Therefore, the line-integrated absorption signal of Hg is very small.

A series of experiments were done on this lamp for four different power settings: 70
W, 90 W, 120 W and 142 W. The acceleration voltage of the X-ray generator was 25 kV
and the current was 35 mA. Initially 50 images were taken for the on- and off-situation
respectively. The measurement time for each power setting is around 2 hours. Since the
absorption signal of Hg is very weak in this lamp, the noise in the data is quite high. After
accumulation of these 50 images and binning over 40 rows, the noise in the center of the
lateral profile is about 6%. To increase the signal to noise ratio even further, more images
are required.
Advantage can be gained from our image processing procedure which is based on the
treatment of pairs of lamp-on and lamp-off images for which the on-profile is subsequently
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Figure 5.9: Normalized temperature profiles of a type-4 lamp for different power settings, 70 W,
90 W, 120 W and 144 W. The burner of the lamp is made of PCA with a wall thickness of 0.5
mm. The burner has an inner diameter of 4 mm, arc length of 32 mm. The lamp is filled with
0.6 mg Hg and the salt mixture NaI/CeI3 (cf.table 5.1)

fitted on top of the off-profile. The pairs of images can be taken on different days and
accumulated. For example, if in a 3-day-experiment 150 pairs of images for on and off-
situations are taken on each day, thus in total 450 pairs of images, the signal to noise ratio
will be then 3 times better than the situation mentioned above (50 images). In this way
the noise will be reduced to 2% in the center of the lateral profile. For this type 4 lamp, the
wall temperature was not measured. Therefore only the normalized temperature profile
was obtained and is given in Fig. 5.9 for different power settings. This figure shows that
the temperature profile becomes more constricted when the lamp power is increased.

To conclude, it is still possible to measure a HID lamp with a low Hg dose and a small
diameter, with τ value as low as 0.05. However, in order to obtain more accurate results,
more images need to be taken and therefore the measurement time involved is a few days.

5.6 XRA measurement on a ARGES lamp

ARGES, an acronym for Atomic densities measured Radially in metal halide lamps under
micro-Gravity conditions with Emission and absorption Spectroscopy, is a collaboration
between Philips CDL and Eindhoven University of Technology(TU/e). The aim of the
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ARGES project is to understand two phenomena (demixing and helical instabilities) oc-
curring in certain types of metal halide lamps under different gravity conditions. Both
demixing and helical instabilities are strongly influenced by gravity. The ARGES lamp
(filled with 10 mg Hg and 4 mg DyI3 salt) is designed such that the axial demixing is
most pronounced at the normal operating conditions of 1g (= 9.8 m/s2 ). Therefore it was
decided to study this lamp with XRA so that the gas temperature profile is known.

5.6.1 Comparison with absolute line intensity measurement

The wall temperature as a function of the axial position was obtained by an infrared
pyrometer measurement (see Fig. 5.10(d)). The absolute temperature profiles as a function
of the radial position are shown in Fig. 5.10(b) for different axial positions. The normalized
temperature profiles at different axial positions are shown in Fig. 5.10(c).

From Fig. 5.10(a), we can see that the maximum axis temperature is around 5050 K
at 38% of the arc length from the bottom electrode and that the temperature decreases
approaching the top or the bottom. Another interesting result is that the temperature
profile is strongly constricted at the bottom and that this degree of constriction decreases
for increasing Z-values. The top electrode region has the broadest temperature profile.
This means that the plasma at the top of the lamp is not much different from a pure
Hg discharge which makes the temperature profile broadened. The axis temperatures
were also determined from the Atomic State Distribution Function (ASDF) plot of atomic
Dy. That was done by means of absolute line intensity measurement as reported by T.
Nimalasuriya [23]. This procedure yields a temperature value around 5524 K at about 1.7
mm (10%) from the bottom electrode. However the axis temperature determined from
XRA measurement is about 4239 K which is 1285 K (23%) lower! This means that the
temperature determined from ASDF, presumably the electron temperature Te, is higher
than the temperature (Tg) from XRA. This might indicate that the LTE condition is not
valid in this lamp. Another interesting result is that the FWHM plot in Fig. 5.11(b)
shows that the temperature shape becomes the same when the axial position is above
55% distance from the bottom electrode. This can also be clarified in the study of laser
absorption spectroscopy by A.J. Flikweert [24] which is shown in Fig. 5.11(a).

It shows that the Dy column density decreases about factor of 5 at axial position of
about 10 mm (59%) from the bottom electrode. This is in agreement with the FWHM
found in XRA measurement (see Fig. 5.11(b)).

5.7 Conclusion

X-ray absorption experiments have been successfully applied to different types of HID
lamps. Even for the worst case situation (type 4), related to a lamp with a low Hg pressure
(1.7 bar) and small diameter (4 mm), it is demonstrated that it is possible to use the XRA
method to determine the gas temperature. Therefore this technique can in principle be
applied to measure the gas temperature for the whole family of HID lamps. It can also
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(a)
(b)

(c)
(d)

Figure 5.10: (a): The axial center temperature of type 1 lamp (DyI3 and 10 mg of Hg) operating at
142 W as function of axial position. (b): The radial temperature profile of type 1 lamp operating
at 142 W at different axial positions.(c): The normalized radial temperature profile at different
axial positions. (d): The wall temperature of type 1 lamp.
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(a) (b)

Figure 5.11: (a)A 2D map of the column density of the ground state Dy measured from laser
absorption measurement. The horizontal axis is the radial direction and the vertical axis is the
axial direction.(b)The FWHM of the temperature profile as function of the axial position for type
1 lamp.

be applied to other buffer gases than Hg, such as Xe or Zn provided that the buffer gas
pressure is large enough. The X-ray attenuation cross-section of (Hg-free) Xe is about 21%
of that of Hg at the X-ray energy of 17.6 keV. Therefore the total optical depth of Xe for
the X-ray beam is about 5 times smaller than in the case of Hg for the same geometry and
the same density of buffer gas. In the case of Zn, the X-ray attenuation cross-section of Zn
is about 6.5 times smaller than that of Hg. This means that for the same geometry lamp,
the pressure of Zn should be at least 6.5 times higher than the Hg case. Therefore X-ray
absorption technique can be applied to (Hg-free) HID lamp (with Xe or Zn as the buffer
gas) successfully if the buffer gas pressure is at least 9 bar for Xe and 11 bar for Zn for the
same geometry (d = 4 mm) as ‘type 4’ lamp.

Some recommendations for this technique are given below:

1. To improve the accuracy of the result, the lamp design should be chosen such that
the wall thickness of the burner is as small as possible.

2. A higher effective energy is favorable for the Hg contrast but in that case a monochro-
matic source at higher energy is required. Otherwise, a good calibration method is
needed, especially for the burner wall region.

3. To increase the accuracy, multiple pairs of images are required.

4. The lamp design, construction and operation should be done with great care. For
instance, the electrode design and the power of the lamp should be such that the arc
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is symmetric (a ’light’ electrode design which favors diffuse electrode attachment is
therefore better) since the Abel-inversion cannot be applied to asymmetric profiles.
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Thomson scattering measurements
on an Ar DC discharge lamp

Abstract

In the exploration of various active spectroscopical means to get insight in light generat-
ing plasmas we follow the route of decreasing photon energy. Chapter 2 was devoted to
gamma spectroscopy (employing photons of around 1 MeV), the subsequent chapters 3, 4
and 5 were devoted to X-ray spectroscopy (and hν around 20 keV). Here we will discuss
the application of photons in the visible range (around 2 eV ). This chapter is the first one
of the two studies on Thomson scattering (TS), i.e. the scattering of photons on the free
electrons in a plasma by which the electron density and temperature can be determined.
Chapter 7 deals with TS on mercury lamps and here we will discuss its application to a
model lamp in argon.

Thomson scattering (TS) experiments have been performed in the region near the elec-
trodes of a DC powered model lamp filled with 1-2 bar argon gas. In order to suppress
the false stray light and Rayleigh scattered photons, a triple grating spectrograph (TGS)
was used. In this way the electron density and electron temperature could be measured
in the near electrode region for different arc currents. In order to get the electron density
and electron temperature out of the TS spectrum, both coherent and incoherent Thomson
scattering fitting procedures were used for the data processing. It was found that the radial
profile of the electron temperature is more or less flat in the anode region with a value of
about 1 eV. The electron density increases with arc current and is in the order of 1021 m−3 .
From the result, we can see that the investigated plasma regions are not in LTE in the
sense that locally the rate of ionization is much larger than that of recombination.

This chapter reports on a joint study with Marco Redwitz from Ruhr-University of
Bochum. It was published in J. Phys. D.: Appl. Phys. 37 (2004) 736-743.
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6.1 Introduction

To fully understand the plasma inside a gas discharge lamp, it is important to measure as
many plasma parameters as possible. Among these parameters, the electron density and
electron temperature play an important role. The reason is that the electron gas is the
plasma component which directly receives energy from the external electric field. By means
of elastic and inelastic collisions, this energy is used for the heating of heavy particles and
the excitation and ionization of molecules, atoms and ions. The inelastic processes will
finally lead to light production and the creation of electron-ion pairs. The most straight-
forward way to measure ne and Te is by means of Thomson Scattering (TS). Especially
under relatively low ne conditions, the results are easy to interpret. The frequency distri-
bution of the scattered photons gives insight in the electron energy distribution function
(and therefore Te), whereas the number of scattered photons gives the electron density(ne).
However, there are severe limitations related to Thomson scattering. The cross section of
TS is extremely low which implies that the TS photons are easily lost in the false stray
light which is generated by the reflection of the laser beam on wall or electrode material.
Especially for lamps, this is a severe problem. To reduce the role of false stray light, we
will employ the triple grating spectrograph (TGS) setup as described in [25] where it was
used to measure ne and Te in a QL lamp [26]. Such a lamp burns on 0.95 Pa mercury in a
background of 133 Pa Argon. The same setup was also used for the study of a capacitively
coupled He RF discharge [27] which was almost completely encapsulated by quartz. Al-
though it was found that the TGS gives a substantial reduction of stray light, one still had
to avoid the interaction of the laser with wall material in the direct neighborhood of the
detection volume. Therefore the QL lamp was extended with two side ”ears” as described
in [26].

In the present study we continue our route from academic to more technological plasmas
and apply the TS system to study the plasma properties in regions close to the electrodes.
Therefore we selected the model lamp as constructed in Bochum. In the model lamp
electrodes made of pure or doped tungsten can be operated under well-defined and re-
producible conditions. It was developed with the intention to obtain experimental data
to verify models describing the electrodes and the near-electrode regions in high intensity
discharge lamps (HID lamps). For this purpose the operating parameters should be as
close to real lamps as possible. But the model lamp also has to overcome the problems
occurring with measurements at real lamps. For example, in real lamps the strong plasma
radiation as well as the small and complex geometry make optical investigations of the
electrodes exceptionally difficult. Changing various parameters like pressure, arc current
and arc length, electrode material and geometry, is essential for the understanding of mod-
elling results which is also difficult to achieve with real lamps. The main advantage of
the model lamp is that many parameters can be changed easily. However, the real lamp
is filled with vapors of metals or metal halides, whereas the model lamp is operated with
pure noble gases such as argon and xenon so that the plasma radiation is much lower than
the real lamp. This makes optical investigations of the electrodes much easier. In addition,
important data for modelling are known for these gases, e.g. cross-sections for fundamental
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plasma processes. The model lamp is described in more detail in section 2. Just as in the
case of the QL lamp, we used extension tubes to place the laser–glass interaction far away
from the detection volume in order to avoid that the focused laser beam would damage
the glass wall (see Fig. 6.1). The model lamp was filled with 1-2 bar argon and due to this
relatively high pressure, the electron density was found to be large, especially in front of
the electrodes. This implies that collective scattering becomes important so that the de-
termination of ne and Te is less straightforward than in the case of the low electron density
plasmas we used in the past. Therefore attention must be paid to the interpretation of the
TS spectrum. We will discuss how the values of ne and Te can be deduced for the plasma
conditions close to the electrodes and whether the plasma is in LTE.

This chapter is organized as follows. In section 2 (Experimental arrangement), we will
describe the model lamp geometry and the experimental setup. Extensive attention will
be drawn to the TGS system which is the crucial part for recording the TS spectrum.
In section 3, attention will be paid to the fitting functions for both collective and non-
collective TS spectra. In sections 4 and 5, the experimental results and discussions will be
given. Finally, conclusions will be drawn in section 6.

6.2 Experimental arrangement

6.2.1 The model lamp

The model lamp was designed in the university of Bochum [28–32]with the aim to study
the behavior of electrodes and interaction between electrodes and plasma in order to verify
models describing the near-electrode regions of HID lamps [33–37]. The gas filling of the
model lamp can be adjusted but until now mainly consists of inert gasses such as Ar or
Xe. It was designed such that many parameters can be easily changed, e.g. the arc length,
the electrode positions, filling gas type and pressure. Electrodes made of pure or doped
tungsten with different shapes can be inserted. The model lamp can be operated with DC
or AC currents between 0.4A ... 10A. Furthermore the design of the quartz discharge tube
can be adopted to special measurement requirements. Thus, the model lamp allows for
high accessibility, flexibility and reproducibility for quantitative measurements.

The schematic drawing of the model lamp as used for Thomson scattering is shown in
Fig. 6.1. In our experiment, we use a discharge tube with inner diameter of 9 mm and
the arc length is set to 20 mm. The lamp is filled with pure argon at a pressure in the
range of 1–2 bar. There are two horizontal extension tubes with Brewster angle connected
to the mid plane of the tube in order to reduce the amount of the false stray light and to
prevent that the high intensity in the region near the focus will damage the quartz wall.
At each side of the lamp tube, there is a small hole which allows the laser beam to pass
through the plasma without damaging the quartz tube and also to reduce the generation of
false stray light at the vicinity of the detection volume. The laser beam enters the quartz
discharge tube through a Brewster window far from the focal volume, focuses at the plasma
inside the lamp tube, and leaves the plasma through the hole on the other side of the lamp
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Figure 6.1: Schematic drawing of the model lamp. The lamp is burning vertically. It has an inner
diameter of 9 mm, and the adjustable distance between the electrodes is set at 20 mm. The lamp
is filled with Ar by a pressure control device at 1–2 bar. There are two horizontal extension tubes
connected to the mid plane of the tube in order to reduce the amount of the false stray light. In
our experiment, the position of the electrodes is chosen such that the cathode is at the top and
anode is at the bottom.

tube.Via the Brewster window, it finally ends in a beam-dump.

6.2.2 Experimental setup

A Triple Grating Spectrograph(TGS) is used to detect the Thomson scattering signal and
to offer an excellent rejection of false stray light and Rayleigh scattered photons in the
Thomson spectrum.

The aim of the TGS is to get spectral information for several positions along the plasma-
beam interaction region. Therefore the detection system must be two-dimensional, one
dimension for the position and the other for the wavelength. Since the dispersion by the
gratings is done in the horizontal direction, the vertical direction will be used for the spatial
information. However, the laser beam is horizontal so that a 90◦ image rotator is needed.
An important role is played by the notch filter which is used to reduce the stray light
and Rayleigh scattered photons. It consists of the first two spectrographs in subtractive
configuration forming the Double Grating Filter (DGF). Finally the third grating is used
for the dispersion and the two-dimensional iCCD is used to record the spectrum both
spatially and spectrally.

The experimental setup is shown in Fig. 6.2. A frequency doubled Nd:YAG laser pro-
duces 100 mJ, 7 ns laser pulses at a wavelength of λi = 532 nm . The laser beam is focused
by a plano-convex lens (f = 1 m) to a diameter of approximately 200 µm in the plasma
where Thomson scattering takes place. The laser beam leaves the plasma through a Brew-
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Figure 6.2: The experimental system for Thomson scattering. A frequency doubled laser beam
generated by a Nd:YAG crystal is scattered by electrons in the plasma. Scattered light is collected
by two achromatic doublet lenses and dispersed by a triple grating spectrograph. The first two
gratings and the mask in between serve as a notch filter to suppress stray light. An intensified
CCD camera records the scattering spectrum.

ster window and finally reaches the beam dump. Scattered photons are collected at 90◦ by
a pair of achromatic doublet lenses and imaged onto the entrance slit of the Triple Grating
Spectrograph (TGS). The signal which enters the entrance slit of the TGS is first rotated
to vertical direction by the image rotator and is subsequently filtered by a notch filter (the
first two gratings plus the mask in between) to reduce the stray light. After that it is
dispersed by the third grating and imaged onto a two-dimensional iCCD camera.

In the experimental setup, several measures are taken to reduce the stray light and
plasma background radiation. Firstly, the scattering angle of the system is 90◦ and the laser
beam is polarized perpendicular to the scattering plane so that only the scattered radiation
with the same polarization direction will be detected, i.e. the partially unpolarized light
from the plasma and background will be reduced. Secondly, the intensity of the plasma
radiation can also be reduced by shortening the gate time such that only during the laser
pulse the iCCD is open to record the signal. The combination of linear polarized laser
beam, the extension tubes with Brewster angle , the TGS and the short gate time helps to
suppress stray light and plasma background light significantly so we can get a very good
Thomson scattering signal for this model lamp.
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Figure 6.3: The scattering geometry. Here θ is the scattering angle between the incident and the
scattered wave vectors ki and ks, and φ the angle between the incident-scattering plane and the
polarization of the laser beam. In our experimental setup, θ = 90◦ and φ = 90◦.

6.3 Thomson scattering

Thomson scattering i.e. the scattering of photons by free electrons, can be used to measure
the electron density and the electron energy distribution from which the electron temper-
ature can be derived. In Fig. 6.3, a diagram is given of the wave vectors of the scattering
process, most important is the so-called scattering vector k which equals

k ≡ ks − ki, (6.1)

where ks and ki are the wave vectors of the scattered and incident light respectively.

The equation which describes how the intensity of the scattered photons Ps(ω) at a
certain frequency ω depends on the solid angle Ω is given by

dPs(ω)

dΩ
=

dσ

dΩ
PLLsneS(k, ω), (6.2)

where PL the incident laser intensity, Ls the length over which scattered light is collected
and dσ

dΩ
the differential cross-section for the single electron scattering process; The dynamic

form factor S(k, ω), which gives the frequency shift resulting from the electron motion as
well as the effect of correlations between the electrons, describes the spectral distribution of
the TS spectrum as function of ω. When the ratio of Te/Ti is close to unity, the dependence
of Thomson scattered photons on the frequency is given by the Salpeter approximation [38,
39], which can be written as the sum of two terms: an electron spectrum whose frequency
scale is kve, the characteristic Doppler shift at the electron thermal speed, and an ion
spectrum whose frequency scale is kvi, the characteristic Doppler shift at the ion thermal
speed; ve and vi are the electron and ion mean thermal velocity respectively which are
defined as

ve =

(
2πkTe

me

)1/2

, vi =

(
2πkTi

mi

)1/2

. (6.3)

This leads to the following structure of the form factor
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S(k, ω)dω = Γα(xe)dxe + Z

(
α2

1 + α2

)2

Γβ(xi)dxi, (6.4)

where Γα(xe) and Γβ(xi) are the expression of the electron and ion contribution defined as

Γα(xe) =
π−1/2e−x2

e

|1 + α2W (xe)|2
;

Γβ(xi) =
π−1/2e−x2

i

|1 + β2W (xi)|2
.

Here β and W are defined as

β2 = Z

(
α2

1 + α2

)
Te

Ti

;

W (x) = 1 − iπ1/2xe−x2 − 2xe−x2

∫ x

0

ep2

dp.

The dimensionless frequency variables xe and xi are defined as xe = ω/(kve) and xi =
ω/(kvi).

Depending on the properties of the electron gas, we can distinguish between two extreme
situations: non-collective and collective Thomson scattering. The degree of collectiveness
depends on the value of scattering parameter α,

α ≡ 1

kλD

≈ 1

4π sin(θ/2)

λi

λD

, (6.5)

where λi is the wavelength of incident light, θ the scattering angle and λD the Debye length
given as

λD =

√
ε0kBTe

e2ne

. (6.6)

The dependence of the Thomson scattering shape on the α value is shown in Fig. 6.4.

When α � 1, the scale of the scattered wave length (1/k scale) is much less than
the Debye length and the scattering takes place within the Debye sphere where electrons
are randomly distributed. In this case we get a phase-unrelated TS spectrum since the
scattered waves by different individual electrons are random in phase. This leads to so-
called non-collective Thomson scattering.

When α � 1.0, collective effects are dominant. Since the scale of scattered wavelength
is larger than the Debye length, the motion of the individual electrons as a response to the
laser field is no longer uncorrelated so that a more collective behavior becomes manifest.
This is denoted by collective Thomson Scattering. In practice, the Debye length can be
written as

λD = 745[nm]

√
T̂e

n̂e

, (6.7)
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Figure 6.4: Thomson scattering spectrum (intensity as a function of ∆ω (Hz) with respect to the
incident laser frequency) at Te = 1 eV for different α value.

where T̂e is given in eV and n̂e in 1020 m−3 . Thus in our experimental setup, where
scattering angle is 90◦ and λi = 532 nm , the scattering parameter is given numerically by

α⊥ = 0.08

√
n̂e

T̂e

. (6.8)

Since in this high pressure model lamp, the electron temperature is expected to be more
or less invariant at Te ≈ 1 eV , we see that α⊥ mainly depends on

√
ne. In the center of the

plasma, it is expected that ne ≈ 1022 m −3, i.e. n̂e ≈ 102[1020 m −3], so that we get α⊥ = 0.8.
Thus the scattering spectrum shape is already quite collective which implies that we can’t
use a non-collective fitting procedure. However, at the plasma edges, where the electron
density is smaller, we may expect lower α values and thus more non-collective scattering.
Therefore we have to use a procedure which can deal with both collective and non-collective
scattering. In both cases, the measured spectrum is fitted only to the electron contribution
of the Salpeter function since the ion contribution is located in the center of the spectrum
which is filtered and it is too narrow to be detected by the TGS system.

We start with a description of the fitting procedure for non-collective scattering. Non-
collective Thomson scattering is based on the scattering of the photons on individual elec-
trons in a plasma. When a photon is scattered by an electron, the scattered photon
frequency has a shift which is proportional to the velocity of the electron in the direction
of the scattering vector. When the electrons are in a state of local thermal equilibrium,
they have a Maxwellian distribution and the electron velocity distribution has a Gaussian
profile. In that case the Thomson scattering spectrum also has a Gaussian profile and
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Figure 6.5: A typical Raman spectrum.

the electron temperature can be directly derived from the width of the fitted Gaussian
spectrum using the equation

Te =

[
mec

2

8kBλ2
i sin2(θ/2)

]
· ∆λ2

1/e. (6.9)

Here me is the electron rest mass, c the light speed, kB the Boltzmann constant, and
∆λ1/e the half 1/e width of Thomson scattering spectrum which is given in nm. In our
experiment, θ = 90◦ and λi = 532 nm, so that Te = 5238 · ∆λ2

1/e[K].
By absolute calibration of the laser power with rotational Raman spectrum from ni-

trogen [25], the electron density is directly proportional to the intensity of the Thomson
scattering spectrum and we get

ne = nN2
· PT

PRM

· ΓRM , (6.10)

where nN2
is the density of nitrogen gas, PT is the total Thomson scattering intensity, PRM

the total Raman scattering intensity and ΓRM the calibration factor for the total cross-
section of the rotational Raman spectrum (∆J = ±2) with respect to Thomson scattering.
A typical Raman spectrum is given in Fig. 6.5.

For α � 1, the width of the spectrum is just the distance between two satellite peaks,

which is equal to twice of the plasma frequency (ωp =
√

e2ne

ε0me
) which gives ne; α is deter-

mined by fitting the exact shape of the spectrum, so that the Debye length and electron
temperature can be derived as well.

For the intermediate range of α value, i.e. 0.3 < α < 1, collective effects have already
influence on the spectrum. Although it can be fitted without calibration, the problem is the
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values of ne and Te depend quite sensitively on the exact shape of the spectrum. Therefore
the fitting result is relatively inaccurate. A good calibration of Raman scattering spectrum
will give additional information and will improve the accuracy of the fitting result.

6.4 Results

A series of Thomson scattering experiments have been done for the regions close to cathode
and anode.

2 mm

0.2 mm
0.3 mm

anode

arc
axis

laser

detection
volume

r

Figure 6.6: A sketch of the detection volume near the anode. For an anode with 2mm diameter
and relatively low currents, the arc attachment is constricted and bent. The detection volume is
located at 300 µm in front of the anode. The origin (r=0) of the radial position is chosen at the
maximum of the Thomson scattering signal.

The schematic drawing of the detection volume close to the anode is shown in Fig.
6.6. The arc length is 20 mm and the Ar pressure is 1.5 bar. We used a pure tungsten
cathode with 0.6 mm diameter and a pure tungsten anode with 2.0 mm diameter. A
typical collective spectrum is shown in Fig. 6.7. The shape of the spectrum is not Gausian,
so it has to be fitted with a collective TS fitting procedure which was described in section
6.3. Fig. 6.8 shows the radial profile of electron temperature and electron density near the
anode (300 µm in front of anode) of an Ar discharge for different DC currents. It is clearly
shown in Fig. 6.6 that the arc attachment near the anode was constricted and bent for the
chosen parameters. Since it is difficult to determine the absolute position with respect to
the anode, the center position (r=0) is chosen at the maximum of the Thomson signal. In
general this does not coincide with the center axis of the anode. Since the plasma axis is
not perpendicular to the electrode surface, the left and right region with respect to the
center position (r=0) are not of equal size. From Fig. 6.8, it can be seen that the electron
temperature distribution in the radial direction is more or less independent of the arc
current and has a value between 10000 K and 12000 K. The electron density is found to be
dependent on the arc conditions. It has a maximum in the arc center and is 2.6×1021 m −3,
4.6 × 1021 m −3 and 8.6 × 1021 m −3 respectively for current of 1 A, 2 A and 3 A.
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Figure 6.7: The typical collective Thomson scattering spectrum at 300 µm distance to the anode
at 3 A arc current. It is clear that this is not a Gaussian so that collective effects are important
apparently.

Figure 6.8: Radial profiles of the electron density and temperature at 300 µm in front of the anode
for different arc currents(1 A, 2 A and 3 A).The lamp is filled with pure Ar with a pressure of
1.5 bar. Note that the electron temperature is more or less constant and that the electron density
increases with increasing arc current. Here the origin of the radial position(r=0) is chosen at the
highest intensity of TS signal.
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Figure 6.9: The radial profile of electron density and temperature at 200 µm in front of cathode.
The lamp is burning at 4A and filled with pure Ar of 1.5 bar. Note that again Te is more or less
constant whereas ne has a parabolic shape.

Fig. 6.9 shows electron temperature and density profiles close to the cathode ( around
200 µm to cathode). It shows that in the center, ne ≈ 1.9 · 1022 m −3 and Te ≈ 13000 K .
Here the Ar pressure is 1.5 bar. Again ne is highest in the center of the plasma whereas Te

is again more or less constant but the value is larger than that found in the anode region.

6.5 Discussion

From the results of Thomson scattering experiments on the model lamp, we found that Te

does not change much for different arc currents at the region close to the anode whereas
ne increases with the arc current. This implies that the degree of the collectivity of the
TS spectrum also increases with current. The α value is plotted in Fig. 6.10 for different
currents at 300 µm in front of the anode. From Eq. 6.8, we can see that the higher electron
density, the higher α value since Te is more or less constant and equals to 1 eV.

If the plasma in the electrode regions were in LTE, then the density of the electrons ne,
ions n+ and ground state atoms n1 would be related to each other by means of the Saha
equation

nS
1

g1

=
nen+

2g+

[
h√

2πmekTe

]3

exp
( I1

kTe

)
, (6.11)

where nS
1 and g1 = 1 are the density and statistical weight of the atomic ground state
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Figure 6.10: The α-value for different arc currents at 300 µm in front of anode.

respectively, n+ the argon ion ground state density and g+ = 6 is the statistical weight
of argon ion ground state. Furthermore h is Plank’s constant, me the electron mass, and
I1 = 15.76 eV is the ionization energy of atomic ground state for argon .

The departure from Saha equilibrium can be characterized by the dimensionless quan-
tity b1 = n1/n

S
1 [40]. Here n1 is the density of the atomic ground state. In order to

determine the degree of equilibrium departure for the near anode region, we can take the
central values of electron density and the average electron temperature of 11000 K from
Fig. 6.8 and calculate the corresponding nS

1 value. For the currents of 1 A, 2 A and 3 A,
this leads to the following results: nS

1 is 3.4× 1021 m−3, 1.1× 1022 m−3 and 3.7× 1022 m−3

for arc current of 1A, 2A and 3A respectively.

The actual value of the ground state density can be determined from the gas tempera-
ture in the Ar lamp. Since we did not measure the gas temperature in this model lamp, we
estimated the gas temperature of about 5000 K. This value of 5000K, which is between the
temperature of the electrodes and the temperature of the electrons, is used to estimate the
b1 factor later on. From the ideal gas law p = nkT and the known Ar pressure of 1.5 bar, a
ground state density of atomic Ar is estimated to be n1 ≈ ntotal = p/kT = 2.2 × 1024m−3.
This value will be taken for all currents. Note that this approximation p = pAr(1) is justi-
fied because the plasma is only partially ionized: the pressure of atomic Ar is more or less
the same as the total pressure, since the Ar ion density is much lower than the atomic Ar
density. Comparing nS

1 with n1 gives a b-factor of 6.5× 102, 2.0× 102 and 59 for 1 A, 2 A
and 3 A respectively.
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6.5.1 The steady-state electron particle balance

In the previous subsection it was found that the plasma regions in front of the anode are
characterized by large b1 values. It was found that the lower the current, the lower ne and
consequently the higher the corresponding b1 value is. The departure from equilibrium is
also manifest in the region of the cathode. If we take the center point in front of cathode,
ne = 1.9 × 1022 m−3 and Te = 1.3 × 104 K , the calculated ground state Saha density is
nS

1 = 1.1× 1022 m −3, so we get b1 ≈ 200. This means that the plasma regions are strongly
ionizing. In order to investigate how this strongly ionizing behavior is related to other
plasma properties we will use the electron balance equation which is given by

nen1Sion − nen+αrec = ∇ · (newe), (6.12)

where Sion and αrec are the effective rate coefficients for ionization and recombination
respectively, and we is the electron velocity.

In fact this equation expresses that the net ionization, i.e. ionization minus recom-
bination, has to be compensated by the efflux of electrons. We will first investigate the
ionization term which is mainly determined by the effective rate coefficient Sion. Since the
ionization energy of argon is relatively high (15.76 eV), the ionization is mainly step-wise.
And due to the high ne value, the escape of radiation will be relatively unimportant so
that each excitation step from the ground state to the first excitation state 1 → 2 will lead
to ionization [40–42]. Therefore we may equate Sion to the rate coefficient K1,2 for the
excitation from the ground state to the first excited state which for argon can be given by
[40–42],

Sion(Te) ≈ K1,2 ≈ 6.81 · 10−17
√

Teexp

(
−

E∗
1,2

kBTe

)
[m3s−1], (6.13)

where E∗
1,2 = 12.06 eV is the effective excitation energy of the first excited state.

Now we will first study the electron particle balance in the anode region(300 µm in
front of the anode) for the case that the current equals 3A. In that situation we found
ne = 8.6× 1021 m −3 and the average Te = 1.1× 104 K which corresponds to an ionization
rate coefficient Sion = 2.1×10−20 m3s−1 . This gives an ionization rate of 4.0×1026 m−3s−1 .

For the recombination process we will assume that only three particle recombination
will be of importance. The corresponding rate coefficient α3P

rec can be estimated from the
overpopulation of argon ground state density with respect to the Saha density. If the plasma
were in Saha equilibrium, the ionization process would be balanced by the recombination
process, nen

S
1 Sion ≈ nen+α3P

rec. However, since the plasma is not in Saha equilibrium, the
ratio of ionization and recombination rates is not unity but equals

nen1Sion

nen+α3P
rec

≈ n1

nS
1

≡ b1, (6.14)

where b1 is the ground state overpopulation with respect to Saha equilibrium. Therefore
the recombination rate will be 59 times smaller than the ionization rate and can thus be
neglected.
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For the electron flux we use the following expression

newe = −Da∇ne +
je
e

, (6.15)

where je = eneµeE.
Here Da is the ambipolar diffusion coefficient and µe the electron mobility: a negative

quantity. Since the plasma convection flow is very small, we neglect the contribution of
the convection term.

The divergence in the electron flux, that is the right hand side of Eq. 6.12, can now be
written as

∇ · (newe) = −∇ · (Da∇ne) + ∇ ·
(

je
e

)
, (6.16)

and we assume that the last term can be neglected in the near anode region.
The diffusion term can be approximately written as [40,41,43]

|∇ · (Da∇ne)| ≡ ne
Da

Λ2
ne

, (6.17)

where Λne is the gradient length of electron density. When 5400 K < Te <13800 K and
2000 K < Th <7000 K, Da can be approximated by using the following equation [44,45]

Da ≈ 1.81 · 10−11 · (5864 + Te) · Th [m2s−1]. (6.18)

In the anode case, the average electron temperature is given by Te = 1.1 × 104 K and
Th ≈ 5000 K, so Da = 1.5 × 10−3 m2s−1 . Λne is approximated by fitting the radial profile
ne with a parabola function around the central position. This gives a value of Λ = 0.3mm
which is in the same order as the distance to the anode. Therefore the diffusion rate is
about 1.4 × 1026 m −3s−1 which is 20 times larger than the recombination rate but in the
same order of the magnitude of the ionization rate.

This means that due to contraction in the neighborhood of anode as introduced by
the plasma-electrode attachment, a large gradient will be created which generates a large
diffusive efflux of electron-ion pairs.

In the case of the near cathode region, we find a temperature of 1.3 × 104 K which
is larger than the value found in the near-anode region. Thus the efflux must be larger.
An estimation shows that the increase from Te = 1.1 × 104 K to 1.3 × 104 K leads to an
enhancement of a factor of 8 in the generation of electron-ion pairs. On the other hand,
the gradient length is not much different so that the diffusive efflux will not be capable to
balance the ionization. Thus we have to look for other effects and investigate the last term
in Eq. 6.16: the divergence of the electron current density. For the total current density
j = je + j+, we have in steady state ∇· j = 0, but this does not exclude the possibility that
∇ · je = −∇ · j+ 6= 0. This is indeed what happens in front of the cathode. It is known
from literature that by approaching the cathode the ion current gets more and more the
task to carry the arc current, a behavior which is depicted in Fig. 6.11 [46].
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Figure 6.11: Distribution of current density in the cathode layer of an arc discharge (From Yuri
P. Raizer [46]).

In order to establish whether this change in the nature of the current density is indeed
capable to explain the large deviation from Saha equilibrium, we need to estimate ∇ · je

e
.

Taking an arc current of 4 A and the plasma radius of 0.3 mm in front of cathode, the
current density can be calculated to be equal to 1.4× 107 Cs−1m−2 . So the electron flux is

je

e
= 8.75 × 1025m−2s−1

and

∇ · je

e
≈ j

ehp

, (6.19)

where hp is the gradient length associated with the change in the nature of the current
density at the location where TS were done.

It is not clear whether this change is already in action at the distance of 0.2mm from
the cathode but it can be seen that we do not need a steep gradient to get ∇ · je

e
the same

value as the ionization rate. Therefore it might be possible that the mechanism responsible
for the large deviation from LTE has indeed to be searched for in this ∇ · je

e
.

6.6 Conclusion

As far as we know, it is the first time that the Thomson scattering (TS) technique is
successfully applied to study the plasma region close to the electrodes of a small lamp.
In this study, the TS spectrum is partly collective. We applied the collective Thomson
scattering fitting procedure to the spectrum and get a very good result. If the scattering
parameter α value is in the range of [0.3,1.0], we need a very good Thomson spectrum
with high signal to noise ratio and very accurate Raman scattering calibration to achieve
reliable results.

From the result, we can see that the plasma is far from LTE near electrode region. It
is ionizing both in the near-cathode and near-anode regions.
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Thomson scattering on high pressure
Hg discharge lamps

Abstract

Thomson scattering (TS) experiments have been performed on high pressure Hg discharge
lamps. These lamps were filled with different amounts of Hg (15 mg, 30 mg, 50 mg and
70 mg) and were operating at different powers (150 W, 200 W and 240 W) with a square
wave ballast. As in the previous studies [47], a triple grating spectrograph (TGS) was
used to suppress the false stray light and Rayleigh scattered photons. This setup had to
be modified for this special application. The collective TS spectra have been fitted using
both a calibration based on Raman scattering on N2 and a form fitting procedure. In
this way we could determine radial profiles of electron temperature and electron density
in the central region. We found that the electron temperature values in the center region
fluctuate around a certain value. The values of Te varies between 5500 K ad 7600 K in
the center region r ≤ 0.3R. The spatial-averaged Te value increases with the lamp power.
The electron density was found to be in the order of 1021 m−3 . It is high in the center and
decreases as r increases. The ne-value also increases with the lamp power. Moreover the
results of TS are compared with those from X-ray absorption (XRA) measurement. The
comparison shows that the plasma in such lamps is not in LTE in the sense that Te 6= Tg.
Moreover it is found that on each location the rate of ionization is much larger than that
of three particle recombination.
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7.1 Introduction

Since the electrons in a plasma are responsible for the processes ruling the energy bal-
ance and the particle balances (chemistry), it is important to know the properties of the
electron gas such as the electron density (ne) and the electron temperature (Te). In the
past various spectroscopic techniques have been used to obtain information on ne and Te.
They can mainly be divided into two types: passive and active diagnostics. The passive
diagnostics such as absolute line intensity (ALI) spectroscopy or line-shape determination
are relatively easy from an experimental point of view. However, the interpretation of the
results is in most cases not straightforward and models are needed to deduce basic plasma
properties out of the spectra. Examples of active spectroscopy are X-ray absorption (XRA)
and Thomson scattering (TS), which are direct methods that can be used to obtain the gas
temperature (XRA) and the properties of the electron gas (TS). In this chapter, we will
discuss the Thomson scattering technique as applied to high-pressure mercury discharges.

There are several difficulties associated with the application of the Thomson scattering
technique to high pressure mercury lamps. These are:

1. The plasma is confined in a small vessel and thus closely surrounded by a wall. It is
difficult to make extension tubes such as those presented in chapter 6 since Hg will
condense at the cold outer area. Therefore the laser power must be limited in order
to avoid damage of the quartz wall by laser ’drilling’. This lower laser power reduces
the amount of detectable Thomson signal.

2. The excitation and ionization potential of mercury is relatively low so that the cre-
ation of a laser induced plasma (LIP) by multi-photon ionization is relatively easy.
This gives another reason why the laser power must be limited.

3. Most high power pulsed lasers become unstable and suffer from a deterioration of the
beam quality at lower powers.

4. Since the plasma surroundings (wall) are very close to the plasma, a substantial
amount of false stray light will be generated.

5. The strong plasma radiation from HID lamps can obscure the Thomson scattering
signal. Therefore the TS spectrum region should be free of the plasma radiation.

6. Due to the low Te values and the wide range of ne conditions we can expect both
collective and non-collective Thomson scattering spectra.

In this chapter we will present the methods that were used to adjust our existing TS setup
to the application of TS technique to high pressure Hg lamps. These lamps, being far from
academic, are used in lighting industry. The only model aspect we used is that the lamps
are operated without an outer bulb 1, an envelope that is used to screen the UV light

1To be more precise, these lamps are not used as high pressure mercury lamps. The burners are Na/Sc
metal halide lamps, where the salt and the outer tube were left out.
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generated by the plasma to prevent the production of ozone and to keep the high cold-spot
temperature such that all the liquid Hg is vaporized. Results of TS on four types of lamps
operated at three different power levels will be presented. The types differ from each other
with respect to the mercury filling.

An important goal of this study is to validate the assumption of the presence of Local
Thermodynamic Equilibrium (LTE) for these types of lamps. If these plasmas are close to
LTE this will facilitate the modelling for these plasmas considerably.

This is, as far as we know, the first time that TS is applied to a real technology plasma
of such a small size and high pressure, and it can be seen as a crucial step for the appli-
cation of TS technique on metal halide (MH) lamps. For the MH lamps we will be faced
with even less favorable situations since metal halide lamps produce much more radiation
that might overrule the TS light.

7.2 Experimental arrangement

7.2.1 The high pressure Hg lamps

Geometry

In this study, a group of high pressure Hg discharge lamps is chosen. To facilitate the
experiments, we have chosen for a lamp-geometry with a relatively large diameter. In this
way a reasonable distance can be retained between the wall and the focal spot so that the
breaking of the wall by laser drilling can be prevented. The geometry of the burner can be
summarized as follows: an inner diameter of 18 mm, an arc length of 39 mm and a wall
thickness of 1 mm. Figure 7.1 shows the burner of the lamp which contains Hg and the
starting gas of Ar/85Kr mixture (300 mbar). The radioactive isotope 85Kr is subjected to
β− decay by which, during the start-up procedure of the lamp, some initial free electrons
can be generated. This facilitates the ignition of the lamp.

Pressure

Four lamps with different mercury fillings were used, respectively 15, 30, 50 and 70 mg.
The mercury vapor pressure can be estimated using the empirical formula [48] which is
given as

p = 0.75
P ′1/4m′0.9

d2.1
, (7.1)

where P ′ is the lamp power per arc length in [W/cm], m′ the Hg mass per unit length
in [mg/cm], and d the inner diameter in [cm]. The pressures obtained by formula 7.1 are
shown in table 7.1 for different Hg fillings and powers, and can only be used when the
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Figure 7.1: Picture of the high pressure Hg lamp for the Thomson scattering experiment.

power(W)� mass(mg) 15 30 50 70

150 1.5 2.9 4.5 6.1
200 1.6/1.1∗ 3.1 4.9/1.3∗ 6.6
240 1.7 3.2 5.1 6.9

Table 7.1: Lamp pressures (bar) estimated using Eq. 7.1 for different gas fillings and lamp powers.
In the table, the pressure values for 15 mg and 50 mg lamps with ’*’ are based on the XRA
measurement (cf. section 5.4). It has been found that the Hg pressure in the 50 mg lamp is
saturated at power of 200 W. That means that the factual pressure is smaller than the pressure
found by distributing all the mercury over the lamp volume. It should be noted that also the other
pressures should be corrected, especially at power of 150 W and 200 W, the Hg gas in these lamps
is saturated.

calculated pressure is lower than the saturation pressure. The saturation pressure was
based on the cold spot temperature.

Electrical properties

The lamps were operated with two different ballasts: a square-wave ballast at a frequency
of 123.5 Hz and an inductive coil (AC) ballast alternating at a frequency of 50 Hz. The
square-wave ballast can be regulated at different powers. In this chapter we will treat the
results of TS on lamps operated with the square-wave ballast. A future paper will present
the TS results of lamps driven by an inductive coil (AC) ballast.

7.2.2 Basic system

The main structure of the experimental setup used in this study is the same as that de-
scribed in chapter 6 to which we refer for more detailed information. Here we give a brief
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Figure 7.2: The experimental system for Thomson scattering on high pressure Hg lamps. A fre-
quency doubled laser beam generated by a Nd:YAG crystal is scattered by electrons in the plasma.
Scattered light is collected by two achromatic doublet lenses and dispersed by a triple grating spec-
trograph. The first two gratings and the mask in between serve as a notch filter to suppress stray
light. An intensified CCD camera records the scattered spectra at different positions along the
laser-plasma interaction zone.

description that is mainly intended to explain the changes that had to be made for this
specific application.

The experimental setup for TS measurements on a Hg lamp is shown in Fig. 7.2. A
frequency-doubled Nd:YAG laser produces 10 mJ, 7 ns laser pulses (repetition rate 10
Hz) at a wavelength of λi = 532 nm . The laser beam is guided by a dichroic mirror
and a beam splitter (10% reflection), confined by a diaphragm and focused by a plano-
convex lens (f = 25 cm) into a diameter of approximately 400 µm 2 in the plasma where
Thomson scattering takes place. The laser beam leaves the plasma and finally ends in the
second beam dump. Scattered photons are collected by two achromatic doublet lenses at
90◦ and imaged onto the entrance slit of the Triple Grating Spectrograph (TGS), which
rejects the stray light and disperses the scattered light. Finally the image is recorded by a
2-dimensional iCCD camera.

Several changes have been made in the experimental setup in order to reach the optimum
situation for the application of TS to high-pressure Hg lamps.

• Firstly, a beam splitter with 10% reflection has been installed. The reason is that we
need small energy pulses of around 1 mJ/pulse. These cannot be obtained by simply
reducing the power input of the laser since the laser is constructed and optimized

2The size of the laser focus is estimated with an error bar of ±20%. The more accurate value should
be measured by experiments.
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for 400 mJ/pulse @532 nm. A direct reduction would lead to instabilities and severe
deteriorations of the laser beam quality. Therefore a two-step approach was used.
By direct reduction 10 mJ/pulses were created and these were further reduced by a
factor of 10 by the beam splitter.

• Secondly, a diaphragm is placed after the beam splitter to block the reflected light
from the mounting of the beam splitter.

• Thirdly, the original laser focusing lens with a focal length of f=1 m has been replaced
by a lens with f=25 cm. This is done to prevent laser ’drilling’ of the quartz wall.

• Fourthly, the entrance slit is partly blocked. The advantage is that the intense stray
light created by scattering of the beam on the quartz wall is reduced substantially.
The disadvantage is that only a minor part of the plasma can be observed.

• Finally, the mask inside the TGS has been redesigned to reduce the influence of
plasma radiation.

By all these measures, we succeeded to perform Thomson scattering on high- pressure Hg
lamps.

7.3 Comparison with the Ar model lamp results

7.3.1 The iCCD images

Figure 7.3: An iCCD image created by the Thomson scattering on a Hg lamp with 15 mg Hg filling,
operated at 160 W with a square-wave ballast. The integration time is 600 s (6000 shots). Spectral
(λ) and spatial (d) information is obtained along the horizontal and vertical directions respectively.
The center of the spectrum is blocked in order to reduce the intense Rayleigh scattering and stray
light signal. At the right hand side we see two spectral lines emitted by Hg and W.
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Figure 7.3 shows a typical example of a 2D-iCCD image created by a TS measurement
on a Hg lamp. This image is obtained by the accumulation of the scattered photons of 6000
subsequent laser shots. The vertical direction reflects the spatial dimension, i.e. the length
along the laser-plasma interaction zone. The horizontal direction gives the wavelength
dimension. The black central vertical band is the result of blocking the central wavelength
λi by the Double Grating Spectrograph (DGS). Apart from the Thomson spectrum, that
is present in the region close to the black central part (on both sides), we also observe at
the right hand side two plasma lines. They have been identified as the 535.40 nm line of
Hg and the 536.28 nm transition of W from the electrodes.

7.3.2 Typical TS spectrum

In order to clarify the difficulties associated to the current TS experiments on high-pressure
Hg lamps we compare the experiment with that of our previous study: TS on the Ar model
lamp. The specifications of TS measurements on two different lamps, the Ar model lamp
and the Hg lamp, are shown in Table 7.2.

lamp p (bar) Din larc larc/Din extension tube tmeas binning

Ar lamp 1.5 9 20 2.2 yes 5 min 4 × 4
Hg lamp 1.1 18 39 2.2 no 15 min 4 × 20

Table 7.2: Comparison of the Hg lamp (15 mg operating at 200 W square-wave ballast) with the Ar
model lamp; apart from the design properties typical settings for the TS measurements are given
as well. Here Din (mm) is the inner diameter of the arc tube and larc (mm) the arc length.

There are several differences between these experimental setups:

1. In contrast to the Ar model lamp, we could not use extension tubes with windows
at Brewster angle. Therefore the false stray light created by the quartz wall in the
current Hg experiment is much larger, and to avoid that false stray light spoils the
image the outer part of the the laser-plasma interaction zone could not be observed.

2. The electron temperature in a Hg plasma is lower than that in an Ar lamp. This
means that the spectrum is narrower. Typical Thomson spectra of the Ar model
lamp and the high pressure Hg lamp are compared in Fig. 7.4.

3. The laser power used for the Ar model lamp was about 100 mJ/pulse and the lens
had a focal length of 1 m. For Hg lamps, a laser power of 1.4 mJ/pulse and a focal
length of 25 cm was used in order to avoid laser drilling of the wall and the creation
of LIPs. This implies that the TS experiments on Hg took a much longer time than
those on Ar.

4. The Ar model lamp is designed such that the gas filling can be changed easily. This
largely facilitates the Raman calibration procedure since the plasma gas Ar can easily
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(a) (b)

Figure 7.4: (a) A typical collective TS spectra obtained from a Hg lamp compared with that of the
Ar model lamp. Both spectra are measured in the center of the discharge. The signal to noise
ratio of the Ar model lamp is much better than that of the Hg lamp. The scattering parameter
α is similar. However both the electron temperature and electron density are lower in the Hg
case (6300 K versus 11600 K and 4.2 × 1021 m−3 versus 8.6 × 1021 m−3 ). (b) The width of the
TS spectrum of the Hg lamp compared with that of the Ar model lamp. The intensity of the TS
spectrum for the Hg lamp is scaled such that both spectra have the same height. This is done to
facilitate the comparison of the width and the influence of the mask.

be changed by the calibration gas N2 . However in the case of a Hg lamp, the
calibration can only be done by replacing the Hg lamp with a comparable tube filled
with N2 . This procedure will introduce an uncertainty which will be discussed in
section 7.6.1.

A typical Thomson spectrum of the high pressure Hg lamp is compared with one obtained
for the Ar model lamp in Fig. 7.4. One should realize that even after 4 × 20 binning the
intensity of the TS spectrum of the Hg lamp is lower than that of the Ar model lamp (4×4
binning). For the same integration time and binning, the intensity of Hg case is about 45
times smaller. The main reason is that the laser power is much lower than in the case of the
Ar lamp case (The power density is about 20 times less). The electron density for Hg lamp
is about 4.2× 1021 m−3 which is about 50% of that of the Ar lamp (8.6× 1021 m−3 ). Also
the value of the electron temperature is about half of that found for Ar model lamp (6300
K versus 11600 K). The fact that both the electron density and electron temperature are a
factor of 2 smaller than in the Ar experiment implies that the degree of the collectiveness
is more or less the same. This can be understood by using the expression for α given by

α⊥ = 0.08

√
n̂e

T̂e

, (7.2)
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in which n̂e is in 1020 m−3 and T̂e is given in eV (cf. Eq. 6.8). The α-values for both cases
given in Fig. 7.4 are similar, 0.74 for the Ar model lamp and 0.70 for the Hg lamp. This
means that just as in the Ar experiment, the Thomson scattering spectra on the high-
pressure Hg is partly collective.
Figure 7.4 clearly shows that the width of Thomson spectrum for the Hg lamp is narrower
than that of the Ar lamp case. This is mainly due to the fact that the Te is lower in the
Hg case.

7.4 Experimental procedure

The recorded iCCD image not only contains a TS signal (the scattering of photons by free
electrons), but also a contribution of the dark current of the iCCD, Rayleigh scattering
(scattering on atoms), false stray light (scattering on the plasma surroundings) and the
plasma radiation from the lamp. To correct for these signals, three more images with the
same integration time as the TS signal are taken, namely a dark image (lamp-off, laser-off),
a stray light image (lamp-off, laser-on), and a plasma radiation image (lamp-on, laser-off).
The real TS image is obtained as

φTScor = φTS − φstray − φplasma + φdark. (7.3)

Since the images of TS, stray-light and the plasma-background all contain the same amount
of dark current we get a double subtraction of the dark current in the expression φTS −
φstray − φplasma. That is why φdark has to be added.
Due to the fact that the α-value is in the range of 0.2 < α < 1.1, the determination
of ne and Te by the shape fitting is not accurate enough. Therefore Raman scattering
experiments were done to get a reference for the calibration of the incident laser power.

7.4.1 Calibration methods for Thomson scattering

For a scattered volume ∆V and a local electron density ne, the total Thomson scattered
power within a solid angle ∆Ω is generally described as

PT = PineLdet
dσT

dΩ
∆Ω

∫
S(k, ω)dω, (7.4)

where Pi is the incident laser power, Ldet the length of the detection volume along the
incident laser beam,dσT

dΩ
the differential cross-section for TS, and

∫
S(k, ω)dω the spectral

distribution function integrated over all scattered frequency.

It is difficult to measure the incident laser power absolutely since the measured signal
depends not only on the laser power itself, but is also influenced by the complete optical
system, its transmission and the solid angle. Therefore we need a medium with a known
density to calibrate the detection system. We selected Rotational Raman scattering, i.e.
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the inelastic scattering of radiation on molecules. In our study, a quartz tube was used that
has the same geometry as the lamp. This calibration tube was filled with 950 mbar N2 gas
and placed at the same position as the Hg lamp to do the Raman scattering experiment.
In the case of collective Thomson scattering, when the electron temperature is close to the
ion temperature, i.e. Te

Ti
≈ 1, the spectral distribution function S(k, ω) can be simplified

using the Salpeter approximation (see Eq. 6.4) [47]. Then by integrating the Salpeter
function over all frequencies we get

∫
Se(k, ω)dω =

1

1 + α2
. (7.5)

Here the subscript ’e’ means the electron contribution in the Salpeter function. Since the
ion contribution is located at the central frequency that is filtered by the TGS, it will not
contribute to the measured TS spectral shape. Therefore only the electron contribution of
the Salpeter function will be present in the measured spectrum.

For a non-collective TS spectrum, we have α = 0 so that
∫

S(k, ω)dω = 1. In that case
the electron density is obtained as (cf. Eq. 6.10).

ne = nN2
· PT

PRM

· ΓRM , (7.6)

where nN2
is the density of nitrogen gas, PT the total TS power, PRM the total Raman

scattered power and ΓRM =
dσRM

dΩ

dσT
dΩ

, the calibration factor for the differential cross-section

of the rotational Raman spectrum (∆J = ±2) with respect to TS.

Combining Eq. 7.4, Eq. 7.5 and Eq. 7.6, we find for the general case including both
collective and non-collective Thomson scattering that the electron density for the collective
TS spectrum can be written as [25]

ne = nN2
(1 + α2)

PT

PRM

· ΓRM . (7.7)

In our experimental setup, the scattering geometry is chosen perpendicular, i.e. the angles
θ and φ both equal to 90◦ (cf.Fig. 6.3). The value of ΓRm is calculated for N2 gas and
equals 8.15 × 10−5 [25]. Typical iCCD images for TS and Raman scattering are shown in
Fig. 7.5. The total intensity is given by the total area under the spectrum.

7.5 Results

Thomson scattering measurements have been performed on various high pressure Hg dis-
charge lamps with different Hg doses (cf. Table 7.1) operated at different powers using the
square-wave ballast. All the measurements were performed with a laser energy of about
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(a) (b)

Figure 7.5: (a) A typical spectrum of Thomson scattering measurement on a high pressure Hg
lamp with pressure of about 1.1 bar. (b) A typical Raman spectrum of a nitrogen tube filled with
950 mbar nitrogen.

1.4 mJ/pulse. The gain of the iCCD is set at the maximum value (gain 9). The integration
time of each image was between 5 and 20 minutes. The electric properties of the lamp,
such as Irms, Vrms and Prms were measured by a power meter (Norma 3000-PP30). The
driving frequency of the power supply equals 123.5 Hz. Due to the square wave form of the
current and voltage we get a situation that is comparable to a DC operation. Therefore
we do not need to make a phase resolved measurement. Nevertheless the measurements
were done by synchronizing the laser shots with the phase of midway between two zero
crossings (φ = 1/4) in order to avoid any effect from re-ignition spikes.

The results for the 15 mg Hg lamp are shown in Fig. 7.6. It shows that the electron
density is high in the center of the discharge (r = 0) and decreases as r increases. We can
also see that ne measured at a lamp power of 150 W is lower than for 200 W and 240 W,
but the profiles are similar. Figure 7.6(b) shows that Te fluctuates around a certain value
for different radial positions. If we average the value of Te over different positions, we will
find that the averaged value of Te is increasing with lamp power, these are given in table
7.3.

Power (W) Averaged Te (K)

150 6576
200 6735
240 6912

Table 7.3: The averaged value for Te at different lamp powers (150, 200, 240 W) for the 15 mg Hg lamp
operating with square-wave ballast.

Thomson scattering measurements were also performed on lamps with Hg fillings of 30
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(a) (b)

Figure 7.6: Results of TS measurements on a lamp filled with 15 mg Hg operating with a square-
wave ballast at three different power settings (150 W, 200 W and 240 W). (a) Electron density
ne as a function of radial position r in the middle plane of the lamp. (b) Electron temperature
Te as a function of radial position in the middle plane of the lamp.

mg, 50 mg and 70 mg at different power settings, 150 W, 200 W and 240 W. It turned out
later from XRA measurements that at a power level of 200 W mercury condensation was
observed. Therefore only a comparison of electron density and electron temperature has
been made for different Hg fillings at 240W (cf. Fig. 7.7). All these three measurements
clearly show that the electron density of the 15 mg Hg lamp is the highest, whereas the
electron density of the 30 mg Hg lamp is the lowest. The reason behind it might be
that the alignment of the Raman calibration procedure is not always perfect. This might
indicate towards a systematic error, as the same trend was also observed for the other power
settings. One might expect that the electron density should increase by increasing the Hg
filling of the lamp, but this trend is not observed in Fig. 7.7. The reason is that for higher
fillings (and lower powers) the Hg vapor is saturated as shown in table 7.1. Therefore the
pressure of Hg does not increase for higher fillings and the plasma condition is more or less
the same for these lamps at low power settings (150 W, 200 W).

7.6 Discussion

In this section, two main issues will be discussed. The first one is the error analysis of
TS experiments on high-pressure Hg lamps. Different sources of errors will be given and
discussed. The second part will be devoted to equilibrium departure. The Saha density
nS

1 of the ground-state Hg will be calculated from the measurement results. By comparing
the Saha value of ground state density with the density obtained from XRA, the degree of
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(a) (b)

Figure 7.7: Comparison of the ne and Te as obtained by TS for high pressure Hg lamps with
different Hg fillings. The lamp power is fixed to 240 W. (a) Electron density ne as function of
radial position r in the mid-plane of the lamp. (b) Electron temperature Te as function of radial
position in the mid-plane of the lamp.

the departure from LTE will be discussed using the b1 factor.

7.6.1 Error analysis in ne and Te

There are two types of errors in the final results of ne and Te: a random error and a sys-
tematic error. The random error is caused by the fitting, the accuracy of the cross-section
data (i.e. 8%) and the laser intensity drift. The systematic error is mainly introduced by
the calibration procedure. In this section, an error analysis will be given.

The fitting error

To understand the fitting error one should realize that the values of ne and Te are de-
termined by a procedure that is based on a combination of Raman calibration and form
fitting. Another important aspect is that the center of the TS spectrum (cf. section 7.3.1)
is blocked in order to suppress the false stray light. But if the spectral interval that is
blocked is too large, this will influence the form fitting. Especially for the TS experiments
on Hg plasmas we must be careful since we know that the width of the TS is rather small
(cf. Fig. 7.4). In this section we will give an analysis of the error that can be made due to
the missing (blocked) central area.
In a worst case scenario we will assume a Te-value that is extra low; namely Te = 5000 K .
This value has been chosen for the simulation of a TS spectra for different α values. The
results are given in Fig. 7.8. The number of pixels in the center of the TS spectrum that
are blocked by the TGS system is about 56. The TGS system has a dispersion of about
0.01881 nm/pix. Therefore the half width of the blocked area ∆λ is about 0.53 nm. This
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Figure 7.8: Simulated TS spectra for different α-values for the worst- case scenario of an electron
temperature of Te = 5000 K .

width is also shown in Fig. 7.8. It clearly shows that the influence of the blocking width in
the TS spectrum largely depends on the α-value. For higher α-values such as α > 0.8, the
influence is limited; the shape of the TS spectrum is still easily recognizable. However, for
small α-values such as α < 0.6, the central blocking will have an influence on the accuracy
of the fitting.

In reality, the electron temperature is higher, therefore the TS spectra are wider than
that presented in Fig. 7.8. From this study, we can conclude that the mask width of 1 mm in
the TGS system has some influence on the accuracy of the fitting, especially for the low α-
values. However we may assume that this effect has not much impact on the determination
of the central Te value. In the central region α is close to 0.8 and we estimated the error
due to the uncertainty of the pixels near the mask to be around 300 K.

Systematic error caused by the calibration procedure

The experimental system is aligned every day by optimizing the intensity of Raman scat-
tering spectrum on an identical N2-filled burner. The optimum situation is achieved by
adjusting the delay and gate time of the iCCD and the height of the lens in front of the TGS
system until the intensity of the Raman spectrum is at maximum. After the measurement
of the Raman scattering spectrum, the N2 tube is replaced by the Hg lamp. If the position
of the Hg lamp is different from that of the N2 tube, this will lead to a reduction of the TS
signal. Therefore the measured intensity of the TS spectrum is always lower than what it
should be. We will show that this underestimation of the total intensity of TS spectrum
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(a) (b)

Figure 7.9: A simulation of the fitting of a Thomson spectrum with an underestimated intensity.
(a) Curve 1 represent the TS shape with Te = 5222 K , ne = 2.0 × 1021 m−3 and α = 0.53.
Curve 2 is the underestimated TS spectrum which is about 75% of the original signal. (b) Curve
2 is the same as that under (a). Curve 3 is the fitted spectrum for curve 2 with the result
ne = 1.3 × 1021 m−3 , Te = 5918K and α = 0.4.

will not only lead to an underestimation in ne but also to an overestimation of the Te-value.

A demonstration of the impact of the calibration error is given by a simulation of the
results which is visualized in Fig. 7.9. Figure 7.9(a) shows curve 1 of the ”true”TS spectrum
with ne = 2 × 1021 m−3 , Te = 5222K and α = 0.53. By simulating the experimental error
due to which less photons are collected, we get a TS intensity that is lower than should be
(cf. curve 2 in Fig 7.9(a)). Here we assume an intensity reduction of 25%. In order to fit
this modified spectrum, different values of ne and Te are found which are shown in curve 3
in Fig. 7.9(b). Instead of the real value of ne = 2 × 1021 m−3 and Te = 5222K, the fitted
values of the reduced spectrum are found to be ne = 1.3 × 1021 m−3 , Te = 5918K. Thus
ne is decreased by a factor of 35% and Te is increased for almost 700 K which is 13%.

This simulation shows that the calibration-fitting procedure will attribute to this Thom-
son spectrum (that is lower in height but not altered in form) an ne value that is too low
and a Te that is too high. This can be understood by realizing that this procedure can be
seen as consisting of two parts: the absolute calibration via Raman scattering and a form
fitting of the shape. The Raman component prescribes a value of ne

1+α2 . The form fitting
determines a value of a function between α and Te. Now if the height of the profile is lower
than in reality this primarily leads to a low ne value, which by means of Eq. 7.2 gives a
small α value. Since the form is not altered by the error in the height, the fitting procedure
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will search for a higher T-value.

From the analysis above, we draw several conclusions:

1. Due to the underestimation of the intensity of the TS spectrum caused by the Raman
scattering calibration procedure, errors will be introduced in ne and Te. This will
cause a decrease of ne, and an increase of Te. This error can vary from measurement to
measurement. Therefore it is a random distributed systematic error and the absolute
value of this error is not known.

2. In order to increase the accuracy of the fitting, the following solution is recommended:
Replace the grating with another one with a higher dispersion so that the TS spec-
trum will be broader. The blocking area by the mask will be relatively smaller than
it is now and the form-fitting will be more accurate. Moreover for cases with an in-
termediate α value (0.4 < α < 0.7), we can confine ourselves to the form fitting solely
and get more reliable results. But for very small α-value in the case of non-collective
TS, electron density can not be determined by the form fitting anymore and it can
only be determined by the Raman calibration procedure.

As said before, in the results of TS the electron density of the 30 mg Hg lamp was found
to be significantly lower than that of the other lamps. This might be caused by the fact
that the intensity of the TS spectrum is underestimated significantly and points towards
an error of 30%. It is not yet clear whether this error can be regarded as being typical.

Other error sources

Besides the two errors mentioned above, there are also other error sources, such as the
accuracy of the Raman scattering cross-section which is 8% [49] and the drift of the laser
pulse energy of about 3%.

Therefore for the Thomson scattering measurement, the total random error in the
result is about 10%. Besides this, there is still a systematic error caused by the calibration
method, it is an unknown systematic error. As seen from the simulation, it can have an
error of 13% in the Te value at an intensity error of 25%.

The laser influence on ne and Te

When a laser enters a plasma with an absorption coefficient κ [ m−1 ] at this wavelength,
we find that the laser flux density F [ W/m2 ] will decrease along the path according to

dF

dx
= −κF. (7.8)

In order to get an impression of the effect of the absorption of the laser power on the
electron density and electron temperature, we assume that all the absorbed laser power
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is used for ionization. Therefore the maximum change of the electron density can be
estimated as

∆ne =
κFτ

I
, (7.9)

where τ is the laser pulse duration which is 7 ns. For a laser pulse energy of 1.4 mJ and
focal spot size of r = 0.2 mm , the laser beam energy flux in the focus is

Fτ =
1.4 mJ

π(0.2 mm )2
= 1.1 × 104 J/m2 . (7.10)

The absorption coefficient κ ( m−1 ) is given by

κ =
ω2

pe

c
· νeh

ν2
eh + ω2

i

≈
ω2

pe

c
· νeh

ω2
i

, (7.11)

where ωpe =
√

nee2

meε0
is the electron plasma frequency in [ s−1 ], νeh the electron-heavy particle

collision frequency, ωi the angular frequency of the incident laser beam. The approximation
in Eq. 7.11 is justified since ωi (3.5× 1015 Hz) is much larger than νeh (≈ 2.2× 1012 Hz ). A
simple estimation shows that the electron-ion collision frequency is much smaller than the
electron-atom interaction frequency so that the electron-heavy particle collision frequency
can be written as

νeh ≈ νea = naσ
Hg
ea v̄e, (7.12)

where na is the atomic Hg density in [ m−3 ], σea the cross-section for electron-Hg atoms
collisions (about 1.8 × 10−18 m2 [50] for Te = 6600 K ), and v̄e the mean thermal velocity

of electrons, i.e. v̄e =
√

3kBTe

me
.

For the lamp with 50 mg Hg operating at a power of 200 W, we found in the center
an ne value of 4.0 × 1021 m−3 . The atomic density of Hg of about 2.2 × 1024 m−3 can be
obtained from the XRA measurement (cf. section 5.4). Assuming the electron temperature
is 6600 K, the value of νeh can be calculated using Eq. 7.12 which gives νeh ≈ 2.2×1012 Hz .
Inserting the values into Eq. 7.11 gives the absorption coefficient of κ = 7.8 × 10−3 m−1 .

Inserting these values in Eq. 7.9 and taking I = 10.44 eV we find the maximum increase
of the electron density by the laser ∆ne = 5.1 × 1019 m−3 .

The assumption that multi-photon and threshold ionization are not important implies
that the increase in ne must be realized by an increase of the electron temperature. This
can be computed via the rate of electron creation for which we use the expression

∆ne

∆t
= nenaK(1, +), (7.13)

where K(1, +) is the rate coefficient for ionization. Since the ionization process in these
high density plasmas is mainly stepwise, we can use the approximation K(1, +) ≈ K(1, 2)
where the rate coefficient for the 1 → 2 transition K(1, 2) is given in [41] as

K(1, 2) = 4.36 × 10−12Cs(Hg)Ê−2
12

√
T̂e exp(−Ê12/kBTe). (7.14)
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Here Ê12 is an effective energy value (in eV) of the first excitation step 1 → 2, which
corresponds to the 253.7 nm transition with an energy of 4.9 eV. Cs is a scaling factor,
which equals to 0.79 for Hg. Inserting these values into Eq. 7.14, we get

K(1, 2) = 1.43 × 10−13

√
T̂e exp(−4.9/kBTe). (7.15)

Inserting Eq. 7.15 into Eq. 7.13, a Te value is obtained of 4890 K which is substantially
lower than the Te value found by Thomson scattering which is about 6600 K. This implies
that the laser heating will lead to an increase of the Te value that can be neglected. De-
tailed calculations show that ∆Te is about 60 K.

To conclude, the laser has little influence on the results of electron density and electron
temperature in the situation sketched above.
However the influence of the laser on the plasma strongly depends on the power density of
the laser in the focus. If the focus size would be very small, it will have a large influence.
For example, for a very well coherent laser beam (perfect Gaussian beam), the focusing size
of the laser is about r=0.03 mm. For this case, the increase of the electron temperature
∆Te can attain values up to 2667 K. The maximum increase of the electron density will
then be 2.3 × 1021 m−3 . Therefore the main influence of the laser heating depends on the
beam size in the focus and the laser power.

In the future, it is necessary to test the laser influence by the following methods:

1. Measuring the laser beam profile.

2. Performing simultaneous measurement on the continuum and line emission to check
whether there are any changes in the plasma radiation due to the laser irradiation.

7.6.2 Equilibrium departure

It is often assumed that high pressure Hg discharge lamps are in Local Thermal Equilibrium
(LTE). This assumption implies that for each location all material particles are both in
thermal equilibrium and chemical equilibrium. Thermal equilibrium implies that there
is only one kinetic temperature for the material particles and that all the particles have
a Maxwell energy distribution. The presence of chemical equilibrium implies that the
excitation and de-excitation balances result in a Boltzmann distribution whereas the degree
of ionization is given by the Saha equation.
In the following, the equilibrium departure will be discussed in two aspects: firstly, the
thermal equilibrium departure in the sense that electron temperature might be different
from the gas temperature; secondly the chemical equilibrium departure concerning the
deviation from Saha equilibrium.
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Figure 7.10: The relative error of the column density of Hg as a function of the X-ray photon
energy for different lateral positions x for type 2-2 lamp (50 mg Hg filling).

Deviation from thermal equilibrium: Te 6= Tg

In order to validate the presence of LTE, the electron temperature from the TS measure-
ment has to be compared with the gas temperature obtained from the XRA measurement.
Therefore two lamps, the 15 mg and 50 mg Hg lamps, operating with a 200 W square-wave
ballast, are selected for both TS and XRA measurements.

From Thomson scattering experiment, it has been found that for a power of 200 W the
center axis temperature is around 7600±760 K for the 15 mg lamp and 6600 K ±660 K for
the 50 mg lamp. Moreover the XRA measurements show that the center axis temperature
is 5700 K for the 15 mg lamp and 4200 K for the 50 mg lamp. Thus the temperature
difference is 1900 K for the 15 mg case and 2400 K for the 50 mg Hg lamp. However,
since the lateral profile of XRA measurement was asymmetric for the 15 mg lamp, the
result of the gas temperature is not reliable since Abel inversion is only valid for a cylin-
drical symmetric profile. Therefore we are going to discuss the case of the 50 mg lamp only.

For the 50 mg Hg lamp, the value of Te can be as low as 5900 K taking into account the
margin of the random error discussed above. Since the effective energy for the acceleration
voltage of 25 kV is estimated to be 17.6 keV (cf. Fig. B.2), the relative error in the XRA
measurement near the edge for this 50 mg Hg lamp at the lateral position close to the wall
(x = 0.99R) is shown in Fig. 7.10. It shows that the relative error near the wall at 17.6
keV is about 18% which determines the relative error in the gas temperature since the gas
temperature profile is determined from the wall temperature. Therefore the error in the
gas temperature of lamp 2-2 (cf. Table 1.1) with 50 mg Hg filling is about 760 K. Taking
this error into account, the gas temperature may be as high as 4960 K. So even accounting
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for all possible errors in both measurements, there is still a temperature difference of about
1000 K between Tg from XRA and Te from TS. From this comparison, the conclusion can
be drawn that the high pressure Hg lamp with 50 mg Hg filling is not in LTE condition
since Te > Th. The comparison of Te and Tg is shown in Fig. 7.11.

Figure 7.11: Comparison of the electron temperature obtained from TS measurement with the gas
temperature obtained from XRA measurement for type 2-2 lamp (50 mg Hg filling).

Departure from Saha equilibrium comparing with XRA result

The deviation from local Saha equilibrium (LSE) is described by the b1-factor, which gives
the overpopulation of the ground state. The b1-factor is determined by the ratio between
n1 and nS

1 , i.e. b1 = n1

nS
1

(cf. Eq. 6.14). For 0.1 < b1 < 10, the atomic system is said to be

still close to LSE, whereas for b1 > 10, the atomic system is strongly ionizing and far from
LSE [40].

Now we are going to analyse the deviation from LSE for the 15 mg and 50 mg Hg lamp
operating with a square-wave ballast of 200 W. The Saha densities of the ground state
can be determined from the measured electron density and electron temperature assuming
LTE conditions. The ground state density of Hg is obtained from the XRA measurement
(cf. section 5.4). Typical values of nHg in the center at the mid-plane of the lamp are
1.4 × 1024 m−3 for the 15 mg lamp and 2.2 × 1024 m−3 for the 50 mg lamp.

The Saha densities and the b1-factors are plotted in Fig. 7.12. Fig. 7.12(b) shows that
the b1-factor for the 50 mg lamp is higher than that of the 15 mg lamp. The b1-values for
the 15 mg lamp are between 5 (r = 0) and 31 (r = 0.29R) whereas for the 50 mg lamp
these are between 8 (r = 0.03R) and 75 (r = 0.32R). It also shows that the value of b1
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(a) (b)

Figure 7.12: (a) The calculated ground-state density of the Hg atoms according to the Saha equation
as a function of the radial positions for the 15 mg and 50 mg Hg lamps. A spatially averaged
electron temperature Te is used for the Saha density calculation, which is 6730 K for the 15 mg
lamp and 6700 K for the 50 mg lamp. (b) The calculated b1-factor as a function of the radial
positions for the 15 mg and 50 mg Hg lamp. Here the lamp was operated with a square-wave
ballast of 200 W. The ground state density of Hg atoms is obtained by XRA measurement with
the absorption cross-section of Hg of 3.58× 10−24 m2 by assuming the mean X-ray energy is 17.6
keV.

is increasing with the radius. When r > 0.19R (r > 1.7 mm ), the b1-values for the 15 mg
lamp are more than 10. This means that in the center (r < 0.19R) of the lamp, the plasma
is close to local Saha equilibrium. However for the 50 mg lamp, it is found that almost
for all regions b1 is larger than 10 which indicates that for this lamp the plasma is ionizing
and deviates from LSE.

The increase of b1-value with radius means that the plasma is more ionizing at higher
r-values. This means that in the center the ionization process is almost balanced by the
recombination process, while in the outer region of the discharge, the ionization process
is much faster than the three particle recombination process. However this can not be
balanced by diffusion. Therefore another recombination process must compensate for this
net-ionization rate. One possibility might be associated with the formation and destruction
of molecular ions. It is well known that the molecular ion recombination is a fast process
that in many conditions was found to be responsible for the enhanced recombination.

7.7 Conclusions

As far as we know, it is the first time that Thomson scattering measurements have been
performed on high pressure Hg discharge lamps. The electron gas properties, such as ne

and Te are obtained for the lamps with Hg fillings of 15 mg, 30 mg, 50 mg and 70 mg,
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operating with a square-wave ballast at different powers (150 W, 200 W and 240 W). From
the results, we can draw several conclusions:

1. The electron density has a maximum in the center and decreases rapidly in the radial
direction towards the wall in a parabola-like curve shape.

2. The electron temperature found by TS is relatively constant over the radial positions.

3. Due to the fitting error, the electron temperature can not be determined accurately.
It has a relative random error of 10%. Moreover, an unknown systematic error is
present due to the calibration method.

4. The electron density and the average electron temperature were found to increase
slightly with lamp power.

5. Deviation from LTE is present in the 50 mg lamp in the sense that Te 6= Tg. For this
lamp the difference between the electron temperature (6600 K) and gas temperature
(4200 K) is significant.

6. Deviation from Saha equilibrium is also present. It appears to be more severe in the
50 mg lamp than in the 15 mg lamp. The deviation from Saha increases with the
distance from the center.

Further investigations are required in order to improve the accuracy of the TS technique
towards other HID lamps. The following suggestions can be made

1. A higher dispersion of the TS spectrum will increase the accuracy in the fitting.

2. More images are required in order to increase the S/N ratio.

3. The competition of the plasma radiation and TS signal requires a higher laser energy
in a short pulse time and short gate time. On the other hand, the laser power should
stay in a safe region which does not disturb the plasma. Therefore a shorter gate
time and hence a smaller laser pulse energy might be the solution for HID lamps,
especially for the intense metal halide lamps.

4. A solution might be to replace the current Nd:YAG laser by a laser with a better
beam quality, shorter pulse and high repetition rate.
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Conclusions

With the aim of understanding the segregation phenomena and the validation of the pres-
ence of LTE conditions in HID lamps, several active diagnostic methods were explored on
HID lamps, i.e. γ spectroscopy, X-ray absorption (XRA) and Thomson Scattering (TS).
A feasibility study on γ− spectroscopy was carried out in order to investigate whether it
is possible to detect the elemental density of Na (chapter 2). Moreover, an X-ray absorp-
tion setup was constructed and data handling procedures were developed to interpret the
data in terms of the radial temperature profile. For the X-ray absorption technique, three
aspects had to be dealt with: the experimental setup design (chapter 3), the data handling
process (chapter 4) and the Abel inversion (chapter 4 and appendix C). Several XRA mea-
surements have been performed on different types of HID lamps and the results give a solid
proof that this XRA technique is suitable for the gas temperature measurements on HID
lamps (chapter 5). The results indicate that the radial temperature profiles are significantly
influenced by the presence of axial segregation in metal halide lamps and the power settings.

Furthermore a Thomson scattering technique has been successfully applied to two dif-
ferent types of high pressure plasmas: an Ar model lamp (chapter 6) and high pressure
Hg discharge lamps (chapter 7). For the Ar model lamp, TS was applied to measure the
electron properties at the region close to the electrodes. It was found that the plasma is
far from LTE in the near-electrode region. In chapter 7 the results of Thomson scattering
measurements show that LTE conditions are not present in the studied high pressure Hg
lamp in two aspects: 1. Te 6= Tg; 2. The b1 factor indicates a deviation from Saha equi-
librium, that is to say the (local) number of ionization processes largely exceeds that of
atomic recombination processes.

In the following, the most important conclusions are presented for each chapter:

• Chapter 2: Feasibility study of γ-spectroscopy on metal halide lamps.

In order to detect the elemental distribution of salt-additives in metal halide lamps,
a γ-spectroscopy technique using radioactive isotopes and a detection system based
on a pinhole has been investigated. Three radioactive isotopes 24Na, 22Na and 123I
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were studied. In the experiment, 24Na nuclei were created by irradiating the lamp
with neutrons in the near vicinity of cyclotron. It turns out to be impossible to do
spatially resolved measurements on 24Na with this method due to the low neutron
flux, the small detection volume and small solid angle. Moreover, a feasibility study
was carried out for other possibilities based on the experimental results. If the lamp
could be placed for a longer period into a nuclear reactor, the amount of 24Na might
be increased such that it is feasible to do spatially resolved measurement.

It is found to be impossible to do spatially resolved measurement using commercial
available 22Na mainly due to the low photon count rate.

A promising method is the SPECT technique which has been successfully applied in
nuclear medicine imaging. By introducing 123I-labelled NaI into the lamp, it is in
principle feasible to obtain the spatial distribution of iodine. However in practice it
would involve handling of high radioactive material during the dosing process of the
lamp. It requires a further investigation and an in-depth study in order to apply this
method to metal halide lamps.

• Chapter 3: Experimental design of X-ray absorption on HID lamps

The design of the XRA experiment on lamps is not trivial due to the characteristics
of HID lamps:
1. Hg is in the gas phase therefore the contrast between the absorption signal of Hg
with respect to the wall material is low.
2. The Hg density has a large gradient over a small radius (typically 2 mm).
3. The burner has different path lengths at different lateral positions.

Therefore, the XRA measurement system has been designed such that a high dynamic
range, high brilliance, high spatial resolution (50∼100 µm) and a monochromatic X-
ray spectrum are reached.

• Chapter 4: XRA data handling

The data handling procedure of X-ray absorption measurements is rather complex.
Two main challenges are present: How to obtain a correct lateral density profile of
Hg and how to perform Abel inversion properly. The first difficulty is solved by four
major steps:
1. The real signal is extracted by correcting the signal for dark current, flat field and
the (scattering) offset.
2. Each image is reconstructed to correct for image magnification.
3. The lamp-off profile is directly fitted to find the plasma boundary properly with
a theoretical function correcting for the beam hardening.
4. The lamp-on profile is corrected for the geometrical mismatch, thermal expansion
(density decrease) of the burner and the X-ray dose inequality to match the off-profile
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for the burner wall and outside region.

After all these corrections the subtraction of the logarithm of off- and on-profiles
yields the proper optical depth of Hg. This preludes the second difficult task, i.e.
the Abel inversion process which is non-trivial due to the fact that the radial density
profile has a minimum in the center. In order to reconstruct the original profile with
minimum error and maximum physical meaning, the Tikhonov regularization method
has been used in the Abel inversion process. To get the best result, the choice of the
value of the Tikhonov regularization parameter µ is important.

In the future, it is necessary to deconvolute the raw XRA-profiles in order to avoid
systematic errors on the temperature profile.

• Chapter 5: XRA experimental results

The XRA method has been proved to be suitable for the measurement of the gas
temperature field in HID lamps. Although not tested in the context of this study,
it is also applicable to HID lamps with a different buffer gas than Hg, such as Xe or Zn.

The results of the XRA measurements on the HID lamps with different fillings (pure
Hg, single salt, salt mixture) show that axial segregation is present and influences the
degree of constriction of the temperature profile. A ‘worst case’ scenario was chosen
to test the detection capability of XRA and it turns out that it is successful even for
the most unfavorable case in the family of HID lamps. The measurements on metal
halide lamps at different power settings show that the higher the power, the more
arc-constriction is observed.

• Chapter 6: Thomson scattering measurements on an Ar DC discharge lamp

Thomson scattering has been successfully applied to study the plasma region close
to the electrodes of an Ar model lamp in order to detect the electron gas properties
in the near-electrode region. In this study the TS spectrum is partly collective. The
results show that the plasma is ionizing and far from LTE near the electrode region.

• Chapter 7: Thomson scattering on high pressure Hg discharge lamps

For the first time TS has been applied to high pressure Hg lamps. The deviation
from LTE is present in lamps with a relatively large Hg filling dose in two different
aspects: 1. The electron temperature is much higher than the gas temperature. 2.
The plasma deviates from Saha equilibrium and this deviation increases with the
distance to the center.
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Appendix A

Numerical simulation of blurring and
beam divergence

A.1 Blurring test

In order to test the effect of blurring on the X-ray profile, numerical simulations have been
done for a lamp of type 3 (cf. Table 5.1). A normalized Gauss function has been used to
simulate the instrumental profile, i.e.

K(x) =
1

σ
√

2π
e−x2/2σ2

. (A.1)

The standard deviation is the result of the combination of the finite source dimension and
the spatial resolution of the CCD camera. A typical value that can be selected is σ =30
µm. The transmission profile can be simulated by convoluting the real transmission profile
with the Gauss function as

g(0)(x) =

∫
K(x − x′)f (0)(x′)dx′, (A.2)

where f (0)(x) represents the original object, K(x − x′) is the point spread function (PSF)
of the linear system, g(0)(x) is the resulting (noise-free) image which is also called a blurred
version of the object f (0)(x).

In order to see the effect of blurring on the optical depth, two profiles are shown in Fig.
A.1, one with and the other without blurring. It is clearly shown that the instrumental
profile only has influence in the region close to the inner and outer boundary of the burner.
This blurring effect could have been corrected by a deconvolution procedure. However, such
a deconvolution procedure will also introduce oscillations. One of the methods to solve the
problem of these oscillations is to introduce the Tikhonov regularization method [51]. Since
the influence of the instrumental profile (as shown in Fig. A.1) is not very big, a direct
fitting procedure (cf. section 4.4) was employed instead.
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(a) (b)

Figure A.1: (a) The logarithm of the transmission profile of a lamp-off case with and without blurring.
The solid line is the calculated lamp-off profile without blurring. The dotted line is the calculated blurred
image for which σ = 30µm . (b) Result of the zooming-in profiles of (a) for the region near the inner
boundary of the burner.

A.2 Non-parallel beam test

In the previous section, the blurring effect has been simulated with an instrumental profile
of σ = 30 µm . The blurring effect can only be noticed near the inner and outer boundary
of the burner. In this subsection, we will apply a numerical simulation to determine the
influence of the beam divergence. This has been done for a typical experimental geometry,
i.e. L1 = 84 cm and L2 = 7 cm (cf. Fig. 3.1) for a type 3 lamp (cf. Fig. 1.5). The
transmission profiles are calculated for three different beams: a parallel beam, a point-
source beam and a divergent beam with an instrumental profile of 96 µm1. The results are
shown in Fig. A.2.

Fig. A.2 clearly shows that the beam divergence has much more influence on the trans-
mission profile than the blurring caused by a non-point source. Therefore, the following
conclusions can be drawn: 1. the influence of the dimension of the X-ray source is moderate.
2. a translation of the coordinate from point source beam to parallel beam is needed.

1This is 3 times bigger (for purpose of demonstration) than that of the real measured instrumental
profile. The instrumental profile is determined experimentally, i.e. σ = 32µm .
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Numerical simulation of blurring and beam divergence
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Figure A.2: The transmission profile of the type IV lamp irradiated by 3 different beams: a parallel beam
1, a point source beam 2 and a finite source beam 3 with a lateral dimension of 2.3 mm (equivalent with
an instrumental profile of 96 µm). Case 3 is equivalent to a measurement done with an instrumental
profile that is 3 times larger than what we found experimentally for our setup. Nevertheless we see that
this influence of blurring is rather limited.
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Optimum Hg contrast and
calibration of X-ray energy

The column density of mercury is determined by means of a subtraction procedure in
which the contribution of the absorption of the wall material, PCA (Al2O3), is eliminated.
It is evident that the accuracy of this procedure is poor if the optical depth (τ = nσlx)
of the wall material is much larger than that of Hg. In this appendix we will search for
the optimum conditions, that is to say, for the conditions for which the contrast of Hg is
relatively large. Therefore we have to optimize the ratio

τHg(x)

τb(x)
=

nHgσHg(E)lHg(x)

nbσb(E)lb(x)
. (B.1)

In this study we confine ourselves to the oven-lamp for which the density of Hg is constant.
Since the ratio of the geometrical distance lHg(x)/lb(x) has a fixed dependence on x, we
have to determine the optimum E value for which σHg(E)/σb(E) is at maximum. Since
the accuracy of the density profile is determined by the accuracy near the wall, we are
especially in search for the E-value for which the contrast of Hg is large in the wall vicinity.

B.1 Hg contrast

The investigation towards the optimum Hg-contrast will be guided by an error analysis of
the column density of mercury. We will assume that this error only depends on the noise of
the data which is dominated by Poisson statistics (cf. section 3.5.2). An essential quantity
in such a noise analysis is the initial number of X-ray photons (X-ray dose) φ0. After being
filtered by means of Zr and the outer tube, the X-ray photons will transverse through the
burner wall and the Hg cloud, and are collected by the CCD. Finally it gives rise to a mea-
sured number of counts. In this case study we deal with a dose of φ0 = 5.6 × 105 photons
which corresponds to a Multiple-Exposures-Multiple-Pixels (MEMP) measurement of an
accumulation of 20 images and a vertical binning of 20 pixels.
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The measured signal φovenOff and φovenOn correspond to φ0tb and φ0tbtHg X-ray photons,
where tb = e−τb and tHg = e−τHg are the transmission of the burner and Hg respectively.
Using Poisson statistics, we find that the relative uncertainties of φovenOff and φovenOn are

δφovenOff

φovenOff

=
1√
φ0tb

;
δφovenOn

φovenOn

=
1√

φ0tbtHg

. (B.2)

Applying the error propagation formula to

F =
τHg

σ̄
=

ln φovenoff − ln φovenon

σ̄
(B.3)

we find

δF =

√
1

σ̄2
[(δ ln φovenOff )2 + (δ ln φovenOn)2]; (B.4)

=
1

σ̄

√
1

φ0tb

(
1 +

1

tHg

)
,

so that the relative uncertainty of column density equals

δF

F
=

1

τHg

√
1

φ0tb

(
1 +

1

tHg

)
. (B.5)

The role of the various quantities in equation B.5 becomes more clear if we may assume
that the absorption of Hg is so small that the term in between the brackets in Eq. B.5 can
be approached by 2. In that case equation B.5 can be simplified to

δF

F
=

eτb/2

τHg

√
2

φ0

, (B.6)

demonstrating that the relative error in the column density decreases with
√

φ0 (Poisson
statistics) and will be smaller if Hg is more absorbing while τb is smaller. By comparing
Eq. B.6 with Eq. B.1 we see that τb has much more influence in the value of δF/F since it
appears as the argument of an exponent. Therefore a reduction of τb is especially worth-
while.
We will study the Hg contrast for three lateral positions, namely for x = 0, x = 0.75R
and x = 0.99R where R is the inner radius of the burner. Since the Hg density in the
oven-lamp equals 4.43 × 1025 m−3 (cf. section 4.3.4), we can determine the Hg column
density for these three lateral positions since the path lengths are known.

The mass density of the burner (PCA) is 3.97 g/cm3 and the length of the paths through
the wall can easily be found (cf. Eq. 4.23). Finally, by inserting the values of the absorption
cross-section of Hg and Al2O3 for different X-ray energy values as found in literature [52],
we can calculate the transmission t = e−nσl of the burner and Hg. Using Eq. B.5 we can
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Figure B.1: The relative error of the column density of Hg as a function of the X-ray photon energy
for different lateral positions x of the oven-lamp. Each curve has a minimum; the δF/F value and
the corresponding E value for that minimum is given. The initial X-ray dose after filtering by the
outer bulb φ0 is taken as 5.6 × 105 X-ray photons which corresponds with a Multiple-Exposures-
Multiple-Pixels (MEMP) of 20 images accumulation and 20 pixels binning; each image has an
exposure time of 60 s.

determine the relative errors of the column density of Hg as a function of X-ray energy for
different lateral positions.

The results are given in Fig B.1, which demonstrates that there is an optimum energy
value for which δF/F is the lowest, and that this optimum energy changes with lateral
position.

It also shows that the highest relative error δF/F is attained at the boundary (x =
0.99R) for which δF/F turns out to be 0.11, while the corresponding X-ray energy equals
E = 23.7 keV. This optimum E-value for the edge region is the most suitable energy value
for the experiment as a whole, that is, for all path lengths. The reason is that an accurate
Abel procedure of a hollow profile needs a well-defined value for the outer part.

In order to find the acceleration voltage that creates photons with an (averaged) energy
of 23.7 keV we constructed figure B.2. It gives the cross section as a function of energy as
known from literature (solid curve) together with the measured mean cross-sections σ̄ as
found experimentally with our oven-lamp setup. These experimental values are put on the
curve so that the corresponding (mean) photon energy can be found. From Fig. B.2(a), a
plot of the mean X-ray energy versus acceleration voltage can be deduced, which is shown
in Fig. B.2(b). Using this graph the required acceleration voltage for the optimum X-ray
energy of 23.7 keV can be estimated. It turns out to be around 40 kV for this case. For
other geometries and wall materials this analysis has to be re-evaluated.
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(a)
(b)

Figure B.2: (a): The cross section as a function of energy as known from literature (solid curve). The
measured mean cross sections σ̄ as found experimentally are also given for two lateral positions: x = 0 and
x = 0.75R. These are given with the corresponding acceleration voltages and located on the cross section
curve so that the corresponding (mean) photon energy can be found. This is found to be lower than the
acceleration energy. (b): The effective energy plot versus acceleration voltage for oven-lamp geometry.

Some more information can be deduced from Fig. B.2:
Firstly, it is evident that we can trust our oven-lamp experiments; the σ̄-values that are

found are in good agreement with the literature values, especially if we realize that the val-
ues of the acceleration voltages should always be (somewhat) larger than the corresponding
mean photon energy values.

Secondly, it is also demonstrated that the effective energy in the outer region (x =
0.75R) is in all cases higher than that of the center. This points towards beam-hardening.

Thirdly we find that the higher the acceleration voltage, the larger the separation is
between the σ̄-value for two lateral positions x = 0 and x = 0.75R. This means that for
higher acceleration voltages, the beam-hardening is much more important; or to state it
differently, that the beam is more monochromatic for low acceleration voltages.

We may conclude that:

1. In practice, the Hg contrast of a burning lamp will be somewhat better since in
contrast to the oven-lamp for which this study was done, we have a larger Hg con-
centration at the wall of a burning lamp. The reason is that Hg forms an unsaturated
vapor for typical HID lamp on Hg filling dosage, so for the same Hg dose the density
of Hg in a burning lamp will be lower in the center (n = p/(kT )) and higher near
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the wall as the average density must stay the same as that of the oven lamp.

2. There is a trade-off between the monochromaticity of the beam and the Hg contrast
of the image. For low E-values, we are not limited by beam-hardening but the Hg
contrast is poor. On the other hand at optimum contrast condition, i.e. at 40 kV,
the beam will not be monochromatic anymore.

3. Finally one could consider to reduce the wall thickness, but this has its limitations
as thin envelopes can easily explode due to the gas pressure in the burner during
operation,
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Numerical test of Abel inversion

The final result of Abel inversion depends on two factors: the noise in the column density
and the order of the fitting function. In order to see how these two factors influence the
final result, several numerical tests have been done.

C.1 Noise and error analysis

There is always noise on the measurement data, and this noise will have an influence on the
Abel inversion results. In order to determine this effect, we need a procedure to simulate
the noise. This is based on the following considerations.

If the measured signal in a pixel expressed in the number of X-ray photons equals φ,
then the noise δφ in φ is given by δφ =

√
φ. This is justified since the noise of detected

X-ray photons is governed by Poisson statistics. Therefore the noise in the logarithm of
the signal (δ ln φ) can be written as

δ ln φ =
∂ ln φ

∂φ
× δφ =

1√
φ

. (C.1)

Using Eq. 4.15, the noise in the column density of Hg will be

δF (x) =
1

σHg

√
(δ ln φoff )2 + (δ ln φon)2 ≈

√
2

σHg

× δ ln φoff =

√
2

σHg

× 1√
φoff

. (C.2)

The approximation which leads to the second (near) equality is justified if the absorption
of Hg is low so that the difference between φoff and φon is very small and consequently
δφoff ≈ δφon.

Based on Eq. C.2, a formula is derived to create the noise numerically as

δF (x) = Nrand(x) × A√
φoff

, (C.3)
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where Nrand is the random noise, created by the computer in the range of [-0.5, 0.5], and A
a number by which the amplitude of the noise can be manipulated. This noise generator
will be used in section C.3.

C.2 Least square fitting

As described in section 4.7, the unknown density distribution of Hg f(r) is expanded to a
polynomial series:

f(r) =
N∑

i=1

a2(i−1)f2(i−1)(r), (C.4)

where the polynomial functions are

f2i(r) = r2i. (C.5)

Inserting this in the Abel integral, the lateral profile in the projection space is obtained as

G(x) = 2
N∑

i=1

a2(i−1)

∫ R

x

f2(i−1)(r)
r√

r2 − x2
dr, (C.6)

where the integrals

g2i(x) = 2

∫ R

x

f2i(r)
r√

r2 − x2
dr (C.7)

can be solved analytically. The coefficients a2i are evaluated from the data gmeas(yk) that
is measured at M points. After least square fitting we get

M∑

k=1

(G(xk) − gmeas(xk))
2 → min . (C.8)

The partial derivative of this condition to the unknown coefficients a2i yields a system of
equations:

N∑

i=1

a2(i−1)

M∑

k=1

g2(m−1)(xk)g2(i−1)(xk) =
M∑

k=1

g2(m−1)(xk)gmeas(xk), m = 1 · · ·N. (C.9)

In a matrix notation, this can be written as

M · ~a = ~b, (C.10)

where M is a square and symmetric N × N matrix with

Mmi =
M∑

k=1

g2(m−1)(xk)g2(i−1)(xk), for 1 ≤ m ≤ N, 1 ≤ i ≤ N. (C.11)
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The column vectors are given by

~a = (a0 · · · a2(i−1) · · · a2(N−1))
T (C.12)

and

~b = (b1 · · · bm · · · bN)T , with bm =
M∑

k=1

g2(m−1)(xk)gmeas(xk). (C.13)

Therefore the unknown coefficients a2(i−1) can be obtained by inverting the matrix M:

~a = M−1 ·~b. (C.14)

For each lateral position xk, g2(i−1)(xk) are the base function values calculated from Eq.
C.7, while gmeas(xk) represent the measured data. Solving this system yields the coefficients
a2(i−1). After that the unknown radial distribution can be obtained by Eq. C.4.

C.3 Influence of the dimension of the projection space

In order to test the influence of the noise and the dimension of the projection space, an
analysis of the noise propagation in the fitting procedure was performed for a density profile
given by n(r) = 0.2 + 0.8r2. The corresponding noise-free lateral profile is given by

F (x) =
14

15

√
1 − x2 +

16

15
x2
√

1 − x2. (C.15)

Therefore the following recipe is followed: 1. The radial density profile n(r) = 0.2+0.8r2

is projected to the ”lateral space” which is given in Eq. C.15. 2. Noise with different am-
plitude is added to the lateral profile (cf. Eq. C.15). 3. The noisy lateral profile is fitted
with F (x) =

∑n
i=0 a2iF2i of different dimensions n.

Fig. C.1 shows the different noise amplitudes that have been superimposed onto the
column density profile of Hg. With the least square fitting in the projection space, new
values of a2i are determined. This provides a new radial profile. The reconstructed radial
profile depends on: 1. The dimensions of the base function in projection space. 2. The
numerical error of the least square fitting procedure itself. 3. The noise in the data.

In the following, two examples are given for the reconstructed radial profile with two
different base functions: the first of order 2 and the second of order 8. The reconstructed
radial profiles of order 2 corresponding to the lateral base function F (x) = 2(a0F0 + a2F2)
are shown in Fig. C.2(a)(b)(c). The 8-order radial profiles corresponding to lateral base
function of F (x) = 2(a0F0 + a2F2 + a4F4 + a6F6 + a8F8) are shown in Fig. C.2(d)(e)(f).

Fig. C.2 shows that fitting with a higher order function introduces a larger error on
the reconstructed results. The more noise on the Hg column density profile, the larger
the error in the final results. Therefore, a conclusion can be drawn that the orders of the
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Figure C.1: Three cases of lateral profiles obtained by adding noise to the lateral profile given by
Eq. C.15. (a) Noise-free lateral profile with A=0. (b): A random noise with A=3. (c): A
random noise with A=6. The smooth curve is the noise-free lateral profile given by Eq. C.15.
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Figure C.2: The reconstructed radial profiles after fitting of the lateral profiles given in Fig. C.1
(where noise was superimposed with different amplitudes). Here an initial radial density profile
was chosen of form n(r) = 0.2 + 0.8r2. The lateral base function is chosen as F (x) = 2(a0F0 +
a2F2) for (a)(b)(c). (a) Noise-free (A=0). (b)A=3. (c) A=6. For (d)(e)(f) the base function
is chosen as F (x) = 2(a0F0 + a2F2 + a4F4 + a6F6 + a8F8) .(d) Noise-free (A=0). (e) A=3. (f)
A=6.

fitting function should be chosen such that it is just enough to get a good fit. The reason
is that higher orders of the fitting function can be ”excited” by the noise in the signal so
that an erroneous result is obtained. If the data itself is noise-free, then the orders of the
fitting function do not influence the result.
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Figure C.3: The fitting of the lateral profile (a,b,c) and the reconstructed radial profile (d,e,f) with
different amplitudes of the superimposed noise. Here a radial density profile was given as n(r) =
0.2+0.2r2 +0.2r4 +0.4r6. The lateral base function was chosen as F (x) = 2(a0F0 +a2F2 +a4F4).
(a) Noise-free lateral profile. (b) Lateral profile with a noise with A=2.5. (c) Lateral profile with
a noise with A=5. (d) Radial profile for noise-free case. (e) Radial profile for a random noise
with A=2.5. (f) Radial profile for a random noise with A=5.

However, since the radial profile of the Hg density is not known a priori, it is difficult
to know how many orders of the fitting function are needed for an appropriate fitting.
Therefore, it is not always good to choose a low order fitting function since it may not be
a suitable representation of the original profile.
This is illustrated by the following example for which the radial density profile is given
by n(r) = 0.2 + 0.2r2 + 0.2r4 + 0.4r6, that is of order 6. We constructed three lateral
profiles with different noise levels: A=0 (noise free), A=2.5 and A=5. To reconstruct the
original radial function, the lateral base function F (x) = 2(a0F0 +a2F2 +a4F4) was chosen;
thus of lower order than the initial radial function. The reconstructed profiles for these
three different noise level are given in Fig. C.3. In this figure, (d), (e) and (f) show the
reconstructed radial profiles; they correspond to the fit of (a), (b), (c) respectively.

It is clearly shown that the low order fitting function does not reconstruct the original
profile very well, especially for the high noise case. Therefore the low order fitting function
can work to a certain extent, but for high noise levels it will also introduce large errors
in the reconstructed profiles and it will not represent the original profile properly. From
this we have to conclude that the reduction of the order of the fitting function does not
always work and that we need to find another solution for the fitting with higher order
base functions that is not sensitive to the noise in the data. This method is called the
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Tikhonov regularization method [51].

C.4 Tikhonov regularization method

The linear inverse problem of reconstruction of the original object from the projected profile
is an example of an ill-posed problem that is characterized by instability to small variations
(noise) in the data. The thorough mathematical formulation of the ill-posed problem is
given in [51]. Abel-inversion is also a typical ill-posed problem. In the presence of noise, the
exact solution of such a problem will be unstable and have no physical meaning. Therefore,
the exact solution is not the best solution. In order to deal with this, we should not look
for the exact solution, but try to find such approximate solution (reconstructed object)
that satisfactorily approximates the true solution and at the same time is stable to the
noise. To find this optimal solution, we need to make use of some additional properties of
the solution, which can be given in the form of mathematical constraints having a physical
meaning. The Tikhonov regularization is a method that allows us to do so. The Tikhinov
regularization is used to stabilize the solution of the least square fitting by restricting
all possible solutions to the solutions with minimum norm. Instead of conventional least
square minimization, it is called penalized least square minimization in which the fitting
parameters are found by

~a = (M∗M + µI)−1M∗ ·~b, (C.16)

where µ is the regularization parameter, M∗ the transposed matrix of M and I the identity
matrix.

In the inverse procedure, two types of errors are introduced, the approximation error
and the noise-propagation error. Since the approximation error increases with µ, whereas
the noise-propagation error decreases with µ, there is an optimum value of µ for the inverse
problem. A numerical test has to be made for each case in order to get an optimum µ
value. With this method, even higher order lateral base functions can be chosen which can
reconstruct the profile as close as possible to the original one, provided that an optimum
value of the Tikhonov regularization parameter µ is used.

To show the effect of the Tikhonov regularization method, it was applied to the same
profile as that of Fig. C.3, by fitting with a higher order of lateral base function F (x) =
2(a0F0+a2F2+a4F4+a6F6+a8F8), the reconstructed radial profiles are shown for different
noise levels in Fig C.4. The results of the fitting without Tiknonov regularization will be
shown in Fig. C.5.

From the noise analysis, we can draw some conclusions:
1. The fitting result is sensitive to the noise in the signal. A larger noise will introduce
larger errors in the result.
2. For noise-free data, the fitting will give the same result as the original if a higher order
polynomial fitting function is chosen.
3. For the same noise level data, a higher order of the fitting function will be more sensitive
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Figure C.4: The fitting of the lateral profile (a,b,c) and the reconstructed radial profile (d,e,f)
with different amplitude of the superimposed noise. Here a radial density profile was given as
n(r) = 0.2 + 0.2r2 + 0.2r4 + 0.4r6. The lateral base function was chosen as F (x) = 2(a0F0 +
a2F2 + a4F4 + a6F6 + a8F8). In this fitting procedure, a Tikhonov regularization method has been
used with a regularization parameter µ = 5. (a) Noise-free lateral profile. (b) Lateral profile
with a noise with A=2.5. (c) Lateral profile with a noise with A=5. (d) Reconstructed radial
profile for noise-free case. (e) Reconstructed radial profile for a random noise with A=2.5. (f)
Reconstructed radial profile for a random noise with A=5.

to the noise and produce oscillations in the final result.
4. In order to get the best result with a minimum error, both the selection of the orders of
the lateral base function and the choice of the value of Tikhonov regularization parameter
µ are important. Since the original radial density profile is not known a priori, the base
function should contain enough terms to describe the radial profile. Then the numerical
test has to be done for each case to find the optimum value of the regularization parameter
µ.
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Figure C.5: The fitting of the lateral profile (a,b,c) and the reconstructed radial profile (d,e,f)
with different amplitudes of the superimposed noise. Here a radial density profile was given as
n(r) = 0.2 + 0.2r2 + 0.2r4 + 0.4r6. The base function of the radial profile was chosen as F (x) =
a0F0 + a2F2 + a4F4 + a6F6 + a8F8. In this fitting procedure, the Tikhonov regularization method
has not been used, i.e. the regularization parameter µ = 0. (a) Noise-free lateral profile. (b)
Lateral profile with a noise with A=2.5. (c) Lateral profile with a noise with A=5. (d) Radial
profile for noise-free case. (e) Radial profile for a random noise with A=2.5. (f) Radial profile
for a random noise with A=5.
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Summary

In order to improve our understanding of plasma processes in metal halide (MH) lamps,
numerical models are under construction. Verification of these models requires quantitative
data of the species density distributions inside these lamps. Since density profiles are dic-
tated to local chemical processes and transport mechanisms, both strongly depending on
the temperature, accurate temperature information is of great importance. Therefore the
first goal of this thesis is to develop diagnostic techniques and to employ these techniques
to determine two different temperatures, namely the gas temperature and the electron
temperature. Based on the temperature data, the presence of LTE can be verified. This
validation of the LTE-assumption will have a significant impact on modelling.

To achieve the first goal, two main diagnostic tools have been designed and explored,
namely X-ray absorption (XRA) and Thomson scattering (TS). XRA gives the gas tem-
perature while TS provides data on the electron temperature and electron density. In a
sidetrack we also did a feasibility study to determine the elemental density of sodium or
iodine by means of γ-spectroscopy. However, by tracing radioactive isotope 24Na generated
by the irradiation of the natural isotope 23Na, it was found that it is impossible to obtain
the elemental density distribution unless the lamp could be placed in a nuclear reactor.
Moreover, a simple calculation shows that filling the lamp with a salt containing 22Na is not
an option to obtain the spatial distribution of sodium. One promising method would be
the SPECT technique which has been successfully applied in nuclear medicine diagnostics
to trace radioactive nuclei. By introducing 123I-labelled NaI into the lamp, it is in principle
possible to obtain the spatial distribution of iodine with the SPECT system with a spatial
resolution of 0.5 mm. It requires further investigation and an in-depth study in order to
apply this method to metal halide lamps.

Both XRA and TS measurements were performed on the same lamps, high pressure Hg
lamps with 15 mg and 50 mg Hg fillings. The results show that the electron temperature
is higher than the gas temperature. This means that the LTE-assumption in these lamps
is not valid. Moreover, a deviation from Saha equilibrium was found by comparing the
ground state Hg density using the XRA results and the ground state Saha density using
the results from TS. It has been found that the deviation from Saha equilibrium is increas-
ing with the distance to the center.
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Summary

TS has also been performed on an Ar model lamp in order to investigate the plasma
properties in front of the electrodes. It has been found that the plasma is strongly ionizing
in front of the electrodes and thus not in LTE.

There are several challenges when TS is performed on the high pressure Hg lamps.
Firstly, the TS signal has to compete with the substantial signal of stray light which is
introduced by the plasma surroundings: the lamp envelope. Secondly, the TS signal has
to compete with the strong plasma radiation in the Hg lamp. Thirdly, the TS signal is
limited by the laser power since the laser should not break the quartz tube and not create a
laser-induced plasma. If one can not meet these three requirements at the same time, then
it is impossible to do TS measurements. Fortunately, by means of several adjustments on
the existing TS-setup we have successfully obtained the clear TS signal on high pressure
Hg lamps.

The results obtained in this way on pure Hg plasmas may offer a firm platform from
which TS on metal halide lamps can be conducted in the near future. However, it should
be realized that the presence of metal halides will lead to an increase of the plasma back-
ground radiation so that the application of TS will be increasingly difficult.

The execution of XRA measurements on HID lamps is found to be far from trivial, but
possible. The experimental setup required covers a high dynamic range CCD camera, a high
flux X-ray source and a near monochromatic source. After lamp-on and lamp-off images
are taken, a simple subtraction of the logarithm of lamp-off and lamp-on image intensities
will not bring us automatically the correct temperature profile. The final temperature
profile depends on correct procedures for signal extraction, image process procedures and
Abel inversion. To demonstrate the capabilities of this technique, XRA measurements were
performed on various kinds of HID lamps. It was shown that this method is well suited for
gas temperature measurements on HID lamps.

It was also shown that the presence of the metal additives in the arc leads to constric-
tion of the temperature profile. Moreover, the constriction of temperature profile indicates
the presence of axial segregation effects. Even for the worst scenario, a PCA HID lamp
with low Hg pressure and small diameter, it has been proven that this method can yield
reliable results.

To conclude, the XRA method is a reliable and sensitive diagnostic method for gas tem-
perature measurement in HID lamps. TS is another important technique for the electron
gas properties. By combining these two methods, we have obtained a better insight in the
plasma conditions.
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Samenvatting

Om het begrip van plasmaprocessen in metaal-halide-lampen (MH) te vergroten, zijn er
numerieke modellen in ontwikkeling. Verificatie van deze modellen vereist kwantitatieve
gegevens over de dichtheidsverdelingen van de diverse deeltjessoorten in deze lampen. Om-
dat dichtheidsprofielen worden gedicteerd door de lokale chemische processen en trans-
portmechanismen, beide sterk afhankelijk van de temperatuur, is een nauwkeurige tem-
peratuurbepaling van groot belang. Daarom is het eerste doel van dit proefschrift om
diagnostische technieken te ontwikkelen en deze toe te passen ter bepaling van twee ver-
schillende temperaturen, namelijk de gastemperatuur en de elektronentemperatuur. Met
deze temperatuurmetingen kan de aanwezigheid van LTE (Lokaal Thermisch Evenwicht)
worden geverifieerd. Deze validatie van de LTE-aanname is van grote betekenis voor de
modelvorming.

Om het eerste doel te bereiken zijn er twee diagnostische methoden ontwikkeld en
onderzocht, namelijk X-ray absorptie (XRA) en Thomson-verstrooiing (TS). XRA geeft
de gastemperatuurverdeling terwijl TS de gegevens betreffende de elektronentemperatuur
en elektronendichtheid verschaft. Als zijspoor is ook een haalbaarheidsstudie gedaan naar
het bepalen van de dichtheid van Na met behulp van gammaspectroscopie. Daartoe is
een experiment opgezet waarbij radioactief 24Na wordt gegenereerd in een lamp door de
bestraling van het aanwezige natuurlijke isotoop 23Na. Echter, het bleek dat de intensiteit
van de gammastraling die daarmee wordt opgewekt te klein is om plaatsopgeloste dichtheids
metingen mogelijk te maken. Een studie wijst uit dat er wellicht mogelijkheden zijn als we
(in de toekomst) gebruik gaan maken van de ontwikkelingen in de medische technologie.
Door Na te binden aan het radioactief jodium-isotoop 123I kan men, gebruikmakend van
computer-tomografie (CT), in principe tot een plaatsopgeloste meting van het NaI-molecuul
komen die tot op 0.5 mm nauwkeurig is.

Zowel de XRA- als de TS-metingen zijn gedaan op dezelfde lampen, te weten hogedruk-
kwiklampen. De resultaten laten zien dat de elektronentemperatuur hoger is dan de
gastemperatuur. Dit wijst er op dat voor het plasma in dit soort lampen de aanname
van LTE niet geldig is. Bovendien is er een afwijking van Saha-evenwicht gevonden door
de grondtoestand van Hg verkregen met behulp van XRA te vergelijken met de waarde
die volgt uit de Saha formule. De afwijking van Saha is substantieel en neemt toe in de
richting van de wand.

Thomson-verstrooiing is ook toegepast op een Ar-modellamp waarvan de plasma eigen-
schappen vlak voor de elektroden onderzocht zijn. Er is gevonden dat vooral voor de
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Samenvatting

kathode het plasma sterk ioniserend is en dat daar dus geen LTE heerst.
Er zijn verschillende uitdagingen wanneer TS wordt toegepast op hogedruk-kwiklampen.

Ten eerste moet het TS-signaal concurreren met het valse strooilicht dat gegenereerd wordt
door de interactie van de laser met de plasmaomgeving. In de tweede plaats moet het TS-
signaal concurreren met de sterke plasmastraling van de lamp. In de derde plaats is het
TS-signaal sterk begrensd omdat de laser maar op een fractie van het vol vermogen kan
worden bedreven. Dit, om te voorkomen dat de ballon beschadigd raakt of dat er een laser-
gëınduceerd plasma ontstaat. Indien er niet gelijktijdig aan deze drie eisen wordt voldaan is
het onmogelijk om TS-metingen te doen. Ondanks het feit dat dit overlapgebied zeer klein
is, zijn we er in geslaagd om door middel van verscheidene aanpassingen aan de bestaande
TS-opstelling een duidelijk TS-signaal te verkrijgen. De resultaten verkregen met kwik-
lampen verschaffen een stevige basis waarop in de toekomst TS op MH-lampen kan worden
bedreven. Men moet zich wel realiseren dat de aanwezigheid van metaal-haliden zal lei-
den tot een toename van de plasma-achtergrondstraling zodat de toepassing van TS niet
eenvoudig zal worden.

De uitvoering van XRA-metingen op HID-lampen ter bepaling van de gastemperatuur
blijkt mogelijk maar buitengewoon ingewikkeld. De experimentele opstelling vereist een
hoog dynamisch bereik van de CCD-camera, een hoge X-ray-flux en een bijna monochro-
matische X-ray-bron. Omdat de lamp tijdens het bedrijf (lamp-aan) door de thermische
belasting van vorm verandert, zal een simpele subtractie van de (logaritme van de) lamp-uit
en lamp-aan beeldintensiteiten niet automatisch het correcte temperatuurprofiel van het Hg
in de (brandende) ontlading verschaffen. Het uiteindelijke temperatuurprofiel is afhankelijk
van correctieprocedures voor signaalextractie, beeldverwerking en de Abel-inversie. Om de
mogelijkheden van deze techniek aan te tonen zijn er XRA-metingen gedaan op verschil-
lende HID-lampen. Het is aangetoond dat met de juiste procedures voor meting en data-
analyse deze methode zeer geschikt is voor het bepalen van de gastemperatuurverdeling in
HID-lampen.

Gebruikmakend van de XRA-methode is aangetoond dat de aanwezigheid van metaal-
haliden in het plasma leidt tot constrictie van het temperatuurprofiel. Bovendien duidt de
constrictie van het temperatuurprofiel op de aanwezigheid van axiale segregatieverschijn-
selen. Om de grenzen van de XRA-methode te verkennen is de methode ook toegepast
op een zeer ongunstig scenario, namelijk een keramische HID-lamp met een lage kwik-
druk en een kleine diameter. Het is bewezen dat deze methode zelfs onder deze moeilijke
omstandigheden betrouwbare resultaten kan opleveren.

Concluderend mag men stellen dat de XRA-methode een betrouwbare en gevoelige
diagnostische methode is om de gastemperatuur te bepalen in HID-lampen. TS is een
belangrijke techniek voor het bepalen van de eigenschappen van het elektronengas. Door
deze twee technieken te combineren hebben we beter inzicht verkregen in plasmacondities.
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