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Introduetion 

In the last century the concepts of real analytic function and of infi.nitely differentiable 
function have been introduced. It is well-known that each real analytic function is infi.nitely 
differentiable, but the converse is clearly not true. lndeed, an infi.nitely differentia.ble 
function f on lR is real analytic if and only if for all compact subsets K of lR there exist 
constants C, t > 0 such that 

(I.l) 

So the space of all real analytic functions on IR is much smaller than the space of all 
infi.nitely differentiable functions on 1R. In 1918, Gevrey introduced a scale of spaces of 
infi.nitely differentia.ble functions, which are not necessarily real analytic, now known as 
Gevrey spa.ces. Roughly speaking, Gevrey repla.ced the factor n! in (1.1) by n!'\ where À 

is a fi.xed number greater than 1. 
Here we present the defi.nition of the Gevrey space t'A(n), where nis an open subset of 

IRd and À ;::: 1. For any compact subset K of n, the space DA(K) consists of restrictions 
to Kof infi.nitely differentiable functions <pon n for which there exist constants C, t > 0 
such that 

(1.2) 

Here D,. denotes the partial deriva.tive with respect to the k-th coordinate and lil = i 1 + 
... + ic~. Now t\(fl) is the space of all infi.nitely differentiable functions <pon n such that 
for every compact subset K of n, the restrietion of <p to K is an element of DA(K). For 
À> 1, the space t'A(fl) has been introduced by Gevrey, [Gev]. The space &1(11) is just the 
space of all real analytic functions on n. 

Since liW on the right hand side of (1.2) can be replaced by i 1 !A · ... · ic~!A without 
changing the defi.nition, we see that Gevrey treats the coordinates x1 , ••• , xc~ symmetrica.lly. 
Roumieu, [Rou], introduced Gevrey type spaces in which the coordinates are not treated 
symmetrically. In fact, Roumieu considered spaces in which the factor lii!A in (1.2) is 
replaced by i 1 !A1 • ••• • ic~!A", where À1, ••• , Àc~ are fixed numbers, which are not necessarily 
the same. 

Another generalization of the spàces t'A(fl) can be obtained by replacing n by a real 
analytic manifold M. Moreover, instea.d of complex valued functions, one ma.y consider 
functions which take their values in a Hilbert space H. An interesting situation occurs if 
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4 Preface 

M is taken to he a Lie group G. Let 7r be a continuons (unitary) representation of G in 

H. A vector u EH is called infinitely differentiable (resp. analytic) for 7r if aud only if the 

fundion x f-+ 1r.,u from G into H is infinitely differentiable (resp. aualytic). The space of 

all infinitely differentiable veetors for 7r is densein H. (See Garding, [Garl].) The space of 

analytic veetors for 7r is alsodensein H. This result bas been proved by Nelson, [Nel] on 

the basis of the following concept of analytic vector relative to a finite set of operators in 

a Rilhert space. Let A1, •.. , Ad be (possibly unbounded) operators in a Rilhert space H. 

A vector u E H is au aualytic vector relative to { A1, ••• , Ad} if there exist C, t > 0 such 

that for all n E IN aud for all it. ... , in E {1, ... , d}: 

u E D(A;1 o ... o A;..,) 

aud 

(1.3) 

Now given an arbitrary basis {Xt, ... ,Xd} in the Lie algebra {J of G, Nelson bas proved 

that the space of aualytic veetors for the representation 7r is equal to the space of aualytic 

veetors relative to the set of operators { d1r(X1), •.. , d1r(Xd)}, where for each X E g the 

operator d1r(X) is the infinitesimal generator of the one parameter group t f-+ 'lrexp(tX)· 

Moreover, the latter space is densein H. 
Likewise, Gevrey veetors for a representation 7r of G and Gevrey veetors relative to a 

finite set {At. ... , Ad} of operatorscan he introduced (cf. Goodmau and Wall11-ch, [GW]), 

by replacing the factor n! by n!>. both in. the definition of au(\,}ytic veetors for 7r and in 

Nelson's definition (1.3). 

As a special case we mention the Heisenberg group. Let Q he the operator of multi

plication by the function x f-+ x in L2(JR) aud let D be the (skew-a.djoint) differentiation 

operator in L2(JR). There exist a representation 1r of the Heisenberg group Gin L2(1R) and 

a basis X, Y, Zin the Lie algebra of G such that d1r(X) = iQ, d1r(Y) = D aud d1r(Z) = il. 
It turns out that the space of all infinitely differentiable veetors for 7r is equal to Schwartz' 

space S(JR) which consistsof all infinitely differentiable fundions <pon IR which, together 

with their derivatives, vauish faster than any polynomial at infinity, i.e. 

Vk,IENo [sup{lxk<p(l)(x)l: x E lR} < oo]. 
Moreover, for all ,\ 2: 1, one eau see that the space of Gevrey veetors of order ,\ relative 

to { d1r( X), d1r(Y), d1r( Z)} is equal to the Gelfand-Shilov space Sr, which consists of all 

infinitely differentiable fundions <pon 1R for which there exist constauts C, t > 0 such that 

Vk,IE~o V.,eR [!xk<p(l)(x)l $ Ctk+'k!>.l!À]. 

Gelfaud-Shilov spaces are defined more generally for all a ~ 0 aud f:J 2: 0, so also for 

0 $ f:J < 1 and a =f; f:J. Indeed, for all a, f:J ~· 0 the Gelfaud-Shilov space S! is defined as 
the space of all infinitely differentia.ble functions <p on lR for which there exist constauts 

C, t > 0 such that 
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'v'k,IENo'v':ceR[Ix"cp{l)(x)l ~ Ct"+1k!"l!.B]. 

In the definition of Gevrey veetors of order À rela.tive to { A17 • •• , Ad}, the operators 

At, ... , Ad are treated in a symmetrie way. Following Roumieu, in this thesis we introduce 

the space S>.1 , ••• ,>.AA17 ••• , Ad) where At, ... , Ad are operators in a Rilhert space H and 

Àt, ... , Àd 2:: 0. A vector u E H belongs to S>.1 , ••• ,>.AAt, ... , Ad) and is called a Gevrey 

vector of order ( Àt, . .. , Àd) relative to (At, ... , Ad) if and only if there exist constauts 

C, t > 0 such that for all n E IN0 and Ît, ... , in E {1, ... , d}: 

and 

IIA;l 0 ••• A;null ~ ctnnt!>.l ..... nd!>.d, 

where nk := card{Z E {1, ... , n}: Ît = k }, with k E {1, ... , d}. InSection 1.1 we introduce 

a locally convex topology for the space S>.~o ... ,>.4 (At, ... , Ad)· In Section 1.2 we examine 

some topological properties: we characterize the bounded subsets, we present a condition 

which implies that this space is complete and we consider continuous linear maps between 

spaces of type S>.1 , ••• ,>.AAt, ... , Ad)· In Section 1.3 we investigate the space of analytic 

veetors and Gevrey veetors for a unitary representation of a Lie group. We introduce the 

space of weak Gevrey veetors of order À for 1r and we characterize its bounded subsets. In 

Section 1.4 we consider Gevrey veetors relative to operators At, ... , Ad, which commute 

strongly, commute on a common domain or commute in another sense. In the particular 

case that the operators At. . .. , Ad are strongly cammuting self-adjoint operators, it is 

proved that the space S>.~o ... ,>.AA17 ••• , Ad) is of type S"',a' where S"',a denotes the space of 
smoothed veetors relative to a representation 1r of a locally compact Abelian group G and 

a subset C of Lt(G). A summary of the important definitions and theorems concerning 

the space S1r,C is presentedinAppendix B. 

Every Gelfand-Shilov space sg is a Gevrey space of our type: 

sg = S",,a(Q,D). 

Clearly S",,a(Q,D) is contained in S"(Q) and also S",,a(Q,D) is contained in S,a(D). Thus 

S<>,,a(Q, D) C S"(Q) n S,a(D). One might hope that the reverse inclusion is also valid. (Cf. 

Hartogs' theorem.) For .all a, {3 > 0 such that a+ {3 2:: 1, Van Eijndhoven, [vE] has proved 

that indeed 

as sets. Thus the following interesting problem comes up: Find conditions on Àt, ... , Àd 
and A17 • •• , Ad such that 

d 

S>.1 , ••• ,>.iAt, ... , Ad)= n S>..(A,.) (1.4) 
k=t 
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or 

(1.5) 

for some n E { 2, ... , d - 1}. In Chapter 2 se ver al mild conditions are presented such 

that the equality (1.4) or (1.5) hold. For a summary of these conditions we refer to the 

introduetion of Chapter 2. 

In Chapter 3 we present a detailed study of some examples. We consider Gevrey 

spaces relative to (d1r(X1 ), ••• , d?r(Xa.)), where 1r is a representation of a Lie group G and 
Xt, ... , X a. is a basis in the Lie algebra of G. InSection 3.1 we consider a classical infinite 
dimensional representation of the Heisenberg group A(IRn) in L2(IR"). The correspond

ing Gevrey spaces are the Gelfand-Shilov spaces S~!::::;~:- For several combinations of 

a~> . .. , a,., fi1> . •• , {3,. we prove that S~t:::~: is equal to the Gevrey space relative to a sin

gle operator. InSection 3.2 we consider an irreducible representation of the ax + b group 

in L2 (IR). We determine all corresponding non-trivial Gevrey spaces and we show that 

almost each of these non-trivia! spaces is equal to the Gevrey spa.ce relative toa partienlar 

self-adjoint operator. In the proofs, one of the intersection theorems of Chapter 2 plays an 

essential role. Finally, in Section 3.3 we consider a non-irreducible representa.tion of the 

real unimodular group SL(2, IR) in L2 ('II'). If A, X, Y is a suita.ble basis in s1(2, IR), we 

show that the Gevrey spa.ce of order À relative to { d1r( A), d1r( X), d1r(Y)} is equal to the 

Gevrey spa.ce of order À relative to d1r(A). This type of rednetion can be proved for gen

eral semisimple Lie groups; they depend on the Casimir element in the complex universa! 

enveloping algebra of the semisimple Lie algebra. 



Some notations 7 

Some notations 

Let A be a set a.nd let V be a subset of A. By A\v we denote the complement of V in 

A, so A\ v {a E A : a tf. V}. By 1 v we denote the tharacteristic function of V, thus 

1v: A--t IR 

{ 
1 if a E V 

lv(a) 0 ifatj.V (aEA). 

Let f be a complex valued bounded function on A. Then 11/lloo := sup{j/(a)l : a E A}. 

For every set A we denote by I the identity map from A onto A. The entier function is 

the function [ ] from IR into ZZ such that 

[x]:= max{k E ZZ: k :5 x} 

for all x E IR. IN is thesetof positive integers, 1N := {1,2, ... } and IN0 :=IN U {0}. Let 

n E IN0 a.nd À E [0, oo ). In order to avoid dutter we write 

nl" := ( n!)". 

Let X be a topological space a.nd let V be a subset of X. Then do V = V denotes the 

ciosure of V. Let f be a complex valued function on X. The support of f is suppf := 

do{x E X : f(x) =f:. 0}. By Cc(X) we denote the set of complex valued continuons 

functions on X with compact support. Further, C0 (X) denotes the Banach space of all 

complex va.lued continu.ous functions on X which va.nish at infinity, i.e. for all e > 0 there 

exists a compact subsetKof X such that 1/(x)l < e for all x E X\K· By C(X) we denote 

thesetof all complex valued continuons functions on X. 
The abbreviation a.e. mea.ns almost everywhere with respect to some measure. 

Let G be aloca.lly compact topologica.l group with a. (left) Haar measure p.. For x EG 

a.nd f E L1(G) wedefine L111/ E L1(G) by 

(L~~~f)(y) := /{x-1y) {a..e. y E G). 

Similarly wedefine L111 / E L2(G) for all x E G a.nd f E L2(G). Let 1r be a (continuous 

unita.ry) representa.tion of Gin a. Hilbert space H. For f E L1(G) we denote by 1r{f) the 

continuons operator on H such tha.t 

{1r(f}u, v) = j j(x)(1r111u, v)dp.(x) 
G 

for all u, v EH. Moreover, 11/llt denotes the norm of f a.nd for gE Ll(G) we denote by 

f * g the convolution of f a.nd g. Now suppose G is Abelia.n. The dual group of G is G. By 

Î we denote the Fourier transform of f a.nd by IF we denote the Fourier transform from 

L2(G) onto L2(G). We norma.lizethe Haar mea.sure À on 1Rsuch tha.t ..\([0, 1]) = *· The 
Haar mea.sure on 'JI' is norma.lized to 1, the Haar measure on ZZ is the counting mea.sure. 

For y E IR define ; 11 : IR --t (; by 



8 Preface 

1y(x) := e'"'Y (x E IR). 

We identify lR with IR via the map y 1-+ Îtr For k E 2Z define wk: 'Ir~ C by 

We identify ft with 2Z via the map k 1-+ w~c. 
Let G be a Lie group. We define its Lie algebra g by the tangent space at the identity 

of G and the eommutator [X, Y] of two elementsof g corresponds to the commutator of the 

two corresponding left invariant vector :fields on G. We denote by G the universa/ covering 

group of a connected Lie group G. For the terminology of Lie groups we refer to Helgason, 

[Hel] and Varadarajan, [Varl]. 
Let H be a Hilbert space. The inner product in H is denoted by ( , ) and the norm 

by 1111· Let T be a (not necessarily densely defined) operator from H into a Hilbert space. 
Then D(T) denotes the domain of TandT denotes theelosure of T. If T is densely defined, 
we denote by T* the adjoint of T. The operator T is called Hermitian if (Tx,y) = (x, Ty) 

for all x, y E D(T). T is called symmetrie if T is Hermitian and densely de:fined and T is 
called self-adjoint if T is densely defined and T T•. A symmetrie operator T is essentially 

self-adjoint if T is self-adjoint. The operator T is called skew-Hermitian, skew-symmetric, 

essentially skew-adjoint and skew-adjoint if iT is Hermitian, symmetrie, essentially self
adjoint and self-adjoint.respectively. Let T be an injectjve linear map from H into H. We 
complete the vector space T(H) with an inner product such that the m,ap T from H onto 
T(H) is a unitary map. Thus T(H) beoomes a Hilbert space. Let (X, B, m) be a locally 

finite measure space, i.e. for every A EB with m(A) > 0 there exists A1 EB with A1 CA 

and 0 < m(At) < oo. Let h be a measurable function on X. The multiplication operator 

by the function h in the Hilbert space L2(m) := L2(X, m) is the operator 'J' in L2 (m) with 
D(T) := {! E L2(m): hf E L2(m)} and Tf := hf for all f E D(T). As usual we identify 
a function f E .C2 (m) withits equivalence class in L2 (m). Suppose X is also a topological 
space and Bis the Borel u-algebra of X. Suppose every non-empty open subset of X has 
positive measure. Then every element of L 2 (m) has at most one continuons representative 
and we identify an element of L 2(m) wi~h its continuons representative if it has one. We 
denote by Q the multiplication operator by the identity function x ~--+ x in L 2(IR). Let. lF 
be the Fourier transform on P(IR). Define 

p := lFQlF-1 • 

' ·, ,' ·. . . - : : 

Let A be a totally ordèred set and for each a E A let (Ea, IIIIE .. ) and (F01 , IIIIF") he 
nonried spaces, which are, as veçtor spacès, . subspaces of a fixed vector space. Suppose 

E"' c Ef3, and Fa c Ff3 for all' a, {3 E A with a 5 {3. Le~ · ~ E A. De:fine t1ie norm 11 I la on 

ÈanFc. by 
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Let E := UaeA Ea and F := UaeA Fa. The (standard) topology for En F is the inductive 
limit topology generated by the normed spaces Ea n Fa with o: E A. 

Let A, B be totally ordered sets. For all o: E A and {3 E B let X a and Y13 be locally 

convex separated topological vector spaces. Suppose X a, is continuously embedded in Xa2 

for all o:1 , o:2 E A with o:1 :5 o:2 and, similarly, suppose Y13, is continuously embedded in 

Y132 for all {3t, {32 E B with f3t :5 f32· Let X := UaeA Xa and Y := U/3eB Y13. The topologies 

for X and Y are the (natural) inductive limit topologies. We call X = Y as locally convex 

spaces with equivalent spectra if for all o: E A there exists {3 E B such that Xa C Y13 and 

the embedding map is continuous and, secondly, for all {3 E B there exists o: E A such that 

Y13 C Xa and the embedding map is continuous. If X = Y as locally convex spaces with 

equivalent spectra, then X = Y as locally convex topological vector spaces. Conversely, if 

X and Y are both regular inductive limits and X = Y as locally convex topological vector 

spaces, then X = Y as locally convex spaces with equivalent spectra. In case X and Y 
are regular inductive limits, we even use the terminology "as locally convex spaces with 

equivalent spectra". 

We finish with some trivial definitions. Let n, k E Zl. Then 

(n) = { k!(:~k)! if 0 :5 k :5 n, 
k 0 else. 

Let ah a2 , ••• E 4::. Then L::~=l a,. = 0 and. II~=l a,. = 1. Let Ah A 2 , ••• be operators in a 

Hilbert space. Then Ak o ... oA1 =I if k = 0. In a vector space wedefine span(0) := {0}. 
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Chapter 1 

Gevrey spaces 

In this chapter we introduce the concept of Gevrey spa.ce a.nd prove some topological prop
erties of Gevrey spa.ces. Finally we consider Gevrey spaces corresponding to commuting 

symmetrie operators. 

1.1 Multi-indices and Gevrey spaces 

Let V he a non-empty set. We define the set M(V) by 

M(V) := U V". 
nENo 

Here V 0 denotes the set with one element, called the empty sequence, which is denoted 
by ( ). The elementsof M(V) are called multi-indices (over V). For v E V define the 

v-length 1111" : M(V) -t INo by 

non" .- o 
ll(it,····j,.)ll" .- ca.rd{iE{l, ... ,n}:j;.=v} (nEIN,it, ... ,j,.EV). 

For a E M(V) define the length !I all of a by I! all = n, where n E INo is the unique number 
such that a E V". So 

llaii=EIIall" 
vEV 

for all a E M(V). 
In a natural way we define a.n operation on M(V) : for a, {:J E M(V) define the 

concatenation (a, {:J) of a a.nd fJ by 

((),()} .- () 

(( ), Utt ... ,j .. )) ·- Ütt· .. ,j .. ) 
((jlJ ... ,j .. ), ( )) .- (h,·· .,j .. ) 

{(}I,· .. , j,.), (kt, • • • 1 km)) ·- (it, ... ,j .. , kt, ... ' k"..) 

11 



12 1. Gevrey spaces 

for all n, m E lN and all jl> ... , jn, kt, ... , km E V. So M(V) is a monoid with identity ( ). 

For p E lN and at, ... , ap E M(V) define the concatenation (at, ... , av) of al> ... , ap by 

(at, ... , av) := a 1 if p = 1 and inductively 

if p > 1. 

At the moment we finish our discussion on multi-indices with the reverse operation on 

M(V). Fora E M(V) define the reverse ar of a by 

(? .- () 

Then a---. ar is a bijeetion from M(V) onto M(V). 

In the next chapter we shall introducesome more operations on M(V). 

Let H be a Hilbert space and let A1 , , •• , Ad be d ( unbounded) operators in H. Let 

V:= {1, ... ,d}. Fora E M(V) deflne the operator Àa by 

Ao .- I 

AUt.····in) .- Ait o ... o Ain (n E lN,jt, ... ,jn E V). 

Wedefine the joint C 00-domain D00 (A1 , ••• , Ad) of the operators At, ... , Ad by 

D 00 (AI> ... , Ad):= n D(Aa)· 
aEM(V) 

Here, D(T) denotes the domain of the operator T. We emphasize that the space 

D00 (At, ... , Ad) may be trivia!, i.e. D00 (Ab ... , Ad) = {0}. For all a. E M(V) define the 

seminorm IIIIAl,····Ad;a for D00(Ab ... , Ad) by 

We drop the indices Ah ... , Ad in the seminorm 11 IIA1 , ••• ,Ad;a if the meaning is clear from 

the context. So lllla = IIIIA~>····Ad;a· The topology for D00 (At, ... , Ad) is the locally convex 
topology generated by the seminorms 11 lla, with a È M(V). Since the identity map 

from D 00 (Ab ... , Ad) into H is continuous, the topology for D00 (At, ... , Ad) is Hausdorff. 

Clearly D00(At, ... , Ad) is inetrizable. 

Similarly to the space D00 (AI> ... , Ad) we define the joint ordered C 00-domain of the 

operators A1 , ••• , Ad by 

n 
For all nb ... , nd E lN0 wedefine the seminorm llllnt.····nd (or to be more precise, 

11 IIAl, ... ,Ad;nl, ... ,nJ by 
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Also the topology for D~d(Ab ... , Ad) is the locally convex topology for D~d(Ai, ... , Ad) 
generated by the seminorms lllln.1, ••• ,n,11 with n1, . .. , nd E 1No. 

We want to define subspaces of D00(A11 ••• , Ad) and D~d(A11 ••• , Ad) similar to the 

Gelfand-Shilov spaces S~ and S!1· (See [GS], Section IV.3.3.) Let Àt. ... , Àd 2:: 0. For 
t > 0 define the unordered function 

and the ordered function 

Let 

8..\1·····..\<l;t(Al, ... ' ~) is a. normed space with norm 11 IIA~o •.. ,Aä;À,, ... ,..\<I;t• Similarly define 
the normed space se .. ,..\.t;t(A1, ... , Ad)· Aga.in we drop the indices A11 ... , Ad when no 
confusion can arise. So 

Define the unordered Gevrey space 

8..\,, ... ,..\AAt. ... , Ad):= U 8..\,, ... ,..\4;t(AI, ... , Ad) 
t>O 

and the ordered Gevrey space 

8e .. ,..\/At, ... ,Ad):= U ~~···-'<~;t(At.··· ,Ad)· 
t>O 

The topology <Tind for 8..\1 , ••• ,..\.,(A1 , ••• ,Ad) is the inductive limit topology genera.ted by the 
normed spaces 8..\,, ... ,..\";t(A1, ••• ,Ad)with t > 0. Similarlythe topology for se .. ,Àd(A1, ••• , Ad) is the inductive limit topology genera.ted by the normed spaces 

se .. ,>.d;t(At. •.. , Ad) with t > 0 and it is denoted by u;nd also. For the terminology of 
locally convex topologica.l vector spa.ce theory we refer to Appendix A. 

In the following lemma. we summarize some elementary norm inequalities and oorre
sponding inclusions. The proof is omitted. 
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Lemma 1.1 Let Àt, ••• , Àd ;?: 0, /.Lt, ••• , /1d ;?: 0 and let s, t > 0. Suppose À; s:; p; for all 

i s:; d and s s:; t. Then 

The embedding maps 

are continuous. The topologies for D00(Ah ... , Ad), D~d(Al> ... , Ad), 8>.1 , .•. ,>.a(Al> ... , Ad) 

and S:X~~ ... >.)Al> ... , Ad) are Hausdorff. 

Example 1.2 

Let A he a positive self-adjoint operator in a Rilhert space H. For all t > 0 the continuons 
operator e-tA is injective, so there exists a unique norm llllt on the vector space e-tA(H) 
such that e-tA(H) hecomes a Rilhert space and. the map e-tA from H hito e-tA(H) is a 

unitary map. The analyticity space SH,A is defined by SH,A Ut>O e-tA(H). The topology 
a for SH,A is the inductive limit topology generated by the Rilhert spaces e-tA(H). In the 

monograph [EG] the space SH,A is introduced for any separable Rilhert space H and any 

positive self-adjoint operator A inH. A lot of examples are included in Chapter 11 of the 

hook [EG] . The assumed separahility of the Rilhert space H is an superfluons restrietion 

which we do not assume here. 

Let H be a Rilhert space, A a self-adjoint operator in H ánd let À > 0. We shall prove 

that S>.(A) SH,IAjll», i.e. 
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{u E D00 (A): 3M>03t>o'v'nel'lo: IIAnull :5 Mtnn!-'} U e-tiAI'
1\H) 

t>O 

as locally convex spaces with equivalent spectra. In the proof we need some elementary 
inequalities which we present in the following lemma. This lemma will he used frequently 

in the remaining part of this thesis. 

Lemma 1.3 

I. Let k, m E INo. Then m" :5 klem. 

II. Let n E IN0 . Then e-"n" :5 n! :5 nn :5 n!en. 

III. Let m, n E 1N0 and ). ;:: 0. Then (m + n)P < 2-'(m+n)m!-'n!-' and, if n :5 m, 

(m- n)!-' :5 m!-'n!--'. 

IV. Let n E 1N0 and). > 0. Then 

(Here [ ] denotes the entier function.) 

V. Let dE IN, n1 , ••• , n<i E 21N0 and let). ;:: 0 . Let n := n1 + ... + nd. Then 

Pro of. I. em = L:::':.o n!-1m" ;:: k!-1m". 
Il. Take k = m = n in I. 

liL (m + n)!-' = (m; n r m!"n!-' :5 (2m+n)-'m!-'n!-'. If n :5 m, then (m- n)!-' = 

( 
m ) ->. m!-'n!->. < ml-'nJ->.. 

m-n -

IV. ( [ ~] + 1)! >. :5 { ( [ ~] + 1) ( [X] + 1) [n/ >.]} >. :5 { ( [X] + 1) (X + 1) n/ >.} >. :5 

{ ([xl + 1) e (xr'"}" = {([xJ + 1) eV ür nn :5 {([xl + 1) e}" ür n!. 
V. This inequality follows from liL D 

We continue with Example 1.2. 

Theorem 1.4 Let A be a self-adjoint operator in a Hilbert space H and let ). > 0. Then 

S.x(A) = SH,IAI'/). as locally convex spaces with equivalent spectra. 

Proof. Let t > 0. Lets:= pe-1r 11-'. We prove that S.x;t(A) is continuously embedded 
in e-s!AI'1~(H). Let 
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Let u E S.x;t(A). Then for all n E 1N0 we obtain by Lemma 1.3.IV: 

So 

IIIAI"1"'ull < IIIAJ"1>.1[t,oo)(JAI)ull +IIIAJ"1"'1[o,t)(IAI)uJJ 

$ · IIJAJin/>.)+ll[l,oo)(JAI)ull + lluJJ 

< IIIAI1"1"'1+1ull + JJull 

< tlnf,~]+l ([i]+ l)!>.lluJJ>.;t+ llull>.;t 

$ f'1"'+1 {([i] + 1) e} >. (~) n n!l!.u!IÀ;t + !lull>.;t 

$ {([i] + 1) e} À tG) n s-"n!JJuiiÀ;t + llull>.;t· 

1. Gevrey spaces 

Let v := L;:,0 ~JAJ"f>.u E H. Then u = e-siAI11.:~v E e-sfAjlf.:I(H) and llulla = llvll $ 

CjJuiiÀ;t· 
It remains to prove that for all t > 0 there exists s > 0 such that e-tJAI11\H) is 

continuously embedded in S>.;s(A). S~, let t > 0. Lets:= (~f. Let n E JN. Since the 
t 1/A [ ) · . . · ' ( À)nÀ À function x ~--+ x"e- ~~: , defined on 0, oo , has the maximum valtie ~· C" , for all 

u E H we obtain: 

IIA"e-tiAJ1fA uil $ ( n: rÀ e-"ÀIIull $ s"n!ÀIIull. 

So e-tiAfl/Au E SÀ;s(A) and IJe-tiAfl/Aull>.;s $Jiull = Jle-tfAjl/Aullt· 0 

Corollary 1.5 Let A be an operator in a Hilbert space which has a self-adjoint extension. 

Let dE 1N and let À> 0. Then 

as locally convex spaces with equivalent spectra. 

Proof. Clearly for all t > 0 the space S>.;t(A) is continuously embedded in S>.d;s(Ad), where 
s == 2(d-1)d>.td. 

Let B be a self-adjoint extension of A. Let t > 0. By Theorem 1.4 there exist t1,t2 > 0 

such that the following inclusions are continuous: 

Since S.xd;t(Ad) c D00(A) as sets, it follows that in fact SÀd;t(Ad) is q>ntinuously embedded 

in S>.;t2 (A). o 
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Example 1.6 

Let A he an operator in a Rilhert space H. Then S0 (A) is the set of all bounded veetors 

forA. (See Faris, [Far], §16.) 

Example 1.7 

Let All ... , Ad he doperators in a Rilhert space Hand let À ~ 0. Then S,x, ... ,,x(A1 , ... , Ad) 
is equal to thesetof Gevrey veetors of order À relative to {All ... , Ad}· (See Goodman-

Wallach, [GW], Section 1.) In particular, for À= 1, the set S1, ... ,1 (A1 , .•. , Ad) is equal to 

thesetof analytic veetors for {A1 , ••. ,Ad}· (See Goodman, [Goo1], Section 2 or Nelson, 

[Nel], Section 2.) 

Example 1.8 

Let Q he the multiplication operator by the function x ~---+ x in L2(IR). Let lF he the 

Fourier transform on L2(IR) such that 

1 J . (IFJ)(x) = ..j2i f(y)e-'"'Ydy a.e. x E IR 
R 

for all f E Ll(IR) n L2(IR). Let P := IFQIF-1
• Then P and Q are self-adjoint operators in 

L2(IR). The dense joint 0 00-domain D00(P, Q) is equal to D'::.J(Q, P) and the latter space 

is equal to Schwartz' space S(IR), i.e. the space of all infinitely differentiable functions tp 
defined on IR such that 

sup{lxktp(ll(x)l: x E IR}< oo 

for all k, l E IN0 • (See [Goo2], page 65.) 

Let a:, {3 ~ 0. Gelfand and Shilov define the space S~ hy 

S~ := {tp E S(IR): 3neN sup lxktp(1l(x)ln-k-lk-kaz-IP < oo}. 
k,IENo 

x ER 

In order to introduce topologies forthespace S~, for n E IN wedefine the normed space 

Soo(n;a,{3) := {<p E S(IR): sup lxktp<1>(x}ln-k-lk-k"'z-IP < oo} 

with norm 

k,IENo 
x eR 

11'-PIIsoo(n;a,P) := sup{lxktp(ll(x )ln-k-l k-kaz-IP : k, l E IN0 , x E IR}. 

The Gelfand-Shilov space S~ equals 

00 

s~ := U Soo( n; a, f3) 
n=l 
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and we provide the space s~ with the inductive limit topology generated by the normed 

spaces S00 (n; a, (3) , with n E IN. (See [GS], Section IV.3.3 and [Wlo], §29.5. Wloka uses 
the notation S00 (m") insteadof S00 (n).) . . 

Remark. In [GS] no topology is defined for the vector space S~, but only the concept of 

converging sequence occurs. Using Theorem 1.9 and Corollary 1.13.1 infra, it is no't toÓ 

hard to show that a sequence in S~ converges to 0 in the sense of GelfandcShilov if and 

only if it converges to 0 with respect to the induètive limit topology. 

In the following theorem we prove that the Gelfand-Shilov space S~ can he described 

as an ordered Gevrey spa.ce. 

Theorem 1.9 Let a,(J;?: 0. Then sg = s~:3(Q, P) aslocally convex spaces with equivale.nt 

spectra. 

Proof. For n E IN let 

S2(n; a, (3) := { <p E S(IR): L: j 1(1 + x2 )k<p(1l(x)n- 2k_;t(2kt2kaz-lPI 2dx < 00} 

k,IEJIIoR .. 

with norm 
. 1 

ll<t?ll~ln;a,Pl := .( L: j 1(1 + x2)k<p(ll(x)n-2k-l(2kt2kaz-1PI2dx)· 
2 

k,IEINoR . 

Then S2(n; a,(J) is a. Hilbert spa.ce. (See [Wlo], page 4.) Let 

00 

E := U S2(n;a,(3). 
n=l 

The topology for E is the inductive limit topology. By [Wlo], §29.5 and §29.3 the spaces 

E and S~ are equa.l as loca.lly convex spaces with equivalent spectra. 

It rema.ins to prove that E and s~:3(Q, P) are equa.l as loca.lly convex spaces with 
equivalent spectra. Let n E IN. Let t := 2"'e"'ePn > 0. Let <p E S2(n;a,(3). Then 

<p E S(IR) = D';d(Q,P). Let'k,l E IN0 • Let k1 E IN0 be such that 2k1 - I :5 k :5 2k1 • 

Th en 

IIQkpl<t'll :5 11(1 + Q2)A:, P'<pll 
:5 li<t?lls2(n;a,P) n2k,+l (2kt)2k,a ziP 

:5 li<t?ll~(n;a,P) nk+l+l (k + l)(k+l)a ziP 

< ll<~'ll~rn;a,/3) n"+HI (k + 1 )!" l!P e(k+l)a e1f3 

:5 ne" ll<t?ll~(n;a,/3) tk+l k!" l!P. 
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Now let t > 0. Let n E 1N be such that n ;::: 2(1 + t). Let r.p E s~:~;t(Q,P) and let 

c := II'PIIa,,8;t,ord• Then <p E n:d(Q, P) S(IR). Moreover, for all k, l E 1No we have 

So 

1!(1 + Q2)kPicpl! :=; fo (!) IIQ2mplr.pll 

:=; fo (!) ct2m+1(2m)!"'l!P 

::; c(l + t2)"t1 (2k )!"' 1!,8 

::; c(l + t?"+l(2k)z""'llP 

< cn)2k+ln2"+1(2k)2""'ll,8. 

2: (11(1 + Q2)k plr.pl!n-(2k+l}(2kt2""l-1,8r::; 64 c2. 
k,IE:No 45 

Hence tp E S2( n; a, {1) and I!~PIIs2 (n;a,,8) ::; /!f, llff'lla,,8;t,ord· This proves the theorem. D 

1.2 Topological properties of Gevrey spaces 

The ordered and unordered Gevrey spaces are introduced as inductive limits of normed 

spaces. In genera}, an inductive limit of normed spaces is not regular, notcomplete and so 

on. In this section we prove that an (un)ordered Gevrey space is regular and, with some 

additional assumptions, that the unordered Gevrey space is complete. We give a rich class 

of examples whiCh satisfy these assumptions. 

Let A1 , ... , Ad he d fixed operators in a Rilhert space H. Let V:= {1, ... , d}. 

Lemma 1.10 Let -Xt, ..• , Àd ;::: 0. Then S>.1 , ••• ,ÀiAt. ... , Ad) and Sî~ .. ,Àd(At, ... , Ad) are 
bornological. 

Proof. Any separated inductive limit of metrizable loca.lly convex topological vector spaces 

is bornological. (See [Wil], Example4-4-7 and Theorem 13-1-13.) D 

In the next theorem we prove that the inductive limit spaces SÀ1 , •.• ,ÀAAh ... , Ad) and 
rd ' Sî1, ... ,>.d(Ah ... , Ad) are both regular. 

Theorem 1.11 Let Àh ••• , ).d;::: 0 and let B be a subset of SÀ1 , ... ,>.AAl! ... , Ad)· Then B 
is bounded in SÀh····>.AAt, ... , Ad) if and only if there exists t > 0 such that B is a bounded 

subset of S>.1 , ... ,>.d;t(Ah ... , Ad)· 
Similar results hold for S~~ .. ,>.4(At, ... ,Ad)· 

Proof. For completeness we indude the proof of this theorem, although it is completely 

similar to the proof of [Goo3], Lemma 1.2. 

Suppose Bis bounded in 8>.1 , ... ,>.4 (At, ... , Aa)· We have to prove that there exists t > 0 

such that SUPueB llull>.1 , ... ,>.<~;t < oo. Suppose this were not the case. Then for all t > 0 we 
would have 
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sup sup IIA"'ull = oo, 
ueB O<EM(V) tll"'ll M"' 

where M"' := llalh!.x, · ... · llalld!.x<~. Since the identity map from S.x,, ... ,.xAAb ... , Ad) into 

H is continuous, the set B is bounded in H and SUPueB t~~~~~~~ll < oo. Hence for all k E IN 
() 

there exist uk E Band ak E M(V) such that 

IIA"'kukll ~ k11"'k 11 M"'k 

and llakll ~ 1. Define "' : (0, oo) - (0, oo) by 

"'(t) := inf{(k112r 1)il"'kll: k E IN} (t > 0) 

(1.1) 

and let U be the set of all v E S.x,, ... ,.xà(Ab ... , Ad) of the form v = Z:t>O CtVt, where 

Z:t>O ICtl :$ 1 (finite sum), Vt E S.x,, ... ,.\<~;t(At, ... , Ad) and llvtll.x,, ... ,.\<~;t :$ "'(t) for all t > 
0. Then U is absolutely convex and U n S.x,, ... ,.xà;t(Ab ... , Ad) is a neighborhood of 0 in 

S.x,, ... ,.\à;t(Ab ... , Ad) for all t > 0. SoU is a neighborhood of 0 in S.x,, ... ,.xà(Ab ... , Ad) by 
[Wil], Theorem 13-1-11. Since B is bounded, there exists 8 > 0 such that B C SU. But 

for all k E IN. we obtain that 

IIA"'k u kil :$ 8 sup tll"'kll"'(t)M"'k :$ 8 sup tll"'kil(k112r 1 )ll"'kll M"'k = Skil"'kll/2 M"'k' 
t>O t>O 

This contradiets (1.1) for k sufficiently large, since llak11·~ L 0 

Only for the unordered Gevrey space we can prove that bounded subsets behave well. 

In the proof of the theorem we feel inspired by Liu, [Liu], Theorem 1.2.5 2). 

Theorem 1.12 Suppose the opemtors Ab ... , Ad are Hermitian or skew-Hermitian. Let 

Àb ... , Àd ~ 0 and let t > 0. Then there exists s ~ t such that for all bounded sets 

B C S.x,, ... ,.\<~;t(Ab ... , Ad) we have (B, <Tind) = (B, llll.x,, ... ,.\<~;•) as topological spaces. 

Proof. Let s :='= 2.\,+ ... +.\<~t. First we prove the interpolation inequality 

(1.2) 

for all u E S.x,, ... ,.\c~;t(Ab ... , Ad)· Let u E S.x,, ... ,.\c~;t(Ab ... , Ad) and let a E M{V). Then 
by Lemma 1.3.111 we obtain tliat 

sll("''•"'>llllallt!2.\' • • • • • llalld! 2.\<~ 

lluiiiiA<"''•"'>ull22.\tll<>lh ..... 22.\c~ll"'llc~ 
:$ 

sll<"''•"'>llll2alltP1 • ••• • ll2alid!.\c~ 

llull IIA<"''·"'>ull(2.\'+ ... +.\c~)ll<"''•"'>ll 
:$ sll("''•"'>llll(ar,a)lh!.\, .... ·ll(ar,a)lld!.\c~ 

llull IIA("''·"'>ull 
. tll("''•"'>llil(ar,a)lhP' .... ·ll.(ar;a)iid!.\c~ 

< llullllull.x,, ... ,.\c~;t· 
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This proves inequality (1.2). 

Let B be a bounded subset of S>.,, ... ,>.d;t(AI> ... , Ad)· Clearly the identity map from 

(B, llll>.~, ... >.d;•) onto (B, O"ind) is continuous. Let M > 0 he such that llulh,, ... ,>.d;t S M for 

all u EB. Let (u;);EJ he a O"ind-convergent net in B with limit u EB. Then lim;u; =u in 

H, so lim; llu;- uil = 0. Hence 

limsup llu;- ull>.1 , ... ,>.d;• S limsup llu;- ull!llu; 
i i 

1 

uiiL .. ,>.d;t 

< V2M'limsupllu; uilt 0. 
i 

So lim; u; u in S>.t. ... ,>.d;s(All ... , Ad)· Therefore the identity map from (B, O"ind) onto 

(B, 1111>.1, ... >.<~;•) is continuous. D 

Corollary 1.13 Suppose the operators A1 , ••• , Ad are Hermitian or skew-Hermitian. Let 

À1, ..• , Àd;:::: 0. Let B be a subset of S>.,, ... ,>.d(Ab ... , Ad)· Then: 

I. B is bounded in S>.t. .. ~.>.d(A1 , ••• , Ad) if and only if there exists t > 0 such that B is 

a bounded subset of S>.1 , ... ,>.4 ;t(AI. ... , Ad) and (B, O"ind) (B, 1111>.1, ... ,.\d;t)· 

II. B is compact in S.\1 , ... ,..\<J(Ab ... , Ad) if and only if B is a compact subset of 

S.\1 , ••• ,.\d;t(Ab ... , Ad) forsome t > 0. 

III. B is sequentially compact in S>.,, ... ,>.à(At, ... , Ad) if and only if B is a sequentially 
compact subset of S>.,, ... ,>.d;t(At, ... , Ad) jor some t > 0. 

IV. B is sequentially compact in S..\1. ... ,>.d(A~, ... , Ad) ij and only ij B is compact in 

SÀ,, ... ,>.4 (At, ... , Ad). 

The joint C 00-domain D00(Ab ... , Ad) and the joint ordered C""-domain 

D~(At, ... , Ad) are metrizable locally convex spaces. They may fail to he Fréchet spaces. 

Also, not every Gevrey space S.\" ... ,..\&(At, ... , Ad) is complete. We give an example. 

Example 1.14 Let p, ;:::: 0. Then there exists a symmetrie operator A in a Hilbert space 

H such that S0 (A) is dense in H, the space S>.(A) is complete for all À E [0, J.l] and jor all 
À > 11 the space S>.(A) is not sequentially complete. In particular, D00(A) is not complete. 

Proof. Let A be the restrietion of the operator Q tothespace S"'( Q). Then A is symmetrie. 

For all À E [O,J.l] we have S>.(Q) C S~'(Q), so S.x(A) S>.(Q). Hence S0 (A) is densein H. 
Moreover, by Theorem 1.4 and [EG], Theorem 1.1.13(i) it follows that S>.(Q) is complete 

for all À> 0, so S.x(A) is complete for all À E (O,p,]. An elementary proof shows tha.t the 

space S0{A) S0(Q) is complete. (Cf. infra, Corollary 1.18.) 

It remains to prove that for all>. > p, the spaces S>.(A) and D""(A) are not sequentially 

complete. So let >. > /1· Define f : IR -J. IR by 

/(x):= exp( -!lxl1f>.) (x E IR). 

For NE lN0 let 
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fN := 1(-N,N) 'f 

We prove that the sequence f 11 f 2, ••• is a Cauchy sequence in S>.(A). Let g := VJ and 

YN := VJN for all N E 1N0 • Let N, M E lNo. Then for all n E 1N0 : 

IIA"(JN - !M )11 = IIQ"g(gN YM)II ~ sup lx"g(x)IIIYN YMII 
:r:ER 

= (4nÀt>.e->."IIYN YMII ~ [(4d).\e-.\]" n!,x IIYN- YMII· 

So !N = !N- Jo E S>.(A) for all N E lN. Moreover, since limN,M--+oo IIUN UMII = 0, we 
obtain that / 1 ,!2 , ••• is a Cauchy sequence in S.x(A) and also in D 00(A). 

Suppose the Cauchy sequence ft, h, ... converges to some element h in S .x (A). Th en 

by Lemma 1.1 we would have in P(nt): f = lim/N = hE S.x(A) c D00(A) = S~'(Q). 
However, for all n E lN with 2n..\ 2::: 2 we obtain with k := [2nÀ] + 1: 

So 

J21i=!IQ" !11 2 = j x2
" exp( -lxl1/>. )dx 

R 

00 

2..\ j y(2n+l).\-te-11dy = 
0 

2,\f((2n + 1)..\) 2::: 2,\f(k- 1) 2,\(k- 2)! 2:: 2..\k-zkke-k 2::: 

2M-ke-k(2n,\)2n>. 2::: 2..\(4e)-(2n.\+1)(2..\)2n.\n2n>. 2:: >.(2etl [(>.(2e)-1).\t" n!z>.. 

!IQ" /11 2::: Ct"n!.\ 

for all n E lN, where t = (fe).x and C > 0 is some constant. Hence f (j. s .. (Q) since p. < ..\. 
By the same argument we can show that the Cauchy sequence / 1 , h, ... is not conver-

gent in D00{A). o 

Theorem 1.15 Suppose the operators A~> ... , Ad are closed. Then D00(Al> ... , Ad) and 

n:d(At. ... , Ad) are Fréchet spaces. 

Proof. Let {u,.)neN be a Cauchy sequence in D00(A1 , ••• , Ad)· Then for all a E M(V) also 

(Aaun)neN is a Cauchy sequenre in H, so Ua := lim"__,.00 Aaun exists in H. Let u := U()· 

For NE 1N0 hypothesis P(N) states: 

For all a E vN we have u E D(Aa) and Ua Aau. 

Obviously hypothesis P(O) is valid. Let N E 1N0 and suppose hypothesis P(N) is valid. 
Let a E vN and let VEV. Then we obtain in the Hilbert space H x H: 

Since A" is a dosed operator, it follows that Aau E D(Av) and AvAau = U(11,.")· So 

u E D(A(v,a)) and A(v,a)U = U(v,.")· This proves hypothesis P(N + 1). 
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By induction, u E n,,EM(V) D(Aa) D00 (AI> ... , Ad) and limn-oo Aaun Aau for all 

a E M(V). So D00(At. ... , Ad) is complete. 

Simila.rly, D~(A11 ••• , Ad) is complete. 

The completenessof the spaces D00 (A11 ••• , Ad) and n:d(A1, ... , Ad) has the following 

consequences for the Gevrey spaces. 

Theorem 1.16 Let À1, ••• ,Àà;::: 0 and let t > 0. IJ D00 (A1 , ... ,Ad) is a Fréchet space 
then S.x1, ... ,.\c~;t(AI> ... , Ad) is a Banach space. IJ D:'d(At, ... , Ad) is a Fréchet space then 

S~~~ ... .x4;t(Ah ... , ~)is a Banach space. 

Proof. Suppose D00(A1,. •• ,Aà) is a Fréchet space. Let (un)neN be a Cauchy sequence in 

S.x1 , ... ,.\4;t(At, ... , ~). Since the identity map from S>.1 , ... ,>.4;t(AI> ... , Ad) into 

D00(At, ... , Ad) is continuous, also (un)neN is a Cauchy sequence in D00(At, ... , Ad)· 
Hence u:= limn_,ooun exists in D00(Al! ... ,Ad)· 

Let e > 0. There exists NE lN such that llu~o- udl.xt. ... ,>.4 ;t ~ e for all k, 1;::: N. Hence 

for all k, l ;::: N and all a E M(V) we have 

IIAa(uk- ut)ll ~ et11"'11 11alh!"1 
• ••• ·llalld!-'<~. 

Let l ;::: N. Since liffin_,00 Un = u in D""(A1, ... , Ad) we obta.in for all a E M(V): 

= lim IIAa(u~o- Ut)ll = limsup IIA,.(u~o 
k-oo k-oo 

Ut)ll 

$ etll"'llllalh!"1 
• • • • ·llalld!-'<~. 

So in pa.rticula.r, u- UN E S.xl, . .'.,>.c~;t(Ah ... 'Aà) and 

u= UN +(u- UN) E S.xt. .... .x .. ;t{At, ... , Ad)· 

Moreover, !Iu- utll.x1 , ... ,.\.,;t $ e for alll;::: N and lim,_oo u,= u in S.x1 , ... ,>..,;t(A11 ... , Ad)· 
Simila.rly, S~ ... >.c~;t(At, .•. , Aà) is complete if D:Ord(Ab ... ; Aà) is a Fréchet spa.ce. o 

Corollary 1.17 Suppose flOO(Ab ... , Ad) is a Fréchet space and each of the operators 
A1, ••• , Ad is Hermitian or skew-Hermitian. Let À1o ••• , Àd;::: 0. Then S>.1 , .•• ,>."(A11 ••• , Ad) 
is complete. 

Proof. Let B be a bounded closed subset of S>.1o ... ,>..,(A11 ••. , Ad)· By Corollary 1.13.1, there 

exists t > 0 such that B c S-'t.····>-ë;t(At. ... , Ad) and (B, umd) = (B, llll.xl> ... ,>.d;t)· Let (ui)iei 
be a Ca.uchy net in (B,amd)· Then (ui)iei is a Cauchy net in S.x1 , ... ,>.c~;t(AI> ... , Ad), whence 

u:= liffiiu; exists in S>.h ... ,.\c~;t(At. ... ,Ad)· Then also u= limiui in S.x~o ... ,>.c~(Ah ... ,Ad)· 
Since B is closed, u E B and u = liffii u; in ( B, O'ind). So S ,x1 , ... ,.xiA 1 , •••. , Aà) is boundedly 

complete. 

By Lemma 1.1, S>.1, ... ,Àd(A11 ••• , Ad) is the inductive limit of the spaces 

S.x1 , ... ,.\c~;n(A1 , ••• , Ac~)with n E lN. By Theorem 1.16 each S>.1 , ... ,.\ .. ;n(A1, ••• , Ad)is a Banach 

space. So S>." ... ,ÀAA1, ... , Aà) is a boundedly complete LB space. By Floret, [Flo], Satz 

4.3, S.x1 , ... ,Àc~(At, ... ,~)is complete. o 
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Corollary 1.18 Suppose the operators Ah . .. , Ad are closed and suppose each of the op-
erators All ... , Ad is Hermitian or skew-Hermitian. Let >.1> ... , >.d;::: 0. Then 

S.x., ... ,.xAA~o ... , Ad) is complete. 

Proof. Theorem 1.15 and Corollary 1.17. D 

Corollary 1.19 Let >.., ... , >.d ;::: 0. Suppose D 00(A1 , ••• , Ad) is a Fréchet space. Then 

S.x,"..,.xd(At, ... , Ad) is barrel/ed. 
Similarly, S~~~.,.xd(A1 , ... , Ad) is barrelled ij D~rd(A1 , ... , Ad) is a Fréchet space. 

Proof. Suppose D00(A., ... ,Ad) is complete. By Theorem 1.16 the normed space 

S:~l< ... ,:~d;t(A1 ,. ·'·,~)is complete for all t > 0, hence ba,rrelled. Now the corollary follows 
by [Wil], Theorem.l3-1-13. D 

We finish this section with an examination of continuons linear maps between spaces 

of type S.x1 ,: .. ,>.c~(At, ... , ~) and S~~ .. ,:~,/At. ... , Ad)· By the bomologicality of the spaces 
S>.11 ... ,>.4 (Ah ... , Ad) and S~ .. ,:~4(Ah ... , Ad), alinear map between spacès of type 

S:~,, ... ,>.d(Ah ... , Ad) and S~~ .. ,>."(All ... , Ad) is èontinuous if and only if it maps bounded 
subsets into bounded subsets. Here we present a usefUl condition which implies that a 
linear map is continuous. 

Lemma 1.20 Let E be a Fréchet space and suppose the operators At, ... , Aa are closable. 
Let Àt. ... , ..\d;::: 0 and let T be a linear map from E i~to S>.11 ... ,AAAt. ... , Aa)· Let i denote 
the identity map from S>.1 , ... ,>.a(AI> ... , Aa) into H. Sappose the map i o T is continuous 
from E into H. Then T is continuous frofrA E intoS>.1, .. ,.>."(A1 , ... , ~). 

Proof. We first prove that the map A"' o T is continuous from E into H for all a E M(V). 
The proof is by induction to llall. If a= ( ), then by assumption themap A,. o T i o T 
is continuous from E into H .. Now let a E M(V) and v E V and suppose the map A,; o T 
is continuous from E into H. Let B be the ciosure of the operator A.,. Then the map 
B o A,. o T from E into H has a closed graph, hence it is continuous by the dosed graph 

theorem. Then in pa.rticular th.e map A(v,a) o T A"A"'T is continuous from E into H. 
For NE IN let 

Since all the maps A,. oT are continuous from E into H, the set ZN is closed in E. Clearly 

E = UNelN ZN. By the Ba.ire category theorem there exists N E IN such that ZN ha.s 
a non-empty interior. · There exist x0 E ZN and a neighborhood U ofO in E such that 

Xo +U C ZN. Then 11Txll>.1, ••• ,>.c~;N ~ 2N for all x E U. It follows that the map T is 
bounded from E into S.\to .... >.AA11 ••• , Aá)· Since the space E is bomological, the ma.p T 
is continuons from E into 8.\,, ... ,>.c~(At. ... , Ad)· D 



1.3. Gevrey spaces relative to infinitesimal generators 25 

Theorem 1.21 Let Ht and H2 be Hilbert spaces. Let d1, d2 E IN. Let A1, ... , Ad, be closed 
operators in H1 and let B11 • •• , Bd2 be closable operators in H2 • Let >..11 ••• , Àd,, 1-'ll ••• , J-ld2 

2:: 0. Let T be a linear map from S-\,, ... ,Àa, (A1 , ... , Ad,) into SIJ.,, ... ,p.d
2 
(B11 ... , Bd2 ). Sup

pose the operator T is closable as an operator from H1 into H2 • Then T is continuous. 

Similar results are valid if S -\1 , ... ,-\a, (Ah ... , ~1 ) or S JJ.1 , ... ,JJ.dz ( Bt. ... , B dJ is replaced by 

S~ ... -'<~, (At, ... , Ad,) resp. S~~···IJ.az ( Bt, ... , Bda). 

Proof. Fort > 0 let it be the identity map from S.\,, ... ,-'d, ;t(At. ... , Ad,) into 

S -\1 , ... ,-'a, (At, ... , Ad,) and let i and j he the identity maps from S .\" ... ,>.a, (Ah ... , Ad,) and 

SJJ.1, ... ,JJ.ez (B11 ... , Bd2 ) into Ht resp. H2. Let t > 0. Then the map i o it is continuons from 

S>." ... ,>.~;t(Ato ... , ~J into H1 and the map jo T from H1 into H2 is closable. So the map 

jo T o it =(jo T) o (i o it) is closable from S.\,, ... ,Àa,;t(A1, ••• ,Ad,) into H2• By Theorems 

1.15 and 1.16, the space S.\t. .... >.
41

;t(A1, ••• , Ad,) is a Banach space. Therefore we obtain by 

the closed graph theorem that the map j o T o it from S "' ,. .. ,.\dt ;t( A1 , ••• , Ad,) into H2 has a 

continuons extension. Hence the map j o T o it is continuons from S-'t.···•>.d, ;t( A1 , •• • , Ad,) 

into H2 • 

From Lemmal.20 it follows that themap Toit is continuons from S-'1 , ... ,-'<~, ;t(Al! ... , Ad,) 
into SJJ.,, .... ~(Bb ... ,Bda)· Now the theorem follows by [Wil], Theorem 13-1-8. D 

Corollary 1.22 Let d1 , d2 E IN. Let A1 , ••. , Ad,, B1 , ••• , Bd2 be closed operators in a 

Hilbert space H. Let Àb·· .,Àdu/-lh···•J-Id2 2::0. Suppose S,\1 , ... ,-\a
1
(Ah ... ,Ad1 )= 

SIJ.,, ... .JJ.az(Bb ... ,Bd2 ) as sets. Then S-\,, ... ,.\41 {At, .... ~,)= Sp.,, ... ,IJ.ez(Bt, ... ,Bd2 ) as lo
cally convex spaces with equivalent spectra. 

Proof. Let i he the identity map from S.\t. ... ,.\.", (Ah ... , Ad,) into SJJ.,, ... ,JJez (Bt, ... , Bd2 ). 

Then i is closable as an operator from H into H. Hence i is continuons by Theorem 1.21. 

Now let t > 0. Let 

B := {u E S,\,, ... ,>.41 (Ah .. ·,~,): lluiiA,, ... ,Aa
1
;-',, ... ,-\d

1
;t _:::; 1}. 

Then Bis bounded in S,X1 , ... ,>.a, (Al! ... , Ad1 ), hence Bis bounded in SJJ.1 , .... JJ..ta (B11 ••• , Bd2 ), 

since i is continuous. By Theorem 1.11 there exist s > 0 and M > 0 such that 

lluiiB,, ... ,Bez;JJI, ... ,,.ez;• ~ M 

for all u EB. So the space S>.h ... ,.\
41

;t(A1 , ••• ,~,)is continuously embedded in 

SIJ.1 , ... ,,.,;ez;•(Bt, ... , Bda)· 
Similarly, for a.ll t > 0 thereexists s > 0 such that SJJ.1 , .... JJ.<~zit{Bl! ... , Bd2 ) is continuously 

embedded in S>.1 , ••• ,>.
41

;.t(At. ... , Ad,)· The corollary follows. D 

1.3 Gevrey spaces relative to infinitesimal genera
tors 

In this section we introduce a rich class of examples of Gevrey spaces S-\,, ... ,-'.t(A11 ••• , Ad) 
relative tooperators A1, ••• , Ad such that D00(At. ... , Ad) is a Fréchet space, all operators 
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At, ... , Ad are skew-adjoint and S.x1 , ••• ,.xAA~; ... , Ad) is dense in H for all Àt, ... , Àd ~ 1. 

Further we present another characterization of these spaces which explains the terminology 

Gevrey space. 

Let G be a real Lie group and let 1r be a (continuous unitary) representation of G 

in a Hilbert space H. (We only consider continuous unitary reptesentations.) For the 

terminology of Lie group theory we refer to Helgason, [Hel] and Varadarajan, [Varl]. For 

every u E H define u : G -t H by 

u(g) := 1r9 u (g EG). 

A vector u E H is called infi""itely differentiable respectively analyticfor 1r if and only if 

the function u is infinitely differentiable respectively (real) analytic from G into H. Let 

H00
( 7r) resp. nw( 7r) denote the set of all infinitely differentiable resp. analytic veetors for 

1r. 1t has been proved by Garding, [Garl] that H 00 (7r) is denseinHand by Cartier and 

Dixmier, [CD], Nelson, [Nel] and again Garding, [Gar2] that H~(1r) is densein H. 
Let g be the Lie algebra of G. For X Eg denote by d1r(X) the infinitesimal generator 

of the one-parameter unitary group t f-4 1fexp(tX)·. So d11:(X) is skew-adjoint. Goodman has 

proved the following infinitesimal characteriza.tionöf H00
( 7r ): 

'l'heorem 1.23 Let Xt, ... , Xd be any basis in 'the Lie algebra g. Then 

d 

H 00 (1r) = D00(d1r(X1), ... , d1r(Xd)):;:: n D00 (d11'(X~c)) 
k=l 

as sets. 

Proof. By[Goo4], Proposition 1.1, H 00 (7r):;:: D~(d1r(Yi), .•. ,d1r(Yd)) for any basis 

Yi, ... , Yd ing. So H 00 (1r) = D00(d1r(XI), ... ,d1r(Xd)). The remainingpart ofthe theorem 
is proved in [Goo2], Theorem 1.1. D 

By Theorem 1.23 the space H 00 (1r) is invariant under d1r(X)for all XE g. Let 01r(X) 
denote the restrietion of the operator d11:(X) to H 00

( 1r ). Then the map 01r :X f-4 01r(X) is 

a Lie algebra homomorphism from g into the set of all skevv-symmetric operators defined 
on H 00 (7r). (This can be proved similarly toa proof on page 209 of Harish-Chandra., [HC].) 

Hence 01r extends uniquely to' an associative algebra homomorphism, denoted by 01r also, 

from the complex universa/enveloping algebra U(g) of g into thesetof alllinear operators 

from H 00 (7r) into n=(1r), The following theorem is of special interest. 

Theorem 1.24 Let Xt, ... , Xd be any basis in g. Let D. := L:%=1 X~ E U(g). Then the 
operator 01r (I - D.) is essentially self-adjoint. The spaces H 00 

( 1r) and noo ( o1r(I - D.)) 
are equàl ~s sets. Moreover; the spaces n=(o1r(l- D.)) and D00 (d1r(X1 ), ... ,d1r(Xd))are 

equal as locally convex spaces. 

For all À ~ 1 we have 
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as locally convex spaces with equivalent spectra. 
Let Yi, ... , Yd be a second basis ing. Let>.;:::: 0. Then 

as locally convex spaces with equivalent spectra. 

Proof. The essential self-adjointness of the operator (hr(I - .ó.) has been proved by 

Nelson in Theorem 3 of [Nel]. From the proof of the same theorem it follows that 

H00(1r) = D00(81r(l- .ó.)) as sets. By [Goo4], Proposition 1.3 the spaces D00(81r(l- .ó.)) 
and D00(d1r(X1), ... , d1r(Xtl)) are equal as locally convex spaces. The spaces 

S>., ... ,>.(81r(X1 ), ... ,81r(Xd)) and S2>.(81r(l- .ó.)) are equal as locally convex spaces with 
equivalent spectra. (See Goodman-Wallach, [GW], Examplefollowing Theorem 1.7.) Since 

the spaces S>., ... ,>.(d1r(X1 ), ••• ,d1r(Xtl)), S2>.(81r(l .ó.)) and S2>.(81r(l- .ó.)) are equal as 

locally convex spaces with equivalent spectra.. 

Let Yi, ... , Yd be a second basis in g. For all k E { 1, ... , d} there exists ckh ... , Cktl E ffi 
such that Y~: = E~=l c~omXm. Let M := max{ { lc~:m I : k, l E { 1, ... , d}}). Let n E IN and 
let }t, ... ,j,. E {1, ... ,d}. Then 8'7r(Y;1 ) o ... o 81r(Y;,.) is a sum of d" terros of the form 

"YM(X~o1 ) o ... o 81r(X~o"), where "Y E ffi, hl :5 M" and kt, ... , k,. E {1, ... , d}. So 

llulla".(Yx), ... ,a ... (Y4);>., ... ,>.;tlMt2A4 :5 llulla .. (Xl) •... ,a..(X");>., ... ,>.;t 

for all u E H00(1r) and t > 0. (See Lemma 1.3.III.) Therefore the embedding 

S>., ... ,>.;t(81r(Xt), ... '81r(Xd)) <-+ S>., ... ,>.;dMt2M(81r(Yi), ... '81r(Yd)) 

is continuous for all t > 0. Interchanging the roles of X,. and Ym, it follows that 

as locally convex spaces with equivalent spectra.. 

Since H 00(1r) = D 00(d1r(Xt), ... 'd1r(Xd)) = D00(d1r(Yi), ... , d1r(Yd)) as sets (Theorem 

1.23), it follows that S>., ... ,>.(d1r(X1 ), ••• , d1r(Xd)) S>., ... ,>.(d1r(Yi), ... , d1r(Yd)) as locally 
convex spaces with equivalent spectra. 0 

Also H"'(1r) admits an infinitesimal characterization. 

Theorem 1.25 Let X1 , ••• , Xd be any basis in g. Then 

as sets. Moreover, 
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as locally convex spaces with equivalent spectra. 

Proof. The first equality has been proved by Nelson, [Nel], Lemma 7.1. The other equalities 

can be proved with similar argumentsas in the proof of [Nel], Lemma 7.1. D 

Corollary 1.26 Let Yt, ... , Ym E g and suppose g = span( {Yi, ... , Ym}). Th en 

m 

H 00(7r) = D00(dn-(Yi),: .. , d1r(Ym)) = n D00
( d1r(Yk)) 

. k=l 

as sets and 

as locally convex spaces and both spaces are Fréchet spaces. Let À11 ••• , Àm 2 0 and let 
t > 0. Then 

and 

are complete. Moreover, if in addition Àt. ... , Àm 2 1, then 

is dense in H. 

Proof. There exist 1 .::; i1 < i2 < ... < Î4 ::; m such that }i1 , ••• , Y;4 is a basis in g. L~t 

Xk :=lik for all k E {1, ... ,d}. By Theorem 1.23, H00 (1r) is invariant under d1r(}j) for all 
jE {1, ... ,m}. So 

H00
( 11') c flOO( d1r(Yi.), . .. , d11'(Ym)) c D~( d1r(Yi.)-, ••• , d1r(Ym)) c 

m d . 

C n D""(d1r(}/.)) C n Doo(d1r(Xk)) = H=(1r). 
k=l k=l 

sets. Since the operators d1r(Yi.), ... , d11'(Ym) are skew-adjoint, it follows from Theorem 1.15 
that the spaces D=(d1r(Yi.), ... , d7r(Ym)) and D~(d1r(Yi.), ... , d11'(Ym)) are Fréchet spaces. 

By the closed graph theorem, D00(d1r(Yi.), ... , d11'(Ym)) is equal to D~(d11'(Yi), ... ,d1r(Ym)) 
as locally convex spaces. 

The completenessof the three spaces follows from Theorem 1.16 and Corollary 1.17. 

With elementary counting arguments it can he shown that 



1.3. Gevrey spaces relative to infinitesimal generators 

as sets. (Actually equality as topological vector spaces holds. See Corollary 1.22.) So 

when Àt. •.• , Àm ;:::: 1. Since Hw( 1r) is dense in H, the corollary follows. 

Nelson has proved a. characterization for the a.na.lyticity space 

S1. ... ,1 (dr(X1), ... , dr(Xd)), na.mely: 

S1, ... ,1(dr(X1), ••. ,d1r(Xd)) = Hw(1r) :={u EH: û is a.n a.nalytic map}. 

29 

0 

(See Theorem 1.25.) A characterization of the sa.me type exists for the Gevrey space 

S.x, ... ,.x(dr(XI), ... , d1r(Xd)) in case À> 1. 
Let n he a.n open .subset of m.d, let À :::: 1 a.nd let K he a compact subset of n. Let the 

space D:~.(K) consist.s of restrictions to K of all infinitely differentiable functions <pon n 
for which there exist consta.nts C, t > 0 such that 

'v'neJNo V;11 ... ,i"e{l, ... ,d} YxeK [I(D;1 o ... o D;n'P )(x )I ::5 Ctnn!.x ]. 

Here D; denotes the partial differentiation with respect to the i-th coordinate. In 1918, 
Gevrey introduced the space &:~.(!1) of all infinitely differentiable functions <p on n such 
that for every compact subset Kof n, the restrietion of <p to J( is a.n element of D:~.(K). 
(See [Gev].) 

This idea of Gevrey leads to the following definitions. Let G be a. Lie group a.nd let 
H be a Hilbert space. (To start with, we only need that G is a real analytic ma.nifold.) 
Let À ;:::: 1. Let (U, x) be achart on G, let K be a non-empty compact subset of U a.nd 
let t > 0. The normed space G:~.;1 (H, K,U, x) denotes the space of restrictions to J( of all 
infinitely di:lferentiable functions <p from G into H such that 

11 I 11 
II[DÏ!o ... oD;n(cpox-1)](x(p))ll 

<p K :l.;t,U,x := sup sup sup t I.X < oo. 
nENo Îl•···•inE{l, ... ,d} pEK nn. 

Here D; denotes the partial di:lferentiation with respect to the i-th coordinate. Let 

G>.(H,K,U,x) :=U G:~.;t(H,K,U,x). 
t>O 

The topology for G:~.(H, K, U, x) is the inductive limit topology generated by the normed 
spaces G:~.;t(H,K,U,x) with t > 0. Let (V,y) be another chart on G such that KC V. 
Then we ca.n deducefrom [Nel], Theorem 2 and [GW], Theorem 1.1, that G>.(H,K, U, x)= 
G>.(H,K, V,y) as locally convex spaces with equivalent spectra. Let G>.(H) bethespace 
of all infinitely differentiable functions <p from G into H such that for every chart (U, x) on 
G and every non-empty compact subset J( of U, the restrietion of <p to /{is a.n element of 
G_x(H, K, U, x). The topology for G>.(H) is the projective limit topology generated by the 
spaces G>.(H, K, U, x). 

Now let Yi., ... , Yd be a.nalytic vector fieldsonG which are linearly independent at each 
point of G. Let /{ he a non-empty compact subset of G. Let t > 0. The normed space 
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G>.;t(H, I<, Yt, ... , Yd) denotes the space of restrictions to I< of all infinitely differentiable 
fundions r.p from G into H such that 

Let 

11 "'1 11 · := sup sup sup ll(li1 0 
.. • 

0 Y;,.r.p)(p)ll < 00 . .,- K >.,t,Y1, ... ,Yo~ . . tnnl>-
nEl'lo tt, ... ,t,.E{l; ... ,d}pEK . • 

G>.(H, I<,}]_, ... , ld) := U G>.;t(H, I<,}]_, ... , Yd). 
t>O 

We endow G>.(H, I<, Yt, ... , Yd) with the inductive limit topology. In case (U, x) is achart 

on G such that I< is a subset of U, it follows again from [Nel], Theorem 2 and [GW], Theo

rem 1.1 that G>.(H, I<, Yt, ... , Yà) = G>.(H, I<, U, x) as locally convex spaces with equivalent 
spectra. Let G>.(H, }]_, ..• , ld) bethespace of all infinitely differentiable fundions r.p from 
G into H such that for every non-empty compact subset K of G, the restrietion of r.p to K 

is an element of G>..(H, K, }]_, ... , Yd). The topology for G>.(H, Yi, ... , Yd) is the projedive 
limit topology generated by the spaces G>.(H, I<, Yi, ... , ld) with I< a non-empty compact 
subset of G. Since for all compact subsetsKof G thereexist finitely many charts (U;, x;) 
on G and compact subsets I<; C U;, i E {1, ... ,n }, such that I< Ui"=1 I<,, it follows 

easily that the spaces G>.(H) and G>.(H, Yi, ... , Yd) are equal as locally convex spaces. 
Let also Z1 , ••• , Zd be analytic vector fields on· G which are linea.rly independent at each 
point of G. Let I< he a non-empty compact subset of G. Then it follows similarly that 

G>.(H, I<, Yi, ... , Yd) = G>.(H, I<, Zt, .•. , Zri) as locally convex spaces with equivalent spec
tra and tha.t G>.(H, Yi, ... , ld) = G>.(H, Z17 ••• , Zd) as locally convex topological· vector 
spaces. 

Let 1f' he a representation of Gin a HUbert space Hand let À ;?:: 1. Let (U, x) he a 
chart on G, let K be a non-empty compact subset of U and let t > 0. Define the normed 
space 

with norm 

De fine 

H>..(1r,I<,U,x) :=U H>.;t(1r,K,U,x), 
t>O 

H>.(1r) := n H>.(1r,K,U,x), 
K,(U,.:) 

H>.;t('lf', K, Yt, ... , Yd), H>.('lf', I<, Yi, ... , Yd) and H>.('lf', Yi, ... , Yd), with their natura! topolo
gies. The elementsof H>.('lf'} are called Gevrey veetors of order À for 1r. Observe that 
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as sets. 

Let g he the Lie algebra of G. Let X E g. Let X he the corresponding left invariant 

real analytic vector field on G. So 

- dl (XJ)(g) = dt 
0 

f(gexptX) 

for every infinitely differentiable function f on G and all g E G. Now we present a global 

description of Gevrey vectors. 

Theorem 1.27 Let 1r be a representation of a Lie group G in a Hilbert space H. Let 

X 17 ••• ,Xd be a basis in the Lie algebra g of G. Let À ~ 1 and let K be a non-empty 

compact subset of G. Then 

as locally convex spaces with equivalent spectra. Moreover, 

as locally convex topological vector spaces. 

Proof. Let u E H 00 (1r) = D 00 (d1r(Xt), ... , d1r(Xd)). According to the proofof Proposition 

1.1 in [Goo4], (Xu)(g) = (d1r(X)ut(g) for all X Eg and g E G. Let n E IN0 and let 

it, ... ,in E {1, ... ,d}. Then for all pEK: 

II(X;l 0 ••. 0 X;n u)(p)ll = 11 (d7r(X;l) 0 ••• 0 d7r(X;n)u)-(p)ll 

= ll1rpd1r(X;1 ) o ••• o d1r(X;n)ull 

= lld1r(X;1 ) o ••• o d1r(X;n)ul[. 

Hence the equality of the spaces S>., ... ,>.(d1r(X1), ••• ,d1r(Xd)) and H>.(1r,K,X17 ••• ,Xd) as 
locally convex spaces with equivalent spectra follows easily. 

The remairring part of the theorem is trivial now. 0 

Let u, v E H. Define the function (u, v) : G --+ C by 

[(u,v)](g) := (u(g),v) (gE G). 

Poulsen ([Pou]) presented the following weak description of infinitely.differentiable veetors 

for the representation 1r: 

Theorem 1.28 Let 1r be a representation of a Lie group G in a Hilbert space H. Let 

u E H. Th en u is an infinitely differentiable vector for 1r ij and only ij for all v E H the 

function (u, v) is infinitely differentiable from G into C. 

Proof. Cf. [Pou], Lerrima 1.2 and Proposition 1.1. 0 

Also there exists a weak description of analytic veetors for 1r. 
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Theorem 1.29 Let 1f' be a representation of a Lie group G in a Hilbert space H. Let 
u E H. Th en u is an analytic vector for 1f' if and only if for all v E H the function ( û, v) 
is analytic from G into lU. 

Proof. See [Var2], page 303. 0 

In the same way as in [Var2], page 303 a weak characterization of Gevrey veetors for 
1f' can be given: let>.;::: 1 and let u EH. Then u E H>.(1f) ifand only iffor all v EH the 

function (û,v) is an element of G>.(IU). 
In the remaining part of this section we introduce the locally convex topological vector 

space of weak Gevrey veetors of order >. ;::: 1 for the representation 1f'. We present a 

characterization of its bounded subsets. 
Let 1f' be a representation of a Lie group G in a Hilbert space H and let >. ;::: 1. Let 

(U, x) be achart on G, let K be a non-empty compact subset of U, let v E H and let t > 0. 
Define the normed space 

H>.;t(1f,K,U,x;v) :={u EH: (u,v)IK E G>.;t(C,K,U,x)} 

with norm 

llull>.;t,'lr,K,u,.,,., := ll(u,v)IKII>.;t,u,., (u E H>.;t(1f,K,U,x;v)). 

Let 

H>.(1f,K,U,x;v) :=U H>.;t(1f,K,U,x;v). 
t>O 

The topology for H>.(1f,K,U,x; v) is the inductive.limit topology generated by the normed 
spaces H>.;t(1f,K,U,x;v) with t > 0. Define the space of weak Gevrey vecto'f'S of order À 

for1f' by 

Jir(11') := nu>.(1f,K,U,x;v) 

where the intersectionis over all charts (U, x) on G, all non-empty compact subsets Kof U 
and all V EH. The topology for nr(1f) is the corresponding projective limit topology. For 
analytic vector fields Yi, ... , Y" on G define similarly the spaces H>.;t( 1f', K, Yi, ... , Y"; v ), 
H>.(1f, K, Yi, ... , Y"; v) and Hr(1f, Yi, ... , V"), with their natural topologies. Obviously the 
spaces H>.(7r, K,U,x;v) and H>.(1r,K, Yi, ... , Y"; v) are equal as locally convex spaces with 
equivalent spectra if both spaces are properly defined. 

Theorem 1.30 Let 1f' be a representation of a Lie group G in a Hilbert spaee H. Let 
>. ;::: 1. Then, as sets, the spaee of Gevrey veetors of order À for 1f' is equal to the spaee of 
weak Gevrey veetors of order À for 11'. Moreover, let B be a subset of H>.(1f). Then B is 
bounded in H>.(7r) if and only if B is bounded in Hr(1r). 

Pro of. Let (U, x) be a chart on G, let K be a compact subset of U, let v E H and let 
t > 0. Since every infinitely differentiable function from G into H is weakly differentiable, 
and since 
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for all u E H>..;t(11",K,U,x), we obtain that H>..;t(1f,K,U,x) C H>..;t(1f,I<,U,x;v) where the 

embedding is continuous. Thus H>..(1f) is continuously embedded in H!(1r). In particular, 

every bounded subset in H>..(11") is a bounded subset in Hf(1r). 

Now let B be a bounded subset of H!(1r). For all u E B and v E H the function 

(u, v) is infinitely differentiable, so u E H 00
( 1r) by Theorem 1.28. Let X1 , .•. , Xd be a 

basis in the Lie algebra. 9 of G. Then B c D00(d1r(X1), ••• , d1r(Xd)). (See Theorem 1.23.) 

So X(ii, v) = ([d1r(X)uj, v) for all u E B and v E H. Let e he the identity in G and let 

I<:= {e }. Since H!(1r) = Hf(1r,X11 ••• ,Xd) as locally convex spa.ces, the setBis bounded 

in H>..(1f, K, Xt. ... ,Xd; v) for all v E H. It follows similarly to the proof of Theorem 1.11 

tha.t there exists t > 0 (depending a. priori on v) such that B C H>..,t(11",K,X11 ... ,Xd;v) 
and B is bounded therein. So there exists M > 0 ( depending on v) such t.hat for all 

n E IN0 , it, ... , i,. E {1, ... , d} and u EB we have 

l(d1r(X;1 ) o ... o d1r(X,,.)u, v)l =I [X;1 o ... o X; .. (ii, v)] (e)l :5 Mt"nl>... 

For NE IN let 

EN:= 

{ v EH: Yne:No V;1 , ... ,i,.e{t, ... ,d}VueB [l(d1r(X,1 ) o ... o d1r(X;,.)u, v)l :5 N"+ln!>..]}. 

Then EN is closed in H and H = UN=t EN. By the Baire ca.tegory theorem there exist 

NE IN, vo EH and e > 0 such that {v EH: llv- voll :5 e} C EN. Then for all n E IN0 , 

i 1, ... , i,. E {1, ... , d} and u EB we obtain that 

By Lemma 1.3.III, B is a bounded subset of S>.., ... ,>..;2À,w( d1r(X1 ), ... , d1r(X.t)). So B is a. 

bounded subset of H>..(11") by Theorem 1.27. 0 

Let X1 , ..• ,Xd be a basis in 9 and let t/J: IRd.....;. G be defined by 

Let u E H. By definition, u is infinitely differentiable for 11", i.e. u E H00
( 1r ), if and only if 

the map û is infinitely differentiable from G into H. Since the left transla.tions on Gare 

analytic maps, we obtain that u is infinitely differentiable if and only if û o t/J is infinitely 

differentiable in a neighborhood of 0 E IRd. By the identity 

d 

H00(1r) = n Doo(d1r(Xk)), 
k=l 

u E H 00
( 1r) if a.nd only if the map t 1-+ û o t!J( tek) is infinitely differentiable from IR into H 

for all k E {1, ... ,d}, where ek is the k-th standard basis vector in IRd. So uot/J is infinitely 
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differentiable in a neighborhood of 0 E IR.d if and only if ü o '1/J is infinitely differentiable in 

each coordinate. 

Hartogs' theorem states that every complex valued function f defined on an open subset 

U of dJd i~ analytic if and only if it is separately analytic, i.e. the function t ~-t f ( z +iet. )is 

analytic in a neighborhood of 0 for each zE U and each k E {1, ... , d}. (See Hörmander, 

[Hör], Theorem 2.2.8.) However, a similar theorem for real analytic funct~ons instead of 

analytic functions is not valid. Since u E S~, ... ,1(d1r(Xt), ... ,d1r(Xà)) iff u E Hw(11') iff the 

map ü o '1/J isreal analytic at 0, and since nt=1 S1(d1r(Xt.)) is the space of all u EH such 

that ü o '1/J is separately real analytic at 0, it is not clear whether 

. d 

St, ... ,t(d11'(Xt), ... ,d11'(Xà)) = n St(di(Xt.)). 
k=l 

(1.3) 

The description of the elements of the set on the right hand side is in general much easier 

than the description of the elements of the set on the left hand side. It is not even clear 

whether there exists n E { 1, ... , d - 1} such that 

St, ... ,t(d1r(Xt), ... ,d1r(Xd)) = (1.4) 

St, ... ,t(d1r(Xt), ... , d11'(X,.)) n St, ... ,t(d1r(X,.H), ... , d1r(Xd)). 

General operators and parafD.eters make m~tters worse: there arises the following question. 

Let A1, ... , Ad be operators in a Hilbert space H and let -\1 , ..• , Àd;::: 0. Under 
which conditions can we prove that: 

or 

d 

S.x~ .... ,.x..(A11 ... , A.t) = n S.xk(At.) 
k=l 

S.x1 , ... ,.xAAt. ... , Ad)= 

S.x1 , ... ,.x,.(Al> ... ,A,.)n S.x,.+~, ... ,.xAA,.+l, ... ,A&) 

forsomen E {1, . .. ,d-1}? 

(1.5) 

(1.6) 

These types of questions have been posed before, only for spaces of analytic vectors. 

The following results have been derived: 

• If span( {X 1o ... , X,.}) is a Lie subalgebra of g and span( { X,.+l, ... , X&}) is a Lie 

ideal in g, then Goodman has pr<;~ved equality (1.4). (See (Goo2], Theorem 3.1.) 

• If C; := span( { X1, ... , X;}) is a subalgebra of 9 and .C; is an ideal in .C;H for all 

iE {1, ... ,d- 1}, then (1.3) holds. (See [Goo2], COrollary 3.1.) · 

• If span({Xt, ... ,X,.}) and span({Xn+h···,X&}) are subalgebras ofg, then (1.4) 

holds. (See Flato and Simon, (FS], Theorem 2.) 
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• There exists a basis X1 , .•• ,Xá in g such tha.t (1.3) holds. (See [FS], Theorem 3.) 

• If Gis reductive, then (1.3) holds for every basis Xt, ... , Xd for g. (See Simon, [Sim], 

Proposition 2.) 

In this connection, we also mention the following result, valid for the operators P and Q. 

• If a,/3 > 0 and a+ /3;::: 1, then 

Sa,p(Q,P) = Sa(Q) n Sp(P) 

as sets. (See Van Eijndhoven, [vE], Theorems 4.5(iii) and 4.3(iii).) 

In Chapter 2 of this thesis we present several generalizations of the above results. A 
simple situation occurs if all operators X1, ••• , Xd are commuting. We consider this case 

in the following section. 

1.4 Gevrey spaces relative to commuting operators 

In this section we consider Gevrey spaces S >.1 , ... ,>-i A1 , .•. , Aá) for which some or all opera
tors commute. In the interesting case that all operators A1 , ••• , Ad strongly commute, we 
give a characterization of S>.1 , ••• ,>..,(A17 ••• , Ad) in termsof "smoothed" veetors correspond
ing toa representation of a locally compact Abelian topological group. (See Appendix B.) 
We start with an intersection result for a collection of operators which "commute in two 
parts." 

Theorem 1.31 Let Xt. ... , Xáll Yi, ... , l:d, be operators in a Hilbert space defined on a 

common invariant domain. Suppose all operators Xt. ... , Xd11 Yi, ... , l:d, are Hermitian 

or skew-Hermitian and suppose 

SÀt, ... ,>-«l'~<t .... ,,.42 (Xt,. .. ,Xdp Yi, ... , Yà,) = 
s >-., ... ,>-«t (x 1o ••• , xd1) n s 1<1 , ... ,,.~~:a (Yi, ... , Yd2) 

as locally convex spaces with equivalent spectra. 

Proof. Let Zt := Xt, ... , Zd1 := Xdll Zd1+t := Yi, ... , Zd1+d2 := l:d,, let d := dt +d2, Vt := 

{1, ... , dt}, ~ := {1, ... , d2} and let V:= {1, ... , d}. Let 
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Ct := llullx" ... ,X<~1 ;.X,, ... ,.xd1 ;t and c2 := llu11Yt. ... ,Y02 ;p,, ... ,pc~2 ;t· 

We shall prove that u E S.x~. ... ,p2 ;2ut(Zt, ... , Zd) and that u bas norm less than or equal to 
Ct+ C2. 

Let 1 E M(V). There.exist p E INo,o:t, ... ,o:p E M(V1) and /11, ••• ,p" E M(l/2)such 

that Z"~ = X a, Yp, o ... o X a" Yp". Let 

p .- <P~, ... ,{J'{,/1t, ... ,/1"}. 

Then we obtain by Schwarz' inequality: 

IIZ'Yull2 = I(Y,BJ;Xa~O ... oYp~Xa~Xa,Yp1 o ... oXa"Y,a"u,u)i 

= j(XaY,au, u)l = j(Y,au,Xaru)j ~ jjYpuiiiiX,.rull 

~ Ct~tii<>II+II.BIIjjo:llt!ÀI .... ·llo:l1dt!Àd1 11PIIl!l'l .... ·11PIId2!"<~z 

~ [(ct+ c2)(2Mt)lhll11flh!.x1 
• • • • • lblldt !.xd'II'YIId,+l!~'t · · · · · lblld!~'<~z] 

2 
• 

This · proves the theorem. 0 

Corollary 1.32 Let X1 , ••• , Xd be tommuting op:erators in a Hilbert space defined on 

a common invariant domain. Sappose all operators X 1, ••• , X<~. are Hermitian or skew

Hermitian. Let Àt, ... , Àd ~ 0. Then 

' d 

S.x1 , ... ,.xa(Xh ... , Xd) = S~ .. ,.xd(X1, ... , Xd) = n S.x"(X~o) 
k=l 

as locally convex spaces with equivalent spectra. 

Proof. By Theorem 1.31 we obta.in for all m E { 1, ... , d- 1} tha.t 

S.x" ... ,.x.,.(Xh ... , Xm) n S.x".+, (Xm+t) = S.x" ... ,.x".+, (XI! ... , Xm+t) 

as locally convex spaces with equivalent spectra. So 

d d 

B.x1 , ... ,.x.,.(Xl>···•Xm)n n S.x.(X~o) = S.x,, ... ,Àmtt(Xh: .. ,Xm+t)n n S.x.(X~o) 
k=m+l k=m+2 

as locally convex spaces with equivalent spectra. for all mE {1, ... ,d- 1}. By induction 

on m it follows tha.t 

d 

S.x" ... ,.xd(Xt. ... ,Xd) = n S.x.(X~o) 
k=l 

as locally convex spaces with equivalent spectra. 

Obviously S.x~o .... .x4 (X11 ... , X,t) = S!~ ... .xd(Xt, ... , Xd) as locally convex spaces with 

equivalent spectra.. 0 

In the remaining part of this section we deal with strongly cammuting self-a.djoint 

operators, i.e. self-a.djoint operators whose speetral projections commute, ór equivalently, 
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self-adjoint operators whose Cayley transfarms commute. In Appendix B the smoothed 

space S"',o is introduced for every locally compact Abelia.n group G, for every representation 

11' in a Hilbert space H a.nd for every subset C of L1 ( G) such that the pair ( C, 11') satisfies 

certain conditions (i.e. at least P1 a.nd P2.) We shall prove that for all strongly cammuting 

self-adjoint operators A1 , • •• , Ad in a Hilbert space H and for all .\1 , ••• , Àd > 0 there exists 

a unitary representation 11' of some Abelia.n locally compact topological group G in the 

Hilbert space H a.nd a set CC Ll(G) such that the pair (C,11') satisfies conditions P1', 
P2, P3 a.nd P4 (see Appendix B) a.nd 

SA1 , ... ,A,{At, ... , Ad)= S"',c 

as locally convex spaces with equivalent spectra. We start with some lemmas. 

Lemma 1.33 Let 11 > 0. Define for all t > 0 the function ht : ffi -+ ffi by 

ht(x) := e-tl..,l" (x E IR). 

Then for all t > 0 there exists ft E Ll(IR) such that Ît = ht. 

Proof. Since ht E L1(IR) a.nd ht is continuous, by the Fourier inversion theorem it is 

suflident to show that ht E L1(IR). We distinguish two cases. 

Case I. Suppose 11 > t· 
Then for all t > 0 we have for all x E ffi\{o} that h~(x) = -tvlxl"-1h(x)sgnx. So ht E D(P) 
a.nd IFht E D(Q). Then (1 + IQI)ht E L2(ffi). Since 

ht(x) = : · [(1 + lxl)ht(x)] 

for all x E IR we obtain by Hölder's inequality thàt ht E L1(IR). 
Case 11. Suppose v $ 1. 

Let t > 0. For all x > 0 we have h~(x) = -tve-z" x"-1 , so h~ is a.n increasing function on 

(0, oo ). Let k E IN0 • Define t/J~c : [0, ~] -+ IR by 

t/J~c(x) := ht(2k11' +x)- ht((2k + 1)11'- x)- ht((2k+ 1)11' +x)+ ht((2k + 2)11'- x) 

Then t/J~c is continuous, t/J~c(~) = 0 and for all x E (0, f) we have t/J~(x) hH2k11' +x)+ 
h~((2k + 1)11'- x)- ha(2k+ 1)11'+x)- h~((2k + 2)11'- x) $ 0. So t/J~c(x) ;::: 0 for all x E [0, i]. 
From this it follows that 

00 00 (2k+2)1r 

V2i'ht(1) = j ht(x)e-ïzdx=2jht(x)cos::cdx=2Ë j ht(x)cosxdx 
-oo 0 k=O 2k1r 

" 00 2 

= 2 L jlht(2k11' +x)- ht((2k + 1)11'·- x)- ht((2k + 1)11' +x)+ 
k=Oo 

+ht( (2k + 2)11' - x)] cos xdx 
2t 

00 2 

= 2 E j '1/J~c(::c) cosxdx;::: 0. 
k=Oo 
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So ht(l) ;::: 0 for all t > 0. Since ht(Y) = jyj-1h,(l), where s = tlvl-", for all y E 1R\{o} and 
ht(O) ?: 0, we obtain that h1 ;::: 0 for all t > 0. Because ht is bounded, we can use Theorem 
31.42 of Hewitt and Ross ([HR2]) and coneinde that ht E L1 (1R). 0 

Lemma 1.34 Let A be a self·adjoint operator in a Hilbert space H. For x E 1R define the 

unitary operator 1fxon H by 1r., := ~-ixA. Let f E L1 (1R). Then1r(f) = Î(A). 

Proof. By the speetral theorem ([MP], Theorem A7, page 497) there exist a measure 
space (Y,B,m), a real valued measurable function h on Y and a U:nitary map W from H 
onto L2(m) such that A= w-1 MhW with Mh the multiplication operator by h in L2 (m). 
Without lossof generality we may assume that H = L 2 (m) and that W is the identity 

map. Let e E L2(m). For all n E IN let Y,. {y E Y: le(u)l ;::: ~}. Then m(Y,..) < oo for 
all n E IN. By Lebesgue's dominated convergence theorem and Fubini's theorem, for all 
11 E L2(m) we have : 

(1r(f)e, 11) = ~ j f(x)(1r.,e, 11)dx 
v27r m. 

~~~ lim ly,.(y)f(x)e-i"h(II)Ç(y)q(y)dm(y)dx v27r n-+oo .. 
RY 

lim ~ jj f(x)e-<xh(II)Ç(y)q(y)d(ly,.m)(y)dx 
n-+oo y21f 

RY 

= lim ~jjf(x)e-ixh(II)Ç(y)"'(Y)dxd(ly,.m)(y) 
n-+oo v27r 

YR 

= Jir:r;,J Î(h(y))Ç(y)q(y)dxd(ly,.m)(y) 
y 

= (Î(A)Ç,q). 

This proves the lemma. 0 

Theorem 1.35 Let A1, ••• , A" be d strongly rommuting self·adjoint operators in a Hilbert 

space H and let .-\11 ••• , Àä > 0. Then there exists an Abelian Lie group G, a representation 

1r of G in H, and a set C C L 1(G) such that the pair (C, 1r) has Properties Pl', P2, P3 

and P4 of Appendix B and 

as locally convex spaces with equivalent spectra. Moreover, there exists a basis X., ... , Xd 

in the Lie algebra g of G such that d1r(X~;) = -iAk for all k E {1, ... , d}. 

Proof. Let G := 1Rd and let y be the canonical chart on G, i.e. take Cartesian coordinates. 
For (xt, ... , Xä) E 1Rd define 1f(x1 , ••• ,x,l) : H-+ H by 
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Then 1r is a representation of G in H. For k E {1, ... , d} let Xk := a:~o l(o, ... ,o)· Then 

d1r(Xk) = -iAk. For all t E lR, t > 0 and all k E {1, ... , d} define hk,t : lR--+ lR by 

(zE lR). 

By Lemma.1.33 there exists J",,1 E L1(lR) such tha.t Îk,t = hk,t• Fort > 0 define ft E L1(1Rd) 
by !t(x11 ... ,xc~) = ft.1(x1) • ... • /d.t(xc~), a.e. (x1 , ••• ,xc~) EG. Then by Lemma 1.34 we 

obtain for all t > 0: 

Let C :={ft: t > 0}. Beca.use ft* f. = f•+t for all s,t > 0, the pair (C,1r) has Property 
Pl1

• Obviously the pair (C,1r) has Properties P2 and P3. 
Let t > 0. Simila.rly to the second part of the proof of Theorem 1.4 it follows that there 

exists s > 0 such that 1r{f1)(H) is continuously embedded in S>.h····.A.I;s(AI>, .. , Aa)· 
lt remains to prove that for all t > 0 there exists s > 0 such tbat S>.t.····>.4 ;t(A11 ••• , Ac!) 

is continuously embedded in 1r{f11)(H). So let t > 0. Let 

s := ;e min( {Àkrtl>-• : k E {1, ... , d}}) 

and for k E {l, ... ,d} let 

We shall prove that for all u E S>.1, ••• ,>.4;t(Al! •• :, Ac!) webave u E 1f(/")(H) and lluiiJ. :5 
C1 · ... · Cc~llull>.1 , ... ,>.t~;t· So let u e S>.1 , ... ,>.4;t(At, ... , Ac~). For typographical convenience we 

write c = llulh1 , ••• ,.\ .. ;t· For k E {1, ... ,d + 1} the hypothesis P(k) states: 

For all nlt ... , nd E 1No we have 

and 

IA 11/1•11:-1 IA 11/ll -!Ie" ~o-1 o ... oe" 1 Ak,. o ... o A:i4 u!J :5 

:5 cC1 · ..• · Ck-ttn~o+ .. :+n4 nk!>.• · ... · nc~!>.". 

Obviously hypothesis P(1) is true, this is just by definition of llull>.1 , ••• ,>.4 ;t· Let k E 
{ 1, ... , d} and suppose P( k) is true. Because the operators A1 , ••• , Ad strongly commute, 

we obtain for all nt. ••• , nd E 1No that 
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Let n 11 .•• , nk-b nk+î, ... , nd E 1N0 be fixed. Then for all nk E 1N0 we obtain by Lemma 

L3.IV: 

IIIAklnkf>.ke•IA•-d'>-•-1 o ... o e•IAtl''>.' A~~1' o .•• o A~dull :5 

:5 IIIAkl[nk/A•l+te"IAk-tl''::.k-1 o ... o e•IAtl''~.' A~~i1 o ..• o A;idull + 
+ lle•IAk-tll/>.k-1 o ... o e•IA,I1/1.1 A~~i' o ... o Aj"ull 

< cC . . C t"k+t+ ... +n"n !Àk+t • • n !À<~ (tln•/>.•]+1 ([n"] +,l·)t.Xk, + 1) 1 .. • k-1 k+t· . . • d· >.k . 

< eGt ..... Ck-1t"k+t+ ... +nc~nk+t!.xft+t ..... nd!.x<~, . 

. ({ n~:J + 1) ey~t Gfk 8-nkn", + 1). 
So 

' . . ' . 
00 "'• I>~~~ IA~oln•f.X•e•IAk-tl'i~k-1 o ... o e•IAti''"'A~~i' o.'. o A;ldull :5 

"•=O nk. , . , 
, < cC . . C t"•+t+ ... +ndn !Àk+l n fÀd - 1 . . . k ' k+l· • • . . . d· < • 

Now the validity of hypothesis P(k + 1) follows. 

So, by induction, hypothesis P( d + 1) turns out to be true. Hence 

u E D (e•IA<~I''>-" o ... o e•IAtl''>-1) = 1ï{f.)(H) 

and llulli. = lle•IA<~I1/>.d o ... o esiAd''>.'ull :5 Cï ..... Cdllull.xt. ... ~.\";t· , 

Thus Sw,c and S.xh····.x<~(At. .•. , Ad) are equal as locally convex spaces with equivalent 

spectra. By Corollary 1.18 the spa.ce S.x1 , ... ,.x"(A1, ••• , Ad) and hence S",c is complete. Then 

by [tE], Tl:teorem 3.12, the pair (C, 1r) has Property P4. Thus the theorem is proved. 0 

Corollary 1.36 Let G be an Abeliàn Lie group with Lie algebra JJ. Let X., ... , Xd E g. 

Let 1ï be a representation of G in a Hilbert space H. Let >.1 , ••• , >.d > 0. Then there exist 

an Abelian Lie group K, a representation q of K in H and a set CC L1(K) such that the 

pair (C,O') has Properties Pl',P2,P3 and P4 of AppendixBand 

S.x" ... ,>.Ad1ï(Xt), ... , d11(Xd)) = S",c 

as locally convex spaces with equivalent spectra. 

Proof. It is well known that the operators id11(X1), ••• , id11(Xd) are strongly oommuting 

self-adjoint operators inH.' (A proof follows from [HR2], Theorem 33.9 and the fact that 

the dual group of IRd is isomorphic with IRd as. topological group.) Now the corollary 

follows from Theorem 1.35. o 

Note that we use another group (K) and anothet representa.tion (q), to describe 

S,x1, ... ,.x"( d11(X1), ••• , d1r(Xd)) in Corollary 1.36. lt would be interesting if the same group 

and representation can be used. That this can be done will be proved in càse all >.k, k E 

{1, ... , d} are equa.l. 
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Theorem 1.37 Let G be an Abelian Lie group with Lie algebra g. Let Xt. ... , Xd be a 
basis in g. Let 1r be a representation of G in a Hilbert space and let >. > 0. Th en there exist 
a set C C L1 ( G) such that the pair ( C, 1r) has Properties P1', P2, P3 and P4 of Appendix 

Band 

as locally convex spaces with equivalent spectra. 

Proof. There exist d1 , d2 E {0, ... , d} and a discrete Lie group K such that d1 + d2 = d 

and Gis isomorphic with 'll'd1 x IRd2 x K. (See [SW], page 155.) So we may assume that 

G = 'll'd1 x IRd2 x Kas Lie groups. Let e3 be the identity in K. Define y: {'ll'\{-l})d
1 

x 
IRd2 x {e3 }-+ IRd by 

(x1, ... ,Xd1 E (-1r,1r),xd1+t, •.• ,xd E IR). Then (('ll'\{-l})d
1 

x IRd2 x {e3 },y) is achart 

on G. Let e be the identity in G and for n E {1, ... , d} let 

Y,.:=} I· y,. e 

Then }1, ... , Yd is a basis ing. So S.\, ... ,.\(d1r(X1), ... , d1r(Xd)) = S.\, ... ,.\(d1r(}1), ... , d1r(l'd)) 
as locally convex spaces with equivalent spectra. (This is the crudal point where we use 

that alllambdas are equal.) Let p1 ,J.t.2 , p3 be the Haar measures on 'll', IR and K such 

that p1 ('ll') = 1, p2([0,1]) = * and p3 ({e3}) = 1. Let p be the product measure on 

G = 'll'd1 x IRd2 x K. We have introduced the identifications between the dual group îR. 
and IR, and between the dual group iÏ' and 7Z. Using these identifications, we identify the 

dual group G of G with 7Zd1 x IRd2 x K in the natura! way. 

Let (A, m, I, A;, T;, W) be a Stone-representative for 1r. (See Appendix B.) For n E 

{1, ... , d} define h,.: A-+ IR by 

( ( )) { 
k,. if n :5 d1 

h,. T; kt, ... ,kd17 Xh···•Xd2><p := 'f d 
Xn-d1 1 n > 1 

(iE I, k17 ... ,kd1 E 7Z,x17 ... ,xd2 E IR,<p EK). Define p: A-+ K by 

p( T;(kt, · · ·, kd1 , X17 • • ·, Xd2 , <p)) := <p 

(i E I, k17 ••• , kd1 E 7.Z, x17 ••• , Xd2 E IR, <p E K). As in the proof of [HR2], Theorem 33.8, 

for alleE L2(m), for all x17 ••• , xd E IR and for all zE K we obtain for a.e. a E A: 

[W1r ;., ;.,d w-le] (a) = e-iz1h1(a) ..... e-izdhd(al[p(a)](z)e(a). 
(e l, ... ,e 1 .Zd1 +l> .. ·•"'d•z) 

So d1r(Y,.) = w-1 M-ihn W for all n E {1, ... , d}, where Mh denotes the multiplication 

operator by h in L2(m) for every complex valued function h on A. 
Let t > 0. Let n E {1, ... , d1}. Define g,.,t : 7Z -+ IR by 
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(k) ·~ -t1k11'À 9n,t .~ e - (k E .tZ). 
. ' ' 

'l'hen 9n,t E t2( .tZ) and since 1I' is compact, ther~ exists fn,t E L1 (11') such tha.t În,t 9n,t. 

Let n E { d1 + 1, ... , d}. Define 9n,t :IR--+ IR by 

9n,t(x) := e-t!xll/>. (x E IR). 

By Lemma.l.33 there exists fn,t E L1(IR) such thatÎn,t 9n,t· Definef1 E .L1(G) by 

·ft( x I, .•. , xd, z) :=' At(xt) · ... · fd,t(x,i)1{e3}(z) 
l• 

for a.e. (xt, ... , xd, z) EG. Let 

G := {ft: t > 0}. 

Clearly the pair (C,1r) bas Properties Pl' and P3. By definition of the concept of 
Stone-representative we obtain tha.t for all t > 0 and all Ç E L 2 (m): 

W7r(ft)w-tç = e-t1hlpt>-- ... -tJhdi1'Àç. 

Hence the pair ( G, 1r) has Property P2 by Lebesgue's theorem on domina.ted convetgence. 

Similarly to the proof of Theorem 1.35 it follows that S"',c S>., ... ,>.(d1r(Y1), ... , d1r(Yd)) as 
locally convex spaces with equivalent spectra. Moreover, by the sa.me argument it follows 
that the pair ( G, 1r) has Property P4. 0 



Chapter 2 

Intersection of Gevrey spaces 

In this chapter we prove that some Gevrey spaces can be written as the intersection of 
Gevrey spaces relative to a reduced number of operators. We give a summary of results. 

Let dt. d2 E 1N and let X 11 ••• , Xd1 , Yt, ... , Y42 be skew-Hermitian operators defined on 
a common invariant doma.in in a Hilbert space. Suppose that 

[X;, Y;] E span({Xt, ... ,Xd"Yt, ... , Y~}) 

for all iE {1, ... ,dl} and jE {1, ... , d2}. So span( {Xb ... , Xdn Yt, ... , Yd2 }) need not be 
a Lie algebra. Let À1, ••• , Àd1 , Pt, ... , p~ ;;::: 0. We prove that 

S>. ..... ,>..~1'~'1•· .. .J'i2 (Xh · · ·, Xdu Yt, · ·:, ld2) = 

= S>.~ .... ,>..~1 (Xt, ... , xdt) n s"l· ... ·"l2 (Yt, ... , ld2) 

as locally convex spaces with equivalent spectra in the following cases: 

I. [X;, Y;] = 0 for all iE {1, ... , dt} and jE {1, ... , d2}. (See Theorem 1.31.) 

II. À1 = ... = Àd1 ;;::: 1 and Pt = ... = p~ ;;::: 1. (See Theorem 2.2.) 

III. À11 ... , Àd1 ;;::: 1, PI = ... = Pd2 ;;::: 0 and (X., lj] E span( {Yt, ... , Yd2 }) for all 
iE {1, ... , d1} and j E {1, ... , d2}. (See Theorem 2.16.1.) 

IV. À11 ... , À,tt ;;::: 1, Pt ;;::: ... ;;::: Pd2 ;;::: 0 and [X;, Y;] E span( {Yj, ... , Yd,}) for all 
iE {1, ... , d1} and j E {1, ... , d2}. (See Theorem 2.16.!!.) 

Moreover, let g be a real Lie algebra of skew Hermitian operators defined on a common 
invariant doma.in in a Bilhert space. Let X1, ••• , Xd E g and suppose 

g =span( {X1, ••• ,Xd}). Let À1, ••• , Àd;;::: 0. We prove that 

d 

S>.1 , ••• ,>.4(Xt, ... ,Xd) = n S>..(X~c) 
k=O 

as locally convex spaces with equivalent spectra in the following cases: 

V. [X;, X;]= 0 for all i,j E {1, ... , d}. (See Corollary 1.32.) 

43 
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for all i,j E {l, ... ,d}. (See Corollary 2.18.) 

We also consider non-invariant domains. Let G be a Lie group with Lie algebra g and let 

1r be a representation of G in a Hilbert space. Let X 1, ... , Xd" Y1, ... , Y,h E g and supposè 
g = span({Xb ... ,Xdu YJ., ... , Yd2}). Let Àt, ... ,Àa.ul-'1• ... ,Jld2 ;::: 0. Then 

S>.t, ... ,>.d1 ,P.l.····P<~, (d'I\(Xt),. ,. , d1r(Xd1 ), d1r(YJ.), ... , d1r(Y~ )) = 
= B>.1 , ... ,>.d

1 
(d1r(Xt), ... , d1r(Xd1 )) n Sp.1 , ... ,p.d

2 
(d1r(YJ.), ... , d1r(Ya2 )) 

in the following cases: 

I'. [X;, Yj] 0 for all iE {1, ... ,d1 } and jE {1, ... ,d2}. (See Theorem 1.31.) 

II'. À1 = ... = À_d1 ;::: 1 and 1-'1 ..• = /1d2 ;::: 1. (See Corollary 2.3.) 

III'. Àt. ... , Àd1 ;::: 1, p,1 = ... = /Ldi ;::: 0 and [X;, Yj] E span( {YJ., ... , Y~}) for all 
iE {1, ... ,d1} and jE {1, ... ,d2}. (See Remark following Corollary 2.18.) 

IV'. Àt, ... ,Àd1 ;::: 1, J.t1;::: ... ;::: J.td2 ;::: 0 and [X;,Yj] E span({Yj, ... ,Ya,}) for all 
iE {1, ... , d1} and jE {1, ... ,d2}. (SeeRemark following Corollary 2.18.) 

Note that in general the domains of the operators d1r(X1), ... , d7r(Yd2 ) do not equal their 
(joint) 0 00-domains. (Cf. Example 1.14!) Similar results holdincases V and VI. 

In the proof of some intersection theorems we need some more opera.tions on multi
indices. Therefore we indude a section about multi-indices. 

Let G be a nilpotent Lie group with Lie algebra g and let Xt, ... ,Xd he a basis in g 
such that 

[X., X;] E span( { Xma.x(i,i)+t, ... , Xd}) 

for all i, j E { 11 ••• , d}. Let 11' be a representation of G in a Hilbert space H. We prove 
intersection results for the Gevrey space 

in case À1 ;::: 1, À2 2:: ... ?: _Àd-t 2:: max(l, Àd) ;::: .Àd 2:: 0. From general theory, (Corollary 
1.26), we know that this Gevrey space is dense in H if in addition Àd 2: 1. For the above 
mentioned case, in Section _2.4 we even prove that the Gevrey space is dense in H if in 

addition Àd > 0. 
Let 1r be a representa.tion of a Lie group G in a Hilbert space and let À ;::: 1. Let g 

be the Lie algebra of G. The Gevrey space S>., ... ,>.(d1r(X1 ), ••• 1 d1r(Xd)) is independent of 
the choice of the basis Xt, ... 1 Xd ing. In Section 2.5. we prove tha.t there exists a basis 
Xt, ... , Xd in g such that 

d 

S>., ••. ,>.(d7r(Xt), ... ,d7r(Xd)) = n S>.(d7r(Xk)) 
k=O 
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as locally convex spaces with equivalent spectra. Thus extending a result of Flato and 

Simon .. 
At the end of this chapter we present some topological remarks concerning an equality 

of the form 
d 

S-'1 , ••• ,.\4 (All ... , A&)= n S-"k(A~;). 
k=l 

2.1 Gevrey spaces relative to coupled sets of skew
Hermitian operators 

Let d11 d2 E 1N and let X11 ••• , Xd1 , Yi., ... , Yd, he skew-Hermitian operators defined on a 

common invariant domain in a Rilhert space. Suppose 

[Xi, lj] E span( {X., ... ,Xdp Yi., ... , ld,}) 

for all iE {1, ... ,d1 } and all jE {1, ... ,~}. Let À,p.;;:: 1. In this section we prove the 

intersection result 

S.\, ... ,-".~>·····p(Xh ... , X&1, Yi., ... , Y<~,) = S"·····"(Xt, ... , Xdt) n s~.~, ... ,p(Yi., ... , }d,) 

as loca.lly convex spaces with equivalent spectra. Thus we extend a result of Flato and 

Sirnon ([FS], Theorem 2) in three directions at once. They proved the above ii:J.tersection 

result in the following very special case: À = p. = 1; 9 := span( { Xt, ... , Xdn Yi, ... , Yd:z}) 
is an integrable Lie algebra and both span( {X1 , •.. , X.t1 }) and span( {Yi., ... , Yd2 }) are 

subalgebras of g. However, the theorem of Flato and Sirnon is also valid for represen

tations in a Banach space. The essence of the proof in (FS] is that to each element of 

S1, ... ,1(X1 , ... , Xd1 ) n S1" .. ,1(Yi, ... , ld,) a function is constructed, which is separately real 
analytic and because of aresult of Browder ([Brol) this function can he shown to he jointly 

real analytic. The proof of our more general intersection theorem is based on totally dif

ferent techniques. 

· Let Vi := {1, ... , dt}, "V:l := {1, ... , d2} and V := {1, ... , d}, where d := d1 + d2 • Let 

Zt := X11 ... ,Zd1 := Xd.,Zd1+I := Yi, .. :,Z.t := Yd,· For all k,m E 1No wedefine the 
subset Uk,m of M(V) by 

dt d 

U~;,m := {; E M(V) : L: lhlli = k and L: llïlli = m }. 
. i=l i=dl+l 

Lemma 2.1 There exists a constant M ;;:: 1 such that for all k, m E 1N and all 7 E U~c,m 

there ezist x E Vi, 6 E Uk-t,m 1 Ct, ... ,Ctz1m E IR, fh, ... ,Od1m E Uk,m-1 1 bt, ... ,b<~,m E IR 

and fJt, ... , f1d2m E Uk-t,m such that 

dtm d,m 

Z"~ = Z6X., + L: c"Ze" + L: b9 Z'~~9 ' 
p=l q=l . 
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Ie" I M for all p E {1, ... , d1m} and lbql S M for all q E {1, ... , d2m}. 

Proof. By assumption, for all i E Vl. and j E Y2 there exist c!,1, ••. , C/j, bL, ... , btî E IR 

suchthat 

dt d2 

[X;, Yj] = E cLXt + E bLYi· 
1=1 1=1 

Let M := 1 + max{lcLI :i, l E \tl, jE V2} + max{lbLI :i E \tl, j, l E V2}. 

Let k, m E lN and let 'Y E Uk,m· We ma.y assume that the last index of the multi-index 

'Y is not an element of Vl., since otherwise we can write Z"'~ = ZóXc for some S E Uk-t,m 
and x E \tl. There exist fJ E M(V), x E \tl, n E {1, ... , m} artd j 1 , ••• ;j,. E V2 such that 

'Y = (fJ, x,d1 + it, .. ~,dl+ j,.). Then 

Z"'~ = ZpYj1 o ... o Yj,.X..., + ZpadX.,(Yj1 o ... o Yj,.) 

= ZpYjl 0 ... 0 Yj,.X..., + Zp tYJI o' ... 0 Yj,_l (tc!:.j,xl) Yji+l 0 ... 0 Yj,. + 
i=l l=l 

, n (~ ) + z13 E YJ1 o ... o YJ,_1 E b~,j,Yi YJ,+l o ... o YJ ... 
i=l 1=1 

This proves the lemma. 0 

Theorem 2.2 Let dt,d2 E lN and let X1 ,. •• ,Xd., Yt, ... , Y.t~ be skew-Hermiiian operators 

in a Hilbert space defined on· a common invariant domain. Suppose 

[X;, Yj] E span({X1, ... ,Xd.,Yt, ... , Y.t2}) 

for all iE {1, ... ,d1 } and jE {1, ...• ~}. Let>.., IJ;::: 1. Then 

SÀ, ... ,À,,.., ... ,,..(Xt,. •. ,Xd" Yt, ... , Y~) = SÀ, ... ,À(Xt, ... ,Xd1 ) n S,.., ... ,,..(Yi, ... , Y~) 

as locally convex spaces with equivalent spectra. 

Proof. Let Y!, V2, V, d, Uk,m• Z; he as ahove and let M ;::: 1 he as in Lemma 2.1. Let 

b := 3 · 2Adt+~ • Let t;::: Md and let u E SA, ... ,À;t(Xt, ... , Xd1 ) n S~< ..... ~<;t(Yt, ... , Y.,,). We 

shall prove that u E SÀ, ... ,A,,.., ... ,,..;bt(Zt, ... , Zd) and tha.t 

llullzt •... ,Z.,;A, ... ,À"., ... ,,..;bt S llullxt, ... ,X.,1 ;À, ... ,À;t + lluiiYt, ... ,Y.t,;~<,····~-'•t· 

Let Ct:= llullx1 , ••• ,x"
1

;À, ••• ,À;t and C2 := llully1 , ... ,Y.t,;~<, ... ,,..,t. For NE INo hypothesis P(N) 
states: 

I(YI3Z"''X,..u, u)l ::::; Ctc2alh'lltllall+ll!3ll+lh'll(llall + k)!À(II.BII + m)!!< (2.1) 

for all k, mE 1No, a E M(Y!), ,BE M(V2) and 'Y E U~c,m such that k + m = N. , 

If k = m = 0, a E M(\tl), fJ E M(V2) and 'Y E U1c,m, then 'Y = ( ). Therefore hy Schwarz' 

inequality a.nd the definitions of Ct and C2 we obta.in tha.t 
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So hypothesis P(O) holds. 
Let NE IN and suppose hypothesis P(N -1) holds. Let k,m E IN0 , a E M(V!), 

f3 E M(V2), 1 E Uk,m and suppose k + m = N. If k = 0 or m = 0, inequality (2.1) follows 
by hypothesis P(O). So we may assume that k :/:: 0 and m :/:: 0. 

Suppose k;::: m. By Lemma 2.1 there exist x E V!, hE Uk-l,m, c1 , •.. ,cd1 m E lR, 
811 ••• , Od1 m E Uk,m-11 b11 ••• , bd2 m E IR and 'IJll .•. , 'l]d2m E Uk-t,m such that 

dtm d2m 

Z7 = Z6Xx + L s,ZoP + L bqZ'Iq 
p=l q=l 

and ls,l :5 Mand lbql :5 M for all p,q. Now we obtain by induction hypothesis P(N -1) 
and the inequality dM :5 t: 

dtm d2m 

< I(YpZöX(x,a)U, u)l + L lcPII(YpZoPX"u, u)l + L lbqii(YpZ71qX"u, u)l 
p=l q=l 

:5 c1c231hll-ltii<>II+IIPII+II"111(11all + k)!"(ll/311 + m)!~' + 

+ d1mMctc231hll-ltii<>II+IIPII+II"'II-l(llall + k)!"(ll/311 + m- 1}!1L + 

+ d2mMctc2311"111-ltii<>II+IIPII+Ihll-l(llall + k- 1)!"(11/311 + m}!IL 

:5 CtC2311"~ 1 1-ltii<>II+IIPII+Ihll(llall + k)!"(ll/311 + m}!IL · 

( 
m m (llall + k) ) 

. 
1 

+ (11/311 + m)~' + (llall + k) (llall + k)" 
< c1 c2 311"~11tii<>II+IIPII+Ihll(llall + k)!"(ll/311 + m)!IL. 

In case k :5 ma similar argument can be used by decomposing Z7 = YyZö+"small terms". 
This proves hypothesis P(N). 

In particular, for all k,m E IN0 and 1 E Uk,m we obtain that I(Z7 u,u)l :5 
c1 c2 (3t)ll711k!"m!~'. Now let 1 E M(V). Let k, m E IN0 be such that 1 E Uk,m· Then 
(1r,1) E U2k,2m and we obtain by Lemma 1.3.V: 

IIZ-yull2 = I(Z(-yr,-y)u,u)l :5 Ctc2(3t)21bll(2k)!"(2m}!IL 

:::; [<cl+ c2)(bt) 11"~11 11llh!" · ... ·llllldYihlldl+l!~' · ... ·llllld!~'r. 

Sou E S>., ... ,>.,JL, .... IL;bt(Z11 ••• , Zd) and llullz1 , ••• ,Zd;>., ... ,>.,IL,····~';bt :5 c1 + c2. 
Since the identity map from S>., ... ,>.,JL, ... ,JL;t(Z1 , ••• , Zd) into 

S>., ... ,>.;t(Xt. ... , Xd1 )n SJL, ... ,JL;t(Yi, ... , Yd2 ) is continuous for all t > 0, the theorem follows. 
0 

Corollary 2.3 Let G be a ( rea~ Lie group with Lie algebra g. Let d1 , d2 E IN and let 

Xt, ... , Xdu Yi, ... , Yd2 E g. Suppose 
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Let 1r be a representation of G in a Hilbert space H. Let >., p ?: 1. Then 

S>., .... >-.~<.····~'(d7r(Xt), ... , d1r(Xd1 ), d1r(Yi), ... , d1r(Yd2 )) = 
= S>., ... ,>.(d?r(Xt), ... , d?r(Xá1 )) n S", ... ,"(d1r(Yi), ... , d1r(ld2)) 

as locally convex spaces with equivalent spectra. 

Proof. The operators 01r(X1), ... , 01r(Xd1 ), (J?r(Yi), ... , 81r(Yd2 ) are all skew-symmetric 
and admit H00 (1r) astheir invariant domain. By Corollary 1.26 we have 

D00(d1r(XI), ... , d1r(Xd1 )) n D00(d1r(Yi), ... , d1r(YdJ) 
dl d2 

c n D00(d?r(X.~:)) n n D""(d1r(:V.,)) H00(1r) 
k=l k=l 

= Doo(d1r(Xt), ... ,d1r(Xd1 ), d1r(Yi), ... ,d1r(Y<~,)) 

c Doo(d1r(Xt), ... ,d1r(Xd1 )) n D00(d1r(Yi), ... ,d?r(Yd2 )). 

So 

D00(d1r(X1), ••• , d1r(Xd1 ), d1r(Yi), ... , d?r(Yd2 )) = 
= H 00(1r) = D00(d1r(X1 ), ••• , d1r(X.t1 )) n Doo(d1r(Yi), ... , d1r(Yd2 )) 

as sets. With these equalities, Theorem 2.2 implies that the following spaces are equal as 
locally convex spaces with equivalent spectra: 

0 

Remark. The replacement of 81r(Xk) by d1r(Xk) as shownis this corollary can be carried 
through in all forthcoming results of this chapter. (Namely in 2.5, 2.6, 2.16, 2.17, 2.18, 
2.32.) We will not give further explicit proofs in this matter. 

The last equality in the following corollary has been firstly proved by Flato and Simon. 
(See [FS], Theorem 2.) 
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Corollary 2.4 Let G be a real Lie group with Lie algebra g. Let g1 and g2 be subalgebras 

of g such that g = g1 + g2 • (Not necessarily a direct sum.) Let G1 and G2 be subgroups 

of G which have Lie algebras g1 and 92 respectively. Let 1r be a representation of G in a 

Hilbert space H, and let 1r1 and 1r2 be the restrictions of 1r to G1 and G2 respectively. Let 

ZI> . .. , Z4 be a basis in g, let Xt. . .. , Xd, be a basis in g1 and let }} , ... , Yct2 be a basis in 

92· Let À:;::: 1. Then 

S>., ... ,>.( d1r(Zt), ... , d1r(Zd)) = 

= S>., ... ,>.(d7rt (Xt), ... , d7rt(Xá,)) n S.\, ... ,>.(d1r2(YI), ... , d1r2(Yd2 )) 

as locally convex spaces with equivalent spectra. In particular, 

as sets and 

as sets. 

Corollary 2.5 Let g be a 2-dimensional real Lie algebra of skew-Hermitian operators in 

a Hilbert space defined on a common invariant domain. Let X, Y be any basis in g and let 

>.,ft :;::: 1. Then 

S>.,p(X, Y) = S>.(X) n Sp(Y) = S!:(X, Y) 

as locally convex spaces with equivalent spectra. 

Corollary 2.6 Let g be a solvable real Lie algebra of skew-Hermitian operators defined on 

a common invariant domain. Let X1 , ••• , Xá be a basis in g such that 

C, := span({X11 ... ,Xi}) is a subalgebra ofg and C, is anideal in Ci+1 for all iE 

{l, ... ,d}. Let>.:;::: 1. Then 
d 

S>., ... ,>.(Xt, ... ,Xä)= n S>.(Xt.) = ~~.,>.(Xt, ... ,Xá) 
k=l 

as locally convex spaces with equivalent spectra. 

Proof. By induction to d it follows that S>., ... ,>.(Xt. ... ,Xd) n%=1 S>.(Xto) as locally 
convex spaces with equivalent spectra. (Cf. the proof of Corollary 1.32.) Let t > 0. There 

exists s > 0 such tha.t the identity ma.p from n%=1 S>.;t(X~o) into S>., ... ,>.;s(X1, ••• ,Xd) is 
continuous. Then the inclusions 

d 

S>., ... ,>.;t(Xt, ... ,Xä) c S!~~.,>.;t(Xl> ... ,Xd) c n S>.it(X~o) c S>., ... ,>.;s(Xt, ... ,Xd) 
k=l 

are continuous. So the spaces S>., ... ,>.(Xt, ..• ,Xä) and S~~~.,>.(Xt, ... ,Xd) are equivalent as 
loca.lly convex spaces with equivalent spectra.. D 

Remark. A Lie group version for the last two corolla.ries can be formulated similarly to 
Corollary 2.3. (See the Remark following Corollary 2.3.) The Lie group version in case 
,\ = 1 of Corollary 2.6 has been proved first by Goodman, !Goo2], Corolla.ry 3.1. 
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2.2 Multi-indices (Part 2) 

In the proofs of intersection theorems of the form 

S>.I, ... ,>.dpP.l,···•~"&, (Xb • • • ,Xdu Yl., • • •, Yd2) = 

= S>.1, ... ,>.d
1 
(X11 ... , X.t1 ) n S~>I.····~'-<t, (Yi, ... , Y~) 

where [X., }j] E span( {Yi, ... , Yd2 } ), we want to write X,.Yp as a sum of termsof the form 

cYsX",. In this section we introduce some more operations on multi-indices in order to 

develop tools to calculate which 7 and 8 occur in this sum. 

Let n E lN and let k E 1N0 , k ~ n. We define the subset Pf: of the symmetrie group S,. 

by 

Pf: :={a ES,.: a(n) < a(n -1) < ... < a(k + 1) and a(k) < a(k -1) < ... < a(1)} 

if k rf. {0, ... , n} and wedefine 

PJ' := P: := { ( ~ n ~ 1 ... n )}· 
. . . 1 

Note that in these definitions P3 does not occur. Therefore, let a0 he any object which is 

not an element of U~=l Uk=O Pf:. We define 

P~ := {uo}. 

Let V be a fixed non-empty set and as in Chapter 1, let M(V) denote the set of all 

multi-indices over V. Let n, k E 1N0 he such tha.t k ~ n and let a E M(V) be such that 

llall = n. Let a E Pf:. Wedefine multi-indices u( a) and û(a) over V by 

i70 (a) := û0(a) :::::: () if n = 0, 

and if n =f; 0 a.nd a= (jt, ... ,j .. ): 

i7(a) ·- (j,.(k)> • • • ,ju(l)) if k =/: 0, 

u( a) .- () if k = 0, 

û(a) ·- (ju(n)l • • • 'ia(kH)) if k =f; n, 

û(a) . - () if k = n . 

(These definitions are inspired by the lormulation of Lemma 2.11.) 

We summarize some elementary fa.cts. 

Lemma 2. 7 Let V be a non-empty set, let n, k E IN0 , k ~ n, let 0' E P;: and let a E M(V) 

with !!all = n. Then 

card Pf: = (~), 

llü(a)ll = k, 
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llb(a)ll = n- k. 

Fttrthermore, there exists a function l: V-+ IN0 such that 

and 

llb(a)ll" = llall" -l(v) for all v EV. 

In the remaining part of this section let V be a non-empty totally ordered set with 
ordering :::;. A positive mutation (on V) is a function p. :V x V-+ IN0 such that 

p.(v,w) = 0 for all v,w E V with v > w. 

Let a, {3 E M(V) and k E IN0 • We sa.y tha.t a is c()nnected with {3 via a positive mutation 

of length k if there exists a. positive mutation p. on V such that 

[ 

llall., + E [p.(w, v)- p.(v, w)] = 11/311., for all v E V, 
wE V 

E p.(v,w) = k. 
v,wev 

(This definition is inspired by the formulation of Lemma 2.12.) Then 

llall., + E p.(w,v)- E p.(v,w) = 11/31!., 
w<v w>v 

for all v EV. 

Remark. If a is connected with {3 via. a. positive muta.tion of length k, then in general it is 

not true tha.t {3 is connected with a via a positive muta.tion of length k. Also the positive 

mutation p. is not unique and it is well possible that a is connected with {3 via a positive 

mutation of length l with l E INo, l :f:. k. 

Lemma2.8 

I. Let a,/3 E M(V) and let k E IN0 • Suppose a is conneeled with {3 via a positive 

mutation of length k. Then llall = 11/311. 
II. Let n E IN,ab···•a".,{3t, ... ,{3". E M(V) and let k11 ... ,k11 E INo. Suppose a; is 

cormected with {3; via a positive mutation of length k; for all i E { 1, ... , n}. Th en 

(a1, ••• , o:n) is conneeled with {f3t, ... ,{J .. ) via a positive mutation of length :Lf=t k;. 

III. Let a,/3,î E M(V) and let k,l E 1N0 • Suppose a (resp. {3) is connected with {J (resp. 

î) via a positive mutation of length k (resp. l). Then a is conneeled with î via a 

positive mulation of length k + l. ( Transitivity.) 

Proof. I: trivial, Il: induction, III: trivial. (Take p. = p.1 + p.2.) 0 
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2.3 Gevrey spaces, Lie algebras of operators and 
their ideals 

Let dl> d2 E IN and let XI> ... , XduYl, ... , fd2 be skew-Hermitian operators in a Rilhert 

space defined on a common invariant domain. Suppose 

[X;, lj] E span( {Xt, ... , XdnYl, ... , Yd2 }) 

for all i E {1, ... , di} and j E {1, ... , d2 }. InSection 2.1 we proved that 

for all À, p. ;:::: 1. In this section we consider the stronger assumption that 

[X;,lj] E span({}}, ... ,l'd2}) 

for all iE {1, ... ,d1} andj E {1, ... , d2}. (For example: the operators 

X 11 ••• , Xd1 , 1î, ... , Yd2 span a Lie algebra 9 and span( {lî, ... , Yd2 }) is an i deal ing.) U nder 
this stronger condition we prove that 

s"•·····""l'"'·····"'(xl> ... ,xd" lî, ... , l'd2) = S>.1, ... ,>.d1 (X~> ... ,xd.) n s"'·····"'(lî, .... , Yt~2 ) 

for all À1. ... , Àd, ;:::: 1 and all p. ;:::: 0 .. 
In the second part oî this section we consider rulpotent Lie algebras and certa.in solvable 

Lie algebras. Namely, let g be a Lie algebra. and let Xt. ... , Xd be a basis ing. The basis 

xh ... 'xd is called an ordered basis in 9 if 

[X;, Xj) E span( {Xma.x(iJ)l· .. , Xd}) 

for all i,j E {1, •. ,, d}. Not every solva.ble Lie algebra. has àn ordered basis; but every Lie 
algebra which has an ordered basis is solva.ble. Every nilpotent Lie algebra has an ordered 

basis. Let 9 he a real Lie algebra of skew-Hermitian operators in a Rilhert spa.ce defined 

on a common invariant domain and let xb ... ,xd be an ordered basis in 9· Let Àt ;:::: 1, 

À2 2:: ..• 2:: Àd-1 2:: max(Àd, 1) 2:: Àd 2:: 0. We shall prove that 

d 

S>.., ... ,.x.,(Xt, ... , Xd) = 8:\~~ .. ,.x.,(Xh ... ,Xd) = fl S.xk(X~<) 
k=l 

as locally convex spaces with equivalent spectra. 

Because the proof of the following special case is much shorter than the proof of the 

general case, we present the following theorem. For technica! reasons, we interchange the 
role of the operators xk and l'/. 

Theorem 2.9 Let d1, d2 E IN and let X 1 , ••• , Xd, ,.Yl, ... , fd2 be skew-Hermitian operators 

in a Hilbert space defined on a common invariant domain. Suppose 
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for all i E {1, ... , dl} and jE {1, ... ,d2}. Let À;:::: 0 and p, 2:: 1. Then 

S>., ... ,>..~ •... ,p.(X1,. •• ,Xdo Yi, ... , Yd2 ) = S>., ... ,>.(X1 , ••. , Xc~1 ) n Sp., ... ,p.(Yi, ... , Yc~2 ) 

as locally convex spaces with equivalent spectra. 

We emphasize that p. may he taken smaller than 1. 

Proof. Because the set-up of this proof is the same as in Theorem 2.2, we only present 

a sketch. Let Vi, Y;, d, z, and Uk,m he as in Section 2.1. Because the coefficients bL in 
the proof of Lemma 2.1 can he taken equal to zero, we ohtain that there exists a constant 

M 2:: 1 such that for all k,m E 1N and all1 E U~:,m there exist x E Vi, ö E U,._1 ,m, 
Ct, ••• , CdamEm and llt, ... ,edlm E Uk,m-1 such that 

d1m 
z.., = ZóX.: + L epZe" 

p=l 

and levl :5 M for all p E {1, ... ,d1m}. 

(2.2) 

Let b := 3·2M1 +~-'~. Let t 2:: Md and let u E S>., ... ,>.;t(X11 ••• ,Xd1 )nSp., ... ,p.;t(Yi, ... , Yd2 ). 

Let cl>~ and the hypotheses P(N), N E 1N0 he as in the proof of Theorem 2.2. Again 
hypothesis P(O) holds. 

Let N E 1N and suppose hypothesis P(N- 1) holds. Let k,m E IN0 , a E M(V), 
(3 E M(Y;), 1 E Uk,m and suppose k + m = N. We may assume that k :/; 0 and m :/; 0. 
By decomposing Z"' as in equality (2.2) we now ohtain: 

I(YpZ..,X,.u, u)l :5 
d1m 

:5 I(YpZ6X{.:,a)u,u)l + L levii(YpZe"X,.u,u)i 
p=l 

< c1~31h1Htii<>II+IIPII+Ibll(llall + k)!"(llf311 + m)!~' + 
+ dtmMctc2311"111-ttll"'li+II.BII+Ihll-l(llall + k)!"(llf311 + m- 1}!1-' 

:5 ctc2alh1Htllaii+II.BII+II"'II(IIall + k)!>.(llf311 + m}!l-' (1 + m ) 
(11!311 + m)~' 

< c1 ~alhlltli<>II+IIPII+Ibll(llall + kW(IIf311 + m}!l-'. 

This proves hypothesis P(N). The remaining part of the proof is the same as the corre
sponding remaining part of the proof of Theorem 2.2. D 

For the proof of the general case we have to make a. lot of preparations. Let d11 d2 E IN 

and let Xt> ... ,Xd1 , Yi, ... , Y~ he skew-Hermitian operators in a. Bilhert space defined on 
a. common invariant domain D. Suppose 

[Xi, Y;] E span( {Yi, ... , Yd2 }) 

for all i E Vi. := {1, ... ,dt} and jE V2 := {1, ... , d2 }. 

Let Hom(D) he the vector space of alllinear maps from D into D. The following lemma 
is due to Nelson ([Nel], Lemma 2.1.) 



54 2. Intersection of Gevrey spaces 

Lemma 2.10 (Nelson.) Let n E IN and let Z1, ••• , Zn E Hom(D). Let WE Hom(D). 

Th en 

n 

Z1 o ... o z .. w = 1:: 1:: [adZ"(k) ... adZ"(t)(W)]Z"(n) o ... o Z"(k+l)· 
k=O<TEPi: 

This lemma leads to the following definition. Let Vi := {1, ... ,d1}, V2 := {1, ... , d2} 

and (3 E M(l/2). Define D"(Y~) E Hom(D) by 

D"'(Y~J) := { adXit ... adXik(Y~) if lla:ll ;i: 0 and a:= (j11 ••• ,j .. ), 

Yil . if lla:ll = 0. 

We rewrite Lemma 2.10 in our notations. The lemma is also true fora:= ( ). 

Lemma 2.11 Let a: E M(Vi) and (3 E M(V2). Then 

11<>11 -
X .. Y~ 1:: 1:: D"(")(Y~)X8(a)· 

Lemma 2.12 

j=O uEpllal 
J 

I. There exist constants M :=:: 1 andcp,y E IR, where a: E M(lli) and (3,Î 6 M(V2) 
such that 

D"(Yp) = L: c~,.,Y., for all a: E M(lli) and (3 E M(l/2), (2.3) 
-yEM(V2) 

c~,., = 0 for all a: E M(Vi) and f3,î E M(V2) with 11!311 ;i: lhll, (2.4) 

lc~.-,1 ~ (MIIf311)11"'11 for all a: E M(lli) and f3,î E M(V2) with 11!311 = lhll.(2.5) 

II. Suppose [X;,Yj] E span({Yj, ... ,Yd2 })/oralli E {1, ... ,d1 } andj E {1, ... ,d2}. 

Then the conàtants c/3,., in I can be chosen such that in addition: for all a: E M(Vi) 

and (3, Î E M(V2) with c/3,., ;i: 0 we have that (3 is connected with Î via a positive 

mulation of length lla:ll. 
Here, the ordering for V2 is the natural one. · 

Proof. There exist (possible non-unique) constauts Cï,j,k E IR, where i E lli and j, k E V2 
such that 

d2 

[X;, Yj] = 1:: Cï,i,kyk (2.6) 
k=l 

for all iE Vi and jE l/2. Let 

Mo := 1 + max{lc;,;,kl: iE l/i, j, k E V2}. 
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For all {J, Î E M(V2) take c~~'Y := 1 if {j = 1 and c~~"' 0 if {j # "Y· Take cp,"' := 0 for all 
a E M(l-1)\v.o and {J, Î E M(V2) with {j = ( ) or 1 ( ). Then (2.3), (2.4) and (2.5) hold 

1 

for all a E M(V1 ) and {J, 1 E M(V2) such that a = ( ) or {j = ( ) or 1 = ( ). We define 

cp,7 := 0 for all a E M(Vt) and fJ,/ E M(V2) with llf'll # 11111· 
Let m E IN. Now we want to choose suitable constauts c,ä,"' such that (2.3) and (2.5) 

hold for all a E M(Vt) with a# ( ) and {J, 1 E M(V2) with llf'll = 11111 = m. Let i E Vt, 
p E {1, ... , m} and let k E \i2. For é = (j1, ... ,jm) E Vt C M(V2) define 

and 

Let n E IN, a E ~n and let {jE v;m. Let a= (it, ... , in)· It follows by induction ton that 

m d, m d2 

Da (Yp) = E E • • • E E Yin,Pn,kn ({j) • Yin-l >Pn-1 ,kn-1 (fpn,kn ({j)) ' • · • 
Pt=l kt=l Pn=l kn=l 

· · •. 9it,Pt,kt(fp2,k2 ° · · · 0 fp,.,k,..({j))Y/p1,k1o ... ofp,.,k,.(i1)· 

Now the definitions of Cp,-y> with 1 E V2"' speak for themselves. For 1 E v;m we define 

where the sum is over all p1 , ... , Pn E {1, ... , m} and kb ... , kn E V2 such that 1 

fp~okt o ... o fp,..,k,..({j). This proves (2.3), and clearly llf'll = 11111 and ic3,-yl :::; mnd;M[; = 
(d2Mollf'll) 11"11. 

II. Now suppose that [X;, }j] E ( {}j, ... , Yd2 }) for all i E ltl and j E v;. Then the 

constauts in (2.6) can be chosen such that Ci,j,k = 0 for all j, k E V2 with j > k. Wedefine 

c3,-y as in I. Let a E M(Vt), {j, 1 E M(V2) and suppose c3,'Y # 0. We may as well assume 

that a# ( ), {j # () and 'Y # ( ). Let m := llf'll = 11111 and let i1, ... , in E Vt be such that 
a= (it, ... , i,..). Let fv,k and g;,p,k he as in I. 

Let é =(iJ, ... ,jm) E v;m, let iE V1, p E {1, ... , m }, k E Vz and suppose Ui,p,k(li) # 0. 

Then C;,jp,k # 0. This implies that iv :::; k and so li = (ji> ... ,jP, ... ,jm) is connected 

with fv,k(é) = (it, ... ,iv-1> k,jP+l> ... ,jm) via a positive mutation of length 1. (Take as 

mutation p,(v, w) := 1 if v = iv and w k and p,(v, w) := 0 else.) 

Si nee c~J,'Y # 0 tb ere exists Pt. ... , p,.. E { 1, ... , m} and kb ... , kn E V2 such that 

and 
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Then g;,.,p,.,k,. (fJ) :/:: 0 and ... and g;1 ,p1ok1 (fp2 ,k2 o ..• o fPn.kn (fJ)) :/:: 0. Beca.use 
g;,.,p,.,kn (fJ) :/:: 0 we obtain that fJ is connected with fv .. ,kn (fJ) via a positive muta.tion of 

length 1. Because 9i,._1 ,p,._1 ,k,._1 (fp,.,k,.(fJ)) :/:: 0 we obtain that fv .. ,k,.(fJ) is connected with 
fv .. -tok,._1 (fp,.,k,. (fJ)) via a positive mutation of length 1. Then by Lemma 2.8.111, fJ is 

connected with fvn-t,kn-t (fp,.,k,.(fJ)) via a positive mutation mutation of length 2 .. By 
induction, fJ is connected with fv 1 ,k1 o ... o fp,.,kn(fJ)) = ï via a positive mutation of length 

n llall. D 

Lemma 2.13 Let fJ, ï E M(Y;), let j E IN0 and let p.1 ~ P.2 ~ ••• ~ P.ch ~ 0. Suppose fJ 
is connected with ï via a positive mutation of length j. Then 

llïlh!"1 
• ••• ·llïll<~z!"à:! ~ (2<~2112 )IIPII+i llfJIIt!111

' ... ·llfJII<~2!"à:!. 

Proof. In this lemma we write d := d2 • Let r be a positive mutation on V2 such that 

llfJIIv + L [r(w, v)- T(v, w)] = llïllv for all v E V2 
wEV2 

and 

L r(v,w) = j. 
v1wEV2 

We write rv,w := r(v,w). for all v,w E Y;. So 

w<v w>v 

for all v E Y;. Then by Lemma 1.3: 

llïlh!~'• ..... llïll<~!l'd = 

= (llflllt- T1,2 - · · · rl,d)l111 
• (llfJII2 + r1,2- r2,3- ... - r2,d)!!'2 

• ••• • 

..... (llfJIId + Tt,d + ... + Td-t,d)l~'" 
~ llfJih!"1 Tt,2!-111 

• • • • • Tt,d!-Pt · (2~'2 )IIPIIz+T:t.2 llfJII2!1'2r1,2!~'2 r2,3!-Pz · ... · ri;t2 
• 

. (2P3)2(11P11s+T:t.3+T:I,a) llfJII l!'Sr 1~<•7' l~<a"-~>• . . r.-~<• . • 3· 1,3· 2,3· 3,4 • . • 3,d ..• 

. • (2~'")(d-l)(ll.6lld+rt,ä+· .. +.,.&-t,d) .llfJII ll'dr ll'd. . TIJ-d • • • á· l,d· . . . á-l,á 

< (2P2)d(IIPII2+···+11.811&+Î:v,w .,..,..,) llfJih!~'l .. •. ·llfJIId!l'd TI r.,,w!P.w 
Tv,w!P• 

v,wEVz 
v<w 

~ (2<~~'2)11PII+i llfJih!~'t .... ·llfJII<~!IJ.<~. 

Note that the ordering of the p.'s is only used inthelast inequality. 

Lemma 2.14 Let p E IN and let m 11 ••• , mv E IN0 • Let j E IN0 • Then 

ito•••JpENo 
it+ ... +ip=j 

mi 
-.-1 
J· 

0 
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where m := m1 + ... + mp. 

he . 
Pro of. Let z E <C. Then ~ is the coefficient of zJk in the power series of emkz. Th en 

Jk· 

j,, ... ,jpENo 

it+···+iv=i 

mj, miv 1 . .. . . p 

. ' . ' )1 ...... ]p· 

is the coefficient of zi in em1z · ... · emvz = emz and this coefficient is m:. 
J. 
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0 

Lemma 2.15 Let p E lN and let k1 , •.• , kp,j1, ... ,jP E JN0 • Let k := k1 + ... + kp and 

j := j 1 + ... + jP. Suppose j :::; k. Then 

(
k1) . (k1 + k2 - j1) . . (k1 + ... + kp - j1 - ... - jp-1) < k! . 1 
. . .. . . - (k ')' . ' . ' ]1 ]2 ]p - J . ]1· ..... ]p· 

Proof. We may assume that j1 $kt, ... ,jp $ k1 + ... + kp- j1 - ... - jp_1. Then 

(k ')' .. ' . '. - J . ]1· ..... ]p· 

We now prove the main theorem of this section. 

(k1 + ... + kp- j1 - ... - jp-1)! 
jp!(k- j)! 

0 

Theorem 2.16 Let dt, d2 E lN and let X1 , ... , Xd,, 11, ... , Yd2 be skew-Hermitian opera

tors in a Hilberl space defined on a common invariant domain. Suppose 

[X;,Yj] E span({11, ... ,}d2 }) 

for all i E {1, ... , di} and j E {1, ... , d2}. Let Àt, ... , Àd, ;:::: 1 and let p 1 ;:::: ... ;:::: f.Jd2 ;:::: 0. 

Th en 

S;.,, ... ,>.d,.IL, ..... !Ld2 (Xt, ... , xd" 11, ... , 1-d2) = 
= S;.,, ... ,>.d, (X1, ... , xd,) n siL"· .. ·ILdo (11, ... , Yd2) 

as locally convex spaces with equivalent spectra, in the following two cases: 
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I. 

II. [X;, }j] E span( {Yj, ... , Yt~,}) for all iE {1, ... , d1 } and j E {1, ... ,d2 }. 

Note that f:ti may betaken smaller than 1. 

Proof. Let Vi := {1, ... ,dl}, V2 := {1, ... ,d2 } and let M;::: 1 and let ct;,"'/ he as in Lemma 
2.12. 

Let t 2::1 and let u E SÀ1, ... ,Àd1;t(XI> ... ,Xd1)nS,.1, ... ,,u.~;t(l'l., ... ,Yd2 ). Write Ct:= 

llullxt .... ,x.1 ;Àt, ... ,.'ld1 ;t and Cz := lluiiY ..... ,Y~;,u.1 , ... ,J.<~;t· Then 

IIXaull :5 Cttll<>lllla:lh!Àt .... ·lla:lldt !-"ät for all a: E M(Vi), 

IIY.eull :5 CztUPIIII.Bih!"1 
• • • • ·II.BIId2!""2 for all ,8 E M(Vz). 

We shall prove that llullx1 , ... ,x.l'Yt. .... Y~;À1 , ... ,Àäl'l'1 , ••. ,,.~;bt :5 Ct + ~ for some constant b 
independent of u (and in fact, also independent oft). Let p1 E IN, a:i, ... ,a:~, E M(Vi) and 
{3~, ... , ,a;, E M(Vz). Then 

IIXa~Y,e~ 0 ... 0 Xa;,.Y.a;"ull 2 = 

= f(Y(,e;,)•X(a;"J• o ... o Y(p;yX(ai)'XajYp; o ... o Xa~,Y,e;"u,u)i. 

We introduce the following notation. Let p := 2p1 + 1. Let 

O:t .- () O:p'+l ·- ( a;i)r 

f3t .- (,8;, )r Pp'+t .- () 
O:z .- (a:~,)' O:p'+2 ·- ai 
Pz .- (,a;,_ly {3p'+2 .- b' 1 

O:p• .- (a:~Y a:" .- a:~, 

(3". .- (.B~Y ,Bp .- p~. 

By Lemmas 2.11 and 2.12 we ohtain that 

Iloril 
ä(a)Y.X XaY.a = L: L: L: Cp,"'/ "'' &(ar) 

i=OaePJ"U -yEM(Vz) 
lhii=IIPII 

for all a E M(Vi) and P E M(l'z). So Z := Y(,e~,)'X(a;,)• o ... o Yt.en·Xca;yXa; JP: o ... o 
X a~, Yp~, = X a, Y,e1 o ... o X 01P YpP is a linear combination of monomials Y,eXa. By induction 
to p it follows that Z is the sum of 

u1 (6t) äp(óp)y; X 
Cf1tm ••••• Cpp,"'/p ("'!1, ... ,"'/p) &p(Sp) 

where the sum is over all jl E INo, it :5 llc5tll with lit := O:t, all Ut E Pj~6111 , all Îl E M(Vz) 
with lbtll = IIPtll, 
over all h E INo, jz :5 IIS2II with Óz := (ût(St),a:2}, all Uz E P~6211 , all Î2 E M(Vz) with 



2.3. Gevrey spaces, Lie algebras of operators and their ideals 59 

ll1zll ;;; ll,8zll, · · · 
... ' 
over all iv E INo, iv:; llóvll with Óv :;;; {ûv-1 (t5v-t), av), all O"p E P)~"ll, all lv E M(V2) with 

ll1vll = II,Bvll· Consicier one term of the sum 

Üt(c5t) ä"(óp)Yi x 
Cpl{Yl • ••• • Cpp("lp {'"ll•···•'Yp) ûp(óp) 

which is notzero and which corresponds to the tuple jb Ó1, 0"1, /1> ... , jp, Óp, up, /p· Let k; 

lla;!l and m; := 11,8;11 = llïdl for all iE {1, ... ,p}. Let k :;;; kt+ .. . +kv, m := m1 + .. . +mp 

and j := it + ... + iv· Let a;;;; (at, ... , ap), (3 := (,81, ... , f3v) and 1 :={ft, ... , lv)· Then 

j; :; 116;11 = kt + ... + k; - j1 - ... - Ji-1 for all i E {1, ... ,p}. Moreover, k = I! all and 
m 11.811 = 11111· By Schwarz' inequality we obtain that 

I(Y{'Y1 , ... ,'Yp}X<lp(S")u, u)l I(X.rp(Sp)u, Y'YrU )I :; IIX.r"(s")u!IIIY'Yrull :; 

:; CtC2tllü"(óp)ll+mllûp(óp)lh!Àt' .. · ·llûp(b'p)lldtl>.«t ·lbllt!"' '· ·· ·llïlld2!~'äz. 

Let l( v) ;;;; !lal!., -llûv( b'p)ll., for all v E Vj. Since u; E PJ!"•II for all i, it follows by induction 

top that l(l), ... , l(d1) E INo and tha.t Evev
1 
l(v) j. (See Lemma 2.7.) Then by Lemma 

1.3: 

llûv(Sp)lhl"1 
• ... ·llûp(Sv)lld,!"d1 :; llalhl"1 · ... ·llalld1 !"~(l(l))!->.1 

• ••• • (l(dt))!->..;1 

:; llalh!"' · · · · ·llalld1 !"<~1 (l(1))!-1 
• ... • (l(dt))!-1 

:; l!alh!"t ..... l!alld, !>.«t2dti j!-1. 

This is the only place where we use that A1 , ••• , .Àc~1 ;::: 1. 

Next we estimate the factor !lllh!~'1 • ••• • lblld2 !14":1 in the cases I and 11. 

Case I. Suppose P.t = ... = P.d2 • 

Then !lllh!"1 
• • • • ·llllld2!"d2 :; 11111!"1 = llf311!"1 

:; 2"1d2mllf311t!"1 
• • • • ·ll,8lld2!~'<iz by Lemma 

1.3. 

Case II. Suppose [X;, Yj] E span( {Yj, ... , }d2 }) for all iE Til and j E v;. 
This case needs more care. Now we eau use Lemma 2.12.11 and so we may assume that 

the constauts Cpa are as in Lemma 2.12.11. Reeall that we are consiclering a non-zero term 

of a large sum. So the coefficients c;:~;> are not zero for all i E {1, ... ,p}. Hence by 

Lemma 2.12.11 we obtain that ,8; is oonnected with /i via a positive mutation of length 

llü;(S;)II = j;. (See Lemma 2.7.) Therefore by Lemma 2.8.11, (3 {,81, .•• , (3p) is oonnected 

with 1 = {1t. ... , 1p) via a positive muta.tion of length j it + ... + j11 • But then by 

Lemma2.13, 

II"Yihl"1 
• ... ·II1II<12!Pd:! < (2d2p2r+i II.Bih!"t · ... ·llf311d2!"äz 

< ( 2d2
,.
2) m+k II,Bih !"1 

• ••• • 11,811<12 !"äz. 

Having estima.ted ll"'flhl~'1 • ••• • 11111<12!"<1:! in the two cases we obtain that there exists 
b1 ;::: 1, independent of u (and t) such that 
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Th en 

I('Y(-n, ... ,-yp)X""(o")u, u) I ~ 

~ CtCz(~t)k+mi!-1 llalh!-'1 
• • • • • llalldt !>.dt · II.Bih!~' 1 

• • • • • II.BIId2!1'"'>' 

where ~ := 2d1 b1• 

For brevity, we write C := llalh!>.1 
• ••• ·llalld1 !>.41 ·II.BIIt!~'1 

• ••• ·II.BIId2 !~'"'>. We count the 
number of termsin the sum. Since u; E P))8'11 and lló;ll =kt+ ... .+ k;- it ... - j;-1, there 

(
kt + ... + k;- i1 - · · · - j;-1) t · .c 11 · {1 }. Th ..nn· are j; permu at10ns u; tor a t E , ... , p . ere are a 2 • 

multi-indices (; E M(l/2) with llr•ll ll/3;11 = m;. Furthermore, Ie~:~;> I ~ (Mm;)IIÜ;(ó;)ll = 
(Mm;)i• for all iE {1, ... ,p}. Hence we obtain by the triangle inequality: 

i(Zu,u)i ~ f ... f (~1) ..... (kt+···+ kp-: it · · ·- ip-1) ct;l+ ... +mp. 
it=O jp=O Jt }p 

·(Mml}i1 • ••• • (Mmp)i~>ct~(bzt)k+m(j1 + ... + jp)!-10 
k 

~ Ct~(bzdzMt)k+mcL L 
i=O i1 , ... ,jpElNo 

il+···+ip=i 

(~1) ..... (kt+ ... + kp _i1- ... 
}1 }p 

k k! 
~ c1cz(bzdzMt)k+mc~ L (k _ ')I ï 

J=O jt, ... ,jpElNo J .J. 
il+ ... +jp=i 

The last inequality is due to Lemma 2.15. So by Lemma 2.14: 

I(Zu,u)i ~ 

~ c1cz(bzdzMt)k+mcÎ:, (~)mi 
. j=O J 

~ c1cz(2e~d2Mt)k+"'G 

iv-1) m:h . . . mi~> . 1·1-1 
1 • .. p • 

< [(c1 + c2)(bst)~ ( 11~11 1) !>.1 ..... ( llaJidt) !>.41 ( ll~ll1) !~'1 ••••• ( i1.8Jid2) !~'"">] 
2 

where bs := 2eb2d2M2", with T := max{.\1,. •• , Àap f.LI> • .. , f.Ld2 }. Note that 

ll{a~, ... ,a:,,)llv ~llallv for all V E Vi, II(,Bi, ... ,,B~,)IIv !II.BIIvfor all v E V2 and 

11{~, · · ·, a~,)ll + 11(,8~, · ·., .8~·)11 = Hk + m). So 

u E S>.1, ... ,>.d1 .~tt.· .. ·~'"'>;b3t(Xx, ... , Xd1, Yi, ... , l'd2) 

and llull>.1 , ... ,>.d1 ,~t1 , ... ,1'<>,;b3 t ~Ct+ Cz = l!ull>.t. .... >.d
1

;t + llulll't.· .. •~'"'>;t, where the constant b3 is 

independent of u (and t). This finishes the proof of the theorem since the space 

S>.l, ... ,>.dl'l'1 , ... ,1'..,;t(Xh ... , Xdu Yi, ... , fd2 ) is always continuously embedded in 

SÀ1, ... ,Àd1 ;t(Xh ... 'xdl) n sl'l.····l'..,;t(Yi, ... , }d2) for all t > 0. D 
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Corollary 2.17 Let g be a real Lie algebra of skew-Hermitian operators in a Hilbert space 

defined on a common invariant domain. Let d1, d2 E IN and let X1, ... , Xd1 , Yi, ... , Yd2 E 9· 

Suppose 

and suppose that span( {Yi, ... , Yd2 }) is an ideal in 9· Let Àh ..• , Àd1 ~ 1 and let p, ~ 0. 
Th en 

as locally convex spaces with equivalent spectra. 

Corollary 2.18 Let g be a real Lie algebra of skew-Hermitian operators in a Hilbert space 

defined on a common invariant domain. Let X 1 , ••• , Xd be an ordered basis in g and let 

Át ~ 1 and Á2 :?: .•. :?: Ád-1 :?: max( Àd, 1) :?: Ád :?: 0. Th en 

d 

SÀ" ... ,À«(Xt, ... , Xd) = S1:~ .. ,À«(Xh ... , Xà) = n SÀk(Xk) 
k=l 

as locally convex spaces with equivalent spectra. 

N .B. Reeall the Remark following Corollary 2.3. 

2.4 Non-triviality of certain Gevrey spaces 

Let G be a uilpotent Lie group with Lie algebra g. Let X1 , •.• , Xd be a basis in g. The 
basis Xt, ... , Xe~. is called a strictly ordered basis in 9 if 

for all i,j ::; d. Then X11 ••. , Xd is a. strictly ordered basis in g if and only if Xd, ... , X1 

is an ordered Jordan-Hölder basis ing. (See [Goo5].) Let 11' be a representation of Gin a 
Hilbert space H. In the previous section we considered the Gevrey space 

where X1 , ••• , Xe~. is an ordered basis in g and >.1 ~ 1 a.nd Á2 :?: ... ~ Àà-1 ~ max( >.c~., 1) :?: 
>.d ~ 0. We know that this Gevrey space is dense in the Hilbert space H in case Àà ~ 1. 
(See Corolla.ry 1.26.) In this section we prove that this Gevrey space is dense in H if 

X11 ••• , Xa. is a strictly ordered basis in g, >.11 ••. , >.d-t ~ 1 a.nd .Xa. > 0. 
In case the representation 1r is irreducible and X1 , ••• , Xd is a strictly ordered basis 

in g, it is easy to show that even St, ... ,1,0 (d1f(X1), ... , d1r(Xà)) is dense in H. lndeed, 
because Xd belongs to the center of g and 811'(Xc~.) is closable, it follows by Taylor, [Tay], 
Chapter 0 Propositions 4.3 and 4.5 tha.t there exists a E C such that 811'(Xc~.) al. Then 
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S1, ... ,1,0 (d1r(X1 ), ••• , d1r(Xd)) = 81, ... ,1,1 ( d1r(X1), ... , d1r(Xd)) is dense in H. Note that in 
general, for non-irreducible representations 1r, the operator d1r(Xd) is not bounded. 

So let X~> ... , X11. be a fixed strictly ordered basis in g a.nd let 1r he a (not necessa.rily 

irreducible) representation of Gin a Hilbert spa.ce H. Let {l0 be the complexification of g 

a.nd let Ge be a connected simply connected complex Lie group with Lie algebra tJ0 • (See 

Va.rada.raja.n, [Va.rl], Theorem 3.15.1.) Let exp denote the exponential map from tJc onto 

Ge. Without loss of generality we may assume tha.t G = exp(g). For all k E {1, ... , d} 

define 91< : {;-+Ge by 

g,.(z) := exp(zX~o) (zE C). 

Define g: Cd-+ Ge by 

g(zh •.. , zd) := 9d.(zd) • ... · 9t(zl) (zh ... , Zd E C). 

By [Va.r1], Theorem 3.18.11, the mapgis a.n a.nalytic diffeomorphism from Cd onto Ge a.nd 

the map 9l:~td is a.n a.nalytic diffeomorphism from IRd into G. As usual, we start with some 

lemmas. 

Lemma 2.19 Let k E {1, ... , d}. Then there exists polynomials P,.J : (;i-k -+ C, where 

jE {k + 2, ... ,d} such that for all zE C and all t1 , ... , td E C we have 

with 

= t; + P,.,j(Z, tk+l! .•. 'tj-1) 
= tkH> 

t~o+z, 

Sj = t; 

Proof. See [Goo5], Lemma 5.1. 

if j > k + 1, 

if j < k. 

Lemma 2.20 Let XE g, let>. E (0, 1) and let u EH. Define F: IR-+ H by 

F(t) := 1rexp(tX)U (tE IR). 

0 

Suppose the function F extends holomorphically to an entire function from C into H of 

exponential order~ (1- >.)-1 • Then u E S>.(dlt'(X)). 

Proof. We denote the extension of F also by F. By assumption, there exist A, B > 0 such 
that 

for all zE C. By [Goo2], Propositions 4.1 and 2.2 we obtain that u E D""'(d1r(X)) a.nd 

00 

F(z) = 2: znn!-1d1r(X)"u 
n=::O 
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for all z E C. So in particular, the series converges absolutely inH. Then for all n E 1N0 

and all v E H we obtain for all R > 0: 

So 

i(d7r(Xtu,v)l = I (:z) n (F(z), v)lz=OI 

:5 n! j IIF(OII diÇI·IIvll· 
21r 1e1n+1 

I'R 

lld7r(X)"ull < nl j IIFWII diÇI 
- 21r 1e1n+1 

rR 
for all n E 1N0 • Choosing R suitably, the lemma follows similarly to. the proof of [GS], 

Section IV. 7.5 Theorem 3. 0 

Lemma 2.21 Let X E g, À E (0, 1), u E H and f E L1(G). Suppose the map t H 

Lexp(tX)f from IR into L1( G) extends holomorphically to an entire function from C into 
L1(G) of exponential order :5 (1- -\)-1 • Then 1r(f)u E S>.(d1r(X)). 

Proof. Define F : IR -+ H by 

F(t) := 11"exp(tX)7r(/)u (tE IR). 

Then F(t) = 7r(Lexp(tX)/)u for all tE IR. Clearly F extends to an entire function from C 
into Hof exponential order :5 (1- -\)-1 • So by Lemma 2.20, 1r(f)u E S>.(d1r(X)). D 

Theorem 2.22 Let G be a nilpotent Lie group with Lie algebra g. Let 1r be a representation 
of G in a Hilbert space H and let X 1, ••• , Xd be a strictly ordered basis in g. Let ,\d E g. 

Then St, ... ,t,>.t~(d7r(Xt), ... ,d7r(Xd)) is a dense subspace of H. 

Proof. We may suppose that Gis connected and simply connected. Let g, Ge, gk and g 
be as in the beginning of this section. Let the polynomials Pk,J be as in Lemma 2.19. Let 
m he the maximum of the degrees of these polynomials PkJ· For k E {1, ... , d} let 

Pk := (1 + m)ä-1<(1- Àä)-1 

and let Pd+l := PdH := 0. For k E { 1, ... , d} let 

qk := max(pk, mpk+2) 

and let 

Àk := 1- qï;1 

for all k E {1, ... , d 1 }. Then also Àä = 1 q;j1 and qk ;::: Pk ;::: (1 - Àä}-1 > 1 for 
all k E {1, ... ,d- 1}, hence ..\k > 0. We shall prove that n%=1 S>.k(d1r(Xk)) is densein 
H. Since all À1< < 1, then also nti S1 (d1r(X1<)) n S~d(d1r(Xd)) is dense in H. Hence by 
Corollary 2.18 and the Remark following Corollary 2.3, S1, ... ,t,>.Ad7r(XI), ... ,d11"(Xä)) = 
n~;;;i St(d7r(X~r.)) n S>.Ad1r(Xd)) is densein H. 

We shall prove the following assertion. 
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There exists a. dense set Z2 of L1 (G) such that 1r(f)(H) C n%=1 SÀ .. (d1r(Xk)) 
for a.ll f E Z2. 

Beca.use the representation 7r is continuous, u/EZ2 7r(f)(H) is densein H. 
Let Z be thesetof a.ll entirefunctions F on C:::d for which there exist constants A, B, C > 

0 ( depending on F) such that 

d d 
IF(zt, •.. ,zd)l :5 Cexp[-A :E IRezkjP• + B :E IImzkjP•] 

k=l k=l 

for a.ll ( z17 ••• , Zd) E C:::d. Since PI, ... , Pd > 1, the set { FIJR" : F E Z} is dense in L1 (IRd) 
according to (GS), Section IV.9. Let 

Zt := {JE ()Ge : f o g E Z}. 

Fina.lly, let 

Z2 := {!la :JE Zt}· 

By Puka.nszky, [Puk], page 90, the map f 1-+ fR" J(g(z)) dz is a Haar integral on G, hence 

the set Z2 is densein L1(G). Similarly, Z1 is densein L1(Gc) and in particular, a subset 

of Ll(G.,). 
Let I E Zt. let F := I o g and let A, B, C be constants corresponding to F. Let 

k E {1, ... , d}. There exists C1 > 0 such that for all j E {1, ... , d} with j > k + 1, all 

tt, . .. , td E IR and a.ll z E C::: we have 

IImsil $Ct (1 + I: lt1lm + lzlm) 
l=k+l 

and 

IRes;l ;::: !til- Ct (1 + Ê lt1lm + lzlm) 
i=k+l 

with s; := t; + PA:J(z, t.l:+h ••• , t;-t)· Using the inequalities la + W :5 2P(IaiP + lW) 
and -la- W :5 -2-PiaiP + lW for a.ll a, b E IR and p ;::: 1, and using the fact that 

p1 ;::: ••. ;::: Pd ;::: 1, we obtain by Lemma 2.19 that for a.ll t 17 ••• , td E IR and all z E C:::: 

II(gk(z)g(tt, ... , td))l :5 

$ C exp [-A~ jt;IP;- Altk +Re zjP•- Alt.~:+tl""+~ 

-A t lltil- Ct (1 + I: ltdm + lzlm) IPj. 
i=k+2 l=k+l 

+BIImziP" + B .t iel (1 + Ê ltdm + lzlm) lP;] $ 
J=k+2 l=k+I 

:5 C2exp [-Attlt;iv; +Btt!tilmv.i+l +C3jzjq•] 
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where A1 , B1 , C2 , C3 are positive constants which depend only on A, B, C, C1and Pl> ... ,pa,. 

For z E C define T:cf : G -+ C by 

(Tzf)(x) := f(gk(z)x) (x EG). 

Since mpj+l <Pi for all jE {1, ... ,d}, we have Tzf E L1(G) forall zE C. Hence the 

map t ~-t Ttf from IR into L1(G) extends holomorphically to an entire function from C 
into L1(G) of exponential order ~ Qk· So the map t ~-t Lexp(tXk)(Jia) T_tf from IR 
into L1(G) extends holomorphically to an entire function from (; into L1(G) of exponential 

order ~ q,. (1- À,.)-1. Then by Lemma 2.21, 1r(J!o)u E S,Àk(d1r(X,.)) for all u E H. 
This proves the assertion. 0 

Corollary 2.23 Let 1r be a representation of a nilpotent Lie group G in a Hilbert space 
H. Let X1, .•• , Xa. be a strictly ordered basis in the Lie algebra of G. Let Àt, ••• , Àa.-t ;::: 1 

and let Àa. > 0. Then S-\,, ... ,.\c~(mr(X1 ), • •• ,d1r(Xd)) is densein H. 

Proof. Theorem 2.22 and Lemma 1.1. 0 

Thère exists another da.ss of Lie groups for which every devrey space of infinitesimal 

operators of a representation of such Liegroupis dense in,H, viz. the class of compact Lie 

groups. 

Theorem 2.24 Let 1f be a representation of a compact Lie group G in a. Hilbert space 

H. Let Xt, ... ,Xd be any basis in the Lie. algebr.a of G. Let Àb···,Àd ~ 0. Then 
S-'1 , ... ,.\id?r(Xt), ... ,d1r(Xd)) is densein H. 

Proof. By a well-known theorem ([HR2], Theorem 27.44) there exists an index set I and 

.for all i E I;. there exists a fini te dimensional 1r~invariant subspace Hi of H such that 

H = E~'iel H;. Let 1f; := 1fiH;· Then 1f; is a finite dimension.al representation of Gin H;. 
So each infinitesimal operator d1r;(Xk) is densely defined, hence everywhere defined and 

therefore continuous, for all i E I and k E {1, ... d}. Hence 

H; = So, ... ,o(d7r;(Xt), ... ,d1f;(Xd)) 

c So, ... ,o(d7r(Xt), ... ,d7r(Xd)). 

c S.\,, ... ,-'c~(d7r(Xt), ... , d1r(Xd)) 

for all iE I. Since span(Ue! H;) is dense in H, the Gevrey space 

S.\1 , ... ,-\c~(d7r(Xt), ... , d1r(Xd)) is densein H. 0 

2.5 Separate and joint Gevrey veetors for a repre
sentation of a Lie group 

Let G he a. real Lie group with Lie algebra. (1. Let À ;::: 1 and let 1f he a representa.tion of G 
in a. Hilbert space. We know that the Gevrey space S.\, ... ,À(d1r(X1), ... , d1r(X4 )) does not 

depend on the choice of a basis Xt, ... ,Xd ing. Also we have 
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d 

sA •...• A(d1r(xt) •... ,d1r(xdn c n s"(d1r(xkn 
k=l 

for any basis X1, ••• ,Xd in g. In this section we shall prove that there exists a basis 

X1, ... ,Xd in 9 such that 

d 

s.\, .... A(d7r(Xt) •... ,d1r(Xd)) = n s,\(d1r(xkn· 
k=l 

In the special cases that À = 1, the existence of such basis has been proved first by Flato 
and Simon. (See [FS], Theorem 3.) 

Lemma 2.25 Let A be a Hermitian or skew-Hermitian operator in a Hilbert space which 

has an invariant domaán D. Let À ~ 0. Let t ~ 1. Then there ezists s ~ t with the 

following property: for all a > 0 we have 

Proof. The. conesponding statement for À= 1 can he found in [FS], Lemma 1, but there 
the proof is based on different arguments. 

Lets := 4At. Let a > 0, let u E D and suppose that IIA2"'ull ::5 at2"'(2m)!A for all 
m E IN0 • For n E IN hypothesis P( n) states 

IIAkull ::5 as"k!A for all k E {1, ... ,n}. 

Clearly hypothesises P(l) and P(2) are valid. Let n E IN, n ~ 2 and suppose P(n- 1} 
is valid. If 2 log n E IN then hypothesis P( n) hol ds. Suppose 2 log n ti IN. There exist 
unique m,k E IN0 such that n = 2m + k and 1 ::5 k < 2m. Then 2k < ~ + k = n, hence 
2k ::5 n - 1. So by assumption and hypothesis P( n - 1) we obtain: 

IIA,.ull2 = I(A2"'+tu,A2"u)l :5IIA2"*uiiiiA2"ull 
< a2t2m+l s2k(2m+l)!,\(2k)!À ::5 a2em+ls2k2.\2m+l22Ak(2m)!2Àk!2A 

< a2t2m+l s2"(2A?(2m+"'l(2m + k)!2A 

< [as,.nl.\]2 • 

This proves the lemma. 0 

Theorem 2.26 Let G be a compact Lie group with Lie algebra g. Let >. ~ 1 and let 1r be 

a representation of G in a Hilbert space H. Let X1 , ••• , Xd be any basis in g. Then 

d 

sA, ... ,À(d7r(Xt), ... ,d1r(xdn = n s"(d1r(X,.)) 
k=l 

as locally convex spaces with equivalent spectra. 



2.5. Separate and joint Gevrey veetors for a representation of a Lie group 67 

Proof. Cf. the proof of Flato and Sirnon [FS], Theorem 1, for the case >. = 1. 

The compactness of G insures that there exists a. positive definite invariant real sym

metrie bilinear form (3 on g x g. (See [Hoc], Theorem XIII.l.l.) Let Yi, ... , ld he a basis 

in g such that (J(Y;, lj) = b;J for all i,j E {1, ... , d}. By [Nel], Lemma 6.1 there exists a 

constant M1 2::1 such that for all i,j E {l, ... ,d} and all u E H 00(1r) we have 

where fix := E~=l X} E U(g). So there exists a constant M 2: 1 such that for all 

u E H""'(1r): 

M 
ll81r(I- fiy )uil :5 d + 

1
ll81r(I fix )uil, 

where fiy := E~=l Yk2 E U(g). 
Now let t 2: 1. Let u E n~1 SA;t(d1r(Xk)). Then u E n%=1 D""'(d1r(X~c)) H00 (1r) = 

D00 (d1r(X1), ••• , d1r(Xd)). (See Theorem 1.23.) Sin:ce Gis compact, there exists an index 
set I and for all a E I there exists a 1r-invariant subspace Ha of H such that 11'a := 1riH,.. 
is irreducible and H = $<><EI Ha. Let Ua E Ha b~ the projection of u on Ha· No te tha.t 

Ha C H00 (1r). 
Let a E I. By [Bou], Chapter I §3.7 Proposition 11, fiy belongs to the center of 

U(g). Since 'Ka is irreducible, it follows by [Ta.y], Chaptet 0 Propositions 4.3 and 4.5 tha.t 

there exists Óa E fU such that Ö1ra(fiy) = -li"'I. Because the operator 8(fiy) is negative, 

we obtain that Óa 2: 0. Then (1 + 5a)lluall = 1!81ra(I- fiy)uall = 1!81r(I fiy)u.,ll :5 
d~1 ll81r(I- fix )uall :5 d~l E%=1 ll87r(Xk)2u.,ll, where Xo :=IE fU C U(g). So there exists 
k"' E {0, ... , d} such that (1 + 5.,)11u.:.ll :5 Mll81r(Xk,J2u.:.ll· 

For all mE IN0 let hypothesis P(m) state: 

We have already proved hypothesis P(O). Let mE IN0 and suppose P(m) holds. Then 

(1 + li.:.)2m+'llualllluall = [(1 + 6.:.)2"'lluallf :5 M 2"'+1l(81r(Xk.,f"+
2 
u .. , u .. )l 

:5 M 2m+tll81r(Xk.,?"'+
2 
U.:.lllluall• 

So P( m) is valid for all m E IN0 • 

For k E {1, ... ,d} let c1c := llulld".(X~r);A;t and let Co:= llull. Let mE IN0. Then 

ll81r(I- fiy)2"'ull2 L: ll81r(I- fiy?"'uall 2 = L: [(1 + lia)2"'llu.:.ll]
2 

<:>EI .:.EI 

::; L: [M2''ïl87r(x",y"'+' u"nr 
<:>El 

d 

::; L: E [M2"'1187r(X~c)2"'+'u"llr 
aElk=O 
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d d 
= 2.: [M2mllél7r(Xto)2m+lull]

2 
:5 L: [cto(Mt2?m(2m+1)!À]

2 

lo=O lo=O 

< lt Ck (22,\Mt2)2m (2m)!2Àr 

So 

for all m E IN0 • Hence by Lemma 2.25 there exists s ?: 22.\ Mt2 , independent of eo, ... , cd 

such that u E s2À;s(él7r(J- _D.y)) and 1Julla".(l-t>.y};2À;s ::;; ma.x (E~=O Ck, llull) = E~=O Ck ::;; 

2 Et=o IJulld"-(X.);A;t· Since 

as locally convex spaces with equivalent spectra, the theorem follows by Theorem 1.24. 
(Here we use that ..\ ?: 1.) D 

We arrive at the ma.in theorem of this section. 

Theorem 2.27 Let G be a Lie group with Lie algebra g. Then there exists a basis 

X 11 ••• ,Xd in g such that for all À?: 1 and all representations 11' of G we have 

d 

SA, ... ,.:\(d1r(Xt), ... ,d1r(Xd)) n SA(d1r(X~o)) 
k=l 

as locally convex space with equivalent spectra. 

Pro of. We prove the theorem by induction to dim g. If dim g = 1 then nothing has to he 
proved. For d E IN let hypothesis P( d) state: 

For any Lie group G with Lie algebra 9 and d1 := dim g :5 d there exists a basis 
X1, ••. , Xd, in 9 such that for all À ?: 1 and all representations 11' of G we have 

d, 

SÀ, ... ,À(d1r(Xt), ... , d1r(Xd,)) = n SÀ( d1r(X~o)) 
. k=l 

as locally convex spaces with equivalent spectra. 

Let d E IN, d ?: 2 and suppose hypothesis P( d- 1) is valid. Let G- he a Lie group with 
Lie algebra 9· Suppose dim g = d. We shall prove: 

Assertion 1: There exists a basis Xl> . .. , Xd in g such that for all À 2: 1 and all 
representations 11' of G we have 

d 

SA, ... ,À(d1r(Xt), ... , d1r(Xd)) = n SÀ(d1r(Xk)) 
k=l 
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as locally convex spaces with equivalent spectra. 

First we prove the following assertion: 

Assertion 2: Let g1 ,gz he subalgebras of g such that gis the direct sum of g1 and g2 . 

Suppose dim th 2:: 1 and dim {h 2:: 1. Then Assertion 1 holds. 

Proof of Assertion 2. Let G1 and G2 he subgroups of G which have Lie algebras g1 and 
9z respectively. By induction hypothesis P( d - 1) there exist a basis Xt, ... , Xd1 in g1 

and a basis Yi, ... , Yá2 in g2 such that for every representation 1r1 of G1 and for every 

representation 1r2 of G2 and all >. 2:: 1 we have 

dt 

S>., ... ,>.(d1rt(Xt), ... , d7rt(Xdt)) = n S.x(d7rt(X~ç)) 
k;;l 

and 

d2 

S.\, ... ,>.(d1rz(Yt), ... , d1rz{Y~)) = n S;.(d1rz(Y~ç)) 
k;;l 

as locally convex spaces with equivalent spectra. Then XI> ... , Xd1 , Yi, ... , Y~ is a basis 

ing. 

Now let 1r be a representation of Gin a Bilhert space H and let >. 2:: 1. Let 1r1 and 
1r2 he the restrictions of 1r to G1 and G2 respectively. Then d1r(Xk) = d1r1 (Xk) for all 
k E {1, ... ,d} and d1r(Yi,) = d1r2(Yi,) for all k E {l, ... ,d2}. So by Corollary 2.4 we obtain 
that 

S.x, ... ,>.(d1r(Xt), •.• ,d1r(Yá2 )) = 
= S>., ... ,>.(d1rt(Xt), ... , d1rt(Xà1 )) n S>., ... ,>.(d7rz(Y,.), ... , d1rz(Y.!2 )) 

dt ~ 

= n S;.(d1rt(Xk)) n n S;.(d1rz(Yi:)) 
k=l k=l 

dt d2 n S.x(d1r(Xk)) n n S>.(d1r(Yk)) 
k=l k=l 

as locally convex spaces with equivalent spectra. This proves Assertion 2. 
Now we prove Assertion 1. If gis solvable, then Assertion 1 follows by Corollary 2.6 

and the Remark following Corollary 2.3. So we may assume that g is not solvable. Let q 
be the radical of g. By [Var!], Theorem 3.14.1 there exists a semisimple subalgebram of g 
such that g is the direct sum of q and m. (This is a Levi decomposition of g.) If dim q :;:: 1, 
then Assertion 1 follows by Assertion 2. 

So we ma.y assume tha.t dim q = 0. Then g = m is semisimple. Let g = t + a+ n be an 

Iwasa.wa decomposition of g. (See Helga.son, [Hel], Theorem Vl.3.4.) Let.&:= a+ n. Then 
t and s are subalgebras of g, .& is solvable and g is the direct sum of t a.nd .&. Since g is 
semisimple, alwa.ys dimt 2:: 1. In case dims 2:: 1, Assertion 1 follows aga.in by Assertion 2. 
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So we may assume that dim s = 0. Then g = t So the Lie algebra. g is compact. But 
the Lie group G need not be compact and we cannot immediately apply Theorem 2.26. 
Corresponding to the Lie algebra g there exists a connected simply connected Lie group G1 

with Lie algebra g. (See [Va.rl], Theorem 3.15.1.) Then G1 is compact by Wallach [Wal], 

Theorem 3.6.6. Let Xl> ... , Xd be any basis in g. Let À ;,::: 1 and let 1r be a representation 

of G in a Hilbert space H. Now X ~ 81r(X) is a representation of the Lie algebra. g by 

skew-symmetric operators in H and the operator 81r(X1 )2 + ... + 81r(Xd)2 is essentially 
self-adjoint. (See Theorem 1.24.) So by [Nel], Corolla.ry 9.1 there exists a representation u 

of G1 such that du(X) = d1r(X) for all XE g. Therefore we obtain by Theorem 2.26 that 

S.À, ... ,.À( du(X1), .•. , da(Xd)) 
d d 

= n S>.(da(Xk)) = n SÀ(d1r(Xk)) 
k=l k=l 

as locally convex spaces with equivalent spectra. This proves the theorem. 0 

Corollary 2.28 Let 1r be a representation of a Lie group G. Let g be the Lie algebra of G 

and let À ;,::: 1. Then 

H)..(1r) = n SÀ(d1r(X)) 
x eg 

as sets. 

Let 1r be a. representa.tion of a. Lie group G in a Hilbert space H. Now we present 

another description for the infinitely differentiable veetors for 1r and the Gevrey veetors 

of order À for 1r in terms of the positive definite function ( îi, u) corresponding to a vector 
u E H. More precisely, we shall prove that 

H 00
( 1r) = {u E H : the function (u, u) is infinitely differentiable on G} 

and 

for all À;,::: 1. Weneed a well-known lemma. 

Lemma 2.29 Let A be a self-adjoint operator in a Hilbert space H. Let u E H. De fine 

F:1R-+Cby 

F(t) := (eitAu, u) (tE 1R). 

Let V be an open neighborhood ofO. Suppose the restrietion Flv is infinitely differentiable. 

Then u E D 00(A). Moreover, for all n E IN0 we have F(2nl(O) = ( -l)nl1Anull 2 • 
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Proof. We may assume that A is the multiplication operator by the function h in the 

Hilbert space H = L2(Y, m) forsome measure space (Y,B, m). Let f: JR -+JR be defined 

by f(t) := ReF(t) = J cos(th)iui2dm, t E JR. Since fis an even function and infinitely 
differentiable on V, we obtain that f'(O) = 0. Then by Fatou's lemma: 

j h2 lul 2dm = 2 j li~~fn2 (1 cos(~h)) iui2dm 

::=:; 2liminfjn2 (1- cos(lh)) lul2dm 
n-+oo n 

= -2liminfn2 (f(l)- f(O) -lj'(O)) 
n-+oo n n 

= - /"(0) < 00. 

So u E D(A) and f"(O) ~UAull2 • Hence by Lebesque's theorem: on dominated con

vergenre we obtain that F is twice differentiable on V and F" ( t) = - ( étA Au, Au) for all 

t E V. By induction, the lemma follows. 0 

Theorem 2.30 Let 1r be a representation of a Ue group G in a Hilbert space H. Let 

À;::: 1. Then 

and 

In particular, 

H"'(1r) ={u EH: the function x H (1rzU, u) from G into C is real analytic}. 

Proof. Let u EH. Suppose (û, u) E C00(G). Let Xll ... , Xd be a basis in the Lie algebra 

9 of G. Let k E {1, ... ,d}. Then the function t H (efd"(Xklu,u} = [(ü,u)](exptX,.) from 

JR into C is infinitely differentiable, so by Lemma 2.29 we obtain that u E D00(d1r(X")). 
Therefore, u E n~l D 00(d7r(X")) = H""(1r) by Theorem 1.23. 

Now let À;::: 1, let u EH and suppose (û, u) E G>.(C). Since G>.(C) C C""(G), by the 

previous part we obtain that u E H""( 1r ). Let K be a compact neighborhood of the identity 
e inG. Let XE g, X::/:- 0. There exists a basis Xll ... ,Xd in g such that X1 =X. Then 

(u, u) E G>.(C) C G>.(C,K,Xt. ... ,Xd)· So there exist C,t > 0 suchthat for all n E IN0 , 

all il> ..• ,in E {1, ... ,d} and allpEK we have I[X;1 o ... oX;,.(û,u)](p)l ::=:; Ct"é'. Define 
F: JR-+ C by F(t) := (etd ... (Xlu, u), tE 'JR. Then by Lemma 2.29 we obtain for all nE IN0 : 

ll[d1r(X)]null 2 = IF<2nl(o)l = l(~r" (ü,u)(exptX)It=ol 

= I[X2n(u,u)](e)l::::; Ct2"(2n)!.\::::; C(2t)2"n!2>.. 

Hence u E S>.(d1r(X)). Therefore u E nxegS>.(d7r(X)) = H>.(1r) by Corollary 2.28. o 
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Remark. Note that the previous theorem gives a new proof for Theorems 1.28 and 1.29. 

Let 1r he a representation of a Lie group G and let g he the Lie algebra of G. By 

Theorem 1.25 we know that 

for any basis X1 , ••. ,Xd ing. Now we can partly extend this equality for ,\;;::: 1. 

Corollary 2.31 Let G be a Lie group with Lie algebra g. Then there exists a basis 

Xt' ... I xd in g such that for all ,\ ;;::: 1 and all representations 'Ir of G we have: 

as locally convex spaces with equivalent spectra. 

However, for all ,\ ;;::: 2 we can prove that also 

as locally convex spaces with equivalent spectra for any basis X1 , ••• , Xd in g. This follows 

from the following more general theorem and the Remark following Corollary 2.3. 

Theorem 2.32 Let g be a real Lie algebra of ( not necessarily skew-Hermitian) operators 

defined on a common invariant domain in a Hilbert space. Let X 1 , ••• , Xr~. E g and suppose 

g = span({Xt, ... ,Xr~.}). 

Then for all ,\ ;;::: 2 we have: 

S.x, ... ,.x(Xt, ... , Xd) = ~: .. .x(Xb ... , Xd) 

as locally convex spaces with equivalent spectra. 

Proof. Let V:= {1, ... ,d}. By assuniption, for all i,j E {1, ... ,d} there exist cJJ, ... , cti E 
IR such that 

d 

[X;,Xj] E cfJXk. 
k=l 

Let M := 1 + dmax{lc:'JI: i,j, k E {1, ... , d} }, let bo := 1 +Md and .b := bo2.xd. 

Let t ;;::: 1. Let u E ~ .. .x;t(X11 ••• , XrJ.). We shall prove that u E S.x, ... ,.\;l>t(Xt. ... , Xd} 
and that 

In order to avoid dutter we write c := llullx11 ... ,Xa;A, ••• ,.X;t,ord· Then 

ii.Xf' 0 ... 0 Xd'4 ull :5 ct"t+..·+"•(nt + ... +nd)!À 
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for all n E IN~. The proof is by induction. :for NE IN hypothesisP(N) states: 

By Schwa.rz' inequality, hypothesis P(1) holds. Let NE IN and suppose P(N) holds. For 

all j 1 , ••• ,jN+I E V and all k E {1, ... , N} we have 

xj, o ... o xj,.xj"+' o ... o xiN+' = 
xj, o ... o x 1,._, x1kt, xj,.x1,.+2 o ... o x 1N+I + 

d 

+ L c~,.,jktl Xj, 0 ••• 0 xik-1 x,xikt2 0 ••• 0 xiNtl. 
l=l 

Let a E M(V),)Iall N + 1. In order to get the N + 1 indices of a in à prescribed 

order, at most \ N: 1) commutations are needed. So there exist n1 , ••. , nd E JN0 and, 

further, for all i E {1, ... , (N: 1) d} there exist Ci E IR and a; E M(V) sucb that 

nt + ... + nd = N + 1, lla;ll N and ICil 5 M for all i and 

(Ni')d 
x .. = X~' o ... ox;<~ + I: CiX .. ,. 

i=l 

Thus we a.rrive at the estimations 

(N:I)d 
I(X .. u,u)l < I(Xf' o ... ox;du,u)l+ L ICi(X .. ,u,u)l 

i=l 

< c2tN+l(N + 1)!-' + (N: 1) dMc'l(bot)NN!-' 

5 c2tN+1(N + 1}!-' +c2dMb:tN(N + 1)2N!-' 

5 c2tN+I(N + 1)!-' + c2dMb:tN(N + 1)!-' 

5 c2(b0t)N+1(N + 1)!". 

This proves hypothesis P(N + 1}. 
Now let a E M(V). Then by Lemma L3.V: 

IIZ .. ull2 I(X(a•,a)U,u)l5 c(bot)ll(<>',<>)llll(a",a)IW 

5 [c(bt)11"'11 11allt!" · ... ·llalld!"t. 

Sou E 8>., ... ,.\;bt(Xt, ... , Xd) and llullxh···•X.t;.\, ... ,.\;bt 5 c = llullx,, ... ,X11;.\, ... ,.\;t,ord· 

This proves the theorem, since the identity m<!.p from S.\, ... ,.\;t(X11 ••• , Xd) into 
8>., ... ,.\;t,ord(Xt; ••• , Xt~) is continuons for all t > 0. 0 
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2.6 An application of intersection results: topologi
cal properties 

Let A11 ••• , Ad he Hermitian or skew-Hermitian operators in a. Hilbert spa.ce H. Let 

Àh ••• , Àd ~ 0. Suppose 

d 

S.\1 , ... ,..\AAh ... , Ad)= n S.\.(Ak) (2.7) 
k=l 

as loca.lly convex spaces with equivalent spectra. So for all t > 0 there exists s ~ t such 

tha.t the embeddings 

d 

S.\1, ... ,.\4;t(Ah ... , At~)<--+ n S.\.;t(A.~:) <-+ S..\1 , ... ,..\4;s(Ah ... , Ad) 
k=l 

a.re continuous. Here n%=1 S..\.;t(A~c) is a normed spa.ce with uorm 

IIIIA.;..\l;t + ... + IIIIAd;Àd;t• 

The topology umd for the spa.ce n%=1 S-'•(A.~:) a.t the right hand side of (2.7) is the inductive 

limit topology, genera.ted by the normed spaces nt=t s..\.;t(A.~:), with t > 0. 

However, we can define a. second topology for n%=1 S.x.(A.~:), namely the projective limit 
topology 1'proj generated by the locally convex spaces S.\.(A.~:), with k E {l, ... ,d}. We 

prove tha.t O'ind and 'l"proj determine the sa.me bounded sets. 

Lemma 2.33 Let B be a subset of S.\1, ... ,.\4 (A1 , ••• , Ad)· Then B is O'md-bounded if and 
only if B is 1'prorbounded. Moreover, if B is bounded, with relative topology, 

as topological spaces. 

Proof. By Theorem 1.11 the assertion 

Bis O'ind-bounded 

is equivalent to 

There exists t > 0 such that Bis boundedly contained in S>." ... ,.\4;t(At, ... , A.t). 

By assumption (2. 7), this is equivalent to 

There exists s > 0 such that B is a bounded subset of nt=t S>..;a(Ak)· 

By definition, this is equivalent to 

There exists s > 0 such tha.t for all k E {1, ... , d} the setBis a. bounded subset 

of S-'•;a(Ak)· 
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Again by Theorem 1.11, this is equivalent to 

For all k E {1, ... , d} the set Bis bounded in S.x.(Ak)· 

By [Wil], Theorem 4-4-5, this is equivalent to 

Bis Tprorbounded. 

Now suppose Bis bounded. Let ( u;);er he a Tprorconvergent net in B with limit u. Then 

for all k E {1, ... ,d}, Bis bounded in S.x.(Ak) and lim;u; =u in S.x.(Ak)· By Corollary 

1.13.1 there exists t > 0 such that B is a bounded subset in S.x.;t(Ak) and lim;u; = u in 

S.x.;t(Ak) for all k E {1, ... , d}. By assumption (2.7) there exists s 2: t such that Iim;ui =u 

in S.x1 , ••• ,>.t~;s(Ah ... ,Ad)· Then lim;u; =u in (B,a;nd)· So the identity mapfrom (B,rproj} 
onto (B, O"ind) is continuous. 

For all k E {1, ... , d} the identity map from (S.\1 , ... ,.xAAt. ... , Ad),aind) into S.x.(Ak) is 

continuous, so the identity map from (SÀl, ... ,>.a(At' ... 'Ad), aind) into (n%::1 s>..(Ar.), Tproj} 
is continuous. In partienlar the identity map from (B, O"ind) into (B, Tproj) is continuous. D 

Let T~roj be the locally convex vector topology for n%::1 S.xk(Ar.) such that 
(n%=1 S>..(Ak), r;roj) is the bornological space associated witb tbe locally convex space 

<n%=1 s>..(Ak), Tproj)· (See [Sch], Chapter 11 §8.) We have the following relations between 

tbe topologies O"ind, Tproj and r;roj for S.\1 , ... ,.xAAb ... , Ad)· 

Theorem 2.34 

I. O'ind = r:roj · 

II. Tproj C O'ïnd• 

III. The identity map from (n%=1 S.x.(A~:}, Tproj) into (n%=1 S>.~o(Ar.), aind) is sequentially 
continuous. 

Proof. I. By Lemma 2.33, aind and Tproj determine tbe same bounded subsets of 

n%=1 S>..(Ak)· Since r;roi is tbe finest locally convex topology r' for n%",1 S.x..,(Ak) such tbat 
(nt=1 S>..(A~:), r') has the same bounded subsets as (ni,..1 S>..(Ar.), Tproj), we obtain tbat 

b O'ind C Tproj• 
In fact, (n%=1 S>..(A"), r;roj) bas tbe same bounded subsets as (n%=1 S>.,(~), Tproj) bas, 

wbich is the sameset as for (n%",1 S>..(Ak), O"ïnd)· (See Lemma 2.33.) So tbe identity map 

from (n%=1 S.xk(Ak), amd) into (n%=1 S>..(Ak), r;roj) is bounded. Since aind is bomological, 
this map is continuous. Therefore r;roj C O"ïnd and we obtain tbat r;...,j = aind. 

11. By 1: Tproj C r!roj = O"ind· (Fora direct proof, see tbe proof of Lemma 2.33.) 
111. Tbis follows from tbe second part of Lemma 2.33 since every convergent sequence 

is bounded. D 

Remark. It is an open problem whether Tproj = O"ïnd· 



76 



Chapter 3 

Examples of Gevrey spélces 

In this chapter we study Gevrey spaces relative to infinitesip:1al operators corresponding to 

representations of the following Lie groups: the Heisenberg group, the ax + b group and 

SL(2,lR). 

3.1 The Heisenberg group 

Let n E IN. The I( eisenberg group A(lR") is a Lie group ;whlch, as a maJ?.ifold, is equal to 
IR" x lR" x 'Il' and in which the group operation is given by . . 

(ahbhzt)o (a2,~,z2) :=(at+ a2,b1 + ~,z1z2éa1 ·b:t) 

for all a1,a2, b1, ~ E lR" and. Zt,Z2 E 'Il'. Here a1 · ~· denotes the inner product of a1 and 

~ in IR". Define 

y: IR" x IR" x ('II'\{-1})-+ IR" x IR" x (-11",11") 

by 

y( a, b, ei'P) := (a, b, <p) 

for all a,bE IR" and <p E (-11",11"). Then (IR" x IR" x ('II'\{-t}) ,y) is achart ~n A(IR"). 
Let e := (0, 0, 1) denote the identity in A(IR"). For k E { 1, ... , n }let 

y" := ~~ I . 
Vfln+k ., 

8 I Z·---
.- 01J2n+1 e 

Let 9 be the Lie algebra of A(IR"). Then Xll ... , X,., Yi, ... , Y;., Z is a basis in 9 and 

[X A:, }kj = -[YA:, Xk] = Z for all k E { 1, ... , n}, all other ~mmutators are 0. 
Let R denote the right regular representation of IR" on L2(IR"). So 

(Ra!)( x)= /(x+ a) a.e. x E IR~ 

for all a E IR" and f E L2(IR"). For b E IR" define the multiplication operatorMb on 

L2(lR") by 

77 
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(M,J)(x) := e*h·:~r /(x) a.e. x E IR" 

for all f E L2(IR"). For (a, b, z) E A(IR") define the operator Uca,b,z) on the Hilbert space 
H := L2(1R") by 

U(a,b,:z) := zMbR,.. 

then (a, b, z) ~-+ U(a,b,:z) is an irredudble unitary representation of A(IR") in L2(IR"). (See 
for example [HR2], (33.31).) For k E { 1, ... , n} Iet Q~c be the multiplication operator by 

the function x ~-+ x~c on L2(IR"). Here x~c is the k-th coordinate of x. For k E {1, ... , n} 

let IF~c be the unîque unitary operator from L2 (IR") onto L2(IRn) such that 

(IF.d)(x) = !.:: jf(xt. ... , Xk-t.Y 1 xlc+h ... , xn.)e-iz1
"

1dy a.e. x E IR" 
v2rR 

for all f E Cc(IR"). Let 

Then dU(X~c) = -iP~c, dU(Y~c) = iQ~c and dU(Z) =i/ for all k E {1, ... ,n}. 
Mainly on the basis of a. Sobolev inequality it can be proved that the space H00(U) 

of all infinitely differentiable veetors for U is precisely the Schwartz space S(IR") which 

consistsof all infinitely differentiable functions cp on IR" such that 

for all k, m E 1No and Ït, ... , i". E {1, ... , n }. Moreover, by Theorem 1.23: 

n " 
S(IRn.) = n Doo(Q~c) n n Doo(P~c). 

k=1 k=1 

Let a 1 , ••• , a,., (J1 , ••• , fJ,. è 0. We want to define the Gelfand-Shilov space S!~::::~: together 
with its topology. Let N E IN. Define the normed space 

Soo(N; at, ... ,a,.,(Jh ... ,(J,.) := {cp E S(IR"): 3c:;;::oVk,mENo'V:r:eR" 

[lx~ · ... · x!" Di1 
••• D:"cp( x) I :5 

CNkl+ ... +k,.+mt+···+"'"kktat . . kk""'"m"'t!3t . . m"'"P"]} 1 .. • n 1 ·.. n 

with natura! norm lllls;,.(N;a,, ... ,/3,.)' The Gelfand-Shilov space S~~::::~:_ is defined to he 

00 

S f3l, ...• f3n ·- U S.- (N· ,.. "' (J a ) a 1 , ... ,a,. ·- oo '\.41' .. • .. ''-4n' 1 ,, • • • 'fJn. • 
N=1 

The topology for S~:::::~ is the natura! inductive limit topology. It follows similarly to 
Theorem 1,9 tha.t ~ 

sf3l •...• Pn - s:..rd (Q Q P P. ) 
<l'l , ... ,c;w,. - a1 , •.• ,t:in,t't , ... ,p,. 1' • • • ' n, 1' • • • ' n 
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as locally convex spaces with equivalent spectra. We observe that the spa.ce S~!::::~: is 
trivial in case a~o + fJ~o < 1 or (a~o, fJ~o) = (1, 0) or (a~o, fJ~o) = (0, 1) forsome k E {1, ... , n}. 
In all other cases S~!::::~: is densein L2(IRn). (See [GSJ, Section IV.9.) We shall prove the 

equality 

n n 

8~!:::::~: = Sa~. ... ,a,.JJ~. ... ,p,.(Qh···•Qn,Pt,···•Pn);:::: n Sa,.(Q~o)n n Sp,.(P~o) 
k=l k=l 

as locally convex spaces with equivalent spectra, for all al, ... 'an, f3t' . .. 'fJn 2 ~ such that 

a~o + fJk 2 1 for all k E {1, ... , n }. 

Lemma 3.1 Let X, Y be skew-Hermitian operators in a Hilbert space defined on a common 

invariant domain. Suppose 

[X,Y] il. 

Let >.., ft 2 0 and suppose >.. + ft 2 1. Then 

as locally convex spaces with equivalent spectra. 

Proof. (Cf. the proof of Theorem 2.2.) Let Z1 :=X, Z2 := Y, d := 2 and V:= {1,2}. 
Using the equality XY = YX + il, we obtain tha.t for all 'Y E M(V) with lhlh f. 0 and 

11"1!12 f. 0 there exist 6 E M(V), l E {0, ... , lbll2} and IJ1, ••• , IJ, E M(V) such that 

l 

z"~ = zlix + L: iZs,., 
p:=l 

(3.1) 

liSlil = II'Yih -1, 116112 = 11"1112. nopnl = II'Yih -1 and II1Jpll2 = 11"1112 -1 for all p E {1, ... '1}. 
Let b := 2-'+1'+1. Let t 2 1 and let u E SÀ;t(X) n S,.;t(Y). Let Ct := llullx;A;t and 

c2 := lluiiY;p.;t· We shall prove that u E S,x,,.;bt(X, Y) and tha.t llullx,Y;À,,.;bt :5 c1 + c2. For 
NE lNo hypothesis P(N) states: 

I(Ymz"~X"u, u)l :5 c1~21hlltk+m+lhll(ll"flh+ k}P(II"fll 2 + m)!" 
for all k, mE lNo, "( E M(V) such that lhll N. 

Clearly hypothesis P(O) holds. Let N E 1N and suppose hypothesis P(N 1) holds. 

Let k, m E lNo, "( E M(V) and suppose II'YII = N. We may assume that lblh f. 0 and 

lbll2 f. 0. Suppose lhlh 2 lbll2· (The case lhlh :5 lbll2 runs similarly.) By decomposing 
z"' as in equality (3.1) we obtain tha.t 

l 

:5 l(ym Z.sXk+lu, u)l + L l(ym Zs,X"u,u)l 
p=l 

:5 clc22lhll-ltk+m+lhll(lblh + k)IÀ(Ibll2 + m)l" + 
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+ lctCz21hll-2tk+m+II'YII-2(1h'lh + k- 1)!A(II'YIIz + m 1)!~' 

:::; Ctez21h'll-ltk+m+lhii(II'Yih + k)!"(lbll2 + m}!i' · 

. [ 
1 

+ lbl;~+l' c:~::: r ( ~~~:~~~ k r ebt~ m rJ 
:::; Ctez21h'lltk+m+lh'll(lh'lh + k)!"(ll"fll2 + m}!l'. 

This proves hypothesis P(N). 
Now let 'Y E M(V). Then 

IIZ'Yull 2 = I(Z(')","f)u, u)l:::; CtCz221h'llt21h'll(2lbllt)!"(2lh'll2)!~-' 

:::; [(ct+ c2)(bt)11"~11 lh'lh!"lbll21~-'t · 
Therefore u E S>.,1-1;bt(X, Y) and llullx,Y;>..I';bt:::; c1 + c2. This proves the lemma. D 

Van Eijndhoven, [vE] has proved the following equalities for the Gelfand-Shilov space 

s~ in case a > 0, fJ > 0 and a + fJ 2: 1: 

sg Sa,p(Q,P) = S!j(Q,P) = Sa(Q) n Sp(P) 

as sets. Now we extend these results in three directions, namely we indude the case that 

a = 0 or fJ = 0, we consider higher dimensions and we prove an equality as topological 

spaces. 

Theorem 3.2 Let n E lN, let a 1 , ... , a .. ,fit, ... , fJn 2: 0 and suppose that ak + fJk 2: 1 for 

all k E {1, ... ,d}. Then 

n n 

S~;:::~ = Sa1 , ••• ,0t,.,p1 , ••• ,pn(Qt> ... , Q .. ,Pt. ... ,P .. ) = n S.,k(Qk) n n Spk(Pk) 
k=l k=l 

as locally convex spaces with equivalent spectra. 

Proof. Let G := A(ffi."), let U he the representation of G in the Bilhert space L2(1Rn) 
and let the basis Xt, ... , X .. , Yi, ... , Y .. , Zin the Lie algebra g of G he as at the beginning 

of this section. For all k E {l, ... ,n} we have [8U(Xk),8U(Yk)] 8U(Z) iJ, so by 

Lemma 3.1 the spaces Sak.P&(8U(Xk),8U(Yk)) and Sa&(8U(Xk)) n Spk(8U(Yk)) are equal 

as locally convex spaces with equivalent spectra. Moreover, 

n 

H 00(U) = D00(Q11 ••• ,Q .. ,Pl> ... ,P,.) = n D""'(Qk) n D""'(Pk) 
k=l 

as sets. Finally, [8U(Xk), 8U(Xm)] = [8U(Yi.), 8U(Ym)] = [8U(XA:), 8U(Ym)] = 0 for all 

k, m E {1, ... , n} with k =f m. Then by Theorem 1.31 and induction we obtain that the 

following spaces are equal as locally convex spaces with equivalent spectra.: 

Sa~. ... ,a .. A, ... ,p.. ( 8U(Xt), . .. , 8U(X".), 8U(Yi), . .. , 8U(Y..) ), 
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' ~ .. ' 
n n Sak,p.(8U(Xk), 8U(Y,.)), 

k=l 
n n [Sak(8U(X")) n S13k(8U(lk))], 

k=l 
n n n Sak(Q") n n Sp.(Pk)· 

k=l k=l 

Let t > 0. Since the following embeddings are continuons for some s :?: t 

S"'l·····"'"·/31, ... ,/3,.;t( Qt. · · ·, Q",, P1, · · ·, Pn) <:.....+ s~:~ ... ;a,.,f31 , ••• ,/3,.;t(Qt, · · ·, Qn, Pt. · ·'·, P,.) <:.....+ 

n .n 

<:.....+ n Sak;t( Q~c) n n Sp.;t(P~c) <:.....+ Sat.····"'n.Ptr .... P .. ;•( Q~, . .. , Q .. , P~, .. . , P,.) 
·~ k~ . 

it follows tha.t the spaces Sat. ... ,a,.,p1 , ... ,/3,. ( Q., ... , Q,., Pt, ... , P,.) a.nd 

S:i ... ,a.,.,/3
1

, ... ,13..( Qt, ... , Q .. , Ph ... , Pn) are equal a.s locally convex spaces with equivalent 

spectra.. Because we know alrea.dy that the spaces S!r;t, ... ,a,.,P, ... ,p,. ( Q1 , ••• , Q,., P1 ; ••• , P,.) 
a.nd S~;:::~: are equal a.s locally oonvex spaces with equivalent spèdra, the theorem follows. 

0 

Let ~ := Ek:1 Xt + E~=l Yf E U(g)~ By Theorem 1.24, the operator 8U(l-:- ~)is 
essentially self-adjoint ,a.nd 

S(m.n) = H00(U) = D00 (8U(I-:- ~)) 

as sets. So S(ffi.,.) is equal to the (joint) C00-domain of one single operator. Similarly, for 
all a :?: 1 we obtain that 

801
'"''

01 = S (aU(! - ~)) et, ••• ,a 2cr 

as locally convex spaces with equivalent spectra. (See Theorems 1.24 a.nd 3.2.) So s:;;:::;:; 
eqU:als the Gevrey space relative to a single operator. The question arises whether a 

Gelfa.nd-Shilov space S~;::::t ca.n be written as the Gevrey space relative to one single 
operator. Earlier reimits in this direction are available only in case n = 1. Let Po a.nd 
Q0 denote the restrictions of P a.nd Q to Schwartz' space S(IIt), respectively. Then the 
following results are known. 

S"' a S2a(P; + Q~), a:?: !, 
sih- = S.n..(P; + Q~"), k E lN, m k+l 

sm = S z• (Pg" + Q~), k E lN, $ ;q:r 

sl 
l = S2m(P;m + Q~km), k,m E lN, 
1 

Sl' = S2m(Pgkm + Q~m), k,m E lN. 
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as sets. Moreover, theoperators PJ+Q~, PJ+Q5k, PJk+Q5, PJ'm+Q5km and PJkm+Q5m 
are essentially seH-adjoint and may he replaced by their self-adjoint dosures. Proofs can 

befound in Zhang, [Zha], Van Eijndhoven-De Graaf-Pa.tha.k, [EGP] and Goodman, [Goo6], 

Theorem 6.1. 

We extend these results in the following cases. For a, /3 > 0 with 

a ~ 1, /3 ~ 1 and J E Q, 

a~ 1 and J E IN, 

,8 ~ 1 and ~ E 1N, 

a=/3~l 

we show that there exist ). ~ 1 ( depending on a a.nd ,8) a.nd a symmetrie differential 

operator A in L 2(IR) such that sg = S>.(A) as locally convex spaces with equivalent 

spectra. In particular, for all p,q E 1N define p11,q by p71,9 := max(~,i), p71,1 := ~ and 

Pt,q := i if p, q ~ 2 a.nd p1,1 := ! . Then for all p ~ p11,q we prove that 

(3.2) 

as locally convex spaces with equivalent spectra. Equality (3.2) as sets bas already been 

proved in [tEvE]. From this equality it follows by an elementary counting argument that 

S:: = S2pqp( pgq + Q~"} 

as locally convex spaces with equivalent spectra. If, in addition, it could be proved that 

the operator P~q + Q~71 is essentially self-adjoint and strictly positive, it follows by [Nel), 

Lemma 5.2 and inequalities (3.6) and (3.7), infra, that 

S(IR) = D00(P~ + Q~71) 

as sets. Moreover, under these two additional assumptions, it follows by Theorem 1.4 that 

for all p ~ pp,q 

~p = s _l_ 
qp P(R),B~ 

(3.3) 

as locally convex spaces with equivalent spectra. Here B := PJ'~ + Q~71 • Equality (3.3) is 

in the samespirit as Conjecture 11.2.7 in [EG], which statea that for all p E (0, 1]: 

S~ s -..1.- P(R),B•p,q(P) 
(J>+q)p p,q 

(3.4) 

as sets, where 

a.nd e11,q(p) (p:~>e. However, in [EG] the authors allege that the operator Bp,q is self

adjoint by referring to the monographof Müller-Pfeiffer, [MüP~. But Müller-Pfeiffer only 
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proves that all self-adjoint extensions of a. suitable restrietion of the operator Bp,q have a. 

discrete spectrum. Soit is not clea.r whether the right hand side of (3.4) makes sense. 
Equality (3.2) can be extended to higher dimensions. (See infra, Theorem 3.13.) An es

sential tooi in the proof is the following theorem of Goodman and Wallach, [GW], Theorem 

1.3. 

Theorem 3.3 Let d E JN. Let A, X1 , ..• , Xd be operators in a Hilbert space defined on a 

common invariant domain D. Suppose there exist 8 E JN, À ;::: 1 and M > 0 such that 

IIX;1 o ... o X;kull $ MI!Aull, 

lladX;1 ••• adXj,.(A)ull $ M"n!,\IIAull 

for all k E {0, ... ,S}, all i 1,. •• ,ik E {1, ... ,d}, all n E lNo, all JI, ... ,j .. E {1, ... ,d} and 

all u E D. Th en for all t > 0 there exists s > 0 such that 

where the inclusion is con'tinuous. 

Since the higher dimensional case is to be treated further on, we now take a more 

abstract point of view. Note tha.t [""'"iPo, iQ0 ] = il. 

Theorem 3.4 Let X, Y be skew-Hermitian operators in a Hilbert space H, defined on a 

common invariant domain D. Suppose 

[X,Y] =il. 

Let p,q E JN. Let 

V:= {Xk: k E {0, ... ,p}} U {Yk: k E {0, ... , q}} 

and 

Let A E L be a Hermitian operator which satisfies the following condition: 

(3.5) 

Th en 

as locally convex spaces with equivalent spectra in the following cases: 

• P > ma.x(l !) - p'q 

• p ;::: ; and q 1 and X has a skew-adjoint extension. 
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• p ;::: ! and p = q = 1 and both X and Y have skew-adjoint extensions. 

An example of an operator A which satisfies Condition (3.5) is 

p q 

A = I - :E X2" - :E y2" 
k=l lc=l 

and, if the operators X and Y have skew-adjoint extensions, an example is: 

A= I- X 2P- Y29 • 

The proof of Theorem 3.4 is a compilation of a number of auxiliary results. In fact, 

Theorem 3.4 follows from Theorems 3.10 and 3.11. 

Let X, Y, H, D,p, q, V, L and A be as in Theorem 3.4, and suppose Condition (3.5) is 

satisfied. 

Lemma 3.5 Let W E L. Then there exists c > 0 such that for all u E D the inequality 

I(Wu,u)l :5 c(Au,u) holds. 

Proof. It suffices to show that for all Wt, w2 E V and all u E D: I(W1W2u,u)l:::; (Au, u). 

So let W11 W2 E V. Then for all u E D we obtain: 

I(W1W2u,u)l = I(W2u, W1u)l:::; IIW2uiiiiW1ull:::; [J(Au,u)r =(Au, u). 

0 

Lemma 3.6 Let W be any Hermitian or skew-Hermitian operator in H with domain D 
and suppose there exists c > 0 such that I (W u, u) I :::; c( Au, u) for all u E D. Th en for all 

u,v E D: 

Proof. We may as well assume that Wis Hermitian. So ((cA- W)u,u) 2:: 0 for all u ED. 

Then by Schwarz' inequality ([Wei], Theorem 1.4) we obtain for all u, v E D: 

I(Wu,v)l :5 l((cA-W)u,v)l+ci(Au,v)l 

:5 yf((cA- W)u,u)yf((cA- W)v,v)+cyf(Au,u)yf(Av,v) 

:::; 3c.j(Au,u)yf(Av, v). 

Corollary 3. 7 Let n E IN. Then there exists c > 0 such that for all u, v E D: 

l((adX)"(A)u,v)l :5 cyf(Au,u)yf(Av,v) 

and 

l((adY)"(A)u,v)l:::; cyf(Au,u)yf(Av,v). 

0 
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Proof. It can be readily checked that (adX)n(V) C span(V). Therefore adX(L) C L 
and in particular (adX)n(A) E L. Now (adX)n(A) is an Hermitian operator. So the 
first inequality follows from Lemmas 3.5 and 3.6. The proof of the second inequality runs 
similarly. D 

Lemma3.8 

I. There exists a constant M > 0 such that for all u E D 

IIX;,ull ~ MIIAull, k = 0, ... , 2p 

and 

II. There exists a constant N > 0 such that for all u E D 

and 

Proof. We proof I, the proof of II runs similarly. The proof is by induction. For r E 
{0, ... ,p} assertion P(r) states: 

There exists M, > 0 such that for all u E D and k E {0, ... ,p+ r }: 

and for all u E D and k E {0, ... ,r}: 

.j(AXku,Xku) ~ M.I!Aul!. 

Let r = 0 and let k E {0, ... ,p}. Then xn E V. So by Condition (3.5), IIX;,ull 2 ~(Au, u) 

for all u E D. Since (Au, u)~ IIAullllull ~ IIAull2 , we get 

IIXkull ~ IIAull 

and 

for all u E D. This proves assertion P(O). 
Assume a.ssertion P(r-1) holds forsome constant M,_1 > 0 and rE {1, ... ,p}. Under 

this assumption we shall prove P(r). By Corollary 3.7 there exists a constant N > 0 such 
that for all u,v E D and all n E {1, ... ,r}: 

l((adXt(A)u,v)l ~ N.j(Au,u).j(Av,v). 
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Using the standard commutation formula 

(see Lemma 2.10) we obtain for all u E D: 

(Ax•u,x•u) = (x• Au, x• u)- É (:) ((adXt(A)x•-nu,x•u) 

< I(Au,X2•u)l + N É (:) V(AX•-nu,X•-nu)J(AX•u,X•u). 

By assumption P(r- 1) we get 

(AX'u,X•u) ~ IIAuiiiiX2•ull + 2• Mr-tNIIAuiiV(AX•u,X•u). 

This is aquadraticinequalityofthe form x2 ~ ax+bwith x= V(AX•u,X•u) and a,b 2:0. 

It follows that x ~ !(a+ va2 + 4b) ~ a+ Vb and hence that x 2 ~ 2a2 + 2b. Thus we 

obtain 

Let t E {1, ... ,p}. Since the operator A satisfies Condition (3.5) we have 

Again for t = r we get a quadratic inequality, so 

and 

Finally, for t = p we derive 

This proves assertion P(r) with M. := 2•+1/2 M._1N + 2. 0 

Lemma 3.9 Let WEL. Then there exists d > 0 such that for all u E D: 

IIWull ~ diiAull. 

Proof. The operators 

Xk, Y 1, kE {0 .... ,2p},lE {0, ... ,2q} 

and 

XkY1, Y 1Xk, kE {O, ... ,p},lE {O, ... ,q} 
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span the space L. So we only need to prove the lemma for these operators. If W = X" or 

W = Y 1 for some k E { 0, ... , 2p} or l E { 0, ... , 2q}, the result follows from Lemma 3.8. 

Let k E {0, ... ,p} and l E {0, ... ,q}. By Lemmas 3.5 and 3.8 there exists M > 0 such 

that for all u E D: 

I(X2"u,u)l5 M(Au,u) I(Y21u,u)l5 M(Au,u) 

(AX"u,X"u) 5 MIIAull2 (AY1u,Y1u) 5 MIIAull 2
• 

Then for all u E D: 

and, similarly, 

D 

Because of the previous lemma it ma.kes sense to define the following norm on L: 

IIIWIII := inf{M > 0: VuED[IIWull5 MIIAull]}. 

We arrive at the following theorem. 

Theorem 3.10 Let X,Y,H,D,p,q, V,L and A be as in Theorem 3.4 and suppose Condi

tion (3.5) is satisfied. Then in the following cases 

I. P > ma.x(l l) - v'q' 

II. p ;?:: ~ and q = 1 and X has a skew-adjoint extension, 

III. p ;?:: i and p = q = 1 and both X and Y have skew-adjoint extensions, 

we obtaip. that for all t > 0 there exists s > 0 such that the inclusion 

S2"qp;t(A) c Sqp,pp;s(X, Y) 

is continuous. 

Proof. (Cf. the proof of Lemma 6.2 in [Nel].) 

I. Since adX is a linear operator from the finite dimensional vector space L into L, the 

operator adX is continuons and lladXII < oo. So for all n E IN: 

It follows from the definition of 111111 that for all u E D and n E IN: 

(3.6) 

Also, by Lemma 3.8 there exists M > 0 such that for all u E D and k E { 0, ... 2p}: 
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(3.7) 

According to Thoorem 3.3 with >. = pq ;::: 1 and ó = 2p we obtain that there exists s1 > 0 
such that the inclusion 

Szpqp;t(A) c Sqp;s1 (X) 

is continuous. 
Since also adY is a linear operator from L into L we obtain similarly that there exists 

8 2 > 0 such that the inclusion 

is continuous. Let s0 := ma.x(sb 8 2). We may assume that 8 1 = s2 = 80 • By Lemma 3.1 
there exists 8 > 0 such that the inclusion 

is continuous. Then S2pqp;t(A) is continuously embedded in Sqp,pp;s(X, Y). 
II. As in I it follows that there exists s2 > 0 such that the inclusion 

S2pqp;t(A) c Spp;112 (Y) 

is continuous. Also, it can he readily checked that ad(XP)(V) C span(V). So ad(XP) is a 
linear map from L into L. As explained in I it follows that for all u E D and n E IN: 

By Lemma 3.8 there exists M > 0 such that for all u E D: 

So by Theorem 3.3 with >. = pp and S 2 we obtain that there exists 8 1 > 0 such that the 
indusion 

is continuous. 
Sirree the operator X has a skew-adjoint extension, it follows from Corollary 1.5 that 

the Gevrey spaces Spp(XP) .and Sp(X) are equal as locally convex spaces with equivalent 
spectra. So there exists s3 > 0 such that the inclusion 

is continuous. Then by Lemma 3.1 there exists s > 0 such that S2pp;t(A) is continuously 
embedded in Sp,pp;s(X, Y). 

liL Both ad(X2 ) and ad(Y2) are linear operators from L into L. So with 8 1 and 
>. = 2p ;::: 1 we obtain that there exists s1 > 0 such that the inclusion 
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is continuous. As in II it now follows that the inclusion · 

S2p;t(A) c Sp,p;s(X, Y) 

is continuous for some s > 0. 0 

In order to complete the proof of Theorem 3.4 we present the following general result. 

Theorem 3.11 Let X, Y, H, D, p, q, V and L be as in Theorem 3.4 and let W E L. Let 

p 2:: 0. Then for all t 2:: 1 there exists s > 0 such that the inclusion 

S9 p,pp;t(X, Y) c S2pqp;s(W) 

is continuous. 

Proof. There exist oonstants a1., bt, c1d and dkt such that 

2p 2q p q 

W = I>kxk + Eb,Y1 +EI: [cktXkYt+dktY1Xk]. 
k=O 1=0 k=l 1=1 

Let M := 1 + max( {lak I, lbtl, htl, ldktl} ). Let 

s := 2(p + 1)(q + l)Mt2<v+q)(2pqe)2P9P. 

Let u E Sqp;pp;t(X,Y). Let n E INo. Then W" is a sum of [2(p+ l)(q + 1)]" terros of the 
form -yW1 o ... o W2,. with 'Y E (!, hl :=;; M" and W; E V for all iE {1, ... , 2n }. Consider 
one such term -yW1 o ... o W2". Let 

nv .- card{i: W; E {l,X, .. . ,X"}}, 

nq .- card{i : W; E {Y, ... , P} }. 

Then nv + nq = 2n. So with c := llullx,Y;qp,pp;t we obtain: 

lbWt o ... o W2,.ull ::;; M"ct2"(P+q)(pnvWP(qnq)!"P 

S M"ct2n(p+q)(2pn )pqpnP(2qn )Pqpnq 

s c [Mt2<v+q)(2pqe)2" 9Pr n!2P9P. 

Now the theorem follows, because 

With this, Theorem 3.4 is proved oompletely. 

0 

0 

We extend Theorem 3.4 to bigher dimensions. We need a lemma. Tbe oonditions of 
the following lemma can be weakened, but these oonditions are suflicient for our purpose. 
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Lemma3.12 Let n E IN. Let A1 , ... ,A,.,Bb ... ,B,. be strictly positive operators in a 

Hilbert space H, defined on a common invariant domain D. Suppose there exist positive 

self·adjoint extensions A~, . .. , A~, B~, ... , B~ of the operators A1 , • •• , A,., B1 , •• • , B,. such 

that for all k, l E {1, ... , n} with k # l the operators A~ and A/ commute strongly, the 

operators A~ and BI commute strongly and the operators BJ. and BI commute strongly. Let 

.;\ 2:: 0. Then 

" S-'(At + ... +A,.+ Bt + ... + B,.) = n S-'(A~; + B~;) 
k=l 

as locally convex spacs with equivalent spectra. 

Proof. Let k,l E {l, ... ,n}, k #land let u ED. Then A~A/ is a positive operator 
(Spectra! Theorem), so 

(A,.u,A,u) = (A~;u,Aiu) = (A/A~;u,u) = (A/A~u,u) 2::0. 

Similarly (A,.u,B1u) 2:: 0 and (B,.u, B,u) 2:: 0. Hence for all u E D: 

II(At + ... +A,.+ Bt + ... + B,.)ull2 = 
" " = :E l:((A" + B~;)u, (A,+ B,)u) 

k=ll=l 
n 

= :E II(Ak + B~;)ull2 + :E (A,.u, A,u) + 2(A,.u, B,u) + (B~;u, B,u) 
k=l k,le{l, ... ,n} 

k:FI 

" 2:: E II(A,. + B,.)ull2· 
k=l 

So 

for all k E {l, ... ,n} and u ED. Let k E {l, ... ,n}. Then for all u E D and mE IN it 
follows by induction that 

since [Al< + B,., A1 + ... + A,. + B1 + ... + B,.] 0. So for all t > 0 we obtain tha.t the 
embedding 

is continuons and hence the embedding 

" S-';t(At + ... +A,.+ Bt + ... + B,.) <---+ n S.>.;t(A,. + B~;) 
k=l 

is continuous. 
Since for all t > 0 there exists s > 0 such that the embedding 
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n n SÀ;t(Ak +Bk)<-+ 8.~ .... ,.\;s(Al + B1. ... ,An + Bn) 
k=l 

91 

is continuons (see Corollary 1.32), it follows by a.n elementary counting ~gument that for 

all t > 0 there exists s > 0 such that the embedding 

n n S.\;t(Ak +Bk)<-+ S.\;s(At + ... + An + B1 + ... + Bn) 
k=1 

is continuous. 0 

Let n E IN. For k E { 1, ... , n} let Q k a.nd Pk denote the restrictions of Q" a.nd P,. to 

Schwartz' space S(IRn), respectively. 

Theorem 3.13 Let n E IN, let P1 1 ••• ,pn,qb ... , qn E IN and let,\ 2 1. Suppose for all 
k E {1, ... , n} at least one of the following Jour conditions iS satisfied: 

• ,\ 2 2 and Pk = 1, 

• ,\ 2 2 and qk = 1, 

Then we have the following characterization for a Gelfand-Shilo'IJ spaçe: 
.2... À 

82~1 ·····2r = s"({JiPl + ... + Q!"" + fi'tq1 + ... + .P;q,. + 1> 
2Pt 'u.'2Pn 

as locally con'IJex spaees with equi'IJalent spectra. 

Proof. By Theorem 3.4 we obtain that 

8.2... .2...(Qk,.Pk) = S.\(Q~Pk + .P;qh + !.J) •k·- n 

as locally convex spaces with equivalent spectra for all k E {1, ... , n}. So by Theorem 3.2 

a.nd Lemma 3.12 we obtain that the following spaces are equal as locally convex spaces 

with equivalent spectra.: 

.À. _A._ S 2qt , ... , 2qn 

2;t , ... ,2;.' 
n 

Dl s~.~(Qk,Pk), 
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and 

This proves the theorem. 0 

Remark. The previous theorem can also be proved by copying the proof of Theorem 3.4 

with 
n 

V:= U{l,Q,~,, ... ,Qtk,l\, ... ,Ptk,} 
k=l 

and 

L := span{{WtWz: W1, Wz E V}) 

foliowed by obvious modifications. 

We finish this section with a Gevrey space relative to two unbounded closed linear 

operators A, B; the operator A is not essentially self-adjoint; S-'".(A, B) = S;~(A) n Sp(B) 
for all À,p ~ 0 and the space S-'•~'(A,B) is densein H for all À> 1 and p ~ 0. 

Let H := L2([0, oo )). For every function f on [0, oo) define i: 1R ~ C by 

}(x):= { /(x) ~f x~ 0, 
0 tf x< 0. 

The map f 1-+ i induces a map from L2([0, oo)) into L2(1R), also denoted by f 1-+ i. Define 

the operator A in L2([0, oo)) by 

D(A) := {/ E L2([0,oo)): fis continuous, /(0) = 0 and iE D(P)} 
Af:= Pf (f E D{A)), 

and let B be the multiplication operator by the function x 1-+ x in L2([0, oo)). By [Wei], 
Section 8.2 Example 1, the operator A is closed, symmetrie and not essentially self-adjoint. 

Note that 

Lemma 3.14 For the joint C00 -domain D00(A, B) we have 

D00(A, B) = Doo(A) n D00(B) = {! E L2([0, oo)) : iE S(JR)}. 

Proof. Let Ho := {/ E H : iE S(JR)}. Then 

Doo(A,B) c Dco(A) n D00(B) ={!EH: iE ~(P)} n {!EH: iE Doo(Q)} 

= {!EH: iE Doo(P) n D00(Q)} Ho. 

Clearly Ho c D(A), A(Ho) c Ho, Ho C D(B) and B(Ho) c Ho. So Ho c D00(A, B). o 

Lemma 3.15 Let À,p ~ 0. Then 
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Proof. Trivial. D 

Theorem 3.16 Let À, p, 2 0. If À::; 1 then S>., 14(A, B) = {0}. IJ>.> 1 then S>.,p.(A, B) is 
densein L2 ([0, oo)). 

Proof. Suppose À ::; 1. Let f E S>.,j.!(A, B). Then f E s;. By [GS], Section IV.2.3,, the 
function f can he extended to an analytic function. But f(x) = 0 for all x< 0, so /= 0 

and f 0. 
Suppose À> 1. Let f E L2([0,oo)) and suppose (f,g) 0 for all gE S>.,14(A,B). Let 

x E (O,oo). By [GS], Section IV.8.1, there exists hE S~ such that supph c (O,oo) and 

h( x) ::f. 0. Let y E IR. Then the function z t-t h( z )é"Y, z E IR is an element of S~. Let g 

be the restrietion of this function to [0, oo). Then gE S>.,o(A, B) C S>.,14(A, B). Herree 

00 

0 (f,g) = j e'"11i(z)h(z)dz. 
-oo 

Then (! · ht = 0, and f· h = 0 a.e. Sirree h(x) =f:. 0 and h Î(l oontinuO'!J.S, iUollows that 

f = 0 a.e. on a neighhorhood of x. So f = 0 a.e. on (0, oo ). ThenJ = Oin. L2 ([0, oo )). o 

Theorem 3.17 Let >.., p, 2 0. Then S>.,p(A, B) = S>.(A) n S~'(B) as locally .convex spaces 
with equivalent spectra. 

Proof. If >.. :5 1 then S.\(A) = {0} sirree every f E S1(P) can be extended to an ana)ytic 
function. (See Paley-Wiener, [PW], Theorem I.) So SÀ,p(A, B) = {0} = S>.(A) n S~>(B) if 
). ::; 1. 

Now suppose À 2 1. Let A0 and B0 he the restrictions of A and B to D00(A, B) re
spectively. By Lemma 3.1 we ohtain that S>.,p(A0 , B0 ) S>.(Ao) n S~'(Bo) as locally convex 
spaces with equivalent spectra. Sirree D00 (A, B) = D00(A) n D00 (B), also S>.,p(A, B) = 
S>.(A) n S11(B) as locally convex spaces with equivalent spectra. D 

3.2 The ax + b group 

Let G := (0, oo) x IR with the indueed topology of IR2
• Define a multiplication on G by 

(a,b) • (c,d) := (ac, ad+ b) ((a,b), (c,d) EG). 

So G is a Lie group which is isomorphic with the group of matrices of the form ( ~ ~ ) 
with a > 0 and b E IR. Then G is a solvahle Lie group. Let y denote the embedding from 

G into IR2
• Then (G,y) is achart onG. Bye:= (1,0) we denote the identity inG. Define 

x:=&{} l , 
Y1 e 

. {} I Y==a. 
Y2 e 
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Then X, Y is a. basis in the Lie algebra g of G a.nd [X, Y] = Y. So by Theorem 2.16.11 
a.nd the Remark following Corolla.ry 2.3 we obtain for every representation 1r in a Rilhert 

spa.ce, all À ~ 1 a.nd all p ~ 0 that 

as locally convex spaces with equivalent spectra. 
Let exp denote the exponential map from g into G. Then 

exp(aX + ,BY) = { {ea ,,Bea;l) ~f 0: :f 0, 
(1, .8) tf 0: = 0. 

The ax + b group has up to unita.ry equivalence two irreducible infinite dimensional repre

senta.tions. For (a,b) EGthere exists a unique unita.ry map U~,b) from L2(IR) onto L2 (IR) 

such tha.t 

T~ ::l:i6e" {u{;,o/](x)=e f(x+loga) a.e.xEIR 

for all f E Cc{lll). Then (a, b) ~-+ U~,b) is a (continuous unita.ry) irreducible representation 
of G in L2(JR). Let E be the multiplication operator in L2(IR) of multiplication by the 

function x ~-+ è', x E m.. Then 

dU±(X) -iP, 

dU±(Y) = ±i.E. 

For À,p ~ 0 we shall consider the Gevrey spa.ce S~,p(dU±(X),dU±(Y)) S>.,p(P,E). 
Since S~,p(P,E) c D00(P), every element of S>.,p(P,E) is infinitely differentia.ble. 

Lemma 3.18 Let À, p. ?: 0. Let f E S>.,p(P, E). Then there exist C, t > 0 such that for all 

k,l E 1No: 

Proof. There exist C, t > 0 such tha.t 11/IIP,E;>.,p;t =::; C. Then by a. classical Sobolev 
inequality we obtain for all k, l· E 1N0 : . 

IIE"P'JIIoo =::; yliiE"P1/Ib + y!fi!PE"P1fll2 

:::;; y!fcik+lkt~'l!À + y!fct"+l+lkt~'(l + I)t" 

:::;; 1"fC{l + t)(2>.t)"+1 k!~'ll". 

0 

Paley a.nd Wiener ([PW], Theorems I a.nd IV) have given a cha.ra.cteriza.tion of the space 
S1 (P) in termsof a.nalytic functions. Because of our intersection results, this is useful in 

the cha.ra.cterization of the spaces S1,p(P,E) where p. > 0. 
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Theorem 3.19 Let f E L2 (1R). Then f E S1(P) if and only ifthere exist t > 0 such that 

f can be extended to an analytic /u netion F on the strip { z E C : IIm z I < 2t} and 

00 

sup j IF(x + iy)l2dx < oo. 
!iE( -t,t)_

00 

Theorem 3.20 Let p, > 0 and f E P(JR). The following conditions are equivalent: 

I. f E S1,p(P, E), 

II. f E S1 ( P) and there exist C, u, t > 0 such that f can be extended to an analytic 

function F on the strip {zE C: llmzl < 2t} and 
~ 

IF(x + iy)l :5 ce-ael' 

for all x E 1R and all y E ( -t, t). 

Proof. I => 11. By Lemma. 3.18 there exist C, s > 0 such tha.t !IE" P1 flloo :5 Cs"+1 k!~'l! for 

all k, l E IN0 • Then we have for each N E IN and all x, h E 1R the following estimate for 

the remainder term of the Taylor formula: 

' hN-1 f(N-l)(x) hN N N N 
1/(x+h)-f(x)-hf(x)- ... - (N-

1
)! I::;;IN!f( >(x+Oh)I:5Cihl s. 

So f(x+h)::;; E~o h1l!-1 j<1>(x)for all x E JRa.nd all hE 1R with I hl < 2t, where t :::;; (2s}-1 • 

Hence f can be extended to an analytic function F on the strip {zE C: IImzl < 2t}. 

For the remaining part of the proof 1 => II we proceed as in [GS], Section IV.2. Let 

x E 1R and y E ( -t, t). Then for all k E IN0 : 

lebF(x+iy)l < I:Ëe11"'(i~)
1

f(ll(x)l 
1=0 l. 

00 

:5 E Clyl1 s"+l k!~' 
1=0 

:5 2Cs"k"~'. 

So IF(x + iy)l :5 2Cinf{(8~1k~)k : k E INo}. Then by [GS], inequality IV.2.1.3 we obtain 
that 

1. 
IF(x + iy)l :5 2CeTe-~(s-leB)". 

11 => I. Let k E IN. Then 
00 

j l(e~l J<xWax :s V21rll!ll~+ C2 j e2~"e-2"'e" ax 
R 0 

00 

::;; V21fllflli + p,C2 J<:u)2"'e-yy-ldy 
0 

::;; V21fllflli + p,C2(2u)-2"(2k -1)! 

< V21fllflli + p,C2u-2"k!2 < oo. 
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So f E D(IEikfp) a.nd II(IEI 1 '~')"JII :5 11!11 2 + ~o--"k! for all k E lN. Hence f E 
S1 (IEI 1 '~') = S,.(E) hy Theorem 1.4. So, by assumption, f E S1(P) n SJJ.(E). Now we 
use the intersection Theorem 2.16.II a.nd the Remark following Corollary 2.3, in order to 

conclude that f E S1,,.(P, E). 0 

Corollary 3.21 Let p. > 0. Define W from L2(lR) onto L2(lR) by 

[Wf](x) := ~!{'!'-) (a..e. x E IR). 
vP. P. 

for all f E L2 (lR). Then W is a unitary map in L2(lR) which maps S1,1(P,E) onto 

SI,JJ.(P,E). 

Corollary 3.22 Let p. > 0. Then the Gevrey space S1,!J.(P,E) is densein L2(lR). 

Proof. By Corolla.ry 1.26 the space S1,1 (P,E) = S1,1(dU:::I:(X),dU±(Y)) = Hw(U:::I:) is 

densein L2(lR), so the corolla.ry follows from Corollary 3.21. 0 

Lemma 3.23 The space S1,0(P, E) is trivia/. 

Proof. Letf E S1,0 (P,E). By Lemma 3.18 there exist C,t > 0 such that IIEkP1flloo :5 
Ct"+1l! for all k, l E lN0 • So f ca.n be extended to an a.nalytic function F on the strip 

{zE IC: !Imzl < r 1
}. 

Let x E lR he such that e"' > t. Then for all k E lN0: e""'lf(x)l :5 Ctk, so IF(x)l = 
lf(x)l :5 inf{C(te-"')": k E lNo} = 0. Hence F = 0 and f = 0. 0 

Lemma 3.24 Let À E [0, 1) and p. > 0. Then the space SA,,.(P, E) is trivia!. 

Proof. Let f E SA,,.( P, E). By Lemma 3.18 there exist C, t > 0 such that IIEk P 1 flloo :5 
etk+l k!P.l!A for all k, l E lN0 • Simila.rly to [GS], Section IV.2.2, it follows tha.t f ca.n he 

extended to a.n entire function F for which there exist T, al > 0 such tha.t 

lekx F(x + iy)l :5 C1tkk!~' exp( rlyll~À) 

for all x, y E lR a.nd k E lN0 • Similarly to the proof of Theorem 3.20 there exist o-, 0 2 > 0 
such that 

IF(x + iy)l :5 Cze-ne"'"+;IYI~ 

for all x, y E JR. 
Let z = x+ iy E IC. Then 

IF(z). F(iz). F(-z). F(-iz)l :5 a:e-""s/p_<re_ .. ,,.+2,.lo:l~ e-"•91"-ue-VIP+2,.Ivl~. 

Hence limlzl--+ooF(z) · F(iz) · F( -z) · F( -iz) = 0. By the Liouville theorem, F(z) · F(iz) · 
F(-z) · F(-iz) 0 for all zE IC. Then alsoF= 0 a.nd f::::: 0. o 

At this point it is not known whether the spaces S:>.,o(P,E) are trivial if À > 1. This 
problem will he solved in the following lemma. 
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Lemma 3.25 Let À > 1. Then the space S>.,o(P, E) is dense in L2(IR). In particular, the 
Gelfand-Shilov space St is a subspace of S>.,o(P, E). 

Proof. Let f E SG. Then there exist C,t > 0 such that lxlkiJ(I)(x)l :5 Ctk+lz!.>. for all 

x E IR and k,l E lNo. Then for all x E IR\{o}: 1/(x)l :5 inf{Ctkixl-k : k E lN0 }, so 
f(x) = 0 for all x E IR, lxl > t. Therefore, for all k E lN0 : 

j l(e"lf(xWdx S (et)2k.J21rll/ll~, 
R 

hence f E So(E). 
Obviously, fES~ c S>.(P). Therefore f E S>.(P)nS0 (E). Using again the intersection 

result Theorem 2.16.II, we obtain that f E S>.,o(P,E). D 

We summarize the results of the previous lemmas and corollary. 

Theorem 3.26 Let À, p.;?: 0. Then the space S>.,p.(P, E) is dense in L2(IR) if and only if 

À > 1 and p. ;?: 0 

or 

À = 1 and p. > 0. 

If 1r is a representation of an arbitra.ry Lie group K in a Hilbert space H and Yi, ... , l'd 
is a basis in the Lie algebra of K, then Bruhat, [Bru], has proved that the space 
H""(1r) = D""(d1r(Yi), ... ,d1r(}'d)) is K-invariant, i.e. 1r9 (H00(1r)) c H""'(1r) for allgEK 
and the restrietion representation of 1r to H""'(1r) is a continuons representation of K 

in the loca.lly convex topological vector space H 00 (1r). Later, in [Goo3], Theorem 2.1, 

Goodman has proved similar facts in case the space .ÈI""( 1r) is replaced by the smaller 
space S >., ... ,>. ( d1r(Yi, ... , d1r(}'d) ), where any À ;?: 0 may be taken. We shall prove that for 
all p. > 1 similar statements do not hold forthespace Si,p(dU:!:(X),dU::I:(Y)). In fact, 
these spaces are not even G-invariant. 

Theorem 3.27 Let p. > 1. Then the space S1,p(dU::I:(X), dU::I:(Y)) is not G-invariant. 

Proof. We have to show that there exist f E S1,p(P, E) and g E G such that Ui f f/. 
S1,p(P,E). Define f : IR--+ IR by 

~~ f(x) := e-e (x E IR). 

By Theorem 3.20 and a theorem of Paley-Wiener, Theorem 3.19, we obtain that f E 

S1,p.(P, E). 
Let t > 0 and let g := exp(tY). We shall prove that Ui f f/. S1(P) and therefore 

Ui f f/. S1,p(P,E). 
Suppose u; f E S1(P). By the sa.me theorem of Paley-Wiener, there exist s > 0 and 

an extension h of Ui f defined on the strip { z E C : llm z I < 2s} stich that 
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00 

sup j ih(x + iy)l2dx < oo. 
yE(-s,s)_

00 

For all x E IR we have 

h(x) = (U!p(tY)f){x) (U{;.,t)f)(x) èite .. f(x) = e±ite .. -ek~. 

±". l.~ • • 1 • So h(z) e <te -•" for all zE C wtth llmzl < mm(2.s,l). Let y = =F:ïmm(s,l). 
(The sign corresponds to u=.) Let T > 1 be such that T < I'· Let M > 0 be so large that 
1 + lx + iyl2 :5 r 2x2 and e(T/~J-l):v :5 !tl sinyl for all x 2:: M. Then for all x 2:: M: 

So 

Re ±ite"'+•Y- e" 
[ 

. l. 

Hence 

lh(x + iy)l 

for all x 2:: M and therefore the funetion x H h(x + iy) is not an element of L2(IR). 
Contradiction. D 

Also in this section we consider the problem whether a Gevrey space S>.,"(P, E) is 
equal to the Gevrey space relative to one single operator. Let À 2:: 1 and p. > 0. We shall 
prove that there exist r > 0 and a positive self-adjoint operator A in L2(IR) such that 
S>.,~t(P, E) = S.,.(A) as locally convex spaces with equivalent spectra. More preciselY,, for 
11 > 0 let E~ be the restrietion of the operator E" tothespace D00(P,E) = H00(U±). Let 

Po be the restrietion of P to D00 (P, E). Let q E IN. Let Ao := P~q + E~q! +I. Then A0 is 
essentially self-adjoint and S>.,iP, E) S2q>.(Ao) as locally convex spaces with equivalent 
spectra. 

Let 11 > 0. Define the unitary operator W., from L2(IR) onto L2(IR) by 

1 
[Wvf](x) := Vvf(~) (a.e. x E IR) 

for all f E L2(IR). (Cf. Corollary 3.21.) For all f E Hoo(U±) we have Wvf E D00(P) = 
D00 (dU±(X)) and W.,f E D00(E) D00(dU±(Y)), so Wvf E H00(U±) by Theorem 1.23. 
Let Po and E0 he the restrietions of P and E to H00(U±) respectively. Let 

E~ := W;1 Eo Wv. 

Note that (E0f)(x) = e":vf(x) for all x E IR and f E H 00 (U±). Moreover 
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Theorem 3.28 Let À ;:::1, p, :> 0 and q E IN. Let 

. 2q 2q* 
Ao := P0 + E0 +I. 

Then the operator A0 is essentially self-adjoint and S>.,IJ.(P, E) = S2q>.(A0 ) as locally .convex 

spaces with equivalent spectra. 

Proof. Let V:=~- Then Ao = W; 1 ((vPo)2q + E6q +I) Wv, so Ao is unitarily~equivalent 
with the operator 

Bo := (vPo)2q + E6q +I. 

By [Goo6], Corollary 4.1, the operator B0 is essentiallyself-adjoint and H 00(U±) = D00 (B0 ). 

So A0 is essentially self-adjoint and D00 (Ao) = D00(W;1 B0Wv) = W11-
1 D00 (B0 ) = 

W;1 H 00(U±) = H 00 (U±). Moreover, by the same Cotollary it follows that therè exists 

M > 0 such that for all k E {0, ... , 2q}, for all Xt, ... ,Xk E {Po, E0 } and all u E H00(U±) 
we have 

IIX1 o ... o Xkull $; MIIBoull· 
Since span({iP0 ,iE0 }) is a Lie algebra, now it follows that thereexists N > 0 such that 

for all n E IN, all Xt, ... ,Xn E {Po, Eo} and all u E H 00(U±) we have 

Hence by Theorem 3.3 we obtain that 

as sets. By an elementary counting argument we obtain also that 

Therefore 

as sets, by Theorem 2.16.11. 

As sets, we obtain by Theorem 1.4: S>.(E~) = S:~.(W)nH00(U±) =SIJ.(E)nH00(U±) = 
SIJ.(Eo)~ So 

WvS2q>.(Ao) = S2q>.(WvAoW11-
1

) = S2q>.(Bo) = S:~.(Po) n S:~.(Eo) 

and 

S2q>.(Ao) = w"-1 S:~.(Po) n W;1S>.(Eo) 

= S:~.(W;1PoWv) n S:~.(W;1EoWv) 

= S>.(v-1 P0 ) n S;~.(E~) 

= S;~.(Po) n SIJ(Eo) 

= S;~.,IJ.(Po, Eo). 
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The last equality is again by Theorem 2.16.11. Since D 00{Jfo):::: H00(U±):::: D00(P, E), we 
obtain that S2q.-(Ao)::::: S;.,,_.(P, E) as sets. Beca.use the operators P, E and are closed, 
then also S2q>.(A0 ) :::: S>.,JO(P, E) as locally convex spaces with equivalent spectra. (See 
Corolla.ry 1.22.) D 

3.3 The real unimodular group SL(2, IR) 

The group SL(2, JR) consistsof all 2 x 2 real matrices with determinant 1. It is common 
practice to identify the Lie algebra of SL(2, JR) with the Lie algebra sl(2, JR) of all 2 x 2 
real matrices with trace 0. Let 

A ::::: ( ~ ~1 ) ' X := ~ ( ~ ~1 ) ' y := ~ ( ~ ~ ) . 

Then A; X, Y is a basis in sl(2, lR) and 

{A,X] =2Y, [A,Y] = -2X, [X,Y] =-!A. 

Define in the complex universa! enveloping algebra of sl(2, 1R) the Casimir element 

Then C commutes with A, X and Y. 
For k E :zt define /k : '1I' -+ ~ by 

/k(z) := z" (z E 'll'). 

Let H0 span({ /A: : k E :zt} ). Then H0 is a dense subspace of L2('1I'). Let s E 1R he 
fixed. Define the operators Ao, X0 a.nd Yo on H0 by 

Ao/k .- -ik7~~:, 

Xo/T. .- -Hk + 1 + is)tk+2 + t(k -1- ish~~:-2, 

Yo/k .- Hk + 1 + is)tk+2 + Hk -1- ishk-2• 

where k E :zt. Th en 

(Aof)(e;e) 

(Xof)(e;9) 

(Yof)(e'9} 

d ;e 
= - d()f(e ), 

d ·e 1 +is ·e 
= -~sin26 d()f(e')- -

2
-cos26 f(e' ), 

d -~ 1 +is ·e = ~cos26 d()f(e'u)- -
2

-sin26 f(e' ), 

for all f E Ho and (} E JR. Moreover, A0 , X0 and Yo are skew-symmetric operators 
which satisfy the sa.me commutation relations as A, X and Y, na.mely [A0 , X0] = 2Yo, 
[Ao, Yo] = -2Xo and [Xo, Yo] = -~Ao. So the map 

aA+ xX + yY ~----+ aA0 + xX0 + yYo (a,x,y E 1R) 
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from sl(2, IR) into the real vector space of skew-symmetric operators in L 2(1I') with domain 

H0 , is a representation of sl(2, IR) by skew-symmetric operators on H0 . Let ~0 := A~+ 

X5 + 1';,2 • Then ~o/k =-Hl+ s2 + 5k2hk for all k E 7Z. So 

Since Ho is densein L2 (1I'), it follows from [Nel], Lemma 5.1 that the operator ~0 is essen

tially self-adjoint. Hence by [Nel], Theorem 5 there exists a unique unitary representation 

U of the universal covering group [SL(2, IR)t of SL(2, IR), such that 

dU(A) = A0 , dU(X) = X 0 , dU(Y) = Yo. 

(Actually, U can he restricted toa unitary representation of SL(2, IR), see Van Dijk, [vD], 

§2.) Since ~OÎk =-Hl+ s2 + 5k2hk and Ao/k = -:ik/k for all k E 7Z, it follows that for 

allÀ;::: 0 

S2~(~o) = S~(Ao) 

as locally convex spaces with equivalent spectra. So by Theorem 1.24 we o,t>tain for all 

À;::: 1: 

s~.~.~(dU(A), dU(X), dU(Y)) = S~(Ao) = S~(dU(A)) 

as locally convex spaces with equivalent spectra. In particular, Hw(U) = S1 (Ao) is equal 

to the set of all real analytic functions on 'Ir. We shall prove that also for all À ;::: 1 

H~(U) = s~.~.~(dU(A),dU(X),dU(Y)) = s~.~(dU(X),dU(Y)) 

as locally convex topological vector spaces and the last two. spaces are equal as locally 

convex spaces with equivalent spectra. In the proof the Casimir element plays an essential 

role. Because l(4X5 + 4Yi- A~)= -1(1 + s2 )I, we have oU(C) = -1(1 + s2 )I. We can 

put this in a more general setting. We need a theorem on "analytic" dominance. 

Theorem 3.29 Let d, d1 E IN. Let Z1 , ..• , Zd and X1 , ••. , Xd1 be operators in a Hilbert 

space which are defined on a common invariant domain D. Set 

Suppos~ there exist À ;::: 1 and M > 0 such that for all u E D, all n E IN, all j 1 , ••. , in E 

{1, ... ,d}, all jE {1, ... ,d} and k E {1, ... ,di}: 

IIZ;ull:::; Mlllulll, 

lladZit ... adZ;n(Xk)ull :::; Mnn!~lllulll· 

Then for allt > 0 there exists s > 0 such that 



102 3. Examples of Gevrey spaces 

and the canonical inclusion is continuous. 

Proof. See [GW], Theorem 1.1. 0 

Theorem 3.30 Let G be a Lie group with Lie algebra g. Let 1r be a representation of G 

in a Hilbert space H. Let d1 , d2 E IN and let X 1 , ... , Xd1 , Yi, ... , Ya, be a basis in g. Let 

Suppose C belongs to the center of U(g) and suppose there exists TE IR such that 

o1r(C) =Tl. 

Let ,\ 2:: 1. Then 

as locally convex spaces with equivalent spectra. 

Proof. First we prove that S-\, ... ,-\(o7r(Xt), ... , 01r(Xa1 ),o1r(Yi), ... , 81r(Y<i2)) = 
S-\, ... ,-\(81r(X1 ), ••• ,81r(Xa1 )) as locally convex spaces with equivalent spectra.. 

Let u E H 00
( 1r ). Then 

Tllull2 = (Tu,u) = (81r(C)u,u) = 

= (81r(X1fzu, u)+ ... + (81r(Xd1)
2u, u)- (81r(Yi)2u, u)- ... - (o1r(Yd,)2u, u) 

= -ll87r(Xt)ull 2
- • • • -1187r(Xdt)ull 2 +ll87r(Yi)ull2 + · · · + !!81r(Ydz)u!! 2

• 

So for all j E {1, ... , d2} we obtain 

1 

ll81r(Yj)ull s [1TIIIull 2 + ll87r(Xt)ull2 + ... + 1187r(Xd1 )ull2
]

2 

S ( M + ji;.) max(llull, 1187r(Xt)ull, · · ·, ll81r(Xa1 )uil) 

-. (M+/<4)111ulll· 

and clearly for all k E {1, ... , d1 } 

1187r(X~c)ull S (M + /th)lllulll· 

Let Z1 := X11 ••• , Zd1 := Xd11 Zd1+t := Yi, ... , Zd := Yaz, where d := d1 + d2 • Since gis a 
Lie algebra, we obta.in for all n E IN, all j 1 , ... , j,. E { 1, ... , d}, all k E { 1, ... , dt} a.nd all 

u E H 00
( 1r) that a.dZj1 ••• a.dZ;n (X~c) is a linea.r combination of Z1, .. . , Zd a.nd tha.t 

lla.d81r(Zi1 ) ••• a.d81r(ZiJ(o1r(X~c))ull S M"d"-1 (i181r(Zt)ull + ... + l!81r(Zd)u!l) 

S M"d"( M + Ji;.)l!lulll, 

where M is the maximum of the absolute values of the structure constauts of g with respect 

to the basis Z1 , ••• , Zd. 
So by Theorem 3.29 for all t > 0 there exists s > 0 such tha.t the embedding 
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is continuous. Hence 

as locally convex spaces with equivalent spectra. 

We shall prove that 

H 00 (1i) = D00(d1i(X1), ... ,d1i(XàJ) 

D00 (d1r(Xt), ... , d1r(Xà1 ), d1r(Y1), ••. , d1r(Yà,)). 

Then we can replace 81r(Xk) by d1r(Xk) and 81r(Yj) by d1r(lj) in (3.8) and we have 

proved the theorem. By the first part of Theorem 1.23 we alteady know that H00 (1r) = 
D00 (d1r(X1 ), ••• , d1r(Xd1 ), d1r(Yi), ... , d1r(Ya,)). Soit remains to prove that 

as sets. This is stated in the following theorem. 

Theorem 3.31 Let G be a Lie group with Lie algebra g. Let 1r be a representation of G 
in a Hilbert space H. Let d1, d2 E 1N and let Xt, ... , Xd1 , Yi, .... , Yd, be a basis ing. Let 

Suppose C belongs to the center of U(g) and suppose there exists T E ffi such that 

81i(C) =Tl. 

Th en 

as sets. 

Pro of. We may assume that G is connected. Let Zt := Xt, ... , Zà1 := Xd1 , Zd1 +I .-

Yi, ... , Zà := Yd2 , where d d1 + d2 • Let 

tl .- Zi + ... + Z3 E U(g), 
Llt .- Xi + ... + XJ1 E U(g), 
,3. -2 -2 .- zl + ... +Zd, 
,3.1 .- X2 . X2 

1 + ... + dl' 

Here Z denotes the left invariant vector field on G which corresponds .to Z. Let u E 

D00(d7r(Xt), ... ,d7r(Xr.!1 )) be fixed. Let m E 1N. Let v E H00(7r). Then (u,v)(g) = 
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( 1r 9 u, v) = (u, 1r 9 -1 v) for all g E G, so (u, v) is an infinitely differentiable function from G 
into C. Let n E IN and let jb ... ,jn E {1, ... , d}. Then for all gE G: 

[zil o ... o zin(u,v)J(g) = 

= a~ I ... a~ I (7rg1rexp(t1Zh) ... 1rexp(tnZ;n)u, v) 
1 0 n 0 

= a~ l···a~ I (7rgU,7rexp(-tnAd(g)Z;n)···1rexp(-t1Ad(g)Zh)v) 
1 0 n 0 

( -1t( 1r9 u, a1r(Ad(g)Zin) ... a1r(Ad(g)Zi1 )v) 

= ( -1t(1r9 u, a1r(Ad(g)(Zin ... Zil))v). 

Let WEg. Then Ad(exp W)(C) = eadW(C) = C, because C belongs to the center of U(g). 
SirreeG is connected, Ad(g)(C) = C for all gE G. Note that ö = 2ö1 - C. So we obtain 

for all gE G: 

[Lim(u,v)] (g) = (1r9 u,81r(Ad(g)(öm))v) 

where 

= Ë(-1)k (7) (7r9 u,[a7r(Ad(g)(C))]k87r(Ad(g)(2öi)m-k)v) 

È( -1)k ( 7) (1r9 u, [81r(C)]k 81r(Ad(g)(2ö1)m-k)v) 

= Ë(-1)k (7) (1r9 u,rka1r(Ad(g)(2öi)m-k)v) 

= (7r9 u,a7r(Ad(g)((2ö1- r)m))v) 

= ((26.1- r)m(u,v)j (g) 

= (w,v)(g), 

(Recall that u E D 00(d1r(X1), ... ,d1r(Xd1 )).) 

Now let cp E C~(G). Let>. be a right Haar measure onG. Then 

j L\,mcp(g)(u,v)(g)d>.(g) = j cp(g) [Lim(u,v)j (g)d>.(g) 
G G 

= j cp(g)(w,v)(g)d>.(g). 
G 

Sirree H 00(7r) is densein H, it follows from Lebesgue's theorem on dominated convergence 

that 

j L\,mcp(g)(û,v)(g)d>.(g) = j cp(g)(w,v)(g)d>.(g) 
G G 
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for all v EH. 
Let v EH. Then the function (u, v) is a weak solution of the equation 3"m f (w, v). 

Since ( w, v) is a coritinuous fundion and Li m is an elliptic operator of order 2m, it follows 

from the local regularity theorem forelliptic operators that (u, v) bas locally L2 derivatives 
of order :5 2m. (See Folland, [Fol], Theorem 6.30.) Hence by [Folj, Lemma6.9 (the Sobolev 
lemma), the function (u, v) is 2m- d times continuously differentiable. Thetefore (u, v) 
is infinitely differentiable for all v E H. By Theorem 1.28. (Poulsen), it follows that 
u E H00(rr ). This proves the theorems. o o 

Corollary 3.32 Let G be a Lie group with Lie algebra g. Let 1r be an irreducible repre

sentation of G in a Hilbert space. Let d1 , d2 E IN and let X 1 , .•. , Xd1 , Yt, .. ~ , }d2 be a basis 
ing. Let 

c x;+ ... + x:! - Yi2 - ... - Yd~ E U(g). 

Suppose C belongs to the center of U(g). Let À ;::: 1. Then 

S.\, ... ,>.( d1r(X1), ... , d1r(Xd1 ), d1r(Yt), .•. , d1r(YdJ) = S>., ... ,>.( d~r(Xt), ... , d~r(Xd1 )) 

as locally convex spaces with equivalent spectra. 

Proof. Since 1r is irreducible, by [Tay], Chapter 0 Propositions 4.3 and 4.5 there exists 
TE() such that o1r(C) =Tl. ; b 

Co~ollary 3.33 Let G be a semisimple Lie group with Lie algebra g. Let 1r be a represen

tation of G in a Hilbert space H. Let C E U(g) be the Casimir element. Sup~se there 

exists 'T E C such that o~r ( C) = TI. Let g = t + I' be. a Cartttn decomposition , of g and let 

K be a $Ubgroup of G with Lie algebra t. Th en 

as sets. Moreover, for all À ;::: 1 we have 

as locally convex spaces. In particular, Hw(1r) = Hw(~riK)· 

Proof. Let B denote the Killing form of g. Let X1 , ••• , Xd1 he a basis in t and Yt, ... , }d2 

he a basis in IJ such that B(X;,Xj) = -S;,j and B(Y;, }j) = S;,j for all i,j. Then C = 
E~~; Yl- E~!:1 XZ. So by Theorems 3.31 and 1.23 we obtain that 

as sets. Moreover, by Theorems 3.30 and 1.27 we obtain that 

H>.(1r) = S>., ... ,>.(d~r(XI), ... ,d~r(Yd2 )) 

= S.\, ... ,>.(d7r(Xt), ... ,d~r(Xd1 )) 

H.\(~riK) 

as locally convex spaces. 0 
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Example 3.34 

Let n E IN, n ~ 2. Let 1r be a representation of SL(2, ffi.) in a Hithert spa.ce H. Let 
K ;:= SO{n,llt) C SL(n,ffi.). Let C E U(sl(n,m.)) be the Ca.simir element. Suppose 
there exists TE C such that fhr(C) :=: rl. (For example, suppose 1r is irreducible.) Then 

H00(1r) = H00 (1riK), H"'(1r) = H"'(1rjK) and H>-.(11") = H>-.(1riK) for all À~ 1. 

Let A, X, Y be the basis in sl(2, IR) as in the beginning of this section. Let C := 

i{4X2 + 4Y2
- A2). 

Corollary 3.35 Let 1r be a representation of [SL(2, llt)j in a Hilbert space and suppose 
there exists T E m. such that 01r( C) = TI. Let Àt, >.2, >.3 ~ 1. Then 

I. S>-.~o>-.2 ,>-.a(d1r(A),d1r(X),d1r(Y)) S>-.,(d1r(A)) n S-'2 (d1r(X)) n S-'3 (d1r(Y)) = 
S-'1 (d1r(A)) if Àt ~ Àz and Àt ~>.a, 

TI. S>-.,,)..2 ,>-.a(d1r(A),d1r(X),d1r(Y)) = S-'1 (d1r(A)) n S>-.2 (d1r(X)) n S-'3 (d1r(Y)) = 
s-'.(d1r(A)) n S-'2 (d1r(X)) iJ>•1 ~>.a, 

as locally convex spaces with equivalent spectra. 

Proof. I. This follows immediately from Theorem 3.30 and Lemma l.I. 
II. By I and Corollary 2.3 we obtain that for all t > 0 there exists t 2 ~ t 1 ~ t such that 

the following indusions are continuous: 

S-'1 ,)..2 .)..a;t(d1r(A),d1r(X),d1r(Y)) C S)..1;t(d1r(A)) n S-'2;t(dK(X)) 

Now the corollary follows. 

C S-'•·-'•·>-.•:tt(d1r(A),d1r(X),d1r(Y)) n S-'2;t(d1r(X)) 

C S>-..,>-.lit,(d1r(A),d1r(Y)) n S-'2;t,(d1r(X)) 

C S>-.1 ,-\2 ,-\1 ;t2 (d1r(A), d1r(X), d1r(Y)) 

C S-'•·-'2 ,-'a;t2 (d1r(A), d1r(X), d1r(Y)). 

0 



Appendix A 

Topological vector spaces 

Most of the following definitions are taken from the monog:i:aph of Wilansky, !Wil]. The 

scalar field is (;. 

Let X be a vector space and let A be a subset of X. Then 

A ·- { U:::~=l Ànan : N E IN, at. ... , a-"': E A, Àt. •.. , >wE 4.';} if A =f 0, 
span ·- {0} if A= 0, 

denotes the span of A. A is convex if >.A+ (1- >.)AC A for' all XE {0, 1] and A is balaneed 

if ,\A C A for all >. E (; with I-XI :::; J. A is called ·absolutely convez,jf A :f. 0, A is .convex 

and balanced. A is called absorbir:g if for every x E X there exists e > 0 such that >.x E A 
for all >. E (; with l..\1 < ê; Let B be a subset of X. Then A- absorbs f3 if there exists 

M > 0 such that B C ,\A for all À E (; with 1>·1 > M. 
Let X be a vector space. A map p from X into IR is a seminorm if for all x, y E X and 

ÀE (;: 

[ 

p(x) ~ 0, · 
p(x+y):::; p(x) + p(y), 

. p(>.x) = f~lp(x ). · 

A topologiool vector space (TVS) is ä vector space with a topology such·that vectoraddition 
and scalar multiplica.tion are continuous. Two topological vector spa'cës X, Y are called 
isomorphic as topological vector spaces if there exists a bijeetion froril x onto y which is 
linear and a topological homeomorphism. Let P be a set of seminorms on a vector space 
X. The P-topology for X is the smallest topology r for X such that (X, r) is á TVS and 
such that all elements of P are continuons seminorms. P separates the points of X if for 

every x EX, x :f. 0 there exists pEP such that p(x) =f 0. A LCSTVS is a locally convex 
separated topological vector space. Let X he a LCSTVS. Alocal base of neighborhoods ofO 
in X is a set B of neighborhoods of 0 such that for each neighborhood U of 0 there exists 

V EB with V CU. 
Let (X, r) he a LCSTVS and let A be subset of X. A is bounded if every neighborhood 

of 0 absorbs A. A is a bornivore if A a.bsorbs every bounded subset of A. A is a barrel if 

A is an absolutely convex absorbing closet set. X is called bornological resp. barrelled if 
every absolutely convex bornivore resp. every barrel is a neighborhood of 0. Let rh be the 
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finest loca.lly convex topology for X such that (X, Th) has the sa.me bounded subsets as 
(X, T). We ca.l1 (X, Th) the bornological space associated with (X, T). 

Let X be a TVS. A Cauchy net in X is a net (x.,.)<>t:I such tha.t for each neighborhood 
U of 0 there exists a 0 E I such that a :2: a 0 and {J :2: a 0 implies x.,. Xf3 E U. A sequence 
(x~~:)~~:eN is a. Cauchy sequence if (x")~~:el'l is a Ca.uchy net in X. X is called complete, 
boundedly complete and sequentially complete if every Cauchy net, every boundesi Cauchy 
net respectively every Cauchy sequence in X is convergent. A Fréchet space is a metrizable 
complete LCSTVS. 

Let (X.,.)aeA be a fa.mily of LCSTVS's, let X be a vector space and for each a E A 

let u.,.: X.,.--+ X be a linear map. Suppose X= span({uc.(x): a E A, x E Ac.}). The 
inductive limit topology for X is the finest topology r for X such that (X, T) is a locally 
convex TVS and ea.ch u.,., a E A is continuous. An inductive limit X = UaeA X.,. is called 
regular if A is a directed set, X.,. is a LCSTVS which is a vector subspace of X for all 
a E A, for all a, {J E A with a :S {J the space X.,. is continuously embedded in Xf3, the 
topology for X is the inductive limit topology generated by the spaces X.,., a E A and, 
moreover, for every bounded subset Bof X there exists a E A such that Bis a bounded 
subset of X.,.. X is called a.n LB-space if A= IN, for all k E IN, X" is a Banach space and 

X~: C X as a vector spa.ce, X~: is continuously embedded in X1 if k :S 1 and the topology 
for X is the inductive limit topology. 

Let A, B be totally ordered sets. For all a E A and {J E B let X.,. and 1'/3 he LCSTVS's. 
Suppose X.,.1 C X.,.2 and the embedding map is continuons for all a1 , a 2 E A with a 1 :S a 2 

and, similarly, suppose Yf31 C YP:! and the embedding map is continuons for all {J1 , {J2 E B 
with fJ1 :S fJ2- Let X := UaeA Xa and Y := UpeB Yp. The topologies for X and Y are the 
(natural) inductive limit topologies. We ca.l1 X= Y as locally convex spaces with equivalent 
spectra if for all a E A there exists {J E B such that X.,. C Yp and the embedding map 
is continuous, and secondly, for all {J E B there exists a E A such that Y13 C X.,. and the 
embedding map is continuous. It follows then tha.t X = Y as locally convex topological 
vector spaces. (See [Wil], Theorem 13-1-8.) 

Let (Xa)aeA be a family of LCSTVS's, let X be a vector space and for each a E A let 
u.,. : X --+ X.,. be a linear map. The projective limit topology for X is the weakest topology 
r for X such tha.t each ua, a E A is continuous. Then (X, T) is a. locally convex TVS. 



Appendix B 

Spaces of type 811 c 
' 

In this appendix we give a summary of the report [tE] where the smoothed spaces S1r,C are 

introduced. These spaces establish a genera.lization of the ànalyticity spaceS Sn,A of De 
Graaf, [Gra]. (See Exa.mple 1.2.) Let G be a locally compact Abelian topological group 
with a Haar measure p, and let 1r be a. ( continuous unitary) representation of G in a Hilbert 

space H. For all f E L1 (G) define the continuous operator 1r(/) on H by 

(1r(f)u,v) j j(x)(1r.,u,v)dp,(x) (u,v EH). 
G 

Then 1r(/ * g) = 1r(/)7r(g) for all J,g E L1(G). Let C be a. fixed subset of L1(G). Suppose 
the pair ( C, 1r) possesses the following properties: 

Pl. For all J, 9 E C there exists h E C such that 1 and 2 hold: 
1) f = h or there exists !I E L1 (G) such that f = h */I, 
2) 9 = h or there exists 91 E Ll(G) such that g = h * 91• 

P2. There exists a net (f>.)>..eJ in C such that for all u E H we have lim..\ 1r(f>.)u = u. 

Throughout this appendix we suppose that the pair ( C, 1r) has Properties Pl and P2. 

Remark. These conditions are weak, but sufficiently strong to enable us to construct the 

spa.ce S.,,c. In pra.ctice one meets sets C which have much more stronger .properties such 

as: 

Pl'. For all J,g E C there exist h E C and JI,gl E L1(G) such that f h *ft and 

g = h*.Dt· 

P2'. There exists an L1(G)-bounded net (f>.heJ in C such that for all u E H we have 
lim..\ 1r(f..\)u ::::: u. . · • · · 

P2". There exist, an L1( G)-bounded net (f>..)>o.EJ in C such that for all g E P ( G). we have 

lim..\f>. * 9 gin L1(G). 

Of course: Pl' implies Pl, P2" implies P2' and P2' implies P2. For f 6 L1(G),define 
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N1 .- {u EH: 1r(f)u = 0}, 
R1 .- 1r(f)(H), 
n1 .- 1r(f)INt : Nf __.. R1. 

the kemel of 1r(f), 
the range of 1r(f), 

Spaces of type S"',c 

Then n1 is a bijection. Sirree Nf is a Rilhert subspace of H, there exists a unique norm 

11 111 on R1 such that R1 becomes a Rilhert space and n, is a unitary map. So for all 

J,g E Ll(G) with f = g * h we obtain that R1 is continuously embedded in R9 • Define 

By Property Pl, S1r,c is a linear vector space. The topology O"ind for S"',c is the inductive 

limit topology generated by the Rilhert spaces Rh with f E C. 
By Property P2 it follows that S1r,C is dense in H. Moreover, S1r,C is continuously 

embedded in H and the topology O"ind is Rausdorff. 

In order to describe the topology O"ind for S1r,c we need some structure theory for unitary 

representations of locally compact Abelian groups. For this we introduce a so called Stone
representative (A, m, I, A., T;, W) for 1r. To this end, let A he a locally compact Rausdorff 
space, m a measure on A, defined on the Borel u-algebra of A, let I he an index set, for 

all i E I let A; be an open subset of A with induced topology and let T; : G __.. A; be a 

topological homeomorphism. Let W he a unitary operator from H onto L2(m). The tuple 

(A, m, I, A;, r;, W) is called a Stone-representative for 1r if and only if: 

A; nA;= 0 if i# j (i,j EI), 

A= U.eiA;, 
The map Y t-t m(r;(Y)), Y a Borel measurable subset of G, is a finite 

regular measure on G (i E I), 

0 < m(A;) < oo (iE I), 
m(Z) = E1e1 m(Z nA;) (Z CA Borel measurable), 

For all f E L1 (G) let Î be the continuous function on A such that Î(r;(ï)) = Î(-y) 
for all iE I and 'Y EG. Then W7r(f)w-le = Î. e for all f E P(G) 
and e E L 2(m). 

By [RR2], Remark 33.6 and [RRl), Theorem C.37, there exists a Stone-representative 
for 1r. 

Let Bor(G, C) be the sèt of all complex valued Borel measurable functions on G and 

let Borb(G, C) be the subset of all bounded elementsof Bor(G, C). With the aid of a 

Stone-representative for 7r we can extend thesetof operators 1r(f) with f E L1(G) toa set 

of operators 1r[F] with FE Bor(G, C). Let (A,m,I,A;,r;, W) be a Stone-representative 

for 1r and let F he a Borel measurable function onG. Define the Borel measurable function 

F on A by 

F(r;{ï)) := F('Y) iE I,'Y EG). 
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For every F E Bor( G, C) define the normal operator 1r[F, A] on H by 1r[F, A] := w-t Mp W, 

with MF the multiplication operator by F on L2(m). We prove that the operator 1r[F,A] 
does notdepend on A. Fora detailed proof we refer tothereport [tEJ, Lemma2.5, Theorem 

2.6 and Lemma 2.9, bere we present a sketch of the proof. Let (A, m, I, A;, r;, W) he a 

Stone-representative for 11". For every uniformly bounded sequence (Fn)nelN 

in Borb(G, C) such that F(ï) := Iim,...,..00 F,..(l) exists for all Î EG we obtain by Lebesgue's 
theorem on dominated convergence that 1r[F,A] = s -lim,...,..00 1r[Fn,A]. Since {Î: f E 

L1(G)} is densein C0(G) a.nd 1r[Î,A] 1r(f) does notdepend on the Stone-representative 
for all f E L1(G), it follows that 1r[F,A] does notdepend on the Stone-representative for 

all FE C0 (G). Now let V be a.n open subset of G and let 

X:= clo{1r[F,A](H): FE Go(G), 0 ~ F ~ lv }. 

Mainly by the regularity and finiteness of the measure Y H m( r;(Y)) on G, it follows 

that 1r[lv, A] is the projection of H onto X. So 1r[lv, A] does not depend on the Stone
representative. Now it is easy to show that the operator 1r[F, A] does 'not depend on the 

Stone-representative for all FE Bor6(G, ([;) a.nd even for all FE Bor(G, ([;). 
Let C be the fixed subset of L1(G) which has Properties Pl a.nd P2. Corresponding 

to the set G wedefine the two subsets of Bor(G, ([;) a.nd seminorros on S1r,c: 

C# .- {FE Bor(G, C): for all f E C the function Î ·Fis bounded}, 

Cf .- {FE C*: 3c>o'v''\'ee[IF('Y)I > e]}. 

For all F E C* define SF : S1r,C -+ lR 

Then SF is a O"ïnd-continuous seminorm on S1r,C· Because 10 E Cf, the set of seminorros 

{sF: FE Cf} separates the points of S1r.c· So {sF: FE Cf} defines a Hausdorff topology 

for S"',c' which is denoted by <Tproj· Then <Fproj C O"ïnd, but not necessarily O"ïnd <Fproj· (For 
a counter example, see [tE], Corollary 4.7.) In [tE] a necessary a.nd sufHeient condition has 
been presented for the equality O"ïnd = <Fproj· Also a sufHeient condition is presented: 

P3. There exist a sequence of Borel measurable disjoint sets Qt, Q2 , ••• in G and a se

quence of positive real numbers bt. b2, ••• such that ê = U~1 Q,.. and L:~=t b;;1 < oo 

and for all f E C there exists gE C and 8 > 0 such that for all n E IN: 

b,..sup{IÎ(I)I: 'Y E Qn} ~ 8inf{lû('Y)I: 'Y E Q"}. 

If the pair ( C, 11") bas Property P3, then O"ind = O"proj as locally convex spaces. (See [tE], 

Corollary 2.31.) 

Finally we introduce two more properties. 
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P4'. YFeBor(G,fJ) [(YKec#[F· Kis bounded]) => 3Jec3c>O [IFI5 ciÎI]]. 

Clearly Property P4' implies Property P4. 

Now suppose the pair ( C, 11') has Property P3. Then the following conditions are 
equivalent. 

I. The pair (C,11') has Property P4. 

II. S1r,c = nFecf D(11'[F]). 

III. S1r,c is complete. 

IV. Sw,c is sequentially complete. 

V. Every bounded sequence in S1r,c has a weakly convergent subsequence. 

VI. For every bounded subset B of Sw,c there exist f E C and a bounded subset B0 of 
H such that B 11'(f)(Bo). 

VII.· S".,c is reflexive. 

For a proof, see [tE], Theorem 3.12. 
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Fréchet space, 22, 28, 108 

Gelfand-Shilov space, 17, 78 

Gevrey space, 13 

Gevrey vector, 17, 30 

Hartogs' theorem, 5, 34 

Heisenberg group, 77 

Hermitian, 8 

identity map, 7 

inductive limit topology, 108 

infinitely differentiable, 26 

infinitesimal generator, 26 

inner product, 8 

isomorphic as topological vector spaces, 
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joint C00-domain, 12 

joint ordered C00-domain, 12 

LB-space, 108 

length, 11 

Lie algebra, 8 
Lie group, 8 

local base of neighborhoods of O, 107 

locally convex separated topological vec-
tor space (LCSTVS), 107,. 

locally convex spaces withequivalent spec

tra, 9,108 
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locally finite, 8 

multi-indices, 11 
multiplication operator, 8 

norm, 8 

ordered basis, 52 
ordered Gevrey space, 13 

P-topology, 107 

Pl, 109 

Pl', 109 

P2, 109 

P2', 109 

P2", 109 
P3, 111 

P4, 111 

P4', 112 

positive mutation, 51 

projective limit topology, 74, 108 

regula.r, 108 

reverse, 12 

Schwa.rtz' space, 17, 78 

self-adjoint, 8 
seminorm, 107 

separate, 107 

sequentially complete, 108 

skew-adjoint, 8 

skew-Hermitian, 8 

skew-symmetric, 8 

span, 107 
Stone-representative, 110 

strictly ordered basis, 61 

strongly commuting operators, 36 
support, 7 

symmetrie, 8 

topological vector space (TVS), 107 

universa! covering group, 8 

unordered Gevrey space, 13 
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v-length, 11 

weak Gevrey vector, 32 
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A 83 PC 50 
A(!Rn) 77 Po 81 
(A,m,l,A;,r;, W) 110 Q 8 
Aa 12 Qk 78 
c{j,y 54 Q~ç 91 
D(T) 8 Qo 81 
D"'(Y11 ) 54 SÀ,,. .. ,Àd(Ab ... , Ad) 13 
d1r(X) 26 SÀ~~ .. ,Àd(At, ... , Ad) 13 
D00(At, ... , Ad) 12 SÀl, ... ,Àd;t(At, ... , At!) 13 
D~(At, ... ,Ad) 12 Sj/d Àd·t(At. ... 'Ad) 1 , ••• , t 13 
E 94 Sn,A 14 
Î 7 S(IR) 17 
J 92 S(IR") 78 
IF 7 Sfl 

"' 
17 

IF., 78 SfJt,. .. ,fJn 
ctl ..... a". 78 
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g 62 T* 8 
9k 62 u 26 
G 26 (u,v) 31 
Ge 62 u± 94 
GÀ(H) 29 U(g) 26 
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H.\(11) 30 x 31 
H"f(1r) 32 
Hw(1r) 26 « 12 
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M(V) 11 811' 26 
p 8 81r(X) 26 

P~o 78 8 26 

A 91 1r 26 
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Samenvatting 

In dit proefschrift wordt een klasse van lokaal konvexe topologische vektorruimten inge
voerden bestudeerd, namelijk de klasse der zogenaamde Gevreyruimten. Elke Gevrey
ruimte wordt vastgelegd door een eindig aantal operatoren At, . .. , Ad en niet-negatieve 

getallen .\b ... , Àd en wordt aangegeven door S.\t, ... ,.\d(A1, •.. , Ad)· Voorbeelden van Gevrey
ruimten zijn de klassieke Gelfand-Shilov ruimten sg, de ruimten van analytische vectoren 
D"'( A1 , ••• , Ad) van Nelson en de ruimte van symmetrische Gevrey vektoren 0.\ (Ah ... , Ad) 
van Goodman-Wallach. Er geldt namelijk dat S~ = Sa,p( Q, P), D"'( A1. ... , Ad) = 

S1, .•• ,1 (At, ... , ~)en G,.(Ah ... , Ad)= S.\, ... ,.\(At, ... , Ad)· De definitievan G.\(A1, ... , Ad) 
is geïnspireerd op de klassieke definitie van Gevreyfunktie door Gevrey, terwijl de defini
tie van S.\1 , ••• ,.\c~(A17 ••• , Ad) is geïnspireerd op Roumieu's definitie van (niet-symmetrische) 
Gevreyfunktie. Een grote klasse van niet triviale voorbeelden ontstaat door voor de opera

toren At, ... , Ad infinitesimaal generatoren van unitaire representaties van Liegroepen te 
nemen. De Gevreyruimten worden voorzien van een natuurlijke induktieve limiet topolo

gie. Voor deze topologie wordt een gedetailleerde karakterisatie van eigenschappen als 
volledigheid, kompaktheid, begrensdheid, enz. afgeleid. 

Een belangrijk gedeelte van dit proefschrift is gewijd aan voorwaarden op de opera

toren At, ..• , Ad en de getallen .\h ... , Àd waaronder S .\~>····.\c~( At. ... , Ad) gelijk is aan de 

doorsnede van de Gevreyruimten S,.t.····~'d) (Bt,. .. , Bd1 ) en 8111 , ••• ,.,~ (Ct. ... , Cd~) met d1 + 
d2 :::;; d? In het bijzonder worden er voorwaarden gegeven waaronder 8>.1 , ••• ,.\AAt. ... , Ad) 

gelijk aan de doorsnede van Gevreyruimten gerelateerd aan één operator? Dit is bijvoor
beeld het geval als de operatoren At, ... , Ad een Lie algebra opspannen. 

Concrete uitwerkingen worden gegeven voor representaties van de Lie algebras van de 

Heisenberggroep, de ax + b groep en de unimodulaire groep S L(2, 1R). 
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STELLINGEN 
behorende bij het proefschrift 

GEVREY SPACES RELATED TO LIE ALGEBRAS OF OPERATORS 
door A.F .M. ter Eist 

1. 

Zij .C(H) de verzameling der kontinue operatoren in een (niet noodzakelijk separabele) 
Rilhertruimte H. Voor een niet lege deelverzameling M van .C(H) enT E .C(H) definieer de 
afstand d(T,M) inf{IIT Mil : M E M}. ZijN, Un, C resp. Inv de deelverzameling 
van .C(H) bestaande uit de normale, unitaire, kompakte en inverteerbare operatoren. Een 
operator TE .C(H) heet antinormaal als d(T,N) = IITII. Voor elk oneindig kardinaalgetal w 
zij 

Cw afsl{S E .C(H): dim S(H) < w }. 

ZijT E .C(H) en stel dim Ker T < dimKer T*. Zij w := max(N0 , dimKer T*) en zij 

n(T) := inf{:c > 0: dim 1[o,a:J(ITI) ~ max(N0 ,dimKer T*)}. 

Dan zijn de volgende uitspraken equivalent: 

I. T is antinormaal. 

II. T is essentieel antinormaal, d.w.z. d(T,N + C) IITII· 

III. d(T,N +Cw) = IITII• 

IV. IITII = n(T). 

V. Er zijn a > 0, een niet surjektieve isometrie W en een positieve Rermitische kontraktie 
K E Cw'' waarbij w' = max(No,dimKerW*), zo dat T aW(I K). 

VI. Voor alle U E Un geldt o{UT) ={zE C: lzl $ IITII}. 

VII. d(T,Un) = 1 + IITII· 

VIII. d(T,Un + C) = 1 + IITII. 

IX. d(T,Un + Cw) = 1 + IITII· 

X. d(T,Inv) = IITII. 

XI. d(T,Inv + C) = IITII. 

XII. d(T,Inv +Cw) = IITII. 

Literatuur: [El], [I]. 

2. 

Zij H een (niet noodzakelijk separabele) Rilhertruimte en zij T E .C(H). Dan geldt voor 
de afstand d(T,Un) van T tot de verzameling Un der unitaire operatoren in H: 
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d(T U ) _ { max(1 m(T), IITII-1) 
' n - max(l + n(T), IITII- 1) 

Hierbij is 

m(T) := inf O"(ITI) 

en n(T) als in Stelling 1. 
Literatuur: [E2], [R]. 

3. 

als dim Ker T dim Ker T*, 
als dim Ker T < dim Ker T*. 

ZijHeen (niet noodzakelijk separabele) Rilhertruimte en zij :F C C(H) een (niet noodza
kelijk aftelbare) kollektie Hermitische operatoren met AB = BA voor alle A,B E :F. Dan 
bestaan er een lokaal eindige maatruimte (X,B,m) en een unitaire afbeelding U vanHop 
L2(m) zo dat voor alle A E :F de operator U AU-1 een vermenigvuldigingsoperator op L2 (m) 
is. 

4. 

In [EGK] is het tweede deel van voorwaarde A.I overbodig. De symmetrie konditie A.IV 
kan vervangen worden door de zwakkere konditie A.IV' 

'v'(e\l>tt3<pe43c>O [ 1{.\ER":((A)>c<p(A)}(A) = 0] . 

Onder aanname van voorwaarden A.I, A.II en A.III zijn de volgende beweringen equivalent: 

I. Het paar ({),A) heeft eigenschap A.IV'. 

II. (T~(A),Tproj) (S~t(A)•O'ind) als topologische vektorruimten. 

III. (T~(A)• Tproj) is bornologisch. 

IV. (T~(A)• Tproj) is getond. 

V. (T~(A)• Tproj) is reflexief. 

VI. ( S!l>(A}> O"ind) is volledig. 

VII. ( S\TI(A), O"ind) is rijvolledig. 

VIII. (S!l>(A)•O"ind) is zwak begrensd volledig. 

IX. Elke begrensde rij in (S!l>(A)• O'ïnd) heeft een zwak konvergente deelrij. 

X. Voor elke begrensde verzameling B in S!l>(A} zijn er <p E {) en een begrensde verzameling 
Bo in X zo dat B = <p(A) • Bo. 

XI. ( S!l>(A), O"ind) is reflexief. 

Literatuur: [E3]. 

5. 

Zij 1r een standaard irreducibele representatie van de Heisenberg groep A(IR) in de Rilhert
ruimte H := L2(IR). Zij a, (3 > 0 en stel a+ (3?: 1. Dan bestaat er een deelverzameling C01,p 
van L1(A(IR)) zo dat 

sg U 1r(f)( H) 
/ECo,f' 
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als verzameling in de volgende gevallen: 

I. f3 ;::: 1, 

II. /3-1 E 2IN, 

III. a= /3, 
IV. a+ f3 = 1 en ~ E IN. 

en in de overeenkomstige gevallen met a en f3 verwisseld. 
Ook bestaan er deelverzamelingen Ct en Cz van L1(A(llt)) zo dat 

S(llt) = U 1r(f)(H) 
/EC1 

en 

D(llt) = U 1r(f)(H). 
/EC2 

6. 

Zij Do de differentiatieoperator en Q0 de operator van vermenigvuldiging met de funktie 
x ,..... x op de ruimte S(llt) van Schwartz. Zij Ao := i(I + 2Q0D0). Dan is de operator A0 

essentieel zelfgeadjungeerd in L2(llt). De analyticiteitsruimte van de afsluiting A0 bestaat 
uit alle funkties fop llt waarvoor een i()o E (0, ~) bestaat zo dat f uit te breiden is tot een 
analytische funktie F op {rel"' : r E llt \{o}, i() E ( -l()o, 'Po)} en 

sup j IF(re'"")l 2dr < oo. 
'I'E( -<Po,'PO)IR 

7. 

Zij E, F twee lokaal konvexe Hausdorffruimten waarhij de topologie op E en F wordt 
voortgebracht door verzamelingen halfnormen 'P en Q resp. Veronderstel hovendien dat de 
halfnormen in 'P en Q afkomstig zijn van halfinprodukten. Dan is op de tensorproduktruimte 
E Q9 F op een natuurlijke wijze een lokaal konvexe Hausdorfftopologie T te definiëren door 
middel van halfnormen die afkomstig zijn van halfinprodukten. De topologie hangt niet af 
van de keuze van 'P en Q. Als E en F Hilbertruimten zijn, dan is de kompletering van 
(E Q9 F, r) gelijk aan het Rilhertruimte tensorprodukt van E en F. Als A en B positieve 
zelfgea.djungeerde operatoren zijn in Rilhertruimten X en Y resp., dan is de kompletering 
van (Tx,A Q9 Ty,B, r) gelijk aan TTx®Y;A®I,I®B· 
Literatuur:. [E4], Appendix C en Chapter 8 en [EG], Theorem III.6.5. 

8. 

Zij geen Lie algebra met universele overdekkings algebra U(g). Zij d1.d2 E IN en zij 
Xt, ... ,XduYt, ... ,Y,h Eg. Stel g = span({Xt, ... ,XdpYt, ... ,Yd2 }). Zij Yt {l, ... ,dt} 
en V2 := { 1, ... , d2}. We gebruiken dezelfde notaties als in dit proefschrift. Voor alle a E 
M(Vt) definieer X,. E U(g) op de voor de hand liggende wijze analoog aan blz. 12 van dit 
proefschrift. Definieer net zo Yp E U(g) voor alle f3 E M(Vz). Dan zijn er konstanten M,s?: 0 

en voor alle Tf,"f E M(Vi) en {3,6 E MWo~) met llïll + 11611 :$ 11/311 is er c~;~ E C zo dat voor 
alle a E M(V1 ) en f3 E M(Vz) geldt 
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en bovendien geldt 

2: 
-yEM(V,) 
SEM(V2) 

lhii+II611:511.BII 

-r,8 "'X 
c;-(a),J1I 6 (î',û(a)) 

Ie~:~ I:::; 8 U.BII (MII.BII)II'1II+II.BII-Ihll-ll811 

voor alle voorkomende '11,,8,;,6. 

9. 

De schriftelijke examens op zaterdag zullen snel worden afgeschaft indien ook hoogleraren 
als surveillant worden ingezet. 
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