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Abstract

Let G be a connected Lie group with Lie algebra g and a1,· .. , ad'

an algebraic basis of g. Further let Ai denote the generators of left
translations, acting on the Lp-spaces L p ( G; dg) formed with left Haar
measure dg, in the directions ai. We consider second-order operators

d' d'

H = - L: A Cij A j + L(Ci Ai + Ai c~) +Co I
i ,j=l i=l

corresponding to a quadratic form with complex coefficients Cij, Ci, c~,

Co E Lex;)' The principal coefficients Cij are assumed to be Holder con
tinuous and the matrix C = (Cij) is assumed to satisfy the subellipticity
condition

~C = 2-1
( C +C*) ~ It! > 0

uniformly over G.
We discuss the hierarchy relating smoothness properties of the

coefficients of H with smoothness of the kernel. Moreover, we establish
Gaussian type bounds for the kernel and its derivatives.

Similar theorems are proved for operators

d' d'

H' =- I: Cij Ai A j +L Ci Ai +Co !
i,j=l i=l

in nondivergence form for which the principal coefficients are at least
once differentiable.
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1 Introduction

Subelliptic operators on a Lie group G generate semigroups whose action is determined
by an integral kernel. The smoothness properties of the kernel as a function over G x
G are related to the smoothness of the coefficients of the operator as functions over G.
For example, in [EIR5] we proved that for subelliptic operators in divergence form with
uniformly continuous coefficients the semigroup kernel is Holder continuous of any order
v E (0,1) jointly in each variable, i.e., there is an improvement of almost one degree of
differentiability. Moreover, we established that the kernel and its Holder derivatives satisfy
Gaussian bounds with respect to the subelliptic geometry. Our aim is to establish that these
results are a general phenomenon, the kernel is almost one degree more differentiable than
the coefficients, and the kernel and its derivatives satisfy Gaussian bounds. In addition,
if the operator is in non-divergence form the improvement in smoothness is almost two
degrees, and the Gaussian bounds are still valid. In a recent paper [EIR6] we established
these properties for strongly elliptic operators and then, by scaling, obtained some partial
results for a particular class of subelliptic operators on a stratified Lie group. But the
general subelliptic case, and in particular the results for differentiable coefficients, requires
a quite different treatment and more sophisticated arguments.

The analysis of [EIR6] was based on De Giorgi estimates for solutions of the local elliptic
equations associated with the strongly elliptic operators. Our current starting point is an
idea of Xu and Zuily [XuZ], a particular transformation of vector fields, which allows us to
establish the appropriate subelliptic estimates in a sufficiently small neighbourhood of the
identity for operators with Holder continuous coefficients. Then translation invariance gives
De Giorgi estimates on the whole group and these can be turned into uniform Lipschitz
bounds on the derivatives by the arguments of [EIR6]. Next, if the coefficients are at
least once differentiable then the increased regularity of the kernel follows from a repeated
use of local and global properties for operators with constant coefficients. In Xu [Xu]
similar local estimates were deduced but in the present situation the proofs are simplified
by use of global results. In the strongly elliptic situation one could then exploit Davies'
exponential perturbation method to establish the Gaussian bounds but this is not possible
in the subelliptic case if more than one derivative is involved. Therefore we introduce a

. different iterative technique. We use a Taylor expansion to interpolate between Gaussian
bounds on the kernel and uniform bounds on its derivatives, and Holder derivatives, to
deduce Gaussian bounds on the intermediate derivatives. To be more precise we need to
introduce some notation. In general we adopt the notation of [Rob] and [EIR5].

First we consider second-order operators in divergence form,

d' d'

H = - L Aicij A j + :L(ciAi + Ai cD + eol ,
i,j=l i=l

(1)

with complex coefficients Cij, Ci, c~, Co E L oc . The Ai denote the generators, Ai = dL(ai),
of left translations L on the Lp-spaces in the directions ai of the Lie algebra 9 of G where
al, ... ,ad' is an algebraic basis of g. Subellipticity corresponds to the assumption that the
real part of the matrix C = (Cij) of principal coefficients is strictly positive-definite, i.e.,

RC = 2- 1
( C +C*) > It] > 0 ,

1
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in the sense of d' x d'-matrices, uniformly over G. (If at, . .. , ad' is a vector space basis of
fl then subellipticity corresponds to strong ellipticity.) The least upper bound, Jlc, of the
lower bound Jl in (2) is called the ellipticity constant and we set IIClloo = SUPgEG IIC(g)11
with IIC(g)11 the 12-norm of the matrix C(g) = (Cij(g»).

The operator H, formally given by (1), is precisely defined as the sectorial operator
associated with the form

d' d'

ep ~ h(ep) = E (Aiep, GijAjep) +E ((Ciep, Aiep) - (Aep, c~ep») + (ep, coep)
i,j=l i=l

on L 2 = L 2 (G j dg), where dg denotes left invariant Haar measure, with domain D(h) =
L~;l = n1~1 D(Ai ). The form h is closed, H is maximal accretive and it generates a strongly
continuous, holomorphic, semigroup S on L 2 (see, for example, [Kat], Chapter VI). If the
principal coefficients Cij are right uniformly continuous then S extends to a holomorphic
semigroup on all the spaces Lp ( G j dg), p E [1,00]. The extension is strongly continuous if
p E [1, (0) and weakly* continuous if p = 00 (see [EIR5], or [Aus] for the case G = R d).

Moreover, Hand S act on the spaces Lp = Lp ( G j dg) formed with respect to right Haar
measure dg. The key to these interpolatory properties is the existence of a semigroup kernel
(g, h) ~ Kt(g; h) satisfying Gaussian bounds with respect to the appropriate subelliptic
parameters.

Let d'( . ; . ) be the right invariant distance canonically associated with the algebraic
basis aI, ... ,ad" This distance has several equivalent characterizations but in particular it
is given by

d'

d'(g; h) = sup{ 11/7(g) -1/7(h)1 : 1/7 E C:'(G) , L: I(AitP) 1
2 $ 1 }

i=l

(3)

where the tP are real-valued ([Rob], Lemma IV.2.3, or [EIR4], Lemma 4.2). Next introduce
the subelliptic modulus 9 ~ Igl' = d'(g j e), where e denotes the identity of G, and let D'
denote the local dimension, i.e., the integer for which the left Haar measure IB'(g j 1')1 of
the ball B'(g; 1') = {h E G ; d'(g j h) < l' } satisfies bounds c-1rD' :::; IB'( e j 1') I :::; crD' for
some c > 0 and all small r.

The principal result on the semigroup kernel !{ derived in [EIR5] can be summarized
as follows.

Theorem 1.1 Let H be a subelliptic operator in divergence form (1) and S the correspond
ing semigroup. Suppose the principal coefficients (Cij) of H are right uniformly continuous

and Gi, c~, Co E Loo(G). Then the action of S is given by an integral kernel K which satisfies
bounds

IKt(gjh)1 $ a C D'/2 ewt e-b(lgh-
1

1')2t-1

for some a, b > 0 and w ~ 0 uniformly for g, h E G and t > O. The kernel is Holder
continuous and for all /I E (0,1), K> 0 and T E (0,1) there exist a,b > 0 and w 2:: 0 such
that

IK (k-Ig' 1-1h) _ J{ (g' h) I < a t-D' /2 ewt ( Ikl' + Ill' ) v e_b(lgh- I I')2 C l

t, t, - tI/2 + Igh-tl'
for all g, h, k, 1 E G and t > 0 with Ikl' + Ill' :S K tl /2 + T Igh-ll'.
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In [EIR5] a similar result was stated with r = 2-1 but this particular choice was not
essential.

This theorem provides the starting point of our discussion of more detailed smoothness
properties. To formulate our results we need a multi-index notation suited to the definition
of products. If n E No we set

n

I n (d')=EB{1, ... ,d'}k and
k=o

00

J(d') = U In(d')
n=O

Then we define Aa == Ail" .Ai " for a == (i l , .. . ,in ) and set n = 10'.1. We also use the
convention AClI == I if lal == O. Further we set L~jn = nO/On(d') D(AOI) in Lp with norm
Ilepll~jn == maxaEJ,,(d/) IIAOIllp and seminorm N;;n(CP) == maxlal=n IIAO/epllp. For the Lp-spaces
we use the notation Lfi;n, etc..

Next for 1/ E (0,1) define the subelliptic Holder space CIJ'(G) as the continuous, but
not necessarily bounded, functions over G for which

is finite. Analogously, if n E No and /I E (0,1) introduce the space of bounded functions

cn+IJ '(G) == {cp E L'oo;n : AOIep E CIJ'(G) for all a E In(d')} ,

with norm

lIepllc n+v1 == max (1Iepll~'n, max IIIAOIcplllav ,) •, OIEJn(d')
Note that L~;n+l(G) C Cn+v'(G) for all n E No and 1/ E (0,1).

The differentiability properties of the kernel, (g, h) I-t Kt(g; h), involve derivatives with
respect to both variables. Left derivatives with respect to the first variable will be denoted
by AKt and left derivatives with respect to the second by BJ{t. Multiple derivatives
A ClI K t , B/3K t etc. are expressed with the aid of multi-indices.

Our first result improves Theorem 1.1 whenever the coefficients are Holder continuous.
It is a direct extension of Theorem 1.1 in [EIR6] from strongly elliptic operators to subel
liptic operators and makes precise the statement that the kernel is almost one degree more
differentiable than the coefficients.

Theorem 1.2 Let H be a subelliptic second-order operator in divergence form (1) and let

0</ < 1/ < 1. If Cij, Gi, ci E CV'(G) and Co E 1 00 then K t is once left differentiable in the
first variable and the derivatives are once left differentiable in the second. Moreover, for
all a, j3 E JI(d'), K, > 0 and r E (0,1) there exist a, b > 0 and w ~ 0 such that

\(AClIBfJ[{t)(gj h)1 S; ar(D'+lal+lfJl)/2ewte-b(lgh-ll')2t-l

for g, h E G and t > 0 and

I(AO/B{3[(t)(k-Ig ; 1-1 h) - (AClI B{3 Kt)(g; h) I

< a r(D'+la!+lfJl)/2 ewt ( Ikl' + Ill' )"1 e-b(lgh-II')2t-l

- t l / 2 + Igh-ll'

for all g, h, k, 1 E G and t > 0 with Ikl' + III'S; K, t l
/

2 + r Igh-II'.
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Note that in the strongly elliptic case analyzed in [ElR6] the theorem is also valid with,= lJ.

Our second result concerns operators with differentiable coefficients. But if the Cij and
c~ are once differentiable then the operator can be rewritten in non-divergence form

d' d'

H = - I: Cij Ai A j +L: Ci Ai + Co 1
i,j=1 i=1

(4)

and conversely an operator of the form (4) with the Cij differentiable can be written in the
divergence form (1) with the c~ = O. Therefore the result on kernel smoothness can be
formulated for either form of operator. In fact the strongest statement is for non-divergence
form operators for which there is an improvement of almost two degrees of differentiability
in the first variable.

Theorem 1.3 Let H be a second-order subelliptic operator in non-divergence form (4)
with Cij, Ci, Co E Cn+v ,(G) for some n E Nand 0 < lJ < 1. Then the semigroup kernel
]{t is (n + 2)-times differentiable in the first variable and the derivatives with respect to
the first variable are n-times differentiable with respect to the second. Moreover, for all

a E I n+2(d'), 13 E In(d'), ",* E (0, I), K > 0 and T E (0,1) such that 10'1 +, < n + 2 + lJ

and 1131 +,* < n + lJ there exist a, b > 0 and w ~ 0 such that

I(Aa Bf3Kt)(g j h) I :::; a r(D'+lal+If3I)/2ewte-b(lgh-ll')2t-l

and

I(Aa Bf3 ]{t)(k-1g; I-I h) - (AO Bf3]{t)(g j h)1

<aC(D'+IO I+If3I)/2ewt(( Ikl' )"1+( Ill' )"I*)e-blgh-112t_l
- t 1/ 2 + Igh-Il' t l / 2 + Igh-II'

uniformly for all t > 0, g, h E G and k, lEG such that Ikl' + Ill' :::; K t I
/

2 + rlgh-Il'.
Similar statements are valid for n = I, lJ = 0 and Cij, Ci, Co E L:x,jI'

The theorem extends a result, Theorem 1.5.111 of [ElR6], previously obtained for
strongly elliptic operators. As a corollary it follows that if H is in either divergence or non
divergence form and Cij, Ci, Co E Cbjoo ( G) then the kernel is infinitely often differentiable
and one has Gaussian estimates for all its derivatives.

2 Operators with ClJl-coefficients

In this section we consider operators in divergence form (1) with Cij, <E CV', for some
lJ E (0,1), and Ci, Co E L oo • Our aim is to establish bounds on the semigroup S as an
operator from L 2 into Ct+v ,. In Section 4 we then use these bounds to derive Gaussian
bounds on the semigroup kernel.

In [ElR6] similar bounds were established for strongly elliptic operators or for certain
subelliptic operators on stratified groups. In the latter case we exploited the existence of
special 'linear' functions on G, i.e., for each choice of 6, ... ,ed' E C there exists a r: G -t C

4



such that Air == ti for all i E {I, ... , d'}. But such functions do not exist, even locally,
on a general group and for a general algebraic basis. Therefore quite different arguments
are necessary. In a similar context Xu and Zuily [XuZ] circumvented this problem with an
appropriately chosen transformation of vector fields. Set B'(r) = B'(e i r) for all r > O.

Lemma 2.1 There exist R I > 0, real COO-vector fields Yl, ... ,}d, on B'(2Rd and a COO_
function T: B'(2RI) --+ GL(d', R) such that

I. Ailg= Ej~l[T(g)]ij Yilg for all i E {I, ... ,d'} and 9 E B'(RI),

II. T(e) = 1, and,

III. for a1l6, ... ,td' E C there exists a smooth function T:B'(RI) ---+ C such that
(YiT )(g) == ti uniformly for all i E {I, ... , d'} and 9 E B/(Rl ).

Proof This follows from [XuZ], Lemma 2.2 and Corollary 2.3. o

Throughout the following RI , Yl, ... ,}d, and T will be chosen as in Lemma 2.1. Our
immediate aim is to estimate in various ways the effect of passing from the Ai, viewed
locally as vector fields, to the Yi. For this we need the following spaces. Let

H~;l(B'(g;r» = {ep E L2 (B'(gjr»: Ai<p E Lz(B/(g;r» for all i E {I, ... ,d'}} ,

for each 9 E G and r > 0, where Ai'P denotes the distributional derivative in V'(B'(g; r»,
with the norm

Note that for r ~ R I and 9 = e one also has

H~;I(B'(r» == {cp E L2 (B'(r»: Yi<P E L 2(B'(r» for all i E {I, .. . ,d'}} ,

where YiCP denotes the distributional derivative in V'(B'(r», since

d'

Yil g == E[(T(g»-l]ij Ajlg

j=1
o

for all i E {I, ... ,d'}. We denote by Hb(B'(r» the closure of C~(B'(r» in H~;l(B'(r».

Lemma 2.2

I. There exists an MI > 0 such that

~ ~ ~

MIl 2: { IAkCPlz S L ( IYk'Pl z ~ M l L f IAk'P12

k=1 JB'(R) k=l JB'(R) k=l JB'(R)

uniformly for all R E (0, Rl ] and ep E H~'l (B'(R»).,
II. There exists an M2 > 0 such that

~ ~

L r !(Yk - Ak)<p!2 S M2 R2 L r IYk'P1 2

k=l JE'(R) k=l JB'(R)

uniformly for all R E (0, Rl ] and r.p E H~'l(B'(R).,
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III. There exists an M3 > 0 such that

uniformly for all R E (0,R1L all cp,'lj; E H~i1(B'(R)) and i,j E {I, ... , d'}.

IV. There exists an M 4 > 0 and R2 E (0, R1 ] such that

d'

f I(Yi +Yi*)epI2 $ M4 R2L f IYkcpl2
lB'{R) k=11B'{R)

o
uniformly for all R E (0, R 2L cp E H~;l (B'(R)) and i E {I, ... ,d'}.

Proof Statement I follows from Lemma 2.1.1 and the smoothness of the function 9 I-t

(T(g)t 1 on B'(2R1 ).

Secondly,

~ ~

L: i I(Yk - Ak)epl2 $ d' L: i dg 1(6jk - [T(g)]ki)(Yjep)(g)1 2
k=l B'{R) j,k=l B'{R)

d'

$ M2R2L l IYkcpl2
k=l B'{R)

where we have used

16jk - [T(g)]kil $ M Igl ::::; M Igl'
for some M > 0, uniformly for all 9 E B'(R1 ), which in turn follows because T(e) = I and
T is a COO-function on B'(2RI).

Statement III is an easy consequence of the inequality

the Cauchy inequality and the previous two statements.
Finally, Yi + Yi* is a multiplication operator with a COO-function. Therefore

f I(l': +Y*) 12 < M ( I 12
lB'{R) 1 1 ep - lB'{R) cp

for a suitable M > 0 and Statement IV follows from the Dirichlet-type Poincare inequality,
[EIR5] Proposition 2.2. 0

We next use the vector fields Yi to prove Campanato-type De Giorgi inequalities for
the A. First we examine the situation for operators with constant coefficients expressed
in terms of the Yi. If 9 E G, r > 0 and ep E L1 (B'(g ; r )) let (ep) g,r denote the mean value
of cp over B'(g ;r) and for 9 = e set (ep)r = (CP)e,r.

Lemma 2.3 For all M, ft > 0 there exist CDG, c'nG > 0 such that for all matrices of
constant coefficients C = (Cij) with ftc ~ 11, and IIClloo :S M, all R E (0, Rd and for all
cp E H~'l (B'(R)) satisfying,

d'

- L Cij Yi }j r,o = 0
i,j=l

6



weakly on B'(R) one has

uniformly for all r E (0, R].

Proof By Lemma 2.l.III there exist COO-functions XI, ... , Xd': B'(Rd -t C such that
YiXj = Dij. Let Ro E (0,1] and (J E (0,1) and let t]R denote the cut-off functions of [EIR5],
Lemma 2.3. Fix n > 1 + D'/2. Let C be a constant matrix with flc 2:: fl and IIClloo :::; M,
then with R E (0, Ro 1\ R1] let rp E H~;l (B'(2R)) satisfy - Et,~=l Cij Yi}j <p = °weakly on
B'(R). Finally, let r E (0,a2R].

Set bi = (Yirp)R for all i E {I, ... , d'}, 'l/; = rp - L:t::l bi Xi and l' = 'ljJ - ('l/;)R. Then
'Ij;, l' E Hb(B'(R)), Yi1' = Yirp- (Yi<P)R, (YiT)R = 0 for all i and - L:f,~=l Yi Yj l' = 0 weakly
on B'(R). Next let ( E H~'l (B'(R)) be such that,

Then

d'

- L Cij Ai Aj (= °weakly in B'(R)
i,j=l

o

X = T - ( E H~;l (B'(R))

~ ~

L r IYk<p - (Yk'P)q-t rI
2 $ 2: r IYk1' - (Ak()q-1r 1

2
k=l JB'(q-1r) k=l JB'(q-1r)

d'

$ 3 L: r IAk( - (Ak()q-l r I2
k=l JB'(q-1r)

~ ~

+3{; ~,(q-lr) I(Yk - Ak)TI
2+3(; L'(u-tr) IA kxI

2

We estimate the three terms separately.
First

d'

L r IAk( - (Ak()q-1rI2
k=l JB'(<1-t r)

d'

S IB'(a-1r)I-1L r dg r dh I(t]RAk()(g) - (rlRAkO(h)12
k=l JB'(u-l r) JB'(q-l r )

d'

S crD
'+2 L IIAi1]RAk(ll~ .

i,k:=l

But the Sobolev embedding theorem gives

IIAi 1]RAk (lloo = II Ai1]RAk (( - (OR)lloo

:::; cn-D'/2-1N~;n(t]RAd( - (OR)) + cc-D '/2-1111]R A k(( - (()R)1l2 ,

7



uniformly for all c E (0,1], for some c > 0, depending only on G, n and the algebraic basis.
Setting c = R gives

IlAtrmAk(lloo :s; Rn
-
D'/2-1 N~jn+l (r/R{( - (OR)) +Rn- D' /2-1 N~;n{{Ak7]R)(( - (()R))

+cR-D'/2-1117]RAk{( - (()R)112

:s; CJ1.,M,nR-DI/2-1 (t f IA j {( _ (OR)12)1/2 ,
j=l JBI(R)

by Lemma 3.l.II of [EIR5], for some CJ1.,M,n > 0, depending only on fl, M and n, and
for R E (0, R/-L,M,n], where R/-L,M,n > 0 is a constant which depends only on j.£, M and n.
Therefore
~ ~

I: ( IAk(-(Ak()q-1rI 2 :S;c(rjRl'+2I: f IAk(1 2
k=l JB'(u-1r) k=l JB'(R)

d'

:s; 3c{r/R)D'+2 I:1 IYk 7 1
2

k=l B'(R)

d' d'

+ 3c I: r I(Yk - Ak )'T1 2 + 3c I:1 IAkxl2

k=l JB'(R) k=l B'(R)

d'

= 3c{r/R)D'+2 I:1 IYk'P - (Yk'P)RI 2
k=l B'(R)

d' d'

+ 3c I: r I(Yk - Ak)'T12+ 3c I:1 IAkxI
2

k=l JB'(R) k=l B'(R)

Secondly,

~ ~ ~

I: f I{Yk - Ak)71 2 S; M2 R2 I: f IYk 'T1 2 = M2 R2 I: f IYk'P - (Yk'P)RI 2
,

k=l JB'(R) k=l JBI(R) k=l JB'(R)

by Lemma 2.2.11.
Thirdly,

d'

j.£c I: r IAkXI 2 S; Re{X'-LCijAiAjX) = I:Cij Re(Ax, Aj'T)
k=l JB'(R)

S; I:Cij Re{Yix,}j 7)

(

d' ) 1/2 ( d' ) 1/2

+ IICIl oo M 3 R Ek'(R) IYkXl
2 Eh'(R) IYk7 1

2
,

where we have used Lemma 2.2.III. Next, if R is small enough,

I: Cij Re(Xx,}j 7) = - L Cij Re(y:*x,}j 7) +L Cij Re((Yi + t:*)X,}j 'T)

=L Cij Re( (Yi +t:*)x, }j 7)

8



since - L: Cij }i YiT = 0 weakly on B'(R), and we have used Lemma 2.2.IV.
Combination of these estimates then gives

~ ~

L 1 IAlexl 2
::::; cR

2 L 1 IYw' - (Y/cCf')RI 2

k=1 B'(R) /c=1 B'(R)

if R ::::; R2 where Rz > 0 depends only on the vector fields and c > 0 also depends on fJ,

and M.
Combination of all previous estimates then establishes the bounds

~ ~

L { IYkCP - (Y/cCP)q-1rl z ~ cDG(r/R)D
1
+2 L f IY/ccp - (YkCf')RI Z

k=1 1B1(IT-1r) k=1 1B1(R)

d'

+c'nGRz 2: f IY/cCf' - (Y/cCf')RI 2

1e=1 1B1(R)

uniformly for all 0 < R ::::; flo 1\ RI 1\ Rz, all 0 < r ::::; (72R and for all C{) E H~;I (B'(2R))
satisfying the equation - L Cij }i Yi Cf' = 0 weakly on B'(R). From this the lemma follows
as in the proof of Proposition 3.4 in [EIR5]. 0

We are now in a position to derive Campanato-type De Giorgi estimates for subellip
tic operators with CIlI-coefficients in divergence form. It is convenient to express these
estimates uniformly for a large class of operators.

Let Ediv(v, Ji-, M) be the set of all pure second-order subelliptic divergence form opera
tors

d'

H == - L Ai Cii Ai
i,j=1

with Cij E CIII, where fJ" M > 0, v E (0,1) and one has fJ,c 2:: fJ" 1101100 ::::; M and
IlIciilllcvl::::; M for all i,j E {1, .. . ,d'}.

Proposition 2.4 For all M, p > 0 and v E (0,1) there exist CDG, cVG > °such that for
all HE EdiV(v,p,M), all R E (0,1] and all cP E H~.}(B'(R)) satisfying Hep =°weakly on
B'(R) one has '

~ ~

L r IAIe)O - (AkCP)rI Z ::::; cDG(r/R)D1+Z L f IAleC{) - (Ak)O)RI 2

1e=1 JBI(r) 1e=1 1B'(R)

d'
+C' R211

" r IA/cCf'l z
DG L.-; JB'(R)1e=1

uniformly for all r E (0, R].

Proof Let CDG and c'nG be as in Lemma 2.3 and M}, ... , M4 and Rz as in Lemma 2.2.
Let H E Ediv(v,p,M), R E (O,RI] and suppose cP E H~'I(B'(R)) satisfies Hep = 0 weakly
on B'(R). Let r E (O,R]. Then '

~ ~

L r \Akrp - (AkCP)r 1
2 ~ L f IAkCf' - (YkCf')r I

Z

k=1 1B'(r) k=1 1B'(r)

~ ~

:S 2 L f IY/ccp - (YkCP)r 1
2 +2L r I(Ak - Yk)cpl2

k=1 1B'(r) Ie=} lB'(r)

9



Next, since
d' d' d'

- L CiAe) Yi Yj = I: Cij(e) I:* Yj - L Cij(e)(Yi +1i*) Yj
i,j=l i,j=l i,j=l

and Yi +1i* is a multiplication operator with a COO-function it follows that there exists an
11 E H~;l (B'(R)) such that

d'

- 2: ciAe) Yi }j 7J = 0 weakly in B'(R)
i,j=l

o

X = cP - 7J E H~;l(B'(R))

Then arguing as in the proof of Proposition 2.6 in [ElR6] one deduces that

~ ~

L r IYkCP - (YkCP)rI 2 ~ 4cDG(rjR)D'+2 L r IYkCP - (YkCP)RI 2

k=l JB'(r) k=l JB'(R)

~ ~

+4c'naR2 L r IYkCPl2 + (2 +4CDa +4c'nG) L f IYkxl 2

k=l JB'(R) k=l JB'(R)

d'

~ 8cDG(rjR)D'+2 I: r lAW' - (AkCP)RI 2

k=l JB'(R)

d'

+ (8cDaM2+ 4c'na)M1 R
2 L 1 IAkCPl2

k=l B'(R)

d'

+ (2 +4CDG +4c~G) L 1 /Ykxl 2

k=l B'(R)

But
~ ~

f1- El, IYkXl 2 ~ Re 2: CiAe)(Yix, J'iX)
k=l B (R) i,j=l

~ ~

= - Re L Cij(e) (I:*X, J'iX) + Re E Cij(e) ((Yi + I:*)X, }jX)
i,j=l i,j=l

d'

~ - Re L Cij(e) (Yi*X, Yjcp)
i,j=l

d' )1/2( d' )1/2+ IIC\looM~/2R( L r IYk xl 2 2: f /Ykxl 2

k=l JB'(R) k=l JB'(R)

if R ::; R2. So if, in addition, R S 2-11ICII;~} M;1/2 f1- then

d' d'

f1- 2:1, IYk x\2 ~ -2 Re L Cij(e) (I:*X, Yjcp)
k=1 B (R) i,j:::1

~ ~

= 2Re L Cij(e) (XX, Yjip) - 2 Re L Cij(e) ((Yi + ~*)X, Yjep)
i,j=1 i,j=1

10



But similarly one has

and

if R ~ R2 • Therefore

~ ~

Re L: Cij(e)(Yix, }jep) ~ Re L: Cij(e)(Aix, Ajep)
i,j=l i,j=l

and

~ ~

Re L: cij(e)(Aix,Ajep) = Re L: (AiX,(cij(e) - cij)Ajep)
i,j=l i,j=l

(
d' )1/2( d' i )1 /2

~ d' sup IllCijlllClI,Rv L f IAkxl 2 L: IA k epl2
i,j k=l JB'(R) k=l B'(R)

(
d' ) 1/2 ( d' 1 )1/2

~ d' M M;/2 R V I: r IYkXl2 L: IAkepl2
k=1 JB'(R) k=1 B'(R)

where we used the assumption Hep = °weakly on B'(R). Combining these estimates then
gIves

~ ~

Il L r IYkXI 2
::; C R2/J.L r IAk epl2

k=1 JB'(R) k=1 JB'(R)

if R ~ R3 , for some R3 E (0, R11and C > 0, depending on Il and M and the proposition
follows. 0

As a corollary we obtain Campanato-type De Giorgi inequalities for balls with an
arbitrary centre.

Proposition 2.5 For all M, /-l > °and II E (0,1) there exist CDG, cDG > 0 such that for all
HE £div(lI,p"M), all 9 E Gall R E (0,1] and allc.p E H~;l(B'(g;R)) satisfying Hc.p = a
weakly on B'(g; R) one has

uniformly for all r E (0, R].

11



Proof This follows by right invariance. For all operators H
£cUv ( v, f-l, M) and 9 E G one has

d'

- E Ai (R(9)Cij) A j E £diV(V, 11, M)
i,j=1

and the Ai commute with the R(g). o

The arguments of [EIR6], Section 3, now allow us to derive crossnorm estimates on the
semigroups generated by divergence form operators with Holder coefficients. For V2 E (0, 1),
vI, v~, Va E [0, 1), 11 > 0 and M > °let £div (V2' Vb v~, vo, j.t, M) denote the set of all second
order subelliptic operators of the form

d' d'

H == - I: Ai Cij Aj + E(Ci Ai + Ai c~) + CO I
i,j=I i=I

such that II Clloo 5 M, Ilc 2: 11, Cij E CY2', "leij 1110"2' 5 M, IICi 1100 5 M, and IllCilllcVl' 5 M
if VI > 0, with similar conditions on the ci and Co.

Proposition 2.6 Let V E (0,1). Then for all M, j.t > 0 there exist a,w > 0 such that
StC':(G) c CHV'(G) for all t > 0 and

IIStepllct+Jl1 5 arD'/4r(HII)/2ewtl/epIl2

uniformly for all HE £diV(v,O,v,O,jt,M), ep E C~(G) andt > O.

Proof This follows precisely as in [EIR6], Section 3, up to Proposition 3.3, but now it is
easier, since there is no Davies' exponential perturbation involved. 0

In Section 4 these bounds will be used to deduce kernel bounds for J{t.

3 Operators with Cn+v'-coeflicients

The aim of this section is to establish an analogue of Proposition 2.6 for operators with
smoother coefficients and in particular for coefficients which are at least once differentiable.
If the coefficients Cij and ci of the operator (1) are once differentiable then it can be rewritten
in non-divergence form

d d

H == - L Cij AiAj +E Ci A +Co I
i,j=l i=l

with redefined Ci and Co. There are two good reasons for considering non-divergence form
operators. First one has improved smoothness properties for the kernel of the semigroup
generated by non-divergence form operators. Secondly, these operators allow one to exploit
perturbation arguments (see [Xu]). The important ingredient is an optimal regularity result
for operators with constant coefficients on Holder or Lipschitz spaces.

If n E No and v E (0,1) then

12



with equivalent norms, where, in general, (X, Y)'Y,PiK denotes the real interpolation space
in the sense of Peetre. These identities follow from [ElR2], Theorems 2.1 and 3.2. Since
Illeplllev • S; d' lIepll~;l' one deduces that Ileplle-YI ::; d' Ileplle?"1 for all "T E (0,00)\N with
,S; To By Leibniz' rule and Lemma 2.1.1 of [ElR6] the spaces Cn+v

, are algebras and

n

IIep 7/Jllcn+v1 ::; bn+vL (lIep"~ikll7/Jllcn-k+vl + Ilepllck+vlll7/Jll~in-k)
k=O

(5)

for some bn+v > 0, uniformly for all ep, 'l/J E Cn+v'.
We now use the notation of [ElR5]. In particular, let Ro E (0,1], u E (0,1) and let

fJR denote the cut-off functions of Lemma 2.3 in [ElR5]. Then IlfJRII~'n ::; cnR-n for all
I

n E Nand R E (0, Ro] and, by interpolation, II1]Rllc'Y1 ::; CyR--Y for all, E (0,00) \N and
R E (0, Ro]. Moreover, 1]R = 1 on B'(uR) and supp 1]R C B'(R).

Lemma 3.1 For all n E N there exists a c > °such that

uniformly for all R E (0, Raj, k E {O, ... ,n} and ep E L'oo;n with ep(e) = 0.

Proof If lal = k then II(Actr}R)eplloo ::; IIAct1]RlloosuP9EBI(R) lep(g)-ep(e)1 ::; cR-k llepll'oo;l R .
Therefore

IW(~RCP)II= :S II(A·~RMoo +~ C) II~RII:"';llIcpll:"';k-1

:S cK
k+1llcpll:"';l +~ me' frlllcpll:"'"

and this immediately yields the desired bounds. o

The optimal regularity property for operators with constant coefficients is as follows.

Theorem 3.2 For all n E No! v E (0,1) and M, J-l > 0 there exist A > °and c > Osuch
that for all H = - E1,~=l Cij AAj with constant coefficients C = (Cij) satisfying J-le 2:: J-l
and IIClloo ~ M one has

(6)

and

uniformly for all ). 2:: A and ep E Cn +2+v
I •

Proof The bounds (6) follow since H generates a continuous semigroup on Cn +v
, with a

kernel satisfying Gaussian bounds, and the parameters in the Gaussian bounds depend only

13



on M and 11. The optimal regularity of the operator H follows from [EIR2], Theorem 4.1,
where it has been proved that there exists a c > 0, depending on H, such that

Ilepllcn +2+v1 ~ c(IIHc.pllcn +v1 + Ilepllcn +v1) (7)

uniformly for all ep E Cn+Z+I/'. (Although [EIR2] only deals with real symmetric coeffi
cients, the results are also valid for complex subelliptic operators, see, for example, [EIR3]
Theorem 3.1.) But the set of coefficients of all constant coefficients operators with l1a ~ 11
and 1101100 ~ M is a compact subset of C(d

l
)2. Moreover,

Cn+2+II
' - { E L' . A·A· Cn+II '.r II" {I d'}}- CP 00'2' 1 Jep E lor a 2,J E , ... ,,

Therefore the constant c in (7) must be uniform on compact sets by an argument similar
to that used in the proof of Theorem 3.7 in [EIRl].

Finally, for all ..\ ~ A one has

Ilepllcn +2+v1 ~ c(IIHepllcn+v1 + Ilepllcn +v1)
~ cII(H + ..\/)cpllcn+v1 + (c +..\) Ilcpllcn +v1

~ (c + (c + "\)C..\-1) II(H + ..\I)epllcn+v1

~ c(2 +cA-1)II(H + ..\/)c.pIIcn+vI

for all ep E Cn+2+ II
'. 0

Now we turn to operators with variable coefficients. For N2 E N, N1 ,No E No,

V2, V1, Vo E (0,1), f.J, > °and M> 0 let

denote the set of all second-order subelliptic operators of the form (4) such that Cij E
CN2+112

', IlCijllcN2+V21 ~ M, 1101100 ~ M, the ellipticity constant 110 ~ 11 and similar condi
tions on the Ci and co.

If n E N, v E (0,1) and M,11 > 0 then for all R ~ Ito /\ (2(d')2 M)-l l1 we can associate
with each H E £DODdiv(n + v, n + v, n + v, 11, M) the divergence form operator

~ ~ ~

H~ = - L: Ai(Cij(e)+17R(cij-Cij(e)))Aj+L:17RCiA+E (Ai(17R(Cij-cij(e))))Aj+17RCol
i,j=1 i=1 j=1

Formally, H'R = Ho + 17R(H - Ho), where Ho = - Lt,~=1 Cij(e) Ai Aj is the pure second
order operator with coefficients fixed at the identity. The condition on R implies that
the ellipticity constant of the operator H'R is at least 2-111. If c is as in Lemma 3.1 then
IIAi(17R(cij - Cij(e))) 1100 ~ 2cM. Hence there exists a ..\0 > 0 such that

d'

Re(ep, (H~ + ..\l)cp) ~ 2-1 1£ E IIAc.p112
i=1

uniformly for all R E (0, Ro /\ (2(d')2Mt1 1t], c.p E D(H'jO and ..\ ~ "\0,

14
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Lemma 3.3 For all n E No) v E (0,1) and M, fJ, > °there exist R E (0, Rol\(2(d')2Mt1 fJ,]

and C > °such that for any H E fnondiv((n V 1) + v,(n VI) + v,(n VI) + v,fJ"M»)
<p E D(H'R) n Cn+v1 and 1/J E L~;l n Cn+v1 with

HR<P = 1/J ,

weakly on L~'l) one has <P E Cn+2+v
I and,

Proof It follows from (5) and Lemma 3.1 that

n

Ilrm(cij - Cij(e»Ai Ajrllcn+ul ~ bn+v E II1JR(Cij -Cij(e»II~;kllrllen+2-k+1I1
k=O

n

~ bn+1J c llCij Ile n+u1 E R-k+lllrllen+2_k+ul +R-k
-

v
117"1I~;n+2-k

k=O

for all 7" E Cn+2+v ,. Therefore

n

II1JR(cij - Cij(e» Ai Aj7"llcn+1I1 :::; bn+v eM E R-k+1 (c;kll7"llen+2+ul + c' c;-(n+2-k+lJ) 117"1100)
k=O

+ R-k
-
v(SZ+v 117"llcn+2+1I1 + c' 8k(n+2- k

) 117"1100)

:::; e" (RV Il7" Ilcn+2+11 I + R-2(n+2) 117"1100)

for some cIf > 0, uniformly for all R E (0, RoJ and 7" E Cn+2+ IJ
' by choosing Sk 

R-(k+211 )!(k+//) and c; == R. Similarly

and
117m Co 7" Ilcn+u I ~ c" (Rllllrllcn+2+111 + R-2(n+2) II r 1100) ,

possibly by increasing c". Combining these estimates it follows that there exists a c' > °
such that

I17JR(H - Ho)rllcn+1I1 ~ c' (RII /17" l/en+2+ 111 + R-2(n+2)llrllen+lIl)

uniformly for all R E (0, Ro] and 7" E Cn+2+1I
'.

Now let c ~ 1 and 1\ > 0 be as in Theorem 3.2. For clarity, let Hh == Ho + rm(H - Ho)
denote the operator with domain Cn+2+ IJ

' and codomain Cn +v
,. Then

II1JR(H - HO)7"llcn+vl :::; e' (RlI l/7"llcn+2+1I1 + R-2(n+2) 117"llcn+vl)
::; ee' (RV + .A-I R- 2(n+2»II(Ho + .AI)rllcn+v1

for all T E Cn+2+ v , and R E (0, Ro). Hence if R :::; (4- 1cc')1/1.1 and .A :::: 4cc'R- 2(n+2) then
the operator H~ + .AI: Cn +2+1.11 -7 Cn+lIi is invertible and
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for all T E Cn+2+v ,.

Now we complete the proof of the lemma. Increasing Aand decreasing R, if necessary,
the operator H)t) + AI where Hk,2): L~'2 -+ L2 denotes Ho+T/R(H - Ho) is also invertible.

Then the perturbation series for the in;erses gives (H£)+AI)-l (Acp+'!f;) = (H~+AI)-l (Acp+
'!f;) as functions on G and as (H~ + )..I)-l(Acp + '!f;) E Cn+2+1I ' it remains to show that
(H)t) + AI)-l(Acp + '!f;) = cp. Since HE{ is an extension of H£) it suffices to show that
HE{ + AI is injective on L~;l if A is large. But this is obvious from the ellipticity estimate
(8), if A is large enough. 0

The next lemma provides the induction step for the general theorem.

Lemma 3.4 Let n E No, v E (0, I), M,p > 0 and a,w > O. Suppose for all H E
£nondiv( (n VI) + II, (n VI) + II, (n VI) +II, j1, M) one has StC':(G) C cn+I+lI' and

IISt'PllcntHv, ~ a CD' /4C (n+I+1I)/2 ewt ll'Pllz

for all t > 0 and'P E C':(G).
Then there exist a',w' > 0 such that for all HE £nondiv((n VI) + 1I,(n VI) + 1I,(n V

1) +II, p, M) one has StC,:( G) c Cn+2+v, and

IISt'Pllcnt2t", ~ a' C D'/4c (n+2+V )/2eW'tllcpllz

for all t > 0 and'P E C':(G).

Proof By density and interpolation with the Leo-bounds (32) of [EIR5] it follows that
for all 'Y E (0, n + 1 + v] \N there exist a-y > 0 and W-y ~ °such that

IIStcpllc-Yi ~ a-y C D'/4C-y/2ew-yt II'P 112

for all t > 0 and ep E C,:(G).
Let R E (0, Ra] and C > 0 be as in Lemma 3.3. Then

H'RT/uRStCP = HT/uRStCP = T/qRHStcp + [H, T/uR]Stcp

=T/qRSt/2HSt/2'P+ 2: C{3,-y(A{3T/uR)A'YStcp
1111+1"119

hlSl

weakly on L~;l' for some CO/,{3 E Cn+v
' with Ilca,l1llcnt", ~ (d' + l)M. But the right hand

side is an element of Cn+v '. Hence

IIT/qRStepllcnt2+V' S; c IIT/uRSt/2HSt/2'Pllcntv,

+ C L 2(n +1) bn+v llc{3,-y (A{3T/uR)llcntv,IIA'YSt'Pllcntv,
113I+hIS2

hlSl

+c IITJuRSt'Pllcntv,

S; c'an+v CD'/4C(n+v)/2eWntvt IIHSt/2'Pllz

+ c'an+I+vCD'/4C(n+I+v)/2 eWntltvt II epllz
+ c'an+lIC D' /4r(n+v)/2eWntvtllepliz

~ a'CD'/4r(n+2+v)/2 ew't Ilcplli
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for suitable e', a' > a and w' 2: 0, where we used inequality (8) of [ElR5] in the last step.
By interpolation it follows that 'f/aRSt<P E L~;n+2 and

for some a" > 0 and w" ~ O. We conclude that there exist a, w > a such that if H E

£nondiv((n VI) +v, (n VI) +v, (n VI) + v, fl, M), t > 0 and <P E L2 then Step is (n+ 2)-times
differentiable on B'( (J"2R),

and
1((1 - L(g))(AO!St<P)) (e)1 S; a (lgl'yrD'/4r(n+2+v)/2ewtllepI12

uniformly for all 9 E B'((J"2 R) and a E I n+2 ( d'). Then by right translation of the coefficients
of H one deduces that St<P is (n +2)-times differentiable on G,

and
1((1 - L(g))(ArxSt<P))(h)1 S; a (lgl'yrD'/4r(n+2+v)/2ewtllepllz

uniformly for all hE G, 9 E B'((J"2R), a E JnH(d'), H E £llOndiV((nV1)+v,(nV1)+v,(nV
1) + v, fl, M), t > 0 and <P E L2. Finally it is easy to extend the condition 9 E B'((J"2R) to
9 E B'(l). 0

Proposition 3.5 Let n E N and v E (0,1). Then for all M, fl > 0 there exist a, W > a
such that for all H E £n0ndiv(n +v, n +v, n +v, fl, M) one has StCr;'(G) C Cn+2+v, and

IISt<pllcn+2+", S; ar D'/4r(n+2+v)/2ewt l\cp112

for all t > 0 and cp E C~(G).

Proof As £nondiv(l + v,1 +v,l +v,/1,M) C £div(v,v,v, v,p,,(d' + l)M) it follows from
Proposition 2.6 that StC~(G) C C1+v, and

for some a> 0 and w 2: 0, uniformly for all HE £nondiv(l+v, l+v, l+v, /1, M), <P E C~(G)

and t > O. Then Lemma 3.4 applied with n == 0 gives StCr;'(G) C C2+v, and

for some a > 0 andw ~ 0, uniformlyforallH E £nondiv(l+v,l+v,l+v,fl,M), <P E C~(G)

and t > O. Now the proposition follows by induction from Lemma 3.4. 0
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4 Gaussian bounds

In this section we convert the Gaussian bounds on the kernel J{ and the crossnorm bounds
on S from L 2 into C'Y', together with similar bounds on the adjoint semigroup S*, into
Gaussian bounds on the derivatives and Holder derivatives of the kernel up to order 'Y in
the first variable. The proofs of Theorems 1.2 and 1.3 then follow easily. Although the
conclusions are similar to those of [ElR6] in the strongly elliptic case the proofs at this
point are quite different. Bounds on semigroup kernels and their derivatives follow in the
strongly elliptic case by Davies' exponential perturbation technique but this method is not
applicable to the derivatives in the subelliptic situation. We begin with a brief discussion
of the limitations of the perturbation method in this respect.

The technique of Davies consists of replacing S by the perturbed semigroup SP =
Up SU;l where p 1-7 Up is a family of bounded multiplication operators Up<p = e- p1/J<p with
1/; E C:,(G). This transformation effectively replaces Ai by Af = Ai + p(Ai 1/;). Hence
if S is generated by the divergence form subelliptic operator H then SP is generated by
the divergence form operator H p obtained from H by the replacement of Ai by Af. Thus
Hp has the same principal part as H but first-order terms linear in p and zero-order term
quadratic in p. It is also of crucial importance for Davies' argument that the coefficients
of Hp depend on 1/; only through the derivatives Ai1/;. Then one obtains kernel bounds by
noting that

Bounds on the crossnorm of SP are inferred from bounds on the unperturbed S by tracing
the dependence of the latter on the coefficients of the generator H. The quadratic property
of H p as a function of p leads to bounds on the crossnorm of the form a(t) eW(1+ p2)t and these
bounds are uniform for1/; E C:' (G) satisfying 2:1:1 I(Ai 1/;) 1

2 S 1 because1/; only enters the
estimates through its derivatives Ai1/;. Thus minimizing the bounds on J{, resulting from
(10), with respect to p gives

uniformly for tf; E C:,(G) with 2:1:1 I(Aitf;)12 S 1. Then minimizing with respect to tf; gives
the desired Gaussian bounds because the subelliptic distance is characterized by (3). In
principal the same reasoning can be applied to obtain Gaussian bounds on the derivatives
AcxI< of the kernel but this requires crossnorm bounds on

UpAO'SU;l = (UpAcxU;l)SP = 2: C(3(p) Af3SP
f3;1(3I~lcxl

Now if 10'1 > 1 it no longer suffices to have crossnorm bounds on the A(3SP uniform for
2:1:1 I(Aitf;)1 2 s 1 because the coefficients c/3(p) depend on higher derivatives of"p. This
would present no essential problem if the distance d~( .; . ) defined by

d~(g;h)=sup{I1/;(g)-'l/J(h)l: '¢'E C':(G), sup I(Acxtf;) I :S1}
l~IO'I~n

were equivalent to the distance d' ( '; . ). This is indeed the situation if a1, . .. , ad' is a vector
space basis of 9, i.e., if one is in the strongly elliptic case, by the discussion on pages 201-202
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of [Rob], but one does not have equivalence in the strictly subelliptic framework. The equiv
alence breaks down at short distances. An example is provided by the Heisenberg group
with vector space basis aI, a2, a3 = [aI, a2] and algebraic basis aI, az. If dI ( .; . ) denotes
the distance with respect to the vector space basis then d~(g; h) ::; dI (g ; h) :::; d~ (g ; h)
for all g, h E G and the equivalence of d; ('; .) and d~ ( '; .) would imply that d~ ( . ; . )
and d1 ( '; • ) are equivalent. But this is a clear contradiction. Therefore the perturbation
approach is not directly applicable to the discussion of higher order smoothness properties.

The alternative method we introduce is a simple form of interpolation. The input data
for the interpolation consists of the Gaussian bounds on the kernel provided by Theorem 1.1
and uniform bounds on the derivatives of the kernel stemming from the crossnorm bounds
on Sand S*.

Proposition 4.1 Let H be a subelliptic operator in divergence form or non-divergence
form. Fix N,N* E No and v,v* E (0,1). Let a,b > 0 and w ~ o. Suppose StC':(G) C
CN +v', S;C':(G) C CN*+v*' and

IIStepllcN +v , :::; a rD'/4r(N+v)/2ewtllepI12

IIS;cpllcN*+v*, :::; a rD'/4c(N*+v*)/2ewtllcpIl2

for all t > 0 and cp E C':(G). Moreover, suppose

!f{t(g; h)1 :::; a CD'/2ewte-b(lgh-ll,)2t-l

uniformly for all g, h E G and t > o.
Then the kernel of the semigroup S generated by H is N -times differentiable in the first

variable, the derivatives with respect to the first are N* -times differentiable with respect
to the second and the derivatives are continuous. Moreover, for all K, > 0, r E (0,1),",* E (0,1) and a, f3 E J(d') with lal + , < N +v and 1f31 + ,* < N* + v* there exist
a', b' > 0 and w' ~ 0 such that

I(ACl'Bf3 f{t)(g; h)1 :::; a'C(D'+lal+If3J)/2ew'te-b'(lgh-ll')2t-l (12)

and

I(ACl' B{3 f{t)(k- 1g j r 1h) - (A Q B{3 f{t)(g; h)1

< a'rCD'+lal+I{3I)/2ew't(( Ikl' )'Y + ( Ill' )'Y*) e-b'(Igh-1 1,)2t-1 (13)
- t I/2 + Igh-II' t1/ 2 + Igh-II'

uniformly for all t > 0, g, h E G and k, lEG such that Ikl' + Ill' ::; K, t 1
/
2+7!gh-1 I'.

The constants a', b' and w' depend only on N, N*, v} v*, a, b, w, K" 7, a, f3, , and ,*.
Proof It follows as in the proof of Proposition 3.5 in [ElR6] that the kernel f{ is N-times
differentiable in the first variable, the derivatives with respect to the first are N*-times
differentiable with respect to the second and the derivatives are continuous. Moreover, one
has the following uniform bounds. ForaH",* E (0,1) anda,(3 E J(d') with lal+,:::; N+v
and IfJI + ,* ::; N* +v* there exist a', b' > 0 and w' ~ 0 such that

I(A Q B/3 f{t )(k -19 ; 1-1 h) - (A ex Bf3 f{t) (g ; h)I
:S a' ((!kl'C1/ 2)'Y(IlI'r1 / 2)"* + (lkl'C1/ 2 )1' + (lll'rI/2p*)r(D'+lal+If3I)/2ew't (14)
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uniformly for all g, h, k, 1E G and t > O.
Now we come to the interpolation argument. It consists of two basic steps. The first

step is to interpolate between Gaussian bounds on the kernel and Holder bounds which
are uniform over G x G to obtain Gaussian bounds on the Holder derivatives.

The next lemma gives an abstract version of the simplest result of this nature. It
interpolates between Gaussian bounds and uniform Holder bounds, to give Gaussian Holder
bounds.

Lemma 4.2 Let v, 1/* E (0,1), b> 0" E (0, v), ,* E (0,1/*), K, > a andr E (0,1).
Then there exist b' > 0 and M > 0 such that for every t > 0, a > 0 and every function
~: G x G -+ C satisfying

and

uniformly for all g, h, k, 1E G one has the intermediate bounds

-1 . -1 . (( Ikl' )"1 ( Ill' )"1*) _b'(Igh-1J,)2 t -l
I~(k g, 1 h) - if>(g, h)1 :::; aM tl /2 + Igh-Il' + tl /2 + Igh-Il' e

uniformly for all g, h E G and k, 1E G such that Ikl' + Ill' :::;; K, t l
/

2 + rlgh-ll'.

Proof First, with K, > 0 and 'T E (0,1) fixed we argue that the assumed Gaussian bounds
give bounds

I~(k-lg; 1-1 11,) - if>(g; h)1 :::; aMI e-b'(/gh-
1

I')2t-
1 (15)

uniformly for all g, h E G and k, 1 E G such that Ikl' + Ill' :::;; K, t l
/

2 +rlgh- l l'. Secondly, we
establish that for each {j > 0 the uniform Holder bounds yield estimates

(16)

Thirdly, setting () = maxbv-t,,*(v*)-l) and choosing {j = 4-l ()-1(1 - O)b' one has

I~(k-lg; I-Ih) - ~(g; h)1

= Iif>(k- l g; 1-1 h) _ ~(g; h)II-91~(k-lg; Z-lh) _ ~(g; h)1 9

<aM1-OMO(( Ikl' )9V +( Ill' )OIl*)e_bll(lgh-ll/)2t_l
- 1 ¢ tl/2 + Igh-Il' t l / 2 + Igh-ll'

where b" = b'(1 - f)) - 2{jf) > O. Now the lemma follows easily. Thus it remains to prove
(15) and (16).

If g, h, k, 1E G and Ikl' + Ill' :S K t l
/
2 + 'T Igh-ll' then

20



But

(lgh- I I')2 ::; (lk- I gh-l ll' + Ikl' + 111')2 ::; (lk- lgh-l i1' + Id l/2+ rjgh- I I')2

::; r 2 (1 +£)(lgh- I I')2 + 2(1 +c;-I)(Clk-lgh-l lI')2 + ",2t)

for all £ > O. Now set c; = (1 - r 2)(1 +r 2 )-I, Then it follows that

-(lk-lgh-l l\')2 ::; -2-1£(1 + £-1 t l (1gh- I I')2 + ",2t

So
I~Ck-lg;l-lh) - ~(g;h)l::; aMI e-b'(lgh-

1
I,)2 t-l ,

where Ml = 1 + eb
K.

2
and 6' = 2-1c:(1 +6-1)-1 b, Thus (15) is valid.

Next, for all {) > 0 one has

19h-l l'r l /2 ::; as e S(lgh-
1

I')2C l

where as = 2- l fJ-1/2. Therefore

and hence

Then

and

(lkl'rl/2Y(IlI'r1/2t* < (1 + a )2 ( Ikl' ) v ( Ill' ) v· e2S(lgh-1I,)2t-l
- s t1/2 +Igh-ll' tl/2 + Igh-ll'

< (1 + as)2(", + r)V ( Ill' )V. e26(1gh-1I')2t-J .

- t l / 2 + Igh- l l'
Combination of these estimates with the assumed uniform Holder bound immediately yields
(16) with M6 = (1 + as) + (1 + as)2(", +r)V, 0

The second lemma interpolates between Gaussian Holder bounds and uniform Holder
bounds on a derivative to give Gaussian bounds on the derivative. The interpolation is
based on the Taylor series of first-order.

Lemma 4.3 Let v,'"'( E (0,1), 6 > 0 and i E {I" .. ,d'}. Then there exists b' > 0 such
that for every t > 0, a > 0 and every function <1>: G x G -+ C which is pointwise partially
differentiable in the first variable in the direction ai and satisfies bounds

and
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uniformly for all g, h, kEG with Ikl' :::; t 1
/
2 one has the intermediate bounds

uniformly for all g, h E G.
A similar statement is valid for derivatives in the second variable.

Proof The Duhamel formula,

((1 - L(exp(sai))',O) (g) = -15

du (L(exp(uai) Ai',O)) (g)

= -s(Ai',O)(g) +15

du ((1 -L(exp(uai))Ai'P))(g) ,

gives a general form of the first-order Taylor expansion valid for all s > 0 and any function
',0 continuously differentiable in the direction ai. Consequently

Therefore setting ',O(g) = ~(g ; h) and using the estimate 1exp(uai)I' :::; u one finds

I(Ai<I> )(g ; h) I :::; S-l a (s r 1/2 )'Y e-b(lgh-
1I')2 t -l + S-l18

du ar 1/2(u r 1/2)1I

= ar1/2(sr1/2)-l+'Ye-b(lgh-ll')2Cl +(1 +vt1(sr1/2t)

where b' = bv(l + v - )')-1 and the proof of the lemma is complete. o

Proposition 4.1 is now follows by iteration of the conclusions of these lemmas.
End of the proof of Proposition 4.1. First, using the bounds (11) and (14) with
lal = 1,81 = 0, )' = v and ,* = v* one deduces from Lemma 4.2 that the bounds (13) are
valid for lal = 1,81 = °and all)' E (0, v) and ,* E (0, v*). Next, for all n E No let P(n) be
the assertion

The bounds (12) and (13) are valid for all a E In(d'), 1,81 = 0, )' E (O,v) and
)'* E (0, v*).

Then P(O) is valid. Now let n E {O, ... , N - I} and suppose P(n) is valid. If a E In(d')
with lal = n, i E {I, ... ,d'} and 1,81 = 0 then one can apply Lemma 4.3 with <I> = Aa Kt

and it follows that the bounds (12) are valid for all a E I n+1 (d') and 1,81 = O. Then the
assertion P(n +1) follows by applying Lemma 4.2 on <I> = AOIK t with lal = n +1.

By induction it follows that the assertion P(N) is valid. But then the bounds (13) for
lal S; N - 1, 1191 = 0, 'Y E (0,1) and ,* E (0,1/*) follow from Lemma 4.2 applied to AOI f{t,

the bounds (12) and the bounds (14).
Finally, for all n E Nolet Q(n) be the assertion
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The bounds (12) and (13) are valid for all a E IN(dl
), f3 E In(dl

), , E (0,1)
and ,* E (0, v*) with lal + 'Y < N + v.

Then we have just proved that Q(O) is valid and one proves by induction, as above, that
Q(N*) is valid. Then the proposition follows readily. 0

Proof of Theorem 1.2. This follows immediately from Propositions 2.6 and 4.1. 0

Proof of Theorem 1.3. This follows immediately from Propositions 3.5, 2.6 and
4.1, except the very last statement, which can be established separately by a similar
argument. 0

5 Miscellany

In this section we discuss two related topics. First we state the optimal regularity for the
fractional powers of H on the regular Lp-spaces and secondly we give an improvement of
Theorem 1.3 for strongly elliptic operators.

5.1 Regularity

The aim of this subsection is to characterize the domain of the fractional power of a
subelliptic operators on Lp , with 1 < p < 00. If HL = - Lf~l A; denotes the sublaplacian
then L~;n = D«I + Hdn/ 2

) for all n E No and p E (1,00), with equivalent norms (see
[BER]). Therefore we define L~j"'Y = D«(I +HL)'Y/2

) for all, E (O,oo)\N, equipped with
the graph norm.

We first consider operators in divergence form and then in non-divergence form. The
best results are for p = 2.

Theorem 5.1 Let H be a subelliptic operator in divergence form (1). If v E (0,1), , E

[0,1 + v), Cij, c~ E CVI, and Gi, Co E L oo then D«>.l + H)'Y/2 ) = L~;,y for large >..
Moreover, for all v E (0,1), M, J.L > 0 there exists a >'0> Osuch that for all 'Y E [O,I+v)

and >. ~ >'0 there exists an a > 0 such that D«AI + HP) = L~j"'Y and

uniformly for all H E £div(v, 0, v, 0, p, M) and <p E L~i"'Y"

Similar conclusions are valid on the L2-spaces.

Proof The proof is precisely the same as in [EIR6] Corollary 4.5, since we now have the
various kernel bounds for subelliptic operators. 0

Using interpolation one can then extend this theorem to other Lp-spaces for , ~ 1 as
in Corollary 4.8 in [EIR6]

Theorem 5.2 Let H be a subelliptic operator in divergence form (1). If v E (0,1),
Cij,Ci,< E CII I

, and Co E L oo then D(>..I + H)'Y/2 ) = L~;'Y for all large >., , E [0,1]
and p E (1, (0).
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Moreover, for all v E (0,1), M,p > 0 there exists a.Ao > 0 such that for all p E (1,00),
.A 2: .Ao and, E [0,1] there exists an a > 0 such that D«(.AI + H)'Y/ 2

) = L~j'Y and

uniformly for all H E £div(v, v, v, 0, f1, M) and <p E L~;'Y'

Similar conclusions are valid on the Lp-spaces.

Next we consider non-divergence form operators on L 2•

Proposition 5.3 Let H be a second-order subelliptic operator in non-divergence form (4)
with Cij, Ci, Co E Cn+v/( G) for some n E N and v E (0,1). If, E [0, n + 2 + v) then
D«.AI +HP/2) ~ L~;'Y for all large .A, and the embedding is continuous.

Moreover, for all M, f1 > °there exists a .Ao > 0 such that for all , E [0, n + 2 + v)
there exists an a > 0 such that

11<p"~i'Y ~ a II (.AI + H)'Y/2<p1l2

uniformly for all H E £I1ondiv(n + v, n + v, n + v,p, M), .A ~ .Ao and <p E D«.AI + HP/2).
Similar conclusions are valid on L2.

Proof The proof of this proposition is almost the same as the proof of Theorem 4.4 in
~~. 0

The converse inclusion is valid for all regular Lp-spaces.

Proposition 5.4 Let H be a second-order subelliptic operator in non-divergence form (4)
with Cij,Ci, Co E cn+v/(G) for some n E N and v E (0,1). If, E [O,n + 2 + v) then
L~;'Y ~ D«.AI +H)'Y/2) for all p E (1,00) and all large .A, and the embedding is continuous.

Moreover, for all M, J1 > °there exists a .Ao > 0 such that for all , E [0, n + 2 + v),
.A 2: .Ao and p E (1, 00) there exists an a > 0 such that

uniformly for all H E £nondiv(n + v, n + v, n + v, p, M) and <p E L~;'Y'

Similar conclusions are valid on Lfi.

Proof If n is even then obviously £~;n+2 C D(H(n+2)/2) and if n is odd then L~;n+l C
D(H(n+l)/2) for all p E [1,00]. So by interpolation one has L~;n+6 C D«.AI + H)(n+6)/2) if
.A is large enough, p E (1,00) and b E (0,1). Now the proposition can be proved by the
argument at the end of the proof of Theorem 6.4 in [EIR6]. 0

Corollary 5.5 Let H be a second-order subelliptic operator in non-divergence form (4)
with Cij, Ci, Co E Cn+v'( G) for some n E N and v E (0,1). If, E [0, n + 2 + v) then
£;;"1 = D«.AI + H)'Y/ 2 ) for all p E (1, (0) and all large .A, with equivalent norms.
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Theorem 5.6 Let H be a second-order subelliptic operator in non-divergence form (4)
with Cij, Cj, Co E cn+v/(G) for some n E N and /I E (0,1). If, E [0, n + 2] then L~;'Y =
D((>"l + H)'Y/2) for all p E (1,00) and all large A, with equivalent norms.

Moreover, for all M, f-L > 0 there exists a >"0 > 0 such that for all , E [0, n +2], A ~ >"0
and p E (1, 00) there exists an a > °such that

uniformly for all H E £nondiv(n + /I, n + /I, n + /1,1-£, M) and ep E L~i'Y'

Similar conclusions are valid on Lp.

Proof The inclusion D((Al + H){n+2}/2) ~ L~jn+2 follows as in [BER], since we have
the appropriate kernel bounds (see also the proof of Theorem 4.6 in [EIR6]). Then the
inclusions D( (>"1 +H)'Y/2) ~ L~;'Y for, E [0, n +2] follow by interpolation. The bounds are
a consequence of the proof. 0

For strongly elliptic operators one has D((>..l+H){n+2)/2) = Lpjn+2 whenever Cij, Ci, Co E

Loo;n (see [EIR6] Corollary 5.2). Moreover, in the strongly elliptic case the condition
, E [0, n + 2] in Theorem 5.6 can be weakened to , E [0, n + 2 + /I). It is unclear whether
similar statements are valid in the subelliptic case.

5.2 Strongly elliptic non-divergence operators

For divergence form operators with CV'-coefficients we have proved in Theorem 1.2 that
the kernel satisfies Cl+v-el-Gaussian bounds for all c > 0 and for non-divergence form
operators with Cn+lJ

I -coefficients the kernel satisfies cn+2+v- e
I -Gaussian bounds in the first

variable and Cn+v-e'-Gaussian bounds in the second variable. If the operator is strongly
elliptic and in divergence form with Cll-coefficients one can take c = 0, i.e., the kernel
satisfies CHII-Gaussian bounds (see Theorem 1.1 in [EIR6]). We next show that one can
also take c =°in the strongly elliptic non-divergence form case.

For 'ljJ E C;:O(G), pER and elliptic operator H let SP be the perturbed semigroup
generated by the perturbed operator Hp by Davies' technique (see Section 4). The main
step in the proof is a perturbed version of Lemma 3.4.

Lemma 5.7 Suppose at, ... , ad' is a vector space basis of ~. Let n E No, /I E (0,1),
M, It > °and a, W > O. Suppose for all H E fnondiv((n VI) + /I, (n VI) +/1, (n VI) + /I, It, M)
one has

IISfepllcn +1+v ~ a cdj4c{n+l+v)/2ew{I+p2)tll<p1l2

for all t > 0, ep E C~(G), pER and'l/J E C~(G) with IIA'Y'l/Jlloo ~ 1 for all, E J(d) with

1 ~ hi ~ n +2.
Then there exist a', w' > °such that for all H E £nondiv((n VI) + /I, (n VI) + /I, (n V

1) + /1,1-£, M) one has

for all t > 0, 'P E C~(G), pER and'l/J E C;:O(G) with IIA'Y'l/Jlloo ~ 1 for all, E J(d) with

1 ~ hi ~ n +3.
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Proof We follow the proof of Lemma 3.4. If 1/; E C;:'(G), pER, t > 0 and c.p E C;:'(G)
then one has as in (9)

Hn"luRSfc.p = H"luRSfc.p = "luRHSfc.p + [H, "luR]Sfc.p

= TJqRS[/zHpS:/zc.p + L cf3,"! (Af3TJqR )A"!Sfc.p
1f3I+hl::;z

hi::;!

d d

+P"luR L Cij Ai'l/Jj Sfc.p + P"luR ~ Cij'ifJi A j Sfc.p
i,j=l i,j=l

d d

+ p
Z"luR L Cij 'l/Ji 1/;j Sfc.p - PTJuR L Ci 1/;i Sfc.p

ij=l ~l

strongly, and hence weakly on £2;1, where 1/Ji = Ai'l/J. Then we apply Lemma 3.3. The
contribution of the first two terms is as before, one only has to replace the factor ewt by
eW (l+p2)t. Next,

d d

lip TJuR ~ Cij A 'l/Jj Sfc.pllcn +JI $ c'lpl E II'l/Jj Iloo;n+2I1Sfc.pllcn +1+JI

i,j=l i,j=l

$ C" rl/2ewl(l+p2)trd/4r(n+l+II)/2ew'(t+p2)tll<p1l2

=C" rd/4r(n+2+11)/2e2w'(t+p2)tll<p112

for suitable e', e" and w', depending only on n, v, M and p,. The other three terms can be
estimated similarly. Hence it follows from Lemma 3.3 that

IITJqRSf<pllcn +2+ JI $ a'rd/4r(n+2+I1)/2ewltll<p1l2 .

Arguing as before in the proof of Lemma 3.4 it follows that there exist a, w > 0 such that
for all H E £Dondiv((n VI) + v, (n V 1) + v, (n V 1) +v, p" M), t > 0 and c.p E L2 one has

I(AOIe- PW StePwc.p)(e) I $ a r d/4r(n+2)/2ew(t+p2)t IIc.pll2

and
I(U - L(g))(AOIe-PWStePwcp)) (e)1 :::; a Iglllrd/4r(n+2+I1)/2ew(t+p2)tllc.p112

uniformly for all 9 E B(72R), a E I n+2(d) , pER and 1/J E C;:'(G) with IIA"!'l/Jlloo $ 1
for all , E J(d) with 1 :::; 1,1 $ n + 3, where we have written the function1/; explicitly in
the perturbed semigroup. Next, let H E £nondiv( (n V 1) + v, (n V 1) +v, (n VI) + 1/, p" M),
t > 0, h E G, 9 E B(7ZR), a E I n+2(d), <P E L2, pER and 1/J E C~(G) with IIA'Y1/;lloo $ 1
for all , E J(d) with 1 $ 1,1 :::; n + 3. Then IIA"!R(h)'l/Jlloo $ 1 for all , E J(d) with
1 $ III :::; n + 3. If H(h) is the non-divergence form operator with coefficients R(h)Cij,
R( h)Ci and R( h)co obtained by right translation of the coefficients of H, then H(h) E
£nondiv((n VI) + v, (n VI) + v, (n V1) +v,p" M). So with S(h) the semigroup generated by
H(h) one deduces that

I(U - L(g))(AOIe-p,pSteP'l/Jc.p)) (h)1 = I(U - L(g))(A"'e- pR(h)1/!S;h)ePR(h),j'R(h)cp)) (e)1

:::; a IgIVrd/4r(n+2+v)/2 ew(l+p2)tIIR(h )c.p112

= a Ig\Vrd/4r(n+2+v)/2ew(1+p2)tllc.p112
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Similarly,
I(AD!e-P,p StePwep)(h) I ::; a t- d/ 4C(n+2)/2ew(l+p

2 )t lIepl12

and one can extend the condition 9 E B((J"2R) to 9 E B(l). o

For sake of completeness and reference we quote the next proposition.

Proposition 5.8 Suppose all ... , ad' is a vector space basis ofg. Let n E Nand 11 E (0,1).
Then for all M, J1 > 0 there exist a,w > 0 such that for all H E £nondiv(n + 11, n + 11, n +
11, J1, M) one has

II Sfepllcn+2+11 :s; a r d/ 4r(n+2+lJ)/2 eW (l+p
2

)t II epl12

for all t > 0, ep E CC:O(G), pER and 'if; E C~(G) with IIA'Y'if;lloo S; 1 for all, E J(d) with
1 S; 1,1 S; n +3.

Proof This follows as in the proof of Proposition 3.5 with Lemma 3.4 replaced by
Lemma 5.7. The first step of the proof is now given by [EIR6], Proposition 3.3. 0

Theorem 5.9 Suppose aI, ... , ad' is a vector space basis of g. Let n E N, 11 E (0,1) and
let H be a strongly elliptic operator in non-divergence form (4) with complex coefficients
Cij, Cil Co E Cn+v . Then for all K > 0 and 'T E (0,1) there exist a, b > 0 and w ::: 0, such
that

I(AD!B{3K )(k-lg '1-1h) _ (AD! B{3K )(g' h)1 < a r(d+10!1+1131}/2ewt ( Ikl + III ) Ve_blgh-112t-l
t, t , - tl/2 + Igh-1 1

uniformly for all a E I n+2 (d), f3 E In(d), t> 0, g, hE G and k, 1E G such that Ikl + III S;
Kt

l
/
2 + T Igh-1 1.

Moreover, for all n, 11, K, T, M and J1 the constants a} band w can be chosen uniformly
for all HE £DODdiv(n + 11, n + 11, n + v, J.t, M).

Proof This follows from Proposition 5.8 and [EIR6] Propositions 3.3 and 5.6. 0

It is unclear whether a subelliptic version of the above theorem is valid. If, however, G
is stratified and al, .. , ,ad' is a basis for the generating subspace of the stratification of g
then a subelliptic version is valid, since the same proof works. The higher derivatives on
the perturbation function 'l/J play no role because of the scaling mechanism used in [EIR6).
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