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Chapter 1 

Intrad uction 

1.1 Perception and Image Processing 

introduetion of multimedia applications in our daily life has made high 
demands upon the performance and the quality of technica! systems that in

information sourees such as text, sound, images and video. In order to 
establish high quality services, optimal use of available resources is essential. 
For digital processing, the optimization with respect to image quality 
makes use of our knowledge of human visual perception. How to optimally use 
our knowledge of perception in image processing, however, has not yet been 
fully determined and more research is needed to link perception and image 
processing in a more eflicient way. 

Detailed knowledge of the visual system can, first of all, be used to predict 
visual behavior and calculate the effect of certain stimuli. Second, character
istics of the visual system can be used effectively to improve image processing 
algorithms. In the past, there has been a partienlar interest in measuring both 
spatial and temporal properties of the visual system, and a considerable amount 
of research has been dedicated to model threshold perception and luminance
brightness relations. The assumption that a better insight in visual fundions 
could be obtained by analyzing underlying probieros from an information pro
cessing point of view [86], led to the development of roodels that closely follow 
the processing steps of the early visual system (i.e. at the level of the retinal 
and cortical receptive fields). From an image processing point of view, math
ematica! descriptions of the information analysis in the visual system enable 
algorithms, for instance, to operate in a representation domain that is similar 
to the domain used by the visual system. An example of this approach is found 
in color processing applications that use a three-dimensional representation of 
the color space. 

Also in the field of image compression, more attention should be paid to per
ception processes. In the first place, knowledge of perception leads the 
ment of efficient image compression techniques, because visual properties can 
be exploited to remove image information that can not be perceived by the 
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huiDan eye. Second, for lossy coiDpression techniques, the notion of perceptual 
iiDage quality [120] and iiDage quality understanding bas becoiDe increasingly 
Îlllportant. In partienlar there is a need for techniques that IDeasure the per
ceptual distartion between the cocled iiDage and the original iiDage, either by 
calculating soiDe objective error IDeasure or by carrying out subjective experi
IDents. 

In this thesis, iiDage coiDpression techniques are presented that are based on 
iiDage analysis with a HeriDite transforiD, an iiDage description technique that 
uses analysis filters that IDodel the inforiDation analysis carried out by the 
retinal and cortical visual receptive fields [90, 155]. The iiDage COIDpression 
research in this thesis, however, is IDotivated by the assuiDption that optiiDal 
Îlllage quality for a given bit rate can only be achieved if the representation 
of iiDages focuses at the explicit description of those structures in the iiDage 
that contribute IDost to perceived iiDage quality. Further, this thesis discusses 
a nuiDber of experiiDental IDethods and data analysis techniques that can be 
used to evaluate perceived image quality of coiDpressed images. 

1.2 Image Campression 

Over the last decades, ground-breaking work bas been done in the area of digital 
image compression, starting with simple techniques of pulse code IDodulation 
(PCM), delta modulation and various preilietion techniques (e.g., differential 
PCM). With these basic techniques, supported by quantization techniques [60] 
and lossless entropy coding of the resulting souree symbols [111], the first com
pression algorithms were developed. An exaiDple of an entropy coding tech
nique is HuffiDann coding that assigns, depending on the frequency histogram 
of the souree symbols, fixed sequences of bits ( codewords) of different length 
to the souree symbols in order to reduce the average codeword length. In 
other techniques, such as Lempel-Ziv coding and arithmetic coding, there is no 
one-to-one correspondence between codeworcis and souree symbols. In arith
metic coding, a codeword is assigned to an entire sequence of souree syiDbols, 
and slightly different souree sequences may result in significantly different code 
sequences. An introduetion to entropy coding techniques can be found in [111]. 

With transfarm coding or decoiDposition techniques [4] such as the Karhunen
Loève transfarm (KLT), the discrete eosine transfarm (DCT), subband coding 
and wavelet coding [79, 138], a huge step forward was taken. By decomposing 
signals into different localized patterns, exploitation of the uneven distribu
tion of signal energy in "natural" real-world images became possible. Also, 
frequency decomposition techniques facilitated incorporation of properties of 
the human visual systeiD such as frequency sensitivity and contrast IDasking 
[123, 146]. Furthermore, transfarm coding techniques basedon modelsof spa-
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tial processing in the early stages of human vision were developed. Amongst 
these, the Cortex transfarm [142, 143], the Gabor transfarm [30] and the 
Hermite transfarm [90], all of them imitating specific information processing 
stages in the early visual system. 

The need for international standards for ( continuous-tone) image cornpression 
resulted, in the eighties, in the definition of the DCT-based JPEG standard 
[108] for still-eolor-image coding, the H.261 standard for low-bit-rate ISD::\ 
video services and, in the nineties, the MPEG first and second phase (MPEG-1 
and MPEG-2) standards for both high quality audio and video compression [7] 
(JPEG and MPEG are acronyms for the Joint Photographic Experts Group and 
the Motion Picture Experts Group, respectively). The basis of all these tech
niques is the DCT, in combination with standard tools for image compression 
such as motion compensation and entropy coding. Transformation techniques 
other than the DCT, such as the lapped orthogonal transferm (LOT) [56, 84] 
or wavelet compression remain, of course, under investigation and will be used 
whenever applicable. At this moment, the highest performance image coders 
are advanced waveform coders basedon wavelet decompositions [138, 140]. An 
example of such a coder is Shapiro's Zerotree algorithm [11, 128], which will 
be used in Chapter 3 as a reference coder. 

The compression research in this thesis is concerned with the concept of second
genemtion coding techniques. This concept was introduced in the eighties by 
Kunt et al. [74] and refers to cornpression techniques that make use of our 
knowledge on how and what the eye sees. These techniques should thus account 
for properties of vision mechanisms of the brain by analyzing images more 
closely to the way the visual system analyzes information and by descrihing 
images in terms of more nearly physical entities such as contours, textures and 
uniform regions. These content-based approaches are usually referred to as 
segmentation or region-based coding (Kunt [74]), contour/texture-based coding 
[20] or edge-based coding [80, 14]. Such an approach would then lead to more 
compact image representations and hence to higher compressions. Typically, 
at low bit rates, such compression techniques perfarm quite well compared 
totransfarm coding techniques such as the DCT or subband coding. For high 
quality image reconstruction, however, transfarm coding techniques outperfarm 
second-generation coders. Apparently, the exploitation of second-generation 
coding concepts for high quality image compression is not easy. This thesis 
attempts to bridge the gap between conventional transfarm coding techniques 
and second-generation coders. The research in this thesis will show that on the 
basis of the coeflicients of the Hermite transforrn, an image representation can 
be obtained that describes local image structures (e.g., edge and line segments) 
in terms of primitives such as orientation, position, height, etc. In Section 1.4, 
second-generation coding methods are discussed in more detail. 
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At the present time, there is a widespread interest in model-based coding, a 
promising technique in the area of very low-bit-rate compression. Model-based 
coding achieves high compression by modeling and analyzing the objects in a 
( moving) scene. The parameters neerled to animate the model are then used for 
object reconstruction. Because of applications in video-telephony and video
conferencing, up to now, most work in model-based coding bas been concerned 
with modeling and 3D tracking of the human head and of facial expressions. 
For broader applications such as television, model-based coding still faces a 
lot of problems. In future generation model-based coders, increasing amounts 
of knowledge and intelligence will have to be available for the coding process 
[107]. 

1.3 Image Quality Evaluation 

With the development of new digital techniques for image coding and image 
processing, the need for reliable methods to measure image quality has in
creased accordingly. Evaluation of image quality is not only necessary to select 
the best algorithms amongst a set of possible candidates, but also to optim
ize parameter settings. Although a variety of instrumental or objective image 
quality measures has been developed [77, 85, 12], a measure showing a high 
correlation with subjective scores is not yet available. Therefore, experiments 
with subjects are still the only reliable way of determining the perceived quality 
of images. In this thesis, a range of experiments for evaluating the quality of 
compressed images will be discussed. 

Reliable and valid techniques for assessing perceptnat image quality require 
some level of standardization. Therefore, the International Teleeommunication 
Union (ITU), formerly CCIR, has recommended a number of sealing techniques: 
single stimulus sealing, double stimulus sealing and a sealing procedure based 
on difference judgments [21]. For these techniques, different response seales ean 
be used, including both adjective seales using quality indications such as excel
lent, good and bad, and numerical seales indicating image quality or differenees 
in image quality (e.g., 1, ... ,10 or -5, ... ,5). Also, experimental eonditions and 
display eharacteristics are specified. 

Past IPO research projects have indieated that numerical eategory sealing 
provides an efficient and valid way to assess image quality in both appreeiation
oriented and performance-oriented settings [120]. The choice of an appropriate 
method, however, is not always trivial, since the outeome of a subjective ex
periment can be suseeptible to effects caused by the nature and the statistica 
of the stimulus set [36, 117]. Today, clear guidelines on how to select the 
stimulus set and when toselect a speeific experimentalset-up are still missing. 
Also, no rules of thumb exist for seleeting appropriate data analysis teehniques. 
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Amongst others, this thesis aims at providing the reader with some feeling for 
setting-up quality evaluation experiments with compressed images. 

For moving video, the standards of the ITU-R can be applied to 10-second 
sequences [21]. In the nearby future, more sophisticated methods for measuring 
quality of image sequences or video will have to be developed. An example is 
the single stimulus continuous quality evaluation method presented in [53], 
which is developed for measuring the time-varying perceptual image quality 
of a sequence of images. In this method, subjects continuously indicate the 
perceived strength of image quality by moving a slider along a graphical scale. 

1.4 Image Representation Based on Human Vision 

The conventional way of descrihing an image is in terms of its canonical pixel
based representation. Other image description techniques are based on image 
tmnsformations [1H]. Such a transformation converts a canonical image rep
resentation into a representation in which specific properties of an image are 
described more explicitly. Image transformations are applied in order to sim
plify image manipulations (e.g. image enhancement) or to make image descrip
tions more suited for compression. In most transformations, images are locally 
approximated within a window by a linear combination of a number of a priori 
selected patterns. The coefficients of such a decomposition then provide the 
desired image representation. 

A commonly used transformation for image compression is the discrete eosine 
transform (DCT). The standardized JPEG system, for example, first analyzes 
the original image by partitioning it into 8x8 pixel blocks and decomposing each 
block into 64 2D DCT basis functions. The advantage of this decomposition is 
that signal energy is concentrated in a small number of coefficients (frequency 
components). Actual image compression can be achieved by quantizing and 
coding the obtained DCT coefficients. After decoding, the reconstructed image 
is synthesized by applying the inverse DCT. This classic compression scheme, 
based on image analysis foliowed by image synthesis can, of course, also be 
applied using other transformations than the DCT. Schematically, this scheme 
is shown in Fig. 1.1. 

Although conventional 2D image transformations have proved to result in use
ful image descriptions, especially for image compression applications, a few 
remarks on these transformations are in place. First, the analysis of most con
ventional transformations is poorly matched to the analysis carried out by the 
visual system in the early visual pathway. Second, classic analysis schemes are 
motivated by frequency separation and energy compaction, thus resulting in a 
(local) representation of images consisting of a DC component and a number of 
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Figure 1.1: Classic transform coding scheme for image compression, 
based on image analysis by an energy compacting transformation and 
image synthesis by the inverse transformation. 

2D frequency components. Natural images, however, are typically perceived as 
a collection of real world objects built of lines, edges and texture, rather than 
a collection of frequency patterns. Also, conventional transformations do not 
explicitly account for natural image structures that are of interest in visual per
ception. In a DCT representation, for example, line segments oriented along 
a certain angle are expected to have energy contributions in many different 
frequency components. 

One may conclude that conventional transforma usually do not fit Kunt's 
second-generation concept (how and what). In the past, though, there have 
been a number of techniques that can he regarcled upon as second-generation. 
In the late sixties, Graham [51] already constructed a coding scheme in which 
images were represented by a low-pass component and a "synthetic highs" com
ponent that resulted from coding explicit edge information and filtering with 
2-dimensional reconstruction filters. Graham's work was mainly basedon the 
synthetic highs coder developed by Schreiher et al. [127]. Although the link 
between this coding metbod and the human visual system is restricted to the 
exploitation of the lateral inhibition phenomenon, Kunt [74] considered this 
technique as the first example of second-generation image coding. A metbod 
that uses the idea of lateral inhibition at multiple scales is the Laplacian pyr
amid [19], since it splits the frequency spectrum in a number of components 
which are approximately one octave apart. 

Directional decomposition based coding was introduced by Kunt, motivated by 
neurophysiological evidence of directionally sensitive cells in the human visual 
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system [74, 75]. In this approach, the image decomposition is performed with 
a 2-D filter bank producing a low-pass image and a number of directional 
images containing high frequency components. As the information present in 
directional images is concentrated in edges, these images are cocled using an 
edge-based coding strategy. 

Another coding technique that makes use of the explicit representation of fea
tures of real-world objects has been developed by Carlsson [20]. In Carlsson's 
approach information is cocled about geometrie structure and contour grey 
level intensities alone. Between contours, images are reconstructed by smooth 
interpolation of the grey level data. Mallat and Zhong developed a secoud gen
eration coding algorithm based on image representation by multiscale edges 
[80]. In [79] they showed that, using the wavelet transform, one can repres
ent an image completely with multiscale edges. More recently, van Beek [14] 
proposed a low-bit-rate compression scheme basedon full image reconstruction 
from contour information only. 

In general, only at low bit rates, the performance of second-generation coders 
is better than the performance of conventional transform coders. The contour 
coding concepts used by Carlsson [20] and van Beek [14], for instance, always 
result in low quality images, because no texture information can he coded. 
At low bit rates, however, these algorithms perform very well, because recon
structed image quality is relatively high. In Kunt's paper [74], no indications 

HVS-Based 
Image Analysis 

Image Structure 
Representation 

Image 
Synthesis 

Quantization & 
Coding 

Decoding 

Figure 1.2: Image compression scheme based on HVS analysis. In 
this scheme image analysis corresponds to the measurement of visual 
information carried out by the early visual system. In this thesis the 
Hermite transfarm is used for image analysis. On the basis of the res
ults of these measurements, an explicit representation of perceptually 
relevant image structures is obtained. 
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on the relative performance of the proposed coders are given at all. Also, in 
most of the papers, only images with pronounced edge structures are used for 
demonstration purposes. In this thesis, coding concepts are presented that may 
bridge the gap between conventional (high quality) transform coding methods 
and second-generation coders. 

A typical second-generation coding scheme is proposed in Fig. 1.2. It in
corporates a (local) scene analysis that corresponds, to some extent, to the 
information analysis as carried out by the visual system. It is not sufficient, 
however, to base coding techniques on human visual system (HVS) information 
analysis only. The analysis stage should be foliowed by representation of per
ceptual relevant scene elements. This means that image representations should 
be able to represent the specific nature of these structures ( orientation, profile, 
scale) in a more explicit way. Classification and grouping of detected local im
age elements is necessary to obtain image representations that are more related 
to real world structures. After HVS image analysis the image should contain 
components that can be processed separately, depending on their characterist
ics and perceptual relevanee (e.g. texture, contours, monotone areas). In this 
coding diagram, the synthesis stage does no longer have to be directly related 
to the analysis stage (in the sense of a forward and an inverse transformation). 

1.5 Image Analysis with Hermite Transforms 

The compression research in this thesis is basedon the Hermite transform, an 
image transformation technique introduced by Martens in [90]. The Hermite 
transform uses overlapping Gaussian windows and projects images locally onto 
a basis of polynomials. In Fig. 1.3 Hermite filter functions are shown for a 
one-dimensional Hermite transform. Because the analysis filters are derivat
ives of Gaussians, Hermite analysis is in close agreement with the information 
analysis carried out by the human visual system. lt has been shown by Hubert 
and Wiesel [58] that the visual cortex contains receptive fields with different 
profiles and orientations. According to the Gaussian derivative theory [155], 
the shapes of these fields can be approximated quite well by the derivatives of 
2-dimensional Gaussians. The Hermite transform thus matches the Gaussian 
derivative theory [90, 155], since it models the information analysis carried out 
by the retinal and cortical visual receptive fields. Because receptive fields occur 
in varying size, each field is suited for detecting the presence of a specific spa
tial frequency. With a two-dimensional Hermite transform, field sizes can be 
modeled by varying the standard deviation a of the Gaussian envelope, while 
orientation selectivity can be obtained by rotating the Hermite filters. 

The principle of receptive fields with different sizes has, amongst others, been 
mathematically described by Witkin's scale-space formalism [151]. An applic-
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order n = 0, ... , 5 and a- = 1. Details of the Hermite transfarm are 
discussed in Chapter 3. 
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ation of this approach in 2D image coding can be found in [92] and is based 
on the observation that images typically contain structures at many different 
scales. For the approximation of local signals, a scale-space coder therefore 
uses pattern sets that differ in spatial scale and sampling distance. Of course, 
the scale-space approach is closely related to the Laplacian pyramid of Burt & 
Adelson [19]. Although the Hermite transfarm can very well be applied in a 
multi-scale coding scheme, this thesis does not address any scale-space aspects 
of image representations. Applications of the Hermite transfarm in pyramidal 
coding schemes can be found in [89] and [91]. 

This thesis shows that the Hermite transfarm can be applied in a straightfor
ward way in the analysis-synthesis compression scheme of Fig. 1.1. It is also 
suited, however, to be used in the second-generation compression scheme of 
Fig. 1.2, because on the basis of the transfarm coefficients local primitives of 
perceptually pronounced image structures such as edges and lines can be ex
tracted. Primitives of edge segments, for example, are orientation, position and 
height. By additional processing, these local image descriptions can be grouped 
and compression schemes can be enabled to exploit redundancies between adja
cent local image descriptions. In this thesis, amongst others, a Hermite-based 
contour-coder will be presented. 
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1.6 Scope of this Thesis 

Because of the evolution of techniques such as desktop imaging; video-phone 
and multimedia information retrieval, the role of visual perception in image 
processing has become more and more important. For data reduction, one 
possible approach is to study image compression techniques that make use of 
perceptually-motivated image representations. 

This thesis aims at developing an image description technique that matches 
the image compression scheme proposed in Fig. 1.2. On the basis of image 
analysis with a Hermite transform, a content-based image description will be 
constructed that represents perceptually important image structures such as 
contours and lines, explicitly. The proposed image representation will also be 
included in an image compression algorithm. In this way, the efficiency and 
the practical use of the image representation can be evaluated. The research 
in this thesis is restricted to the coding of static or still greyscale images. 

Furthermore, specific attention is paid to finding simple valid methods on how 
to measure image quality in order to evaluate the performance of a specific 
compression scheme. In Chapter 2 a number of sealing methods and data 
analysis techniques for the subjective evaluation of the perceived image quality 
of compressed images are discussed. Amongst these, both direct quality seal
ing experiments and comparison-based experiments. Subjective evaluations are 
also carried out in order to compare the image compression techniques intro
duced in this thesis with an existing reference coder. Because it is important 
to use a well-known reference coder, a JPEG coder was selected for reference 
purposes. 

Chapter 2 shows that numerical category sealing provides an efficient way to 
measure image quality, even if the quality range of the stimulus set is very small. 
It also demonstrates, however, that the outcome of a subjective experiment 
can be susceptible to effects caused by the characteristics of the stimulus set. 
Therefore, it is sometimes necessary to make use of alternative sealing methods. 
One of those methods is basedon Anderson's functional measurement theory, 
and requires observers to determine quality ditierences between all possible 
combinations of cocled images [118]. 

Chapter 3 discusses the Hermite transform and introduces a new orientation
adaptive form of this transform that is based on the steering properties of the 
Hermite filters. This steered Hermite transform enables rotation of the Hermite 
frequency patterns that are used for image description and integrates explicit 
coding of local pattern orientations. Chapter 4 will show that the steered 
Hermite transform constitutes a basis for bridging the gap between conventional 
transform coding techniques and second-generation coding techniques, because 
it also enables detection and explicit representation of perceptually important 
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image structures such as contours and lines. 

In order to demonstrate the efficiency of the Hermite transfarm in an image 
compression algorithm, a compression scheme based on an orientation-adaptive 
steered Hermite transfarm is presented. Camparisans with other compression 
techniques such as JPEG show that the proposed scheme perfarms very well 
at high compression ratios, nat only in terms of peak-signal-to-noise ratio but 
also in terms of perceptual image quality. 

In Chapter 4 explicit coding of contours is integrated in the Hermite coding 
scheme of Chapter 3. It demonstrates that at edge locations the local Hermite 
frequency description can be transformed into an edge parameter description, 
making use of (Gaussian) edge primitives such as orientation, position, edge 
height and edge blur. In this chapter, images are represented by contour inform
ation and low-frequency information alone. Redundancies along image contours 
are exploited in a contour-based image compression scheme. Campression res
ults show, however, that the overall performance of the Hermite co ding scheme 
presented in Chapter 3, is better than the contour-based scheme of Chapter 
4. One may conclude that more research effort is still needed to imprave the 
Hermite contour-coding scheme. 

Chapter 5 focuses on the representation and reconstruction of uniform regions 
and demonstrates that image quality of uniform regions can be improved by 
spending more effort on the design of the decoder. An algorithm using adapt
ive DC filtering is proposed that reduces segmentation artifacts and blocking 
artifacts in block transfarm coding schemes. The proposed algorithm is partic
ularly effective for low-bit-rate coding. The research in Chapter 5 demonstrates 
that for .JPEG-coded images the DC filtering algorithm in combination with the 
JPEG AC-prediction methad [108], reduces segmentation artifacts and blocking 
artifacts in a JPEG coding scheme. Results of DC filtering on Hermite-coded 
images are also given. 

Chapter 6 discusses the philosophy used in this thesis and summarizes the 
main results. Also, suggestions for future research are indicated. 
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Chapter 2 

Subjective Quality Evaluation of Compressed 
Images 

Abstract 

With limited effort, one can obtain valuable information on the 
subjective performance of image compression schemes. The choice 
of an appropriate experimental technique, however, is not always 
trivia!, since both the subjeet's task and the experimental metbod 
itself should depend on the properties of the stimulus set ( quality 
range, kind of artifacts). The goal of this chapter is to discuss a 
number of numerical sealing techniques that can be used to assess 
perceived image quality. It is shown how to analyze data obtained 
in numerical category sealing experirnents and how to set up such 
experirnents. The results of several subjective experiments illus
trate that numerical category sealing techniques provide an effi.
cient rneans not only for obtaining cornpression ratio versus quality 
curves that characterize coder performance over a braad range of 
compression ratios, but also for perceived image quality 
in a much smaller range (e.g., close to threshold level). However, 
the nature of the artifacts introduced by different coders can cause 
problems when evaluations are carried out using direct numerical 
category sealing. The latter is demonstrated by camparing the res
ults of a direct sealing methad and a sealing technique in which 
subjects have to determine quality differences between all possible 
combinations of coded images. 

1 The research described in this chapter has been published as a paper in Signa] Processing 
[36]. Some results were also presented at the International Conference for Image Processing 
ICIP-96, Lausanne [34] 
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2.1 Introduetion 

Today's large variety of algorithms for data compression has created a growing 
need for methods to judge (new) compression algorithms. It is generally agreed, 
however, that objective error measures such as the commonly used root-mean
squared error (RMSE), defined by 

RMSE= 
1 N N • 2 

N 2 2::2:: [!(x, y)- f(x, y)] , 
x=ly=l 

(2.1) 

where f denotes the original NxN image and Î the reconstructed image, do not 
always correlate well with subjective quality ratings. Although more advanced 
measures are being developed, experiments invalving subjects are still the most 
reliable way of determining the perceived quality of cocled images. 

A well known problem in papers on image compression, especially when very 
high compression ratios are involved, is the lack of quality assessment. Usually, 
bit rates and signal-to-noise ratios are specified, but subjective quality evalu
ations are not carried out. Probably, researchers are unfamiliar with quality 
assessment techniques or they consider them to be too time-consuming. This 
chapter demonstrates that, with limited additional effort, one can obtain valu
abie information on the subjective performance of image compression schemes. 

A number of evaluation techniques which can be used to measure perceived 
image quality is discussed. It is shown how to analyze data obtained in such 
experiments and how to set up the experiments. In all experiments techniques 
that make use of numerical category sealing are used. Although past IPO re
search projects [120] have indicated that numerical category sealing techniques 
provide an efficient and valid mean for assessing image quality, it will be shown 
that the choice of an appropriate experimental technique is not always trivial. 

For a subjective evaluation of a compression algorithm, this algorithm must 
be compared with a reference coder. In this chapter a JPEG-based interpol
ative coding scheme is compared with a standard JPEG baseline sequentia! 
coder ( the JPEG compression algorithm is based on the discrete eosine trans
farm which is usually indicated by the acronym DCT). The different nature 
of the artifacts introduced by these coders causes problems when evaluations 
are carried out using direct numerical category sealing. This will be demon
strated by using both a direct sealing method and a sealing technique in which 
subjects have to determine quality differences between all possible combina
tions of cocled images. The latter technique (based on Anderson's functional 
measurement theory) should be preferred in this case. 

All test scenes used in the experiments were acquired from a Kodak PhotoCD 
demonstration disc. The advantage of using these images is that they are varied 
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and have high image quality. The original images with a resolution of 512x768 
pixels were cut to 480x240 pixels in order to enable us to display two images 
simultaneously. For all the experiments we used 8-bit grayscale versions only. 
Fig. 2.1 shows all the original test scenes. 

Section 2.2, presents a JPEG-based interpolative image compression scheme. 
Subjective evaluations of this scheme are discussed in Sections 2.3, 2.4, and 
2.5. Section 2.3 discusses the results of coder comparison experiments car
ried out by means of direct numerical category sealing. In Section 2.4 an 
assessment technique in accordance with Anderson's functional measurement 
theory is used. Both methods are discussed in some detail. In particular this 
chapter shows how to average results over different subjects and how to inter
pret differences between subjects. Section 2.6 demonstrates the performance 
of a Hermite coder (35] (see chapter 3) by applying a multi-dimensional sealing 
technique. In Section 2. 7, finally, some results of subjective evaluations of a 
standard JPEG baseline sequentia! coder using scene-optimized DCTune (146] 
quantization matrices are shown. 

2.2 JPEG-DCT versus Interpolative DCT Coding 

The first compression algorithm evaluated is the JPEG-based interpolative cod
ing scheme proposed by Zeng and Venetsanopoulos in [156]. The principle of 
this scheme is as follows: first, the original image is low-pass filtered and sub
sampled. This subsampled image is then DCT-coded using a standard JPEG 
baseline sequentia! coder. The reconstructed image is obtained via DCT de
coding and interpolation (upsampling and low-pass filtering). In this case a 
2x2 average was used as the low-pass filter and a down-sampling factor of 2 
was applied in each direction to obtain the decimated image. A 4x4 binomial 
filter was used as the interpolator. 

In order to test the interpolative scheme a standard JPEG baseline sequentia! 
coder was used as a reference [108]. Because the interpolative coding scheme 
was designed to reduce blocking artifacts, the comparison was carried out with 
low quality images only (compression ratios approximately between 10 and 60). 
Fig. 2.2 presents reconstructed fragmentsof the "children" t est image showing 
both the typical coding artifacts introduced by the reference coder (left image) 
and the impairments caused by the interpolative coder (right image). Note 
that JPEG-DCT coding typically introduces blocking artifacts, whereas the 
interpolative coding typically introduces blur. 

By sealing the standard DCT quantization matrix, a set of cocled images was 
obtained for each coder. For each test scene this resulted in twelve (2x6) cocled 
images at various compression ratios. Fig. 2.3 shows the peak-signal-to-noise 
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Figure 2.1: The original Kodak images "children", "doll" , "motor
bike", "sails", and "girls". The bottorn right image is a cut ( 480x240 
pixels) from the famous "lena" image. 
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Figure 2.2: Fragmentsof "children" showing typical co ding artifacts 
due to JPEG-DCT coding (C=28) and interpolative DCT coding 
(C=43) . 
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ratio (PSNR) values for two test images as a function of the compression ratio 
C, which is defined by the number of bytes needed to represent the original im
age divided by the number of bytes needed to represent the compressed image. 
The relation between the PSNR and the root-mean-squared error (RMSE) is 
given inSeetion 3.2, Eq. (3.11). On the basis of the PSNR performance curves 
of a representative set of test images, it was found that the interpolative seheme 
typically outperfarms the standard eoder at eompression ratios higher than 30. 
The same results were found in [156]. In order to get a more reliable impres
sion of the eoder performances, however, a comparison was carried outbasedon 
subjeetive quality judgements. This subjeetive evaluation, using two different 
category sealing techniques, is discussed in the next three sections. 

2.3 Quality Assessment I (Direct Numerical Category Sealing) 

Perceived image quality is often assessed by means of direct eategory sealing. 
In a category sealing experiment, subjects are asked to classify images into 
a number of eategories. For the .measurement of perceived image quality, for 
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Figure 2.3: PSNR versus compression ratio curves for both compres
sion algorithms. Results are shown for the test scenes "children" and 
"motorbike". 

example, the CCIR [21] has recommended a5-point scale using the adjectives 
bad, poor, fair, good and excellent . In a similar way, descriptive impairment 
and comparison scales have been defined. 

An alternative way of identifying the points on a category scale is to label 
each category with a numerical value. It has been argued [116, 133] that the 
validity of numerical category scales is higher, because numbers divide the 
scale in intervals of equal size. Also, numerical scales can easily be adapted 
to specific ranges of image qualities. This does not mean, however, that the 
sensations belonging to adjacent categories are equidistant [120]. This section 
discusses the results of a direct numerical category sealing experiment in which 
the performance of the image coders mentioned in Section 2.2 is compared. It 
is shown how to set up the experiments and how to analyze the data obtained 
in such experiments. 

2.3.1 Methad 

Subjective quality evaluations were carried out for the test scenes "children" 
and "motorbike". For stimulus display, a 50 Hz non-interlaced BARCO 
CCID7351B monitor was placed in a dark room against a white, dimly lit 
2.5 cdjm2 background. The subjects observed the cocled images from a dis-
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tance of 160 cm, corresponding toa ratio of 6:1 between viewing distance and 
monitor height. All viewing conditions satisfied CCIR recommendation 500-3 
[21]. On the monitor, each stimulus occupied an area of 25 x 12.5 cm, resulting 
in a horizontal size of 4.5 degrees of visual angle and a resolution of 53 pixels 
per degree of visual angle. 

Two male and two female subjects between 24 and 28 years of age participated 
in the experiments. All subjects had experience with quality evaluations of 
processed natural images. They had normal or corrected-to-normal vision and 
a visual acuity, measured on a Landolt chart, between 1.5 and 2.0. The subjects 
did not have any knowledge of the way in which the presented images had been 
processed. 

In one session, all 12 reconstructed images of one test scene were presented 4 
times in a random sequence. Separate scenes were handled in separate sessions. 
All 48 stimuli were displayed on the monitor for 5 seconds, foliowed by an 
homogeneaus 11 cd/m2 adaptation field which lasted at least 2 seconds (the 
luninace of this field matebed the average luminanee of the test scenes). The 
subjects were asked to rate the overall perceived quality of each image using a 
numerical quality scale ranging from 1 to 10. Before startinga session, subjects 
had to judge a training sequence in order to get an idea of the quality range of 
the images. This randomly displayed training sequence contained all 12 coded 
images. 

In a quality evaluation experiment, the duration of the stimulus presentation 
should provide subjects enough time to perfarm their task. A too long or 
unlimited presentation time might bias the judgment of the subjects and results 
in unnecessary long experiment al sessions and different experimental conditions 
across subjects. Since the optimum presentation time depends on the quality 
range of the stimuli and the number of stimuli displayed at the same time, all 
presentation times mentioned in this thesis were determined by carrying out 
some short pilot experiments. 

2. 3. 2 Z-score Results 

Quality scores for each image were obtained by taking the mean of the four 
scores corresponding to that partienlar scene. Before averaging over all sub
jects, however, it is common to minimize the variation between the individual 
quality scores. This variation is caused by the fact that not all subjects use 
the full range of the numerical scale in classifying images. A simple method 
that normalizes a set of individual scores on the mean and standard deviation 
of those scores, is the z-score transfarm described by Hays [55]. This trans
farm thus couverts each score into a z-score that indicates the deviation from 
the mean score in standard deviation units (see Appendix 2.A for the exact 
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Figure 2.4: Individual z-scores obtained via direct numerical sealing. 
The plots indicate the perceived image quality of the "children" test 
scene as a function of the compression ratio. The lengtbs of the error 
bars are equal to twice the standard error of the mean. 

definition of z-scores). It should be noted that the name z-score transfarm 
is samewhat canfusing, because this transfarm bas no relation with the well
known z-scores used in statistics). In Fig. 2.4 the z-scores of all individual 
subjects are shown for the "children" scene. Similar results were obtained for 
the "motorbike" scene. 

In Fig. 2.5 the averaged z-scores have been plotted for bath test scenes. The 
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Figure 2.5: Perceived quality versus compression ratio curves for the 
two coders. The results were obtained by averaging over all individual 
z-scores. The error bars indîcate the standard error of the mean 
calculated between the subjects. 

error bars are equal to the standard error of the mean calculated over the 
mean scores of each subject. Since the lengtbs of the error bars are very small, 
the differences between the subjects are not very pronounced. Comparison of 
these results with the PSNR curves of Fig. 2.3 shows that for both scenes 
the equal-performance points of the algorithms with respect to the perceptual 
quality (C=16 and C=15 for the scenes "motorbike" and ''children", respect
ively) have shifted considerably. From these plots, one would conclude that the 
interpolative coding scheme perfarms even better than could be expected on 
the basis of the PSNR curves. Section 2.4, however, demonstrates that these 
results are biased because of the difference in nature of the artifacts present in 
the reconstructed images. 

Although averaging over individual z-scores does make sense, it implies that 
differences between individual subjects are not explicitly taken into account. 
Not only are all subjects given the same "weight", but averaging over subjects 
also removes information about differences that may exist between subjects. 
Section 2.4 shows that these differences can be significant and meaningful. 
Therefore, analysis and interpretation of individual differences should always 
be part of a subjective evaluation experiment. In the next paragraph a metbod 
for data analysis based on Thurstone's category sealing model is discussed. 
This Thurstone sealing metbod does not only facilitate the interpretation of 
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individual differences, but also provides a more perceptual view on the process 
of category sealing. 

2.3.3 Thurstone's Law of Categorical Judgement 

In literature, results of numerical category sealing are not always presented in a 
raw (or normalized) form. An alternative way of analyzing and presenting data 
obtained in sealing experiments is to transform the data into an interval scale 
assuming a psychologically linear continuum. A technique for such a trans
formation, based on Thurstone's law of categodeal judgement is, for instance, 
described by Torgerson in [135]. 

The ideas underlying Thurstone's law of categoricaljudgement can bedescribed 
as follows. Thurstone assumes that every stimulus generates some momentary 
impression on a psychological continuum, a psychological attribute, of which 
the strength is characterized by a specifi.ed number of ordered categories. The 
response to a given stimulus however is stochastic, as both the position of a 
stimulus impression and the positions of the category boundaries are Gaussian 
distributed. In Fig. 2.6 this concept of stimulus distributions and boundary 
distributions is visualized. Thurstone's law of categodeal judgement now con
sists of a set of equations that describe the judgement of an observer when 
asked to place stimuli into a number of ordered categories. The complete form 
of the law of categodeal judgment [135]: 

(2.2) 

with j 1, ... , n, ; g = 1, ... , m ; m + 1 the number of categories and 

Sj 

tg 

IJj 

ag 

rjg 

Xjg 

= 
= 
= 
= 
= 

= 

scale value of stimulus j 
mean location of the g-th category boundary 
standard deviation of the j-th stimulus sensation 
standard deviation of the g-th category boundary 
correlation between momentary positions of stimulus j and 
category boundary g 
unit normal deviate corresponding to the proportion of times 
stimulus j is sorted below boundary g. 

Unfortunately, the generallaw of categorical judgement is not solvable in its 
complete form, so when this law is applied, additional constraints must always 
be set. In this chapter, a model (Thurstone's model I) is applied that involves 
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t1 t2 s t3 

Figure 2.6: Position distributions on a psychological continuurn for 
a stimulus S and category boundaries tl, t2 and t3. 
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replications over trials within one subject with constraints of condition D (for 
details see [135]). In condition D, the number of parameters is limited by 
assuming that 1) the standard deviations of the category boundaries O" 9 as well 
as O"j of the stimulus locations are constant, and 2) the correlation rjg between 
the momentary positions of a stimulus and a category boundary is also constant 
for all values of j and g. Equation 2.2 then reduces to 

ig - Sj = XjgC, (2.3) 

with j = 1, ... ,n and g = 1, ... ,m. 

For all subjects, the raw sealing data obtained in the previously described 
experiment were transformed to a Thurstone scale using the in-house software 
package TurcatD. The output of this program includes maximum likelihood 
(ML) estimates of the mean stimulus positions, the standard deviation of the 
stimulus distributions and some stress value indicating the goodness of fit of 
the sealing data ( the standard deviation of the category boundaries is set to 
zero). Since the experiment involved replications of stimuli over one subject 
(Torgerson calls this a model I experiment), each psychological scale calculated 
reflects the behaviour of one particular subject for one particular test scene. 
The stimulus standard deviation estimated for a subject can be regarcled as a 
measure of the consistency of that subject. It should be noted, however, that 
this standard deviation is also influenced by the range of the numerical scale 
values used by that subject (some subjects do not use the full range of the 
category scale). 

Because the psychological scale constructed in Thurstone sealing is considered 
to be a true interval scale, equal differences in the percept judged are reflec
ted by equal distances on the scale. Direct interpretation of individual results, 
however, is difficult since it should be noted that a Thurstone scale is determ
ined but for a linear transformation, and thus offset and scale may be chosen 
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freely. In order to ease interpretation of individual subject behaviour, we nor
malized all Thurstone scales by subtracting the mean value of the Thurstone 
scores and rescaling so that one unit on the quality axis corresponded to the 
estimated stimulus standard deviation of a subject. 
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Figure 2.7: Normalized Thurstone scores expressed in stimulus 
standard deviation units for the subjects TG and MM. Results are 
shown for the "children" test scene. 

On such a normalized psychological scale, differences between observers become 
clear. Fig. 2.7 shows the normalized individual results of subjects TG and 
MM for the "children" scene. The difference between the stimulus standard 
deviation at the psychological scale estimated for the subjects TG and MM 
(0.24 and 0.38, respectively) is reflected by the larger range of quality scores 
calculated for subject TG. These standard deviations are inf:luenced by the 
sealing range and the consistency of the subject. Also, it can he seen that 
there is some difference between the specific shapes of the curves obtained for 
both subjects. 

A veraging over quality scores expressed in units of standard deviation implies 
that each subject is assigned a different weighting factor. The higher a subjeet's 
standard deviation, the smaller the weighting factor assigned. This corresponds 
to the idea that more consistent subjects are more reliable and should he as
signed a higher weighting factor. One may campare the normalized individual 
Thurstone scores of the subjects TG and MM in Fig. 2. 7 to the individual 
z-scores in Fig 2.4. The shapes of the curves only show small differences. Fig. 
2.8 shows this "weighted" average of Thurstone sealing results for both test 
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Figure 2.8: A veraged Thurstone sealing results indicating overall 
perceived quality of the test scenes "motorbike" and "children". 

scenes. It can be seen that compared to the performance curves in Fig. 2.5, 
only small changes have occurred ( especially for the "motorbike" scene). In the 
next section, insteadof using direct numerical category sealing, a secoud quality 
evaluation method, based on functional measurement theory, is demonstrated. 

2.4 Quality Assessment II (Functional Measurement Theory) 

The metbod of direct numerical category sealing has proved to be an efficient 
tool for image quality assessment [120]. One may doubt, however, the validity 
of quality scores derived from a direct sealing experiment when cornparing the 
performance of two coders that cause artifacts of a very different nature. In 
image quality research, it is known that if multiple scenes have to be judged in 
a session of a direct category sealing experiment, subjects may use a separate 
scale for each of those scenes. It is possible, however, that in the case where 
only one scene, but multiple types of distartion are presented, subjects will 
also build up separate internal quality scales. If that were indeed to be the 
case, it would not be possible to campare direct quality ratings obtained for 
two different coders. 

A possible salution to this problem would be to force subjects to link the quality 
ratings for both coders. An approach that achieves this is offered by Anderson's 
Functional Measurement Theory (FMT) [5]. In this approach, image qualities 
are compared rather than separately evaluated. Although functional measure-
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ment theory was originally developed as a broad framework for the efficient 
description of non-observable psychological processes underlying the compar
ison of stimuli, it can be used quite efficiently for quality assessment of coded 
images [116]. An essential assumption in functional measurement theory is 
that when two different independent stimuli <Pi and <Pj which evoke sensations 
Si and Sj, respectively, these sensations are combined to form some internalor 
psychological response '\I! ij. It is also assumed that subjects use simple rules 
such as addition, multiplication and subtraction when combining the sensa
tions Bi and s j into '\I! ij. Subsequently, this psychological response is mapped 
onto an overt response Rij, which is usually a number on a category scale. 
Andersou argued that the mapping from the stimuli to the evoked sensations, 
the combination function from the sensations into '\I! ij and the judgement map
ping into Rij can be determined simultaneously if all stimuli are presented in a 
factorial design. Under the assumption that a subtractive combination rule is 
used when subjects are asked to judge differences in quality and that a linear 
judgement function is used, then the factorial plot of the overt responses will 
consist of a set of parallel curves and the marginal means of the factorial design 
represent the sensation strengtbs on an interval scale. 

2.4.1 Method 

In the FMT experiment the test scenes "motorbike" and "children" were again 
used for evaluation. The subjects were the same as those who participated in 
the direct sealing experiment. No changes were made in the viewing conditions, 
except for the fact that now each stimulus contained two images, simultaneously 
displayed on the left and on the right hand sicles of the screen, with a spacing 
of 30 pixels (about 1.5 cm). The stimulus presentation time was extended to 6 
secouds in order to give the subjects enough time to observe both images. 

All12 stimuli (6 for each coder) were factorially combined to form 144 stimulus 
pairs. The subjects were asked to rate the difference in quality between the 
two images using a scale ranging from -10 to +10. The plus and the minus 
signs were used to indicate whether the left or the right image was preferred. 
Again, a training session of 12 randomly selected image pairs was presented to 
each subject befare the start of the actual experiment. 

2.4.2 Experimental Results 

For each subject, one 12x12-element matrix was obtained for each test scene 
(one row and one column per stimulus), with elements (i,j) repreaenting the 
score given by the subject for the difference in quality between the pair of 
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stimuli, stimuli i and j being displayed on the right and the left hand sicles of 
the screen, respectively. In Fig. 2.9 the scores in this 12xl2 matrix averaged 
over all subjects are plotted. In this plot, the lowest curve corresponds to 
stimulus 1, which is the highest quality JPEG-coded image. Kote that the 
curve shows that the other 11 stimuli are all rated as having lower quality 
in each comparison. The scores within the different rows and columns form 
approximately parallel curves, which is a necessary condition to apply the F~IT 
method. 

Although parallelism can he verified graphically, it was also tested statistic
ally by calculating the interaction between rows and columns by means of a 
standard two-way analysis of varianee methad [22]. Since no significant inter
action was found, it is now possible, according to FMT, todetermine a quality 
score for each stimulus by averaging (with opposite sign) the row and column 
means of the matrix that correspond to that stimulus. This was done for each 
stimulus. A general quality score for all subjects can now he obtained by av
eraging the individual quality scores. Befare being averaged over the subjects, 
the individual scores were normalized using a z-score transfarm [55] (see Ap
pendix 2.A). Fig. 2.10 shows the averaged FMT quality curves for both test 
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scenes. The FMT curves differ considerably from the quality curves obtained 
using the direct sealing metbod (Fig. 2.5). Individual FMT curves forthetest 
scene "children" are given in Fig. 2.11. 
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Figure 2.10: Subjective quality curves obtained by using Anderson's 
FMT. 

In comparison with the PSNR curves, the equal-quality point has shifted 
slightly towards the lower compression ratios. This shift, however, is much 
smaller than the effect that was found in the direct category sealing experi
ment. 

In Table 2.I, for each individual subject, the equal-performance points of the 
two coding algorithms are given for both the direct sealing experiment and the 
comparison-based experiment. Although there are some differences between 
the subjects, it can he observed that these individual data all show the same 
effect: equal-performance points found for the two methods differ considerably. 
Also, note the similarity between the PSNR curve calculated for the "motor
bike" scene (see Fig. 2.3) and the quality curve obtained using the functional 
measurement metbod (Fig. 2.10). In the case of this image, the objective 
PSNR measure performs quite well. For the "children" image, however, the 
PSNR curves of Fig. 2.3 and the subjective quality curves differ significantly. 
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Gompression at equal-quality point 
Motorbike Children 

I ûbserver MT Direct Sealing FMT 

mm C=12 C=18 C=16 C=22 
tg C=12 C=19 C=16 C=19 
nb C=19 C=35 C=13 C=15 
jv C=18 C=28 C=17 C=22 

average C=16 C=27 C=15 C=20 

Table 2.1: Campression ratios at the equal-quality points resulting 
from both the direct category sealing metbod and FMT. Results are 
shown forthetest scenes "children" and "motorbike". 

2.5 Functional Measurement Theory versus Direct Category 
Sealing 

The experimental results of Sections 2.3 and 2.4 clearly show that direct nu
merical sealing and functional measurement theory (FMT) do not necessarily 
lead to identical results. What could be a problem is that reconstructed images 
from the two caders can be easily identified. This stimulus identification leads 
directly to problems in the sense that observers may use separate quality scales 
for the two coders. The nature of the artifacts is also an important factor. 
Blocking, for instance, is always perceived by a subject as annoying. Blur, 
however, is a more "natura!" artifact, which is only recognized when a blurred 
image is compared with an image with less blur. Comparison of Figures 2.5 
and 2.10 shows that in Fig. 2.5 the quality curves of both test scenes have been 
"stretehed" to fit into the full quality range. An hypothesis is that instead of 
judging the images at the level of overall image quality, subjeets judge the im
ages at the level of a specific artifact. With Anderson's functional measurement 
theory, however, subjects are forced to link the quality scales for both coders. 
Therefore, direct sealing should not be used in a eoder camparisou experiment 
if the reconstructed images from the various caders are characterized by very 
different artifacts. 

Of course, this does not mean that the methad based on functional measure
ment should always be preferred. De llidder and Majoor [116], for instance, 
carried out some experiments to measure impairment of perceptual image qual
ity due to quantization errors in a scale-space eoding algorithm. They found 
that simple direct category sealing and the sealing procedure in aecordance 
with functional measurement theory gave rise to the same functional relation-
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ship between perceptual image quality and quantization error. This means 
that direct category sealing is very well applicable, for instance, in experiments 
in which different parameters of one specific coder are varied. Also, in some 
cases it is physically impossible to use functional measurement theory, because 
it requires two stimuli to be displayed at the same time. 

It was already mentioned that direct sealing experiments are much less time
consuming than complete comparison experiments. An intermediate salution 
when camparing different caders would he to perfarm a direct sealing experi
ment to obtain several "separate" scales, and to link these scales by carrying 
out an additional comparison experiment using a small subset of the stimuli. 
All scales previously obtained by direct category sealing can then be linearly 
transformed so that they can be compared with each other. Another salution 
would be the use of metric multi-dimensional sealing techniques that allow 
comparison experiments in which only a subset of all image pairs has to be 
judged. Multi-dimensional sealing is discussed in the next section. 

2.6 Multi-dimensional Sealing 

In the FMT experiment of Section 2.4, the subjects were asked to indicate 
whether they preferred the left or the right image. By applying metric multi
dimensional sealing (MDS) techniques [126], however, preferenee information 
can he omitted, and quality scales are constructed using dissimilarity data only. 
Originally, multi-dimensional sealing methods were developed based on non
metric techniques using ordinal relations obtained via comparison of pairs [119]. 
The problem solved by MDS techniques is similar to constructing the map of 
a country, given the distauces between all the cities. Usually, in MDS analysis, 
an n-dimensional configuration ( n being specified by the user) is calculated 
through statistica! maximum-likelibood estimation. 

The methad used in this thesis is a so called metric MDS technique, which 
assumes that the perceived differences in quality can be represented on a ratio 
scale, and hence that the distauces between the stimuli in the MDS space are 
proportional to the difference in quality judgments. Non-metric techniques, on 
the other hand, assume ordinal scaled data, which implies that there is only a 
monotonic relation between the distauces in the MDS space and the difference 
judgments. The non-metric MDS techniques are very time-consuming, because 
they require a large number of observations. Also, the comparison of stimulus 
pairs requires four images to be displayed at the same time. It is beyond the 
scope of this thesis, however, to explain in detail how MDS works. A detailed 
overview of MDS techniques can be found in [126]. 

The power of MDS techniques is demonstrated by using the difference-in-
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Figure 2.12: Stimulus positions in a two-dimensional space calcu
lated by Multiscale from the difference-in-quality scores for the twelve 
reconstructed images of the "motorbike" test scene. The images of 
each coder are indicated by separate symbols. Since the x-axis corres
ponds to the principal component, the position on this axis indicates 
the perceived image quality of each image (in arbitrary units). 

quality data obtained in the FMT experiment of Section 2.4 as input for the 
MDS "Multiscale" software package. In the "Multiscale" program, a Euclidean 
distance measure is used. Basedon the difference-in-quality scores given by the 
subjects, a two-dimensional MDS space which was calculated by "Multiscale" 
for the "motorbike" image. The result is shown in Fig. 2.12. Quality scores 
are obtained by taking the principal component ( dimension 1) of the two
dimensional MDS space (in the case of ideal subjects giving perfectly consistent 
scores, all stimuli should have been positioned on a straight line). After nor
malization by a z-score transform, these scores were plotted against the FMT 
quality scores in Fig. 2.13. In this figure it can be seen that both data ana
lysis methods yield similar results (a correlation of 0.993 was found). In [119], 
coinciding data are also found for ( fast) direct category sealing and a method 
of non-metric sealing. 

Although MDS analysis can, of course, be used to determine quality scores, it 
also provides a way of getting a better grip on image quality understanding. 
In [66], for example, MDS techniques are used to characterize images degraded 
by blur and noise by locating them in a multi-dimensional space. This sectïon 
presents the results of an experiment using MDS to determine the perform-
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ance of the orientation-adaptive 2D Hermite caders discussed in [35]. Again, 
a JPEG-DCT coder was used as a reference. For each test scene, 12 cocled 
images were generated: 6 JPEG-coded images and 6 Hermite-coded images. 
Fig. 2.14 shows the PSNR curves obtained for the 4 test scenes used in the 
experiment. 

2.6.1 Method 

Subjective quality evaluations were carried out for 4 test scenes (" girls", "mo
torbike", "doll'', and "sails"). For stimulus display, a 50 Hz non-interlaced 
BARCO CCID7351B monitor was placed in a dark room against a white, dimly 
lit 2.5 cd/m2 background. The subjects observed the cocled images from a dis
tanee of 100 cm. Since each stimulus occupied an area of 25 x 26.5 cm on 
the monitor, the ratio between viewing distance and stimulus height was 4:1, 
resulting in a horizontal size of 15 degrees of visual angle and a resolution of 34 
pixels per degree of visual angle. All further viewing conditions satisfied CCIR 
recommendation 500-3 [21]. 

Four subjects between 26 and 29 years of age (3 male, 1 female) participated 
in the experiments. All subjects had experience with quality evaluations of 
processed natural images. They had normal or correcteci-to-normal vision and 
a visual acuity, measured on a Laudolt chart, between 1.5 and 2.0. Only one of 
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the subjects had detailed knowledge of the way in which the presented images 
had been processed. 

All12 stimuli (6 for each coder) were factorially combined to form 36 different 
image pairs, each containing one JPEG-coded image and one Hermite-coded 
image. Since all pairs were displayed twice, 72 stimuli were presented per 
session. The subjects were asked to rate the difference in quality between the 
two imagesusinga scale ranging from 0 to 10. A training session of 12 randomly 
selected image pairs was presented toeach subject before the start ofthe actual 
experiment. The stimulus presentation time was 8 seconds. 

2. 6. 2 Results 

Fig. 2.15 shows the quality curves produced by "Multiscale". For every scene, 
the output of "Multiscale" was z-score transformed and plotted against the 
compression ratio. It can be observed that the curves reprasenting perceived 
quality differ considerably from the corresponding PSNR curves. In terms of 
coding artifacts, part of this result can he explained by the fact that, especially 
at compression ratios up to 30, the visibility of blocking artifacts is more pro
nounced in DCT -coded images than in Hermite-coded images. Hermite-coded 
images, however, are less sharp than DCT-coded images. Apparently, the in
troduction of artificial image structures greatly affects perceived image quality. 
A similar effect is found in the experiment described in Section 2.7, in which 
DCTune-coded images are clearly preferred over standard JPEG-DCT-coded 
images. 

In the previous sections, a range of quality evaluation methods based on nu
merical sealing have been presented in combination with appropriate data pro
cessing techniques. In the examples discussed in these sections, however, the 
quality differences between the images used for evaluation were rather pro
nounced. Section 2. 7 demonstrates that numerical sealing can also he used in 
order to measure very small ditierences in quality. 

2. 7 JPEG Coding Using Optimized Quantization Matrices 

In JPEG-DCT coding, the quality and bit rate of a compressed image are 
determined by the quantization matrix which defines the reconstruction levels 
for all transfarm coefficients. Usually, quality and bit rate are varied through 
scalar multiplication of some "standard" JPEG quantization matrix. Proper 
design of the quantization matrix, however, can improve the performance of a 
DCT coder significantly. This section shows some results of an experiment in 
which the effect of scene-optimized quantization matrices on perceived image 
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quality is evaluated. The main goal is to demonstrate that sealing experiments 
can also be carried out when differences between reconstructed images are fairly 
small. All scene-optimized matrices we used were produced using Watson's 
"DCTune" technique )46, 147]. 

Optimized quantization matrices can be constructed by applying models that 
describe the visibility of quantization artifacts. The DCTune matrices calcu
lated for our experiments were designed using a model which incorporated the 
visibility of DCT frequencies, the effects of display resolution and luminanee 
characteristics, frequency summation, spatial summation, and contrast mask
ing. Although optimized matrices were calculated for grayscale images ouly, it 
should be noted that the DCTune technique has also been extended to color 
images [ 14 7]. It is not within the scope of this thesis, however, to discuss 
the DCTune technique in detail. Fig. 2.16 shows both the standard JPEG 
quantization matrix and a scene-optimized DCTune matrix for the "children" 
test scene. The latter matrix was designed for a bit rate of approximately 1 
bit/pixel, a display resolution of 34 pixels per degree of visual angle, and a 
mean luminanee of 17 cd/m2. 

16 11 10 16 24 40 51 61 11 10 11 17 28 63 143 255 
12 12 14 19 26 58 60 55 10 13 12 15 22 41 93 255 
14 13 16 24 40 57 69 56 11 12 24 30 41 69 178 255 
14 17 22 29 51 87 80 62 17 16 31 60 85 145 255 255 
18 22 37 56 68 109 103 77 31 24 46 103 255 255 255 255 
24 35 55 64 81 104 113 92 65 47 78 163 255 255 255 255 
49 64 78 87 103 121 120 101 169 95 138 255 255 255 255 255 
72 92 95 98 112 100 103 99 255 255 255 255 255 255 255 255 

Figure 2.16: Standard JPEG quantization matrix (left) and a 
DCTune matrix (right), designed for the "children" test scene. Note 
that the DCTune matrix typically compresses the high frequency 
coefficients, while the DC coefficient is less severely quantized. 

DCTune matrices were calculated for two different bit rates for four test scenes. 
One matrix for high-quality compression (about 0.8 - 1.0 bits/pixel) and one 
matrix for lower-quality compression (about 0.4 0.5 bits/pixel). All test scenes 
were then compressed with a standard JPEG baseline sequentia! coder using 
these DCTune matrices. Subsequently, for each of the eight DCTune-coded 
images obtained, five JPEG camparisou images were generated using quantiz
ation matrices, obtained through scalar multiplication of the standard JPEG 
quantization matrix. Each set of five JPEG comparison images was generated 
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so that one of these images matched the compression ratio of the conesponding 
DCTune-coded image. In Fig. 2.17 PSNR versus compression ratio curves in 
the lower quality range have been plotted for all test scenes. It can he seen 
that for all these scenes, according to the PSNR measure, the standard JPEG 
matrix outperfarms the DCTur..e matrix. 

2. 7.1 Methad 

In order to he able to evaluate experimentally the perceptual quality of each 
DCTune-coded image compared to the quality of the five conesponding JPEG 
images cocled with the standard quantization matrix, a so-called "constant 
stimulus" methad was used. In this technique, stimuli are used that consist of 
two images: one "constant" image that occurs in every stimulus (in this case 
the DCTune-coded image), and one comparison image which is varied (the five 
conesponding JPEG-coded images were used as comparison images). The first 
experiment that was carried out involved the performance assessment of the 
four DCTune matrices designed for the higher compression range. Although 
each DCTune-coded image already functions as the "constant" image, it was 
used as an additional sixth comparison image. 

Except for the viewing distance and the stimulus presentation time, which were 
set to 100 cm and 9 seconds, respectively, no changes were made in the viewing 
conditions. Since each stimulus occupied an area of 25x26.5 cm, this resulted 
in 15 degrees of visual angle, and a ratio of 4:1 between viewing distance and 
stimulus height. The display resolution was 34 pixels per degree of visual angle. 
The mean luminanee of the images displayed on the monitor, having a peak 
luminanee of 60 cd/m2 and a gamma of 2.5, varied between 5 and 17 cd/m2. 

Two male and two female subjects between 22 and 28 years of age participated 
in the experiments. All subjects had experience with quality evaluations of 
processed natural images. They had normal or corrected-to-normal vision, and 
a visual acuity, measured on a Landalt chart, between 1.5 and 2.0. Only one 
of the subjects had detailed knowledge of the set-up of the experiment and the 
kind of stimuli that were used. 

The subjects' task was to rate the difference in quality between the two dis
played images, using a numerical category scale ranging from -5 to +5. The 
plus and minus sign indicated whether the left or the right image was pre
ferred. The stimuli were presented in a random sequence, containing stimuli of 
all four test scenes. Because each DCTune-coded image was combined with 6 
comparison images, and each stimulus combination was repeated 6 times, the 
number of image pairs to he compared in one session was 144. The experiment 
was balanced in the sense that each DCTune-coded image occurred an equal 
number of times on the left and on the right side of the screen. A training set 
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Figure 2.17: Gompression ratio versus PSNR plots for all comparison 
images. 

of 16 randomly selected stimuli containing all test scenes was presented to the 
subjects before the start of a session. 

2. 7. 2 Results 

For each of the test scenes, quality scores for the 6 cornparison images were 
obtained by taking the mean of the 6 scores indicating the distance between 
that partienlar image and the conesponding "constant" DCTune-coded image. 
Befare being averaged over all subjects, these scores were z-score transformed 
to reduce the variation between the subjects. In Fig. 2.18 the averaged z
scores of all comparison images have been plotted. In each plot, the dotted 
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Figure 2.18: Averaged subjective quality ratings for all comparison 
images expressed in z-scores. Each dotted line indicates the quality 
of the corresponding DCTune-coded scene with which all six images 
were compared. 
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horizontalline indicates the quality of the corresponding DCTune-coded image 
that was used as the "constant" image. The qualities rated for the DCTune
coded comparison images ( almost) coincide with these lines, because these 
quality scores were obtained by camparing pairs of identical DCTune-coded 
images. 

The z-score plots clearly indicate that the rate/distortion performance of a 
DCT coder can indeed be improved by designing proper quantization matrices. 
In the case of the "children" test scene, the perceived quality of the DCTune
coded image exactly matches the quality of the best comparison For 
the other test scenes, the perceived quality of the DCTune-coded 
even exceeds the quality of the best comparison image. This means that it 
would have been better to select comparison images in an even higher quality 
range. From these plots one may additionally conclude that subjects are very 
well capable of rating images in a small quality range. 

A similar comparison experiment was carried out using the DCTune matrices 
calculated for the high quality range. Figure 2.19 shows both the PSNR's (left) 
and the subjective quality ratings (right) obtained for the "doll" test scene. The 
perceived image quality- expressed in z-scores - was averaged over 3 subjects. 
It can be observed that forthese subjects, the effect of using a scene-optimized 
quantization matrix was found to be very small. One of the subjects clearly 
preferred the DCTune-coded image. Similar results were obtained for the other 
three test scenes. 
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Figure 2.19: Left: PSNR plot of the comparison images. Right: av
eraged subjective quality ratings of the comparison images expressed 
in z-scores. The dotted line indicates the quality of the "constant" 
DCTune-coded image. Results are shown for the "doll" test scene. 
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2.8 Conclusions 

In this chapter, the set-up bas been described of a number of experiments in 
which subjects had to judge image quality using numerical category sealing. 
Numerical sealing in itself is a simple technique, although it can be applied in 
many different ways. It can be used in both direct rating experiments, and 
in experimentsin which subjects are asked to rate quality differences between 
two stimuli rather than sealing quality directly. In order to give the reader 
some feeling for numerical sealing, a number of sealing experiments have been 
discussed in which various techniques were applied in varying situations. From 
these experiments it bas become clear that numerical sealing techniques can 
and should be adapted to the typical characteristics of the stimulus set. The 
necessity of carrying out subjective experiments should also be stressed. Several 
experiments described in this chapter demonstrate that objective measures such 
as the peak-signal-to-noise ratio (PSNR) do not give any information about the 
annoyance of coding artifacts. It was found that subjective image quality scores 
may differ substantially from PSNR values. 

The choice for an appropriate sealing technique is not always trivial. The single 
stimulus metbod used in this chapter, for example, is one of the evaluation 
methods recommended by the International Telecommunication Union (ITU). 
However, one should be very careful applying the metbod because in some 
cases it will bias the final outcome of an experiment. This was demonstrated 
by evaluating the performance of an image coder using both a (single stimu
lus) direct category sealing metbod and a sealing metbod basedon Anderson's 
functional measurement theory (FMT). It appeared that results obtained in 
the direct category sealing experiments were biased because the image caders 
that were evaluated caused reconstruction artifacts of a very different nature. 
Only by using difference-in-quality ratings, valid quality ratings could be pro
duced. Other research [117] bas indicated that the single stimulus metbod is 
also susceptible to contextual effects due to stimulus spacing or frequency of 
occurrence of stimuli. It was demonstrated that these contextual effects even 
occur in the double stimulus metbod using separate sealing rates for both im
ages. Also in this case it was shown that by using difference ratings, the bias 
could be reduced significantly. 

It was shown that, in general, results from sealing experiments can be obtained 
by normalizing individual data with a z-score transfarm and averaging over 
different subjects, although more sophisticated methods can be applied. By 
assuming Thurstone's model for category sealing, for example, category seal
ing data can be transformed into an interval scale on a psychologically linear 
continuum. Thurston's model, however, requires a significant amount of stim
ulus observations in order to generate reliable results. Further, metric multi
dimensional sealing (MDS) was introducedas a valuable tool in analyzing and 
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interpreting experimental difference-in-quality data, and it was demonstrated 
for one set of experimental difference-in-quality data that both Anderson's 
FMT method and MDS resulted in the same quality scores. The suitability of 
multi-dimensional sealing techniques for the quality assessment of cocled images 
was also demonstrated by evaluating the performance of a 2D Hermite coder. 
Disadvantages of both FMT and MDS are, of course, that multiple images have 
to be displayed at the same time and more observations are needed. 

Finally, by assessing the effect of using scene-optimized quantization matrices 
on the quality of JPEG-coded images, it was demonstrated that category seal
ing can also be used if differences in image quality are fairly small. This ex
periment is also an example of how to adapt the range of the rating scale to 
the image quality range of a stimulus set. In general, when differences in the 
stimulus set are very small, a narrow rating scale (e.g. -5 to +5) should be pre
Eerred over a broad rating scale (e.g. -10 to +10), in order to enable subjects 
to feel comfortable when performing their task. 
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Appendix 2.A 
Z-score Transfarm 

Each score obtained in a category sealing experiment can be converted into a 
standardized score, or z-score, expressing the deviation from the mean score in 
standard deviation units [55]. The z-score Zj for a score Xj is given by 

The z-score thus tells how many standard deviations Xj is removed from the 
mean. The mean and standard deviation of the set of observations are given 
by [22]: 

1 N 
x=-l:x1 

N i=l 
and 

respectively. The z-scores defined here have no relation with the well-known 
z-scores used in statistics. Therefore, the name z-score is somewhat confusing. 
Note that z-scores are normalized according to the mean and standard deviation 
of the observations of one particular subject. 



Chapter 3 

In1age Representation Using Steered Hermite 
Transfarms 

Abstract 

This chapter is concerned with the possibility of whether the 
Hermite transfarm can bridge the gap between conventional trans
farm coding techniques and second-generation coding techniques 
that make use of explicit descriptions of perceptually important im
age structures (e.g., edge contours and lines). For image analysis the 
Hermite transfarm is selected, because this transfarm can be used 
efficiently for extracting (Iocal) image primitives such as pattem 
orientation and position. In order to demonstrate the efficiency of 
the Hermite transfarm in image compression, an image compression 
scheme is presented on the basis of a new orientation-adaptive form 
of the Hermite transfarm (a steered Hermite transform). Camparis
ons with other cornpression techniques such as JPEG show that the 
proposed scheme perfarms very well at high compression ratios, not 
only in terrns of peak-signal-to-noise ratio but also in terros of per
ceptual image quality. In Chapter 4, the steered Hermite transfarm 
will be used to construct contour-based image representations. 

3.1 Introduetion 

Image compression is usually achieved by applying some fixed information
preserving transformation. This transformation must be followed by quantiza
tion and entropy coding of the transfarm coefficients in order to achieve actl1al 

1 The research described in this chapter has been published as a paper in Signa] Processing 
[35]. Some results were also presentedat the International Conference for Image Processing 
ICIP-96, Lausanne (33] 
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compression. The advantages of applying a transformation are twofold. First, 
it removes statistica! redundancies by decarrelating the image data. Second, 
by making certain aspectsof the information content explicit (e.g., frequency 
information), it becomes easier to take advantage of subjective irrelevance of in
formation. For example, human visual characteristics such as spatial frequency 
selectivity and spatial masking properties can be incorporated into compression 
schemes that decompose signals into different frequency components [124, 2]. 
In the case of still images, however, one believes [157] that (1) no substantial 
further improvements in reducing the amount of irrelevant information can be 
expected, and (2) most conventional image decomposition techniques are lim
ited in their redundancy reduction properties due to their inability to detect 
essential structural aspects in images. Future image compression techniques 
thus require the development of new image coding philosophies. 

In the eighties, Kunt et al. [74] introduced the concept of second-generation 
coding techniques. Although this concept has led to a plethora of methods, the 
basic principles have remained the same: human visual perception should be 
incorporated not only in the process of determining irrelevant information, but 
also in the stages of information extraction and representation. Image ana
lysis should thus be related more closely to the way in which the visual system 
analyzes visual information, and image representations should be tuned to the 
explicit description of perceptually important image structures (e.g., edge con
tours and textures). Second-generation coding techniques thus require image 
analysis tools that are capable of detecting and extracting visually import
ant image structures. The purpose of this thesis is to demonstrate that the 
Hermite transfarm can bridge the gap between conventional transfarm cod
ing techniques and second-generation coding methods which represent visually 
important image structures more explicitly. 

The Hermite transfarm was introduced in [90]. It is alocal image decomposition 
technique that uses overlapping Gaussian windows and projects images locally 
onto a basis of orthogonal polynomials. Since the analysis filters needed for the 
Hermite transfarm are derivatives of Gaussians (see Section 1.5), the transfarm 
matches- according to the Gaussian derivative theory [154]-the analysis carried 
out by the cortical receptive fields. Section 3.3 shows that the Hermite filters 
also provide the information necessary to calculate Hermite filter responses in 
arbitrary orientations. Orientational selectivity of receptive fields can thus be 
imitated, while different receptive field sizes can be modeled by varying the 
standard deviation of the Gaussian envelope. 

Up to now, Hermite transfarms have been used in applications such as image 
compression [89, 91], image deblurring [92], noise reduction [4l], and estima
tion of perceived noise and blur [64]. In particular, this work has shown that 
the Hermite transfarm is very eflicient in image analysis ( detection and ex-
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traction of image features). In this chapter the transform is used in an image 
coding algorithm that adapts to local orientations in au image. In this way, an 
image representation which efficiently represents one-dimensional structures is 
obtained. Chapter 4 will show that it provides a basis for image representations 
in which global structures such as and lines can be described ef
ficiently and explicitly. This chapter, however, is limited to the representation 
of local image features. 

The organization of this chapter is as follows. Beetion 3.2 discusses the basic 
principles of the Hermite transform, while Section 3.3 focuses on its steer
ing property. Beetion 3.4 demonstrates the energy compaction properties of a 
steered Hermite transform. Beetion 3.5 presents an image compression scheme 
based on a Hermite transfarm that adapts to local image orientation (an ex
tended compression scheme using local edge parameter descriptions will be 
presented in Chapter 4). Results and comparisons withother coding schemes 
are dealt with in Beetion 3.6. Beetion 3.7 discusses the coding philosophy used 
and presents suggestions for future work. An extended compression scheme 
using local edge parameter descriptions will be presented in Chapter 4. 

3.2 Hermite Transform 

The Hermite transform was introduced in [90] as a signal expansion technique 
in which a signal is windowed at equidistant positions and locally described as a 
weighted sum of polynomials. This section briefly discusses the basic principles 
and main charaderistics of the transform from an image co ding point of view. 
Beetion 3.3 concentrates on the kind of information extracted by the transfarm 
and its steering property. 

In the case of two-dimensional signals, the orthonormal Hermite basis functions 
used for signal decomposition are constructed by taking the Gaussian window 
function 

v(x, y) (3.1) 

and the polynomials 

1 
9n-m,m(x, y) = V Hn-m(xjo)Hm(yja), 

2n(n- m)!m! 
(3.2) 

which are orthonormal with respect to v2 (x, y), i.e. 
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for n, l = 0, ... , oo; m = 0, ... , n; k = 0, ... , l. In this notation, Hn is the standard 
Hermite polynomial of order n (n=O, ... ,oo), defined by [1] 

(3.4) 

The orthonormal Hermite basis functions of order n expressed in cartesian 
coordinates are thus given by 

hn-m,m(x, y) = v(x, Y)9n-m,m(x, y), (3.5) 

where n- mandmare the orders with respect to x and y, respectively. The 
Hermite transfarm uses this basis for representing a signal f(x, y) localized by 
the Gaussian window function v(x, y). Decomposition of such a localized signa! 
thus results in a signa! expansion 

oo n 

v(x, Y) · f(x, Y) = L L fn-m,m · hn-m,m(x, y) (3.6) 
n=Om=O 

with fn-m,m the cartesian Hermite coeflicients. Since the Hermite transfarm 
decomposes images within Gaussian windows located on a square sampling 
grid P, the coeflicients fn-m,m are obtained by filtering the image using the 
( separable) Hermite filters with impulse responses 

dn-m,m(x, y) = v 2
( -x, -y)gn-m,m( -x, -y), (3.7) 

foliowed by sampling of the filtered output at the selected signa! expansion 
positions. Plots of the filter functions dn (x) for a one-dimensional Hermite 
transfarm can be found in Chapter 1, Fig. 1.3. Because the Hermite transfarm 
is a continuous signa! expansion, each local signa! is represented by an infinite 
number of coeflicients. For practical applications, however, the transfarm coef
ficients can only be calculated up toa finite order N, which implies that images 
cannot be reconstructed perfectly. Further, in this thesis, the lengtbs L of the 
Hermite filters are limited to L = 10 or L = 16. Filter taps of typical Hermite 
filters used are given in Appendix 3.A. An example Hermite decomposition is 
shown in Fig. 3.1. 

Since the Hermite transfarm results in an overcomplete signa! description, im
age reconstruction from the transfarm coeflicients is nat straightforward. The 
inverse Hermite transfarm does nat require all positions of a local signa! to con
tribute equally in the reconstruction process. By applying a synthesis window 
s(x, y), the contribution of all positions within a local signa! description can 
be set. In this thesis, a synthesis window s(x, y) = v(x, y) is used. For recon
struction, we thus have local signals of the farm v~(x, y)f(x, y) for all positions 
p E P, were vp(x, y) denotes v(x- Px, y- Py) for p with coordinates (px,Py), 
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Figure 3.1: Cartesian Hermite coefficients up to order 2 for a Gaus
sian window with spread a = 1.3 and a window spacing d = 4. For 
display purposes, the n + 1 coefficients of order n, located in the nth 
diagonal, are shown at the same, maximum contrast. 
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and P represents the set of all window positions. Synthesis is now carried out 
by adding alllocal signals and correcting for the modulation introduced by the 
window v2 (x , y). For the reconstructed signa! ](x, y) , we thus have 

, Lp v;(x , y)f(x, y) 
f( x ,y) = L 2( ) 

P vP x , y 
(3.8) 

which equals interpolation of the Hermite coefficients with the (separable) syn
thesis functions 

( ) _ 9n- m,m(x , y) · v2(x , y) 
Sn-m,m X, Y - '\' 2( ) · 

L-pEP Vp X , y 
(3.9) 
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Note that synthesis requires complete coverage of the original signal, that is, 

L v~(x, y) 2:: 0. (3.10) 
pEP 

The free parameters in a Hermite transfarm decomposition are t he Gaussian 
window spread a, which defines the size of the Hermite basis functions, and the 
distance d between adjacent window positions. Given a fixed sampling distance 
d, one has to choose the appropriate value for a . In Fig. 3.2, the effect of a on 
the peak-signal-to-noise ratio (PSNR) for sampling distauces 4 and 8 is shown 
for the image "Lena" (the original image is given in Fig 4.2). The different 
curves in each plot correspond to different values of the order N of the Hermite 
transfarm that was used in reconstructing the image. It can be observed that 
the PSNR, which is related to the root-mean-squared error ( defined in Section 
2.1) by 

( 255 ) 
PSNR = 20 · log10 RMSE , (3.11) 

varies considerably as a function of the window spread. Similar results were 
obtained for other test images. The value of a is thus essential when applying 
a Hermite transform. Of course, the higher the order of the transform, the 
higher the PSNR of the reconstructed image. Note that in Eq. (3.11) the value 
255 equals the peak-luminance of an 8-bit grayscale image. 

In terms of coding artifacts, different values of a result in different types of 
artifacts in the reconstructed image. A small a causes "speckles" , while a 
high a results in Gibbs-phenomenon-like art ifacts such as ringing and blur. 
These coding artifacts are demonstrated in Fig. 3.3. The "speckles" are visible 
mainly along high contrast edges. In coding applications, appropriate values 
for a were found to be approximately 1.3 and 2.5 for sampling distauces of 
4 and 8 pixels, respectively. These values do not exactly correspond to the 
optimum PSNR (see Fig. 3.2) dué to the effects of quantization of coefficients 
in coding applications. A rule of thumb for the selection of d and a is given 
by the ratio T = d/a (T should have an approximate value of 3) . Further, a 
value of d = 4 is typically used for high quality coding at moderate bit rates, 
while a window spacing of d = 8 should be used for low-bit-rate coding (see 
also Section 3.6). 

Because the cartesian Hermite transfarm is (locally) a unitary transform, the 
signa} energy of each local signal can be obtained by calculating 

Eoo 1: dx 1: dy[v(x, y) · f(x, y)]2 (3.12) 
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Figure 3.2: Effect of the Gaussian window spread a- on the PSNR of 
synthesized images. The figure at the top shows curves for different 
values of N and a window spacing of 4. The figure at the bottorn 
shows PSNR curves obtained for a window spacing of 8. Results are 
given for the 512x512 8-bit grayscale image "Lena". 

51 



52 Chapter 3 Image Representation Using Steered Hermite Transforms 

Figure 3.3: Top: Details of an image synthesized from Hermite 
coefficients up to order N = 7. For both images a window spacing 
of 8 pixels was used. The spread a of the Gaussian window was set 
to 1.75 pixels for the left image and 2.9 pixels for the right image, so 
that the PSNR was the same for both images. Bottom: corresponding 
error images. 
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or, in termsof its Hermite coefficients (Parseval's theorem) 

oo n 

Eoo = L L [fn-m,m] 2 - (3.13) 
n=Om=O 

Fig. 3.4 gives an impression of the cumulative signal energy contained in the 
coefficients of a Hermite decomposition of the image "Lena" as a function of the 
order N, expressed in a percentage of the tot al AC energy ( equal to E00 - !5 0 ). 

Curves are drawn for two different parameters setting of the Hermite transform. 
It can beseen that in bath cases, at reasonable values of N, about 80% of the 
total amount of AC energy is captured by the Hermite coefficients. In the lower 
part of Fig. 3.4, the effect of the order N on the PSNR of the reconstructed 
images is plotted. In this thesis, typical orders N used in coding are between 
3 and 7 for a window spacing of 4, and between 7 and 11 for a window spacing 
of 8. 

3.3 Steered Hermite Transfarm 

In [46] Preeman and Adelson describe the problem of finding the response of a 
filter at arbitrary orientations. They use the term steerable filter to describe a 
class of filters in which a filter of arbitrary orientation is synthesized as a linear 
combination of a set of basis filters. Since all Hermite filters are polynomials 
times a radially symmetrie window function, it is easy to prove that the n + 1 
Hermite filters of order n farm a steerable basis for every individual filter of 
order n. More specifically, rotated versions of a filter of order n can be con
structed by taking linear combinations of the filters of order n. This property 
of the Hermite filters, which results in a new form of the Hermite transform, 
will be explained in the next paragraphs. 

The Fourier transfarm of the 20 filter functions dn-m,m(x, y) is given by 

(3.14) 

where Wx = w cos( e) and Wy = w sin( B). The Fourier transfarm of each filter 
function can thus be written as a product that separately expresses orientation 
selectivity and radial frequency selectivity. The radial frequency of the 20 filter 
functions of order n equals the nth order derivative of a Gaussian and is given 
by 

(3.15) 
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Figure 3.4: Top: Cumulative contribution of AC signa! energy con
tained in the coefficients of the Hermite transfarm as a function of 
order N. The curves were obtained for windows spacings of d = 4 
and d = 8 and a Gaussian window spread a of 1.3 and 2.5, respect
ively. The length of the Hermite filters was set to L = 16. Results 
are calculated for the 512x512 8-bit grayscale image "Lena". Bot
tom: Calculated PSNR values of the reconstructed image "Lena" as 
a function of order N. 
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while the orientation selectivity is expressed by 

(3.16) 

Note that the radial frequency selectivity dn(w) is the same for all n + 1 filters 
of order n and that these filters differ only in their orientation selectivity. In 
terms of orientation frequency functions, the steering property of the Hermite 
filters can he expressed by 

n 

Ctn-m,m(B- Ba) = L c;;::k(Bo)an-k,k(B) (3.17) 
k=O 

with c;;:)k(Bo) being the steering coefficients. By properly "steering" the 
Hermite 'filters at each position, image representations adapted to local crient
ation content can he obtained. Section 3.4 shows that such adaptivity results 
in significant energy compaction. 

Fig. 3.5 shows the algorithmic structure for deriving a steered Hermite trans
farm. First, a cartesian Hermite transfarm is applied to the original image. On 
the basis of the coefficients of this transform, an orientation image indicating 
the direction of maximum energy for each window position is determined. Next, 
this orientation image is used to "steer" the cartesian Hermite decomposition. 
In Fig. 3.5 the orientation image is displayed in the lower right corner of the 
steered Hermite decomposition. 

Especially for patterns that are locally 1D, the Hermite transfarm provides a 
very efficient representation. This representation consists of a parameter e, 
indicating the orientation of the pattern, and a small number of coefficients, 
indicating the profile of the pattem perpendicular to its orientation. For a 1D 
pattem with orientation e, the following relation holds: 

8 _ { I":~=O Ctn-k,k(B) · fn-k,k , 
fn - m,m-

0, 

m=O 
(3.18) 

m > O. 

For such a pattern, steering over e thus results in a compaction of energy into 
the coefficients !~,0 , while all other coefficients are set to zero. This means that 
a steered Hermite transfarm offers a way to describe 1D patterns explicitly on 
the basis of their orientation and profile. Fig. 3.6 shows a detail of an image 
that bas been reconstructed by using local 1D approximations only ( that is, 
only the "1D-coefficients" f~ 0 of the steered transfarm have been used in the 
reconstruction). As expected, artifacts are visible mainly in areas that are 
typically 2D (e.g., high curvature edges). In [91] a similar approach was applied 
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Figure 3.5: Algorithmic structure for deriving a steered image decomposition. First, the original image 
is transformed into a cartesian Hermite decomposition. This decomposition is then used to determine 
an orientation image to control the steering operation. 
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Figure 3.6: Details of the "doll" image (128x128 pixels). Left: ori
ginal image. Right: full lD reconstruction from an adaptive Hermite 
transform with parameter setting d = 4, a= 1.3, and N = 5. 
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in approximating lD local image structures using a discrete (binomial) Hermite 
transform. This transform, however, does not support smooth rotation of its 
basis functions and, also, no information other than lD is retained. 

3.4 Energy Compaction 

For image compression purposes, it is important that signal energy is com
pacted into a small number of coefficients. The Hermite transfarm has the 
advantage that a high degree of energy compaction can be achieved by adapt
ively steering the transform. In Section 3.2 expressions were given to calculate 
the signal energy E00 of each local signa!. In a similar way, energy up to order 
N, EN can defined by 

N n 

L L [fn-m,m]2 ' (3.19) 
n=Dm= O 

which adds over all squared coefficients up to order N only. Due to the perfect 
energy compaction property of the (steered) cartesian Hermite transform for 
lD patterns, we can distinguish lD energy terros and 2D energy terms. That 
is, for each local signal we have 

N 

E~D ( B) = L U~,of, (3.20) 
n = l 
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N n 

EFP(B) = L L[f~-m,mJ2 , (3.21) 
n=l m=l 

and thus 

(3.22) 

where Eo = 16,0 indicates DC energy. 

Since most images contain a large number of structures which are (approxim
ately) lD, significant energy compaction can be obtained by properly steering 
the Hermite transfarm into the directions of maximum energy EJ.P(B). Table 
3.1 demonstrates the effect of steering on the energy contained in the higher
order (AC) Hermite coefficients. The upper part of Table 3.1 shows the energy 
distribution for the cartesian Hermite transform, while the lower part shows the 
energy distribution after a steering operation. In the steered decomposition, 
more than 91% of the AC energy is compacted into the 1D coefficients, while 
the 2D energy components contain less than 9% of the energy. In this chapter, 
all local orientations were arrived at by maxiruizing EW(B) in 16 discrete
valued orientations between 0 and 180 degrees. With much less complexity, 
results close to optimum can he obtained for most window positions by using 
tan(B) = fo.d h,o as an estimator for B. 

In the case of the Hermite transform, however, there is still a considerable 
amount of correlation between the transferm coefficients. Therefore, by de
correlating the AC coefficients, the energy packing can be further optimized. 
Optimum decorrelation can be obtained by applying a decorrelating Karhunen
Loève transferm (KLT) [23] to the AC coefficients. In the rest of this section 
we consider transfarm coefficients to be random variables ( denoted in bold
face). The KLT of a vectorfis obtained by calculating the covariance matrix 
COV(f), of which the elements are given by 

(3.23) 

Now, by calculating the eigenveetors of this matrix, a transformation matrix 
T is obtained that completely decorrelates the elements of f. In other words, 
we have 

T · [COV(f)] ·TT = A (3.24) 

where the rows of T are the eigenveetors and A contains the conesponding 
eigenvalues. 

The gain of an adaptive cartesian Hermite transferm over a common cartesian 
Hermite transferm can be demonstrated by calculating the energy compaction 
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- 39.33 10.23 4.12 2.57 1.42 1.2910.751 
16.97 4.40 1.94 1.23 0.65 0.52 0.331 
3.67 1.57 0.98 0.55 0.44 0.27 
1.62 0.77 0.47 0.33 0.23 
0.77 0.42 0.28 0.20 
0.48 0.25 0.17 
0.40 0.16 
0.21 

- 54.69 16.32 7.75 5.16 3.08 2.5311.641 
1.61 0.84 0.47 0.30 0.23 0.20 0.161 
1.15 0.54 0.31 0.20 0.20 0.12 
0.48 0.20 0.12 0.09 0.07 
0.35 0.15 0.13 0.07 
0.21 0.12 0.07 
0.23 0.07 
0.12 
~ 

Table 3.1: Distribution of the AC energy up to order 7 over the 
individual coefficient bands of a Hermite transfarm on "Lena" with 
(d, N, a) = (8, 7, 2.7). The energy in each coefficient band is given as 
the percentage of the total amount of energy (totallOO percent). The 
energies in the coefficient bands of order n are displayed in the n-th 
diagonal. Top: no orientation adaptivity; bottom: orientation adapt
ive transfarm with 16 possible orientations, optimized on E~ D ( e) 
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charaderistics of both transfarms [23]. Before calculating the transfarm effi
ciencies, however, we first decarrelate the transfarm coefficients by applying a 
Karhunen-Loève transform. Maximum energy compaction is thus guaranteed 
for both transforms. 

Fig. 3. 7 demonstrates the energy compaction effect resulting from a steering 
operation. For all id ... K (K being the number of transfarm coefficients given 
by (N + 1)(N + 2)/2), the sum of the estimated entropies of the first i KLT 
transfarm coefficients bas been plotted against the sum of the variances of the 
omitted K - i higher coefficients. The entropy of each individual transfarm 
coefficient expressed in units of bits per pixel of the original image is defined 
as 

(3.25) 

where P(s) is the frequency histogram of coefficient values s and dis the window 
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Figure 3.7: Energy compaction due to orientation adaptivity for two 
different settings of the Hermite transform. The plots show the vari
anee of omitted coefficients versus estimated cumulative entropy of 
the KLT transfarm coefficients. Top: (d, N, a) = ( 4, 5, 1.3); bottom: 
(d, N, a) = (8, 7, 2.7). 
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spacing in pixels. Before the entropy calculation, all coefficients were uniformly 
quantized using quantization steps of 1. The total entropy of the image in 
bits per pixel is given by the sum of the individual coefficient entropies . The 
varianee of each KLT coefficient f;ktt i 2 1 is expressed by 

a-l= E[(f;klt _ ];klt)2] = E[(ftt)2] (3.26) 

since the higher-order Hermite coefficients can be considered to be a zero-mean 
process. Curves are shown for the image Lena for window spacings of 4 and 8 
pixels, respectively. Steering of the Hermite transfarm thus results in a signific
ant gain in coding efficiency. Although curves and data have been plotted for 
"Lena" only, the same results are found for other test images. Typically, for the 
AC coefficients, an entropy reduction of about 20% can be achieved ( depend
ing on the number of coefficients used in the image reconstruction) . As can be 
seen in these plots, a considerable amount of energy is still contained in the 
Hermite coefficients of orders higher than N. Th is varianee equals E [ E00 -EN]. 

A Karhunen-Loève transfarm is image dependent. However, coder complexity 
can be reduced by applying a fixed transformation to the Hermite coefficients. 
All compression results given in sections 5 and 6 were obtained by applying a 
fixed KLT transformation matrix derived from eight 512x768 test images. This 
test set did not include any of the images used in the experiments. Simulations 
showed that the fixed matrix resulted in energy compaction very close to the 
optimum. 

An impression of the computational complexity of a Hermite coder: for an 
8x8 DCT coder, 16 1D DCTs of length 8 are needed, each containing 64 mul
tiplications in a straightforward implementation, adding up to a total of 16 
multiplications per pixel. For a Cartesian Hermite transfarm with window 
spacing d, order N and filter length L, on the average, without any compu
tational optimizations, a tot al of d( N + 1) fj.lter operations of length L are 
needed per window position in the horizontal direction and (N + 1)(N + 2)/2 
filter operations of length L in the vertical direction, adding up to a total of 
(d + (N + 2)/2)(N + 1)L multiplications for every window. Per window po
sition, the steering operation takes 2:,~;;-21 n 2 multiplications, while the KLT 
with a fixed matrix takes ((N + 1)(N + 2)/2) 2 multiplications. For a typical 
orientation adaptive Hermite transfarm with parameters d = 8, N = 7 and 
L = 16, followed by a KLT transform, the total computational complexity is 
about 3 times the complexity of a separable 8x8 DCT transform. 

3.5 Image Campression Scheme 

A compression schemes incorporating an orientation adaptive Hermite trans
farm is presented. The general framework for a Hermite compression algorithm 
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includes three components: (1) image analysis and representation, (2) quant
ization of all coefficients, and (3) ordering of the quantized coefficients into a 
bytestream, followed by entropy encoding. 

3.5.1 Image Analysis and Representation 

Image analysis is clone by performing a cartesian Hermite transform, followed 
by extraction of local orientations and adaptive steering of the transfarm coeffi
cients (Fig. 3.5). Orientations are detected by maxiruizing the energy measure 
E;F(O) for each window position (typically, 8 or 16 possible orientations are 
distinguished). Good results, however, can already be obtained by maxiruizing 
EfD(()) (i.e. tan(O) = fo,d h,o is used as an estimator). After the steering 
operation, extra energy compaction is obtained by applying a Karhunen-Loève 
transformation to the AC coefficients. An KLT, however, is image-dependent 
and requires transmission of the KLT matrix. In our implementation, coding 
of this information is avoided by applying a fixed transformation derived from 
eight 512x768 grayscale test images, which resulted in almast optimum energy 
compaction. 

In the case of restricting to lD polynomial descriptions, only the 1D coefficients 
of the steered transfarm have to be calculated. For such a lD Hermite coder, 
a fixed KLT is applied on the lD Hermite coefficients only. The difference 
between a lD coderand a 2D coderis that in the case of a lD coder, only the 
1D AC coefficients are retained. In the case of a 2D coder, all AC coefficients 
are retained. 

3. 5. 2 Quantization 

All coefficients are uniformly quantized and mapped onto a set of integer values. 
By sealing the quantization stepsizes, different compression ratios are obtained. 
The results in this chapter were obtained by taking all stepsizes equal to 1, 
although different stepsizes can be selected for each coefficient band. Since the 
orientation image is already discrete-valued, this image need only be mapped 
to integer values. 

3.5.3 Bytestream Conversion f3 Entropy Gading 

Befare the actual entropy coding is performed, all quantized coefficients are 
rearranged into a bytestream to take advantage of the many zeros produced 
by the quantization ( every coefficient is cocled in one byte). The bytestream is 
built up as follows : 



- Quantization 
Compressed 
Bytestream 

KLT ! l 
Bytestream 

------o Entropy Coding Conversion 

Figure 3.8: Block diagram of a 2D Hermite coder based on a steered Hermite transform. A KLT is 
applied to decarrelate the AC Hermite coefficients. After quantization, all coefficients are reordered 
into a bytestream and entropy coded. 
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• All DC coefficients. The DC val u es ( except the first ) are cocled with 
a lossless differential pulse code modulation (DPCM) scheme using the 
previous DC coefficient as a predietor. 

• Then, for each individual window position, the orientation is coded, fol
Iowed by all KLT coefficients for that position. An end-of-block symbol is 
used to signal that all remaining KLT coefficients for that window position 
are zero. The orientation is only coded if one or more KLT coefficients 
are non-zero. 

After rearrangement of the coefficients, an arithmetic coder is used to further 
compress the coefficients in the bytestream. The arithmetic coder used was 
obtained from a public domain entropy coding toolbox. A block diagram of a 
2D Hermite coder is given in Fig. 3.8. Gompression results obtained with 1D 
and 2D Hermite coders are given in Section 3.6. 

3.6 Campression Results 

In Fig. 3.9 PSNR performance curves obtained for the 512x512 8-bpp image 
"Lena" have been plotted for different types of Hermite coders. For comparison, 
performance curves arealso shown for two other compression algorithms: JPEG 
using a Huffman-based entropy coding of the transfarm coefficients [108) and 
Shapiro's Zerotree coder [128], based on a discrete wavelet decomposition and 
the specific "Zerotree approach" in combination with arithmetic coding to code 
coefficients across different scales. The Zerotree algorithm was selected as a 
reference because it perfarms extremely well over a large range of compression 
ratios. It also demonstrates that the performance of JPEG, which is based on 
the discrete eosine transfarm (DCT), deteriorates rapidly at compression ratios 
above 30. In Shapiro's paper, all wavelet coefficients are ordered in a tree-like 
data structure. The name Zerotree refers to the zerotree symbol that is used 
to indicate that all coefficients in a subtree are insignificant. 

The plots on the left give results fora 1D Hermite coder in which only the coef
ficients f~,o are used for reconstruction. The plots on the right give results for 
a 2D Hermite coder in which all Hermite coefficients are retained. All cocled 
images were obtained by applying an adaptive cartesian Hermite transfarm 
with 16 possible orientations, followed by a KLT to decarrelate the AC coeffi
cients. From these plots we can conclude the following. First, it can he seen 
that there is not much difference in performance between 1D and 2D coders, 
although 1D coders saturate at high bit rates. At low bit rates, performance is 
almost identical. Second, for low-bit-rate coding, a large window spacing (e.g., 
8) is clearly preferred, while high-bit-rate coding requires a smaller window 
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Figure 3.9: Campression results of lD Hermite coders (left column) 
and 2D Hermite coders (right column). Parameter settings of the 
Hermite transform used: (d, o-) = (4, 1.3) for the plots at the top and 
(d, o-) = (8, 2.7) for the plots at the bottom. The curves were obtained 
by varying the quantization steps for the Hermite coefficients between 
1 and 32. For all coders, 16 different orientations were used. 
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spacing. Furthermore, it is clear that Hermite coders perform quite well at 
compression ratios between 32 and 64 and approximate the performance of the 
Zerotree coder. Note that at these high ratios, taking a higher order N does 
not significantly affect coder performance. 

Figure 3.10: Fragments of "Lena". Left: lD Hermite transfarm 
with compression ratio C=31.86, PSNR=32.46 (top) and C=66.11, 
PSNR=30.05 (bottom). Right: JPEG-DCT C= 32.67, PSNR=31.86 
(top) and C=60.07, PSNR=26.02 (bottom). 
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Fig. 3.10 shows a number of reconstructions of "Lena". lt can be seen that 
the steered Hermite transferm reproduces edge-like structures very well. For 
example, at a compression ratio of 32 the edge-like structures in the 1D recon
structed image show hardly any distortion. At the same bit rate, the quality 
of DCT-cocled edges is much less. This difference is even more apparent in the 
images compressed at a ratio of about 64. Since the Hermite transfarm is an 
( overlapped) block transform, blocking artifacts become visible only at high 
compression ratios. At equal bit rates, however, blocking artifacts are much 
more prominent in JPEG-DCT-coded images than in Hermite-coded images. 

We found that on the basis of a PSNR criterion, for most test images, JPEG 
should be preferred over a Hermite coder at compression ratios lower than 
25. However, results of quality assessment experiments using subjects indicate 
that the perceptual quality of Hermite-coded images is much better than would 
be expected on the basis of the PSNR. Figure 3.11 shows the results of the 
subjective quality evaluation of a 2D Hermite co der for the test scenes "doll'' 
and "girls". PSNR curves and subjective quality ratings have been plotted for 
a 2D Hermite coder and a standard JPEG baseline coder. For the Hermite 
coder used in the experiment, a parameter setting (d, N, er) = (8, 11, 2.5) was 
applied. Perceived quality was measured via metric multi-dimensional sealing, 
a metbod in which subjects are asked to rate quality differences between pairs 
of cocled images (details can be found in Sectien 2.6). It can be observed that 
the subjective quality ratings differ significantly from the PSNR curves. The 
difference is due mainly to less severe blocking artifacts in the Hermite-coded 
images. 

The typical artifacts caused by Shapiro's Zerotree coder differ from the arti
facts introduced by a Hermite coder. Therefore, it would also be interesting 
to evaluate perceived image quality of this Zerotree coder. Shapiro's paper 
[128] shows that, at high compression ratios, the structures in the Zerotree
reconstructed images suffer from blur and ringing artifacts due to the wavelet 
scheme used. At extremely low bit rates (C > 100), the images fade instead 
of showing blocking and segmentation artifacts, as is the case with a Hermite 
co der. In this thesis, no subjective evaluation of the Zerotree co der is presented. 

3. 7 Discussion and Conclusions 

In this chapter, a new form of the Hermite transferm is introduced that enables 
(local) rotation of the Hermite frequency patterns. From an image compres
sion point of view, it is important that the orientation adaptivity of the steered 
Hermite transfarm results in a significant energy compaction. Especially for 
patterns that are locally one-dimensional, this energy compaction provides 
an efficient representation, consisting of the orientation of the pattem and 
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Figure 3.11: Subjective quality ratings. Top: PSNR curvesfora 2D 
Hermite coder and JPEG; bottom: corresponding subjective quality 
ratings. Results are shown for the test scenes "doll" and "girls". 
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a number of coefficients descrihing the profile of the pattern. One-dimensional 
approximations of two-dimensional elements are obtained by discarding the 
residue energy in the 2D coefficients of the steered Hermite transform. An ex
tended mathematica! frameworkon the theory of the steered Hermite transfarm 
as described in this chapter, will be publisbed in the near future [95]. 

Using the steered Hermite transfarm in an image compression scheme, shows 
that an image coder can be constructed that perfarms well compared to other 
compression algorithms. In order to benchmark the performance of this image 
co der, both lD and 2D Hermite caders are compared to a standard JPEG DCT
based reference coder. For high compression ratios, Shapiro's Zerotree wavelet 
coder is used as a second reference. At low bit rates, the Hermite transfarm 
should he preferred over JPEG, and it may even compete with the Zerotree 
coder. Since the objective peak-signal-to-noise ration (PSNR), however, does 
not correlate well with perceived image quality more extensive evaluations of 
coder performances are needed. In particular, it would be nice to campare a 
Hermite coder with a Zerotree wavelet coder. Experiments with subjects do 
indicate that for equal PSNR's, the perceptual quality of Hermite-coded images 
is better than that of JPEG-coded images. 

With the Hermite transform, perfect image reconstruction is not possible due 
to the continuous character of the signal expansion. Also, the computational 
complexity of the transfarm increases when calculating the transfarm coeffi
cients up to a high order N . In the first years of the research project that 
resulted in the writing of this thesis -in order to avoid the disadvantages of 
the continuous Hermite transform-, a lot of effort was spent using a discrete 
equivalent of the Hermite transfarm [90] in an orientation adaptive image rep
resentation technique. Unfortunately, the discrete character of this (binomial) 
Hermite transfarm caused too many distortions when approximating filter ro
tations. The performance of a non-adaptive discrete Hermite transfarm in a 
compression scheme was also found to be insufficient. 

Although the image compression scheme presented in this chapter covers only 
local image descriptions, the Hermite transfarm provides an excellent basis for 
image representations containing explicit descriptions of global image struc
tures such as edge contours, lines and surfaces. In Chapter 4, explicit coding 
of other local image features and representation of global image structures will 
be addressed. Furthermore, the perceptual quality of an image is significantly 
affected by artificial, unnatural structures. Therefore, it is worthwhile to com
press areas in which blocking artifacts are mostly visible (e.g., slope areas) less 
severely. At high compression ratios (C > 32), however, block coders such as 
JPEG and the Hermite transfarm spend a relatively large number of bytes on 
the representation of the DC coeffi cient. Since quantization of the DC coeff
cients causes blocking and segmentat ion artifacts, performance of block caders 
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could be improved by developing alternative coding methods for the DC coeff
cient. In Chapter 5 of this thesis, an algorithm for reconstructing smooth areas 
in the image wil he discussed. 



n=O n=1 n=2 n=3 n=4 n=5 n=6 n=7 

0.000007 0.000032 0.000097 0.000230 0.000442 0.000700 0.000914 0.000951 
0.000555 0.001945 0.004448 0.007496 0.009502 0.008590 0.004174 -0.001854 
0.014381 0.035699 0.053198 0.049208 0.018545 -0.019730 -0.035065 -0.015654 
0.123841 0.183165 0.111492 -0.040862 -0.117121 -0.043267 0.070682 0.074481 
0.361215 0.177346 -0.169235 -0.178019 0.088629 0.161924 -0.040723 -0.141137 
0.361215 -0.177346 -0.169235 0.178019 0.088629 -0.161924 -0.040723 0.141137 
0.123841 -0.183165 0.111492 0.040862 -0.117121 0.043267 0.070682 -0.074481 
0.014381 -0.035699 0.053198 -0.049208 0.018545 0.019730 -0.035065 0.015654 
0.000555 -0.001945 0.004448 -0.007496 0.009502 -0.008590 0.004174 0.001854 
0.000007 -0.000032 0.000097 -0.000230 0.000442 -0.000700 0.000914 -0.000951 

Table 3.II: Hermite analysis filters of length L = 10 up to order N = 7 for O" = 1.3. 



n=O n=1 n=2 n=3 n=4 n=5 n=6 n=7 

0.000007 -0.000035 0.000118 -0.000304 0.000641 -0.001132 0.001677 -0.002055 
0.000824 -0.003137 0.007863 -0.014725 0.021222 -0.022966 0.016325 -0.002232 
0.085735 -0.233167 0.387775 -0.418499 0.233260 0.090612 -0.313542 0.238408 
0.914265 -1.491884 1.074922 0.205422 -1.098512 0.617911 0.591164 -0.936679 
0.999169 -0.543476 -0.497490 0.599977 0.267667 -0.601746 -0.110723 0.579871 
0.999169 0.543476 -0.497490 -0.599977 0.267667 0.601746 -0.110723 -0.579871 
0.914265 1.491884 1.074922 -0.205422 -1.098512 -0.617911 0.591164 0.936679 
0.085735 0.233167 0.387775 0.418499 0.233260 -0.090612 -0.313542 -0.238408 
0.000824 0.003137 0.007863 0.014725 0.021222 0.022966 0.016325 0.002232 
0.000007 0.000035 0.000118 0.000304 0.000641 0.001132 0.001677 0.002055 

Table 3.III: Hermite synthesis filters of length L = 10 up to order N = 7 for a = 1.3. 



n=O n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 

0.000035 0.000144 0.000397 0.000832 0.001385 0.001834 0.001861 0.001250 0.000129 -0.000970 
0.000309 0.001106 0.002588 0.004470 0.005819 0.005419 0.002742 -0.001178 -0.003987 -0.003670 
0.002003 0.006069 0.011621 0.015494 0.013656 0.004994 -0.005966 -0.011321 -0.006675 0.003659 
0.009512 0.023572 0.034747 0.030952 0.009034 -0.016940 -0.025139 -0.008249 0.015661 0.020472 
0.033064 0.063706 0.064020 0.020564 -0.034147 -0.047283 -0.006821 0.037613 0.031775 -0.014118 
0.084146 0.115778 0.054721 -0.048514 -0.079441 -0.006626 0.066799 0.040641 -0.041012 -0.056006 
0.156831 0.129448 -0.032343 -0.118203 -0.021501 0.094871 0.051002 -0.069494 -0.066603 0.045388 
0.214097 0.058900 -0.135795 -0.068326 0.104963 0.072314 -0.085033 -0.073897 0.070125 0.074108 
0.214097 -0.058900 -0.135795 0.068326 0.104963 -0.072314 -0.085033 0.073897 0.070125 -0 .074108 
0.156831 -0.129448 -0.032343 0.118203 -0.021501 -0.094871 0.051002 0.069494 -0.066603 -0.045388 
0.084146 -0.115778 0.054721 0.048514 -0.079441 0.006626 0.066799 -0.040641 -0.041012 0.056006 
0.033064 -0.063706 0.064020 -0.020564 -0.034147 0.047283 -0.006821 -0.037613 0.031775 0.014118 
0.009512 -0.023572 0.034747 -0.030952 0.009034 0.016940 -0.025139 0.008249 0.015661 -0.020472 
0.002003 -0.006069 0.011621 -0.015494 0.013656 -0.004994 -0.005966 0.011321 -0.006675 -0.003659 
0.000309 -0.001106 0.002588 -0.004470 0.005819 -0.005419 0.002742 0.001178 -0.003987 0.003670 
0.000035 -0.000144 0.000397 -0.000832 0.001385 -0.001834 0.001861 -0.001250 0.000129 0.000970 

Table 3.1V: Hermite analysis filters of length L = 16 up to order N = 9 fora= 2.5 . 



n=O n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 

0.000128 -0.000545 0.001544 -0.003337 0.005741 -0.007909 0.008457 -0.006240 0.001449 0.003834 
0.001659 -0.006099 0.014685 -0.026195 0.035442 -0.034850 0.019960 0.004525 -0 .024554 0.025828 
0.021041 -0.065465 0.129145 -0.178530 0.165885 -0.071130 -0.061084 0.137686 -0.094315 -0.031998 
0.217550 -0.553792 0.842995 -0.786775 0.271346 0.394807 -0.658000 0.267568 0.374692 -0.570202 
0.782450 -1.549172 1.615565 -0.581851 -0.823117 1.249242 -0.258351 -0.963241 0.915934 0.303667 
0.978959 -1.384457 0.692228 0.565202 -0.999146 0.126383 0.839124 -0.565538 -0.502159 0.769915 
0.998341 -0.847121 -0.197661 0.788505 -0.163354 -0.643272 0.371957 0.476262 -0.490813 -0.310201 
0.999872 -0.282806 -0.650455 0.337129 0.515633 -0.366761 -0.428357 0.385348 0.362156 -0.397454 
0.999872 0.282806 -0.650455 -0.337129 0.515633 0.366761 -0.428357 -0.385348 0.362156 0.397454 
0.998341 0.847121 -0.197661 -0.788505 -0.163354 0.643272 0.371957 -0.476262 -0.490813 0.310201 
0.978959 1.384457 0.692228 -0.565202 -0.999146 -0.126383 0.839124 0.565538 -0.502159 -0.769915 
0.782450 1.549172 1.615565 0.581851 -0.823117 -1.249242 -0.258351 0.963241 0.915934 -0.303667 
0.217550 0.553792 0.842995 0.786775 0.271346 -0.394807 -0.658000 -0.267568 0.374692 0.570202 
0.021041 0.065465 0.129145 0.178530 0.165885 0.071130 -0.061084 -0.137686 -0.094315 0.031998 
0.001659 0.006099 0.014685 0.026195 0.035442 0.034850 0.019960 -0.004525 -0.024554 -0.025828 
0.000128 0.000545 0.001544 0.003337 0.005741 0.007909 0.008457 0.006240 0.001449 -0.003834 

Table 3.V: Hermite synthesis filters of length L = 16 up to order N = 9 fora= 2.5. 



Chapter 4 

Contour-Based Image Representation and 
Campression 

Abstract 

The steered Hermite transfarm introduced in Chapter 3 can be 
used as a basis for deriving an edge-parameter-based image repres
entation. This chapter describes how to calculate edge parameters 
such as position, height and blur from the frequency coefficients of 
the steered Hermite transform. In particular, the research in this 
chapter demonstrates that edge descriptions in terms of edge para
meters may decrease the entropy of edge representations. By chain
ing local edge points into edge contours, images are reconstructed 
based on contour information supplemented with DC components. 
Also, an impression is given of the variation of edge parameters 
along image contours. Although the proposed edge parameter de
scriptions are integrated into an image compression scheme that 
exploits parameter redundancies along contours, the performance 
of this compression scheme will have to be improved in order to 
obtain optima! results. 

4.1 Introduetion 

A significant part of the information content of an image is contained in edges. 
In this thesis, the assumption is made that the perceptual quality of an image 
is largely determined by the accuracy with which edge information can be 
reconstructed. Conventional transfarm co ding techniques, however , have a 
weakness in co ding edges. In a DCT (discrete eosine transform) representation, 
for example, edge segments oriented along a certain angle are expected to have 
energy distributions in many frequency components. The orientation adaptive 
Hermite transfarm presented in Chapter 3 significantly reduces this problem. 
However, from a perceptual point of view, it still seems unnatural to decompose 
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edge structures into polynomial or frequency components since edges are not 
perceived as a sum of frequency patterns. Another disadvantage of transfarm 
coding techniques, is that they do not efficiently exploit redundancies along 
edge-like structures. 

The use of explicit contour coding represents a break with conventional wave
farm coding methods. The importance of edge coding, however, has been recog
nized fora long time. Already in 1967, Graham [51] constructed a compression 
algorithm that was based on separate coding of low frequency information and 
edge-based coding of high frequency information by descrihing contour direc
tion, gradient direction and gradient magnitude. Carlsson [20] presented an 
image compression algorithm based on coding information about the geomet
rie structure and contour grey level intensities. A similar approach is used by 
van Beek [14]. Image reconstruction from contour information only, however , 
usually results in images that look somewhat unnatural due to smooth inter
polation between reconstructed contours. In [74, 75] Kunt describes coding 
methods based on approximation of contours obtained from region growing, 
and methods that use a directional decomposition of the image. Other re
search using edge-based coding has been performed by Mallat [80, 81] who 
describes a second-generation coding algorithm based on multiscale edge rep
resentation. In his approach images are reconstructed using wavelet coefficients 
at edge locations that are important for image visualization. 

Th is chapter integrates explicit co ding of edges in a (Hermite) transfarm coding 
scheme. The steered Hermite transfarm presented in Chapter 3 will be used 
as a basis for developing a contour-based image representation. Sectien 4.2 
demonstrates that at edge locations the local Hermite frequency description 
can be transformed into a description of the edge in terms of location, height 
and blur. Section 4.3 concentrates on linking local edge descriptions along 
the contours in the image. In this way, redundancies along edge contours 
can be exploited since the edge primitives along an edge are expected to vary 
only slightly. The contour-based representation is integrated into an image 
compression scheme in Section 4.4. Results are shown in Section 4.5. 

4.2 Edge Parameter Coding 

The orientation adaptive Hermite transfarm provides a basis for descrihing 
local image structures more explicitly. This sectien will demonstrate that edge 
primitives, such as edge height and edge position, can be deduced from the 
coefficients of an adaptive Hermite transform. The underlying idea is that 
by distinguishing different types of local image structures and by representing 
these structures by their specific parameters, a more efficient and more flexible 
image representation can be constructed. Also, separate coding of classes of 
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image structures facilitates independent quality control of these structures. 
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Figure 4.1: The cross-section of a blurred edge along the direction 
of the edge (drawn curve), for an edge with height b.V = 100, mean 
value Ve = 75, located at a distance d = 3 from the origin and blurred 
with a Gaussian blurring kemel with b = 1. 

We use the Gaussian edge model 

b.V [x- d] edge(x; Ve, .6. V, b, d) = Ve + - 2-erf -b- (4.1) 

to describe local edge profiles with mean signal value Ve, edge height b.V, blur 
parameter band distance to the origin d (see Fig. 4.1, obtained from (64]) . At 
edge locations, the Hermite frequency coefficients can be expressed in terrus 
of local edge parameters. More specifically, for a Gaussian window of spread 
J, centered at the origin, it can be shown (64] that for a Gaussian edge the 
Hermite coefficients (f~,o is denoted by fn) are given by 

f = a . __ ·_J. d - 1(-d· Jaz + b2) ( ) 
n - 1 .6. V 

n Ja2+b2 ffn n ' 
(4.2) 

for n = 1, ... , oo, where dn(x; a) is the nth order derivative of a Gaussian [90] 
i.e., 

(4.3) 
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Note that the coefficients fn do nat depend on the orientation () of the edge, 
but only describe the profile of the edge. By solving Eq. ( 4.2) for fn up to 
order three [64], an estimation for the edge blur 

( 4.4) 

is obtained, while the edge distance and the edge height are given by 

(4.5) 

and 

~V= !Jy'?;; 2fi _ v6h exp f;_ 2fi _ v6h ( 
2 ~ ) -(l/2) [ 2 ( 2 ~ ) -1] 

h h h h h 
(4.6) 

respectively. The mean value Ve can be calculated by substituting the above 
parameter values in 

f o = Ve - b.. V erf [ d ] . 
2 Ja2 + b2 

(4.7) 

In this chapter, however, Eq. ( 4. 7) is not solved for Ve, but the original DC 
value Jo is used. By adopting an edge model, edges can thus be described 
explicitly in terms of loc al edge parameters ( only edge parameters have to be 
retained). The Hermite coefficients can directly be reconstructed from the edge 
parameters by applying Eq. (4.2). 

Edge parameter descriptions can be included in an image compression scheme 
by detecting edge locations and replacing the Hermite coefficients by edge para
meters. In this section edge structures are detected by selecting locallD image 
structures by thresholding the relative amount of lD energy in the coefficients 
of order n > 1, 

Ejp(e)- E{D(()) > 
E'ft.p(e)- Eîv(e) - thl, (4.8) 

foliowed by thresholding Ew ( ()) ~ th2 in order to discard low energy lD 
structures. Subsequently, edge parameters are estimated for each selected win
dow position, and edge positions are separated from non-edge positions by 
thresholding the relative error energy in the lD coefficients, which is given by 

(4.9) 
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Figure 4.2: Top: Detected edges in "Mondrian" and "Lena". The 
parameters of the Hermite transfarm were set to ( d, u, N) = ( 4, 1.3, 5). 
Bottom: The original512x512 8-bit greyscale images "Mondrian" and 
"Lena". 
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with fn the 1D Hermite coefficients estimated from the edge parameters. Fig. 
4.2 shows edge detection results based on a Hermite transfarm with parameter 
settings {d,u,N) = {4,1.3,5) and {th1,th2,th3) = {0.8, 5,0.1) for the images 
"Mondrian" and "Lena" . To be able to extend the compression scheme of 
Chapter 3 with edge parameter coding, the coder must, of course, include the 
binary classification image indicating whether a window position is described 
by its Hermite coefficients or by a set of edge parameters. 

The entropy reduction effect of edge parameter coding is demonstrated in Fig. 
4.3. Peak-signal-to-noise ratio (PSNR) performance curves are shown for two 
images: "Mondrian", containing many step edges, and "Lena". The data were 
obtained by varying the quantization stepsizes for both DC and AC coefficients 
between 1 and 16. For the orientation adaptive cartesian Hermite decomposi
tion, total entropy was calculated by adding the estimated entropy needed to 
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Figure 4.3: Effect of edge parameter coding on the estimated en
tropy needed to code both DC and AC Hermite coefficients. Results 
are shown for the images "Mondrian" (top) and "Lena" (bottom). 
Curves were obtained by varying the quantization stepsizes for the 
AC and DC coefficients (stepsizes were set to 1, 2, 4, 6, 8, 12 and 
16). The quantization stepsizes for the parameters d, 6 V and b were 
set to 0.5, 16 and 2, respectively. Sixteen different orient ations were 
used for all coders. 
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code the DC, the AC and the orientation parameter image using Eq. (3.25). 
The entropy for the edge parameter coder was calculated by adding the es
timated entropies of the DC and orientation image, the edge position image, 
and the ( conditional) entropies of the AC coefficients and the edge parameters 
d, ö. V, and b. In the case of the "Mondrian" image, the entropy is reduced 
significantly. For the "Lena" image, however, the orientation adaptive Hermite 
coder performs slightly better. 

Feature-based coding can be extended by also representing other image struc
tures explicitly. Line segments, for example, can be modeled by adding two 
(step) edges, resulting in line primitives such as position, line height, line width 
and mean value. For compression purposes, however, explicit coding of line 
segments and other structures such as corners and surfaces is still under invest
igation. 

4.3 Contour Coding 

Section 4.2 showed how to calculate local edge primitives from the coefficients 
of a steered Hermite transform. The rest of this chapter focuses on image 
representations containing only contour information and DC information. In 
this section, edges are detected by linking local maxima in the total energy 
image, which results in ebains of local edge points. Weak edges are discarded 
by thresholding both the average energy of the edge points in the chain and the 
lengthof the chain. Up to now, only image descriptions within local windows 
have been considered. By linking local edge descriptions along contour-like 
structures it should be possible to exploit redundancies between adjacent edge 
positions. It can be expected that the edge parameters along a contour show 
only moderate variation. An example of edge ebains detected inthetest images 
"sails" and "motorbike" are given in Fig. 4.4. The original 480x240 8-bit 
greyscale images are given in Fig. 2.1. Note the difference between Fig. 4.4 
and Fig. 4.2, in which the individual edge points are not linked into contours. 
By increasing the contour length threshold from 1 to 5, however, is becomes 
clear that the contour detection still results in many small contours. 

When using image representations based on edge parameters only, a correct 
setting of the parameters of the Hermite transform is important. First of all, 
the sampling distance d should be small in order to enable accurate positioning 
of analysis windows. In this chapter, a typical sampling distance of d = 2 
is used, since unacceptable results were obtained by taking d = 4 or d = 8. 
Also, the size of the analysis window, indicated by O", cl etermines the accuracy 
with which edges can be represented. A typical value for O" was found to be 
smaller than 2, although higher values can be selected for very low bit rate 
coding. A small d and a small O",,however, affect the efficiency with which low-
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Figure 4.4: Contour detection results in "sails" and "motorbike" 
from a steered Hermite transfarm with parameter setting (d, a, N) 
= (2, 1.3, 5). Results were obtained for an average energy threshold 
of 20, while the contour length thresholds were set to 1 and 5 edge 
points for the left and right images, respectively. 

frequency information can be coded. A small d results in a large number of DC 
coefficients. This can be solved by using only those DC coefficients positioned 
on a sublattice in the DC image (e.g., a 2x2 or 4x4 sublattice can be used). In 
the case of a small a, however, only a small subsampling lattice can be applied. 
Efficient coding of DC coefficients will be discussed in more detail in Section 
4.4. 

An example of an image reconstruction based on edge parameters only is given 
in Fig. 4.5. Image analysis was carried out using a steered Hermite transfarm 
with parameters (d, a, N) = (2, 1.3, 5) and 16 possible orientations, while the 
analysis filter length was set to L = 10. The result of the contour detection is 
shown in Fig. 4.5 (a). After contour detection, edge parameters were calculated 
for all contour positions. Since only edge parameter descriptions at contour 
positions were used in the reconstruction process, an additional modulation 
correction was applied to the reconstructed image after image synthesis. This 
is necessary because the modulation correction I:pEP v;(x, y) of the Hermite 
synthesis filters in Eq. (3.9) adds up over all window positions. The result 
is shown in image (b). Image ( c) was reconstructed by using both the edge 
parameters along the contours and a subsampled version of the DC image (a 
sampling factor of 2 was used). In the contour coding approach in this chapter, 
DC information is not derived from the edge information (as is clone in [14]), 
but is cocled explicitly by retaining DC coefficients. 

In Figs. 4.6 and 4. 7 impressions of the variation in the edge parameters along 
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(a) 

(c) 

(b) 

(d) 

Figure 4.5: Edge reconstruction using a Hermite transfarm with 
parameters (d, a, N) = (2, 1.3, 5) with 16 different orientations and 
filter length L = 10. (a) Edge positions used for reconstruction; (b) 
Edge parameter reconstruction using a synthesis filter with length 
L = 6; ( c) Edge parameter reconstruction using DC coefficients on a 
2x2 sublattice; (d) Error image, scaled by a factor of 4 and 128 added 
for display. 
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two pronounced contours in the "Lena" image are given. For each edge point 
in these contours, the DC value is shown along with the edge parameters d, 
.6. V and B. Although the orientation parameter () and the edge height .6. V 
only show moderate variation, the sampling effect is clearly visible in the edge 
position parameter d and the variation in the DC val u es along the contour. 
Due to the near vertical orientation of the contour along Lena's hair, a number 
of sign changes occur in the orientation parameter B. These sign changes are 
also refiected in the value of the edge height .6. V. Further, notice the cross
correlation between the DC value and distance parameter d. 

4.4 Image Campression Scheme 

In Section 4.3 a qualitative impression of contour coding using edge parameters 
derived from a steered Hermite transform was given. In this section a more 
quantative approach is presented by including contour-based representations 
into an image compression scheme. Next to the efficient representation of 
edge information, the low-frequency information present in the image has to 
be coded, since this information is not derived from the edge representation. 
Before compression of edge parameters is discussed, a metbod for coding the 
DC values is presented. 

4.4 .1 Gading of DG Values 

When applying a contour representation based on a Hermite transform with 
only a small sampling distance (e.g; d = 2), coding of the remaining DC com
ponent requires a relative large number of bytes. In the compression scheme 
presented in this chapter, the DC image is first subsampled in order to de
crease the number of DC coefficients. Second, the remaining DC coefficients 
are heavily quantized (typically, quantization stepsizes between 16 and 32 are 
used), causing reconstructed images to show serious segmentation artifacts. In 
order to suppress these artifacts, an adaptive DC filtering algorithm is applied 
to the subsampled DC image at non-edge positions. 

The filtering algorithm applied is similar to the one that is proposed in Chapter 
5, and will not be discussed in detail here. The effect of DC filtering on re
constructed image quality, however, is demonstrated in Fig. 4.8. Both images 
in Fig. 4.8 are reconstructed by using quantized DC coefficients positioned on 
4x4 sublattice. The edge parameters used for reconstructing all image con
tours were only slightly quantized. Since the distance d between the Hermite 
analysis windows was set to 2, the effective sampling distance of the DC coef
ficients was 8. The left image was reconstructed without applying the DC 
filtering algorithm. In this image, segmentation artifacts are clearly visible. 
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Figure 4.6: Edge parameters along one of the contours of Lena's hair. 
Plotted are the DC coefficient, edge distance d, edge height ~V and 
edge orientation 8. Edge parameters were obtained for a Hermite 
transfarm with parameters (d, u, N) = (2, 1.3, 5) using 16 different 
orientations. Edges were constructed along maximum energy ridges. 
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Figure 4.7: Edge parameters along one of the contours of Lena's face. 
Plotted are the DC coefficient, edge distance d, edge height b. V and 
edge orientation 0. Edge parameters were obtained for a Hermite 
transfarm with parameters ( d, a , N) = (2, 1.3, 5) using 16 different 
orientations. Edges were constructed along maximum energy ridges. 
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In the right image these artifacts are suppressed due to the effect of the DC 
filtering algorithm. 

Figure 4.8: Contour-coding using DC coefficients on a 4x4 sublat
tice (the DC quantization stepsize was set to 32). Left image: re
construction without DC filtering; Right image: reconstruction with 
DC filtering. The image was cocled using a Hermite transfarm with 
parameters (d, a, N) = (2, 2.5, 5) with 16 different orientations and 
filter length L=16. 

4.4.2 Information to be Coded 

The Hermite contour-coding processstarts with selecting the settings (d, a, N) 
of the Hermite transform, and the number of orientations to be distinguished 
(in this thesis, this number is usually 16). Next, based on the results of the 
steered Hermite transform, image contours are detected and edge parameter 
descriptions of all contour positions are calculated. The removal of weak con
tours requires the setting of two additional parameters: threshold Tl on the 
contour length and threshold T2 on the average contour energy. At non-contour 
positions, only DC information is retained. All higher-order Hermite frequency 
coefficients are set to zero. Next, one has to specify the following quantization 
steps: DC quantization for bath DC values at contour positions and DC values 
at non-contour positions, and quantization for the edge parameters d, .6. V, and 
b. After quantization, the Hermite-based contour coding scheme retains the 
following information: 
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• Information on all contour positions 

• Edge parameters at all contour positions. These parameters are: DC 
value, edge orientation B, edge position d, edge height ~V and edge blur 
parameter b. 

• DC coefficients at non-contour positions. Only DC coefficients positioned 
on a sublattice of the DC image are retained. 

The parameter settings of the Hermite transfarm are not coded . Befare entropy 
coding is applied, all information is stared in an array of bytes. The structure 
of this array is depicted in Table 4.1. The first two bytes are used for coding 
the total number of contour locations. Next, the position of each contour is 
described by the x and y coordinates of its starting point and a lossless chain 
coding of all other points. For the chain coding, codeword values 0-7 are used 
in order to code the direction of the next point in the chain. The end of 
each contour specification is marked with an end-of-chain (EOC) codeword 
with a value of 8. Next, all DC values at the contour locations are coded, 
followed by coding of the other parameters. This means that the total number 
of bytes required for storing the edge locations and the edge parameters equals 
2 + 6 * nr _chain_points + 2 * nr _chains. This number does not include the 
number of bytes needed to code the DC coefficients at non-edge positions. 

4-4-3 Entropy Gading 

Befare the byte stream described in the previous paragraph is entropy cocled 
using an arithmetic coder, aprediction scheme is applied in order to decrease 
the overall entropy. For coding that part of the byte stream which specifies 
all contour locations, a first order differential pulse code modulation (DPCM) 
scheme is applied to the y-coordinates of the starting points. No prediction is 
applied to the x coordinates. The chain coding symbols (range [0, ... , 7]) are 
also DPCM coded. After prediction, however, the range of all possible chain 
coding symbols will extend to [-7, ... , 7). This can be solved by adding or 
subtrading a value of 8, which will map all values onto the range [-3, ... , 3). 
The EOC value of 8 is not changed. 

A first order DPCM scheme is also applied to each block of bytes containing 
one of the edge parameters DC, e ~V, and b. The edge distance dis not DPCM 
coded, since the prediction scheme increased the entropy of this parameter for 
most test images. Since the DPCM coding increases the range of values used to 
represent the orientation parameter e, these values are mapped onto the range 
[-#B/2, ... , #B/2- 1), with #B the number of possible orientations. 
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Information to be cocled #bytes 

# chain points 2 

x-pos y-pos dir dir c._ __ __L___E_O_C___, 12 + chain length I 
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b 

DC 

dir 

DC 
(} 

d 
~V 

b 

DC 

dir '----__L___E_O_C__, 12 + chain length I 

# chain points 
# chain points 
# chain points 
# chain points 
# chain points 

Table 4.!: Structure of the byte stream in the Hermite contour-coding 
scheme. The table shows the number of bytes needed to store both 
edge positions and edge parameters. The number of bytes needed to 
store the remaining DC coefficients depends on the image content. 
See text in Section 4.4.2 for a detailed explanation. 

4.5 Campression Results 

In Table 4.II and Table 4.III contour coding results obtained for the test scenes 
"Lena" and "Sails" are indicated. In these tables, detailed information is given 
on the amount of information needed to code the different parts of the total 
byte stream. The tables divide the total byte stream into separate parts: First, 
that block of the byte stream needed to code all contour position information. 
Second, five equally-sized blocks conesponding to the edge parameters DC, e, 
d, Ä V and b. Finally, the last block of the byte stream containing the remaining 
DC coefficients. 

The initia! size of each blockis indicated in the column labeled #bytes(l) . The 
entropy of the codewords ( expressed in number of bits) is given in the column 
entropy(l). The next column, labeled entropy(2) indicates the entropy after 
DPCM coding, and in column #bytes(2) the total number of bytes needed 
for entropy coding the entire block is calculated (based on the entropy after 
DPCM coding). The stepsizes used for quantization are indicated in the column 
labeled Q. Finally, the tables indicate for each block the percentage of the 
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(a) 

I Lena (PSNR = 30.63, C = 15.1) (d, a, N, #B) = (2, 2.5, 5, 16) 

I No_oLchains = 694 Thresholds: Tl= 2 (length) T2 = 20 (energy) 

Q #bytes (1) entropy (1) entropy (2) # bytes (2) % 
Contours - 8788 3.418 3.418 3755 21.6 

DC 8 7396 4.028 2.688 2485 14.3 
(} - 7396 3.711 2.317 2142 12.3 

d 0.5 7396 2.939 2.939 2717 15.6 

~V 8 7396 4.934 3.295 3046 17.5 

b 1 7396 2.212 1.844 1705 9.8 

DC 8 3610 4.140 3.406 1537 8.8 

49378 4.038 3.249 17387 100.0 

(b) 

I Lena (PSNR = 29.57, C = 13.8) (d, a, N, #B) = (2, 1.3, 5, 8) 

I No_oLchains = 912 Thresholds: Tl= 2 (length) T2 = 20 (energy) 

Q # bytes (1) entropy (1) entropy (2) # bytes (2) % 
Contours - 9827 3.555 3.555 4367 23.0 

DC 16 7999 3.093 2.334 2334 12.3 
(} - 7999 2.769 2.093 2093 11.0 

d 1 7999 2.483 2.483 2483 13.1 
~V 16 7999 4.007 3.182 3182 16.8 

b 2 7999 1.972 1.987 1987 10.5 

DC 32 14303 2.294 1.414 2528 13.3 

64125 2.882 2.435 18974 100.0 

(c) 

I Lena (PSNR = 28. 70, C = 21.8) ( d, a , N, #B) = (2, 1.3, 5, 4) 

I No_oLchains = 657 Thresholds: Tl= 2 (length) T2 = 50 (energy) 

Q # bytes (1) entropy (1) entropy (2) #bytes (2) % 
Contours - 7690 3.458 3.458 3324 27.6 

DC 32 6372 2.109 1.654 1318 11.0 
(} - 6372 1.791 1.236 984 8.2 

d 2 6372 1.614 1.614 1285 10.7 

~V 32 6372 3.145 2.416 1924 16.0 

b 8 6372 0.713 0.796 634 5.3 

DC 32 14696 2.297 1.390 2553 21.2 

54246 2.161 1.795 12022 100.0 

Table 4.1I: Contour coding results for the 512x512 8-bit greyscale 
"Lena" test image. See text for a more detailed explanation. 
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(a) 

I Sails (PSNR = 26.34, C = 15.3) (d, (J, N, #()) = (2, 2.5, 5, 16) 

I No_oLchains = 742 Thresholds: Tl= 2 (Iength) T2 = 20 (energy) 

Q # bytes (1) entropy (1) entropy (2) # bytes (2) % 
Contours - 9422 3.090 3.090 3639 21.3 

DC 8 7934 4.076 2.479 2458 14.4 
() - 7934 3.626 2.348 2329 13.6 

d 0.5 7934 3.033 3.033 3008 17.6 

L\V 8 7934 4.945 3.161 3135 18.3 

b 1 7934 1.250 1.236 1225 7.2 

DC 8 3614 4.315 2.899 1309 7.7 

52706 3.476 2.607 17103 100.0 

(b) 

I Sails (PSNR = 27.62, C = 12.8) (d, (J, N, #B) = (2, 1.3, 5, 8) 

I No_oLchains = 1075 Thresholds: Tl = 2 (Length) T2 = 20 (energy) 

Q # bytes (1) entropy (1) entropy (2) # bytes (2) % 
Contours - 12451 3.232 3.232 5030 23.8 

DC 16 10297 3.225 2.161 2782 13.1 
(} - 10297 2.694 2.022 2603 12.3 

d 1 10297 2.386 2.386 3071 14.5 
L\V 16 10297 4.011 2.954 3863 18.2 

b 2 10297 1.276 1.324 1704 8.0 

DC 32 13806 2.488 1.226 2115 10.0 

77742 2.759 2.186 21168 100.0 

(c) 

I Sails (PSNR = 26.84, C = 18.6) (d, (J, N, #B) = (2, 1.3, 5, 4) 

I No_oLchains = 890 Thresholds: Tl= 2 (length) T2 = 50 (energy) 

Q # bytes (1) entropy (1) entropy (2) #bytes (2) % 
Contours - 10918 3.151 3.151 4300 30.5 

DC 32 9134 2.215 1.504 1717 12.2 
(} - 9134 1.735 1.194 1364 9.7 

d 2 9134 1.522 1.522 1738 12.3 

L\V 32 9134 3.094 2.163 2470 17.5 

b 8 9134 0.190 0.302 345 2.5 

DC 32 14087 2.495 1.218 2145 15.2 
70675 2.057 1.579 14079 100.0 

Table 4.11!: Contour coding results for t he 512x512 8-bit greyscale 
"Sails" test image. See text for a more detailed explanation. 
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4.II (a) 4.III (a) 

4.II (b) 4.III (b) 

4.II (c) 4.III (c) 

Figure 4.9: Results of contour coding on "Lena" and "Sails". 
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tot al bytestream ( after entropy co ding) corresponding to that particular block. 
The compression ratios indicated in the examples are based on the entropy 
calculations. Actual compression ratios obtained via arithmetic coding of the 
byte stream typically deviate less than a few percent. 

Fig. 4.9 shows fragments (size 360x360 pixels) of the reconstructed images 
that correspond to the compression results given in Tables 4.II and 4.III. In 
the examples 4.11 and 4.111 (a) contour coding results are given for the test 
scenes "Lena" and "Sails" at a compression ratio of C = 15 for both images. In 
example (a), the Gaussian window spread CT used in the Hermite transform was 
set to 2.5 and the number of possible orientations was set to 16. In examples (b) 
and (c) the spread parameter CT was set to 1.3, while the number of orientations 
was set to 8 and 4, respectively. The results given in part (b) correspond to 
compression ratios C = 14 for "Lena" and C = 13 for "Sails". The parameter 
settings of the Hermite transform can be found in the headings of each table. 
The values of the thresholds Tl on the contour length and T2 on the average 
contour energy are also indicated. 

The effect of CT on reconstructed image quality is clearly visible. Small values 
of CT result in sharp edge reconstructions, while high values cause edge blur. 
Compare, for example, the black digits in the reconstructions (a) and (b) of 
the "Sails" image. In general the Hermite contour-cocled images are fairly 
well reconstructed at moderate compression rates ( C ~ 16). At lower bit 
rates the contours rapidly deteriorate and image quality becomes unacceptable. 
When increasing the thresholds on both contour length and average contour 
energy, too few image contours remain. Also, course quantization of the edge 
parameters results in poor image quality. This means that compared to the 
compression algorithm based on the steered Hermite transform (see Chapter 
3), the performance of the contour-based Hermite coder does not yet meet the 
expectations (both in terrus of PSNR performance and in terms of perceptual 
image quality-). 

The figures in Tables 4.11 and 4.1!1 show that only a small percentage of the total 
compressed bytestream is needed to code the low-frequency uniform regions. 
Due to the DC filtering algorithm applied in the uniform regions, the quality 
of the DC component remains fair, even for quantization steps of 32. The 
contribution of the contour positions in the total bytestream, however, is rather 
high. For the "Sails" image, example ( c), this contri bution is about 30 percent, 
with a bit rate of 3.8 bits per edge point (this corresponds to 0.5 bits per 
window position). In literature, the total cost for coding edge points is generally 
considered to be much smaller (e.g., 1.3 bits per contour position [14, 20]). The 
high number of bits needed to code the edge points can partly be explained by 
the low average length of the detected con tours. For the "Lena" and "Sails" 
examples, the average contour lengt h is approximately 10 edge points. 
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4.5.1 Suggestions for an Alternative Gading Strategy 

The compression results in Section 4.5 indicate that more time is needed to 
obtain acceptable compression of both the edge point locations and the para
meter signals e, 6. V, d and b along the image contours. Although the value of 
the edge parameters is expected to vary only slightly along each edge curve, the 
amount of redundancy appears limited when looking at the results presented 
in Tables 4.II and 4.III. In the parameter signals sharp transitions occur due 
to the many sign changes (see Figs. 4.6 and 4.7) . Also, the parameter signals 
contain too many additional sharp transitions due to the large number of small 
contours of limited length. Therefore, the DPCM scheme used for coding the 
parameter signals should account for the starting points of every contour. Fur
ther, the compression scheme presented in Section 4.4 does not make optimal 
use of redundancies between the different parameter bands. In Figs. 4.6 and 4.7 
it can be observed that the parameter bands show significant cross-correlation, 
which is not yet exploited in the proposed system. Also, separate coding of the 
edge point positions and the orientation parameter e is not optimal, since t his 
information can (partly) be deduced from each other. 

An improved coding strategy would be to remove the sign information from the 
parameter signals and code this information separately. Subsequently, lossy 
coding of the parameter signals within individual ebains of edge points could 
be applied by low-pass filtering and subsampling the parameter signals. The 
coding of the edge point positions could be clone more efficient by designing a 
higher order Markov model [111, 14]. Due to a lack of time, however, these 
improvements have not been implemented. 

4.6 Discussion 

In Chapter 3, the Hermite transfarm was selected as a tool for image analysis, 
and it was shown that this transfarm could be used to detect local pattem 
orientations. The steered form of the Hermite transfarm even integrated ex
plicit representation of detected (local) orientations in the image description. 
Chapter 4 demonstrates that explicit coding of image contours can also be 
integrated in a Hermite image representation. 

Using a Gaussian edge model allows edge parameters other than the edge ori
entation e, such as the edge distance d, the edge height 6. V and the edge blur 
b to be calculated from the frequency coefficients of the steered Hermite trans
farm. Since only a Gaussian edge model is used it is, of course, impossible to 
obtain a perfect fit for all edge structures present in an image. By extending 
the rnadeling of edge elements with non-Gaussian edge elements and, for ex
ample, line segments or corner elements, it should be possible to built image 
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representations that can represent the original image more faithfully. For image 
compression purposes such an approach would require the coding of additional 
classifi.cation information. In this thesis, only explicit representation of edges 
is addressed. 

Edge parameter coding of the test image "Mondrian" showed that edge de
scriptions in terros of edge primitives may decrease the entropy of the image 
representation. For natural images such as "Lena" and "Sails", however, re
placing the frequency coefficients by the appropriate edge parameters does not 
necessarily improve the efficiency of the image representation. The derivation 
of edge primitives given in Section 4.2 was still limited to the representation 
of (local) individual edge elements. Therefore, in Section 4.3, these local de
scriptions were linked into chains in order to construct a contour-based im
age representation. In the rest of Chapter 4 image reconstruction is focused 
on contour-coding and images are represented by edge information and low
frequency information only. In Section 4.4 the proposed contour-based image 
representation is included in a compression scheme in which redundancies along 
contours are exploited, and the variation of edge parameters along image con
tours is visualized. 

When using the steered Hermite transfarm as a basis for edge-parameter based 
coding, information other than edge information does not necessarily have to 
be discarded. This means that even with integrated edge-parameter coding, 
resid ue coding (e.g. for texture reconstruction) remains possible. Image re
construction based on the DC component and the edge description only is, of 
course, achieved. by setting all residue coefficients to zero. Usually, for high 
quality image reconstruction, the performance of second-generation coders is 
much less than that of conventional transfarm coders such as JPEG or sub
band coders. Typical contour coding concepts as used by Carlsson [20] and van 
Beek [14], for instance, always result in low quality images, because no texture 
information can be coded. For low quality low-bit-rate coding, however, the 
performance of such algorithms is better than the performance of conventional 
coding schemes. Carlsson solved this problem by separately coding the resid
ual between the original image and the sketch reconstructed image using the 
Laplacian pyramid coding algorithm [19]. Unfortunately, the performance of 
the contour-based scheme of Chapter 4 is less than the performance of the com
pression scheme based on the steered Hermite transform presented in Chapter 
3. In the contour-based scheme, the correlation between adjacent edge para
meters was found to be rather limited, and the edge position coding was found 
to be more expensive than expected. 

The typical artifacts of contour-based compression schemes also occur in t he 
Hermite-based contour coder. When, for instance, the compression ratio of an 
image is increased by course quantization of t he edge parameters, the recon-
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structed contours show distortions comparable to the contour distortions in 
the work of Carlsson [20). The perceived quality of uniform regions, however, 
is relatively high in the case of the Hermite coder, because uniform regions 
are reconstructed by decoding and filtering heavily quantized DC coefficients 
at non-edge window positions (this DC filtering algorithm will be discussed in 
Chapter 5). In both the edge primitive coder of van Beek [14), and in Carls
son's coder, the uniform regions appear unnatural, due to smooth interpolation 
between reconstructed contours. Their work does show, however, that on the 
basis of edge information only, the entire image can be reconstructed. 

One may conclude that contour coding is only effective for low-bit-rate coding 
of specific classes of images containing pronounced contours and pronounced 
uniform regions (such as the "Mondrian" image used in this chapter and the 
"scarf' image applied in [14)) . In most papers on edge-based coding, only 
images with pronounced edge structures are used for demonstration purposes. 
Apparently, for a general coding scheme that can handle any type of images, 
contour coding is not yet worked out sufficiently. In this chapter it was found 
that, amongst others, the Hermite contour coder suffers from the large num
ber of (small) contours detected in the images. Therefore, the performance of 
this scheme could improve considerably if a more robust contour tracing al
gorithm would be applied in order to increase the average length of the detec
ted contours. Additional smoothing of contours would also make the proposed 
compression scheme more efficient. 



Chapter 5 

Reconstruction of Uniform Regions 

Abstract 

In transfarm coding schemes, images are usually reconstructed in 
the decoder by calculating the inverse transfarm of the cocled trans
farm coefficients. Taking the inverse transfarm usually results in 
transfarm specific artifacts in the reconstructed image. Image qual
ity, however, can be improved by spending more .effort in the design 
of the decoder. Si nee blocking in smooth areas of the image is one 
of the most important causes of decreasing image quality, many 
postprocessing algorithms concentrate on removing these blocking 
artifacts. This chapter shows that the standard JPEG postpro
cessing method, which is based on predietien of low-frequency AC 
coefficients in smooth areas of the image, is only effective in a small 
compression range. In particular, due to its local character, this 
method fails in removing segmentation artifacts caused by course 
quantization of the DC coefficients. In this chapter an algorithm is 
proposed which restores the DC coefficients in uniform areas such 
that, in combination with the JPEG AC predietien metbod botb 
segmentation artifacts and blocking artifacts can he reduced sig
nificantly. Since the proposed algorithm can he applied to any 
block coder, the effect of this technique is also demonstrated for a 
Hermite coding scheme. The algorithm is particularly effective at 
low bit rates. 

5.1 Introduetion 

The major degradations occurring in block encoded images are blocking ar
tifacts and edge distortion artifacts. Blocking manifest itself as an artificial 
boundary discontinuity between adjacent image blocks and is mostly visible in 
areas of the original image with monotoneously and weakly changing lumin
ance. Edge distartion emerges in areas with sharp luminanee transitions and is 
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characterized by jaggedness and Gibbs-like phenomena along edges. In JPEG, 
for example, blocking typically occurs at compression ratios higher than 15. 
Block ccders using overlap such as the Hermite coder discussed in Chapter 
3 and the Lapped Orthogonal Transferm [84] also show blocking at borders. 
In overlap ceders, though, blocking occurs at much higher compression ratios 
(C>30). 

Most compression schemes reconstruct cocled images by taking the inverse 
transferm of the decoded transferm coefficients. Since quantization is a many
to-one mapping, the same ( quantized) coefficient data can be generated by 
many different souree images. This implies that it is impossible to retrieve 
the original image. In order to be able to select a candidate image which is 
(perceptually) closer to the original, more sophisticated decading algorithms 
are required. For the past few years, several methods have been proposed that 
deal with reducing the artifacts in image reconstruction. 

The blocking effect problem can, for instance, he dealt with by introducing 
overlap between adjacent transferm windows. In this way, abrupt boundary 
discontinuities caused by coding are reduced because the reconstruction pro
cess weaves image bleeks together. The major disadvantage of this metbod is 
an increase in bit rate due to redundancies in the image representation (pixels 
in overlapping areas are cocled more than once). Therefore, the performance 
of redundant overlap methods is rather poor compared to, for example, post
processing algorithms using simple spatial filtering (Reeve & Lim [114], 1984). 

By applying image enhancement after decading instead of adapting the coding 
process, reconstructed image quality can be improved without increasing the 
bit rate. The basis of spatial filtering methods is smoothing unwanted discon
tinuities by !ow-pass filtering the image at or near block boundaries. In order 
to avoid degradation of edge content in the image (e.g., blur) , most methods 
applying !ow-pass filtering are usually combined with edge detection methods 
eventually extended with filtet J.ng along the orientation of edges to remove jag
gedness. A sophisticated nonlinear space-variant filter which adapts to the 
varying shape of the local signa! spectrum, and reduces only the locally out-of
band noise, while the signa! and the in-band noise is left mostly unchanged, is 
proposed by Ramamurthi and Gersho [112]. This is achieved by employing a 
two-dimensional filter in areas away from edges, and when near edges, a one
dimensional filter aligned parallel to the edge. In Macq et al. [78], !ow-pass 
filtering is used for block noise estimation and postprocessing is performed by 
subtradion of the estimated coding noise in the uniform regions of the recon
structed image. 

The disadvantage of filtering methods is that there is no a priori guarantee that 
after being filtered, the original image still matches the compressed data. In 
some approaches [42], an extra inverse image transferm is applied foliowed by 
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clipping of the transfarm coefficients to guarantee image integrity. In this case, 
however, decoder complexity is enormously increased, especially if the filtering 
is applied iteratively [42]. Also, filtering is usually applied with small filters 
in order to retain detail information. This implies that most filtering methods 
are in particular effective in compression ranges in which artifacts are mainly 
loc al (i.e. filtering is usually not effective at very low bit rates) . 

More advanced methods for postprocessing reduce typical coding artifacts by 
assuming an explicit model for the original image data. An example is the 
JPEG recovery method described in Annex K.8 of the JPEG standard [108]. 
This decoder option assumes the image to be a quadratic surface and missing 
AC coefficients are predicted to fit this surface (see section 5.2 for more details). 
The advantage of K.8 is that it is a simple and effective operation, performed 
in the transform domain. No extra inverse transfarm is necessary to ensure 
that decoded coefficients remain within the quantization boundaries. 

Other algorithms using a model-based approach are described by Yang et al. 
[152, 153], who use the theory of projections onto convex sets (POCS) for image 
recovery. The key idea behind POCS based image reconstruction is that known 
properties about the original are expressed in the form of convex constraint 
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Figure 5.1: Contribution of the DC coefficient in the compressed 
bytestream for a typ ie al Hermite-coded image {left) and a DCT cocled 
image using a standard quantization matrix ( right) . In case of the 
Hermite coder, for instance, at a compression ratio of 30, almost 40 
percent of the compressed bytestream is used for representing the 
DC image. For both coders, the quantized DC coefficients were com
pressed using differential pulsecode modulation (DPCM) foliowed by 
arithmetic coding. Curves are shown for the "doll" test scene. 
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sets that capture the smoothness properties of the desired image. The image 
that satisfies all the imposed constraints lies in the intersection of these sets 
and is found by alternating projections onto these sets. Yang et al. used 
both spatially invariant prior knowledge to reconstruct the compressed images 
along with the transmitted data and spatially adaptive smoothness constraint 
sets. Although the algorithms using POCS perfarm very well, the simplified 
algorithm proposed in [153], already requires 10 to 17 times the computations 
of a conventional decoder without any postprocessing. Another technique is 
described by Stevensou [131], who restores images by taking the maximum a 

posteriori (MAP) estimate based on probabilistic models for both the noise 
introduced by the coding and for a "good" image. This technique, however, 
also requires an additional inverse transfarm for each iteration. 

The goal of this chapter is to take a closer look at the reconstruction of smooth 
or uniformareasin low bit-rate coding. In particular, the impact of DC quant
ization on perceived image quality is demonstrated. Since in block transfarm 
coding schemes the DC coefficients absorb a relative large part of the com
pressed bytestream ( see Fig. 5.1), more attention should be paid to efficient 
(de)coding of the DC image. In Section 5.2 the JPEG decoder option K.8 is 
discussed and an experiment is carried out to measure the effeCtiveness of this 
postprocessing as a function of the level of quantization. Section 5.3 proposes 
an enhanced algorithm in which a low-pass filtering of the DC coefficient is 
carried out prior to applying the standard K.8 decoder option. An evaluation 
of this algorithm is presented in 5.4. Section 5.6 reviews the main conclusions 
of this chapter. 

5.2 JPEG Decading Using Prediction of AC Coefficients 

An interesting way in which performance of transfarm coding schemes can be 
improved is by applying more sophisticated decading schemes. An example of 
such a scheme is proposed in Annex K.8.1 and Annex K.8.2 of the JPEG coding 
standard [108]. The decoder option described in this standard is based on the 
reeavering of low-frequency AC coefficients at block positions in which, due to 
course quantization, only the DC coefficient is available. By fitting a quadratic 
surface through the DC coefficients within a 3x3 array of blocks centered on 
the block in question, a prediction can be made for the low-frequency AC 
coefficients of the centered block. 

The effect of applying the AC coefficient prediction as just described is demon
strated in Fig. 5.2. Image (a) shows a detail ofthe "Lena" image reconstructed 
with a standard JPEG baseline coder using a quantization sealing factor of 6. 
In this image, due to course quantization of both DC and AC coefficients, the 
uniform regions suffer from segmentation artifacts. Image (b) was reconstruc-
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(a) 

(c) 

(b) 

(d) 

Figure 5.2: Effect oflow-frequency AC prediction in the decoder. (a) 
Reconstruction using JPEG with a quantization sealing level of Q = 
6. (b) Reconstruction using JPEG with a quantization sealing factor 
of 6 and coefficient prediction according to Annex K.8 of the JPEG 
standard. In image (b) the segmentation artifacts remain visible. ( c) 
Reconstruction using JPEG with a quantization sealing factor of 6 
for the AC coefficients only. ( d) Reconstruction using JPEG with 
a quantization sealing factor of 6 for the AC coefficients and low
frequency AC prediction. In the latter case, the uniform regions are 
more smoothly reconstructed. 

101 
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ted from the same compressed bytestream. In this case, however , low-frequency 
AC prediction was applied in the decoder, resulting in a smoothing of the seg
ment boundaries. Unfortunately, the segmentation artifacts remain visible and 
the reconstructed smooth regionsin the image show a "spotty" and "blurred" 
appearance. 

In Fig 5.2 ( c) , the image is reconstructed using a quantization sealing factor 
of 6 for the AC coefficients only (i.e., the DC quantization level for the DC 
component is not scaled). Since most uniform regions are only represented by 
the DC coefficients, the boundaries between all individual transfarm blocks are 
clearly visible. In image (d), however, coefficient prediction has been applied 
in the decoder, resulting in a smooth reconstruction of the uniform regions. 
In this image, the uniform regions clearly suffer less from any blocking and/or 
segmentation artifacts. 

In order to measure the effect of applying AC coefficient prediction at various 
levels of quantization, a subjective quality assessment was carried out for the 
480x240 8-bit grayscale test scenes "lena", and "sails" (see Fig. 2.1). For 
both scenes, eleven pairs of JPEG-coded images were generated. Six of these 
pairs were constructed by multiplying the default JPEG quantization matrix 
with factors ranging from 1 up to 6, and combining each of these 6 JPEG 
comparison images with images reconstructed from the same JPEG-decoded 
coefficients using AC prediction in the decoder. The other 5 stimulus pairs 
were generated by sealing only the AC quantization steps with factors between 
2 and 6 and, again, combining them with images reconstructed from the same 
decoded coefficients using AC prediction. 

Three male and three female subjects between 22 and 30 years of age particip
ated in the experiment. They had normal or correcteci-to-normal vision and 
a visual acuity, measured on a Laudolt chart, between 1.5 and 2.0. Each test 
scene was handled in a separate session. Because a repetition rate of 8 was 
used, the subjects had to judge, in each session, 88 randomly displayed pairs 
of images of which they were asked to rate the difference in image quality on a 
numerical scale ranging from -5 to 5. The plus and the minus signs were used 
to indicate whether the left or the right image was preferred. 

The stimuli were displayed on a 50 Hz non-interlaced BARCO CCID7351B 
monitor which was placed in a dark room against a white, dimly lit 2.5 cd/m2 
background. The monitor had a peak luminanee of 70 cd/m2 and a gamma of 
2.5. The subjects observed the image pairs, simultaneously displayed on the 
left and on the right hand sicles of the screen, from a distance of 5 times the 
stimulus height. Since each image occupied an area of 22 x 11 cm, this resulted 
in a horizontal size of 5. 7 degrees of visual angle and a resolution of 42 pixels 
per degree of visual angle. The stimulus presentation time was set to 9 seconds. 
Befare each session a representative training sequence of 12 image pairs was 
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Figure 5.3: Individual mean raw scores of a ll subjects for the test 
scene " lena", indicating the difference in quality for JPEG-decoded 
images compared to images decoded with JPEG using a prediction 
of AC coefficients in the decoder. The lengtbs of the error bars are 
equal to twice t he standard error of t he mean . 
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indicating the difference in quality for JPEG-decoded images com
pared to images decorled with JPEG using a prediction of AC coeffi
cients in the decoder. The lengths of the error bars are equal to twice 
the st andard error of the mean_ 
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Figure 5.5: A veraged difference-in-quality scores indicating the effect 
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various levels of quantization. Results are shown for the test scenes 
"lena" and "sails". The lengtbs of the error bars are equal to twice 
the average standard error of the mean. 

presented to the subject. 
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lndividual difference-in-quality scores for each image pair were obtained by 
taking the mean of the eight scores corresponding to that particular stimulus. 
Since the experiment was balanced (i.e., each image was displayed an equal 
number of times on the right and on the left hand side of the monitor), the raw 
data were sign-corrected. Figs. 5.3 and 5.4 show the individual results of all 
subjects collected forthetest scenes "lena" and "sails", respectively. Positive 
scores correspond to a preferenee of the subject for the image decoded using 
AC prediction. Averaged results for both test scenes are shown in Fig. 5.5. 

Figure 5.5 indicates that for both test scenes, the prediction of low-frequency 
AC coeffi.cients indeed impraves image quality. The effect of AC prediction, 
however, strongly depends on the level of quantization. If the quantization 
level of the DC component is not changed ( dasbed lines), the effect of AC pre
clietion increases for coarser levels of quantization of the AC coefficients. This 
is explained by the fact that a coarse quantization results in a larger number 
of blocks in which all AC coefficients are set to zero and thus an increased 
number of blocks at which AC prediction can be applied. As expected, for a 
quantization sealing factor of 1, the AC prediction does nat show any effect . 

If both DC and AC quantization levels are scaled, the effect of AC prediction 
already saturates at a quantization sealing factor of about 3. In this case, 
the coarse quantization of the DC component results in a segmentation effect 
rather than visibility of many individual blocks. Due to its local character, 
the postprocessing only results in smoothing of segments boundaries. Recon-
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structed images appear to be less sharp and perceived image quality may even 
drop. This reduces the effect of AC coefficient prediction on reconstructed 
image quality. 

The plots in Figs. 5.3 and 5.4 show that most of the individual scores show 
the same trend. For most subjects, in the case of a standard JPEG coder in 
which the quantization levels of both DC and AC coefficients are scaled, the 
effect of AC coefficient prediction shows a maximum approximately between 
quantization levels Q=3 and Q=4. For higher levels of quantization, the effect 
of AC prediction decreases. 

5.3 Image Restoration by DC Filtering and AC Prediction 

In the previous section it was shown that AC .prediction in the decoder is sig
nificantly more effective if the DC coefficients have not been heavily quantized. 
Due to the local character of the AC prediction, annoying segmentation arti
facts remain visible at coarse DC quantization levels. Accurate coding of DC 
values, however, is very expensive and rather impossible at high compression 
ratios (see Fig. 5.1). A possible solution to this problem would be to preeede 
the local AC prediction by a restoration of the DC component. In this way 
it is possible to suppress the typical segmentation artifacts caused by the DC 
quantization. In this section, an algorithm is proposed which restores the DC 
coefficients at the decoder before any AC prediction is applied. 

5.3.1 Algorithm 

The algorithm described in this section prevents segmentation artifacts in re
constructed images. Since segmentation artifacts are caused by inaccurate 
coding of DC coefficients, the algorithm concentrates on restoring the DC im
age in the decoder. More specific, restoration is clone by low-pass filtering the 
decoded DC image. Fig. 5.6 shows the block diagram of the proposed DCT 
(discrete eosine transform) decoding scheme. In this scheme, imagesmoothing 
is achieved by including two extra stages in the decoder: (1) DC restoration 
by low-pass filtering, and (2) AC prediction by quadratic surface fitting. Since 
low-pass filtering of the DC image results in artifacts in high frequency areas 
of the image, smoothing of the DC image is only applied in uniform regions of 
the image. 

After JPEG dequantization, the DC image is low-pass filtered in the uniform 
regions of the image. First, uniform regions are detected by selecting only 
those positions for which only the DC coefficient bas remained. The selec
tion, however, can be made less strict by setting a threshold Tdc > 0 on the 
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Compressed 
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JPEG 
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Reconstructed 
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Figure 5.6: Proposed DCT decompression scheme using postpro
cessing. In a standard JPEG decoder, dequantization of the trans
form coefficients is directly followed by an inverse DCT transform. 
The postprocessing proposed in section 5.3, however, first low-pass 
filters the decoded DC image and performs AC prediction before the 
inverse transform is applied. In this way, blocking artifacts are re
duced. 
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maximum amount of energy remaining in the decorled AC coefficients of each 
transfarm window. In this way, also locations with little remaining AC energy 
are classified as being uniform. The next step is to filter the DC image at the 
selected uniform locations. Fig. 5. 7 shows two examples of low-pass filters that 
can be used. 

In order to be able to filter nearby edge locations, the filtering in controlled by 
a binary mask, indicating for each filter position which filter posit ions should 
be used and which positions should be discarded. This mask is generated at 
each selected position in the DC image. Only mask positions conesponding to 
uniform locations are set to one. Furthermore, a selected mask position is set 
to zero if the absolute difference between the conesponding DC value and the 
center DC value exeeds a threshold Tmask (Usually, Tmask is set equal to the 
DC quantization stepsize). At each position, the result of the filter operation 
is divided by the sum of all filter tabs conesponding to the filter mask. If 
the result of the filter operation lays outside the quantization interval of the 
original decorled DC-value, the result is set equal to either the lower bound 
or the upper-bound of this interval. Clipping of the DC values is necessary to 
ensure image integrity. 

1 2 1 1 4 6 4 1 0 0 0 0 1 

2 4 2 4 16 24 16 4 0 0 0 1 1 

1 2 1 6 24 36 24 6 0 0 1 1 1 

4 16 24 16 4 1 1 1 1 1 

1 4 6 4 1 1 1 1 1 1 

Figure 5. 7: Binomial low-pass filters of size 3x3 and 5x5 used for 
DC filtering, and an example 5x5 filter mask indicating valid filter 
positions. 

Although only one filter operation is already sufficient for smoothing the im
age, in principle, the filtering operation can be applied iteratively. Finally, 
after the DC restoration, AC coefficient prediction according to the JPEG K.8 
decoder option is applied in order to remove all visible boundaries between the 
individual transform blocks. 

The advantages of the metbod described in this section are clear. First, the 
filtering operation is only applied on the DC component of the DCT repres
entation. Second, no extra inverse DCT transform is neerled to ensure image 
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integrity, since the filtering operation is performed in the transfarm domain 
and the filtered result can directly be forced to remain within the quantization 
interval. In other methods, complexity is increased by performing multiple 
inverse DCT transfarms [42, 131] 

5.3.2 Results 

This section briefly describes the effect of the algorithm proposed in Section 
5.3.1. Fig. 5.8 shows the effect of DC restoration on the test scene "sails". In 
this case, the two-dimensional 5x5 binomial filter shown in Fig. 5.7 was used 
for filtering the DC image. It can be seen that all segmentation artifacts are 
completely removed by the filtering. From the image indicating the difference 
between the standard JPEG reconstructed image and the image reconstructed 
using the DC filtering, it can be seen that only uniform regions are affected by 
the filter operation. 

In the next section a subjective evaluation of the proposed DC filtering metbod 
is discussed. In general, the perceptual image quality of reconstructed smooth 
areas impraves significantly. However, the peak-signal-to-noise ratio of the 
reconstructed images (see Section 3.2 for a definition of the PSNR) is hardly 
changed if the DC filtering algorithm is applied (see also Fig. 5.13 in Section 
5.4) . The same goes for the standard K.8 AC prediction, which even results 
in a slight decrease of the PSNR for most images. By visual inspection, it was 
found that the DC filtering shows a significant result for DCT quantization 
multiplication factors higher than 3. Although the best results were found for 
a filter size 5x5, especially for high compression ranges, DC filtering using a 
filter size 3x3 also showed nice results . Further, the threshold Tdc should not be 
set too high in order to prevent edge positions to be classified as being uniform. 

The DC filtering metbod described is only effective, of course, in the smooth 
regions of the decoded image. This implies that image quality in high-energy 
regions in the reconstructed image is not improved and, in particular along 
edge-like structures, there is still need for another farm of postprocessing to 
remove typical DCT coding artifacts. 

5.4 Evaluation of DC Filtering and AC Prediction 

In this section, an experiment camparing three different coders is discussed: 
a standard JPEG coder, a JPEG coder using AC prediction according to the 
JPEG decoder option K.8, and a JPEG coder using bath DC filtering and AC 
prediction. The experiment was carried out for three test scenes: "lena", "sail
boats" and "doll''. For each co der, four reconstructed images were generated 
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(a) 

(c) 
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(b) 

(d) 

Figure 5.8: Effect of DC restoration. (a) Reconstruction using JPEG 
with a quantization multiplication factor of Q = 5. (b) Reconstruc
tion from the same compressed bytestream with DC restoration in the 
decoder. (c) Reconstruction from the same compressed bytestream 
with both DC restoration and AC prediction in the decoder. The 
threshold Tdc applied in the DC filtering was set to 5000. (d) Dîf
ference between (a) and (b) . For display purposes the gray values of 
the difference image were scaled by a factor of 4, and a value of 128 
was added. 
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Figure 5.9: Individual quality scores calculated with the MDS pro-
gram "Multiscale" for the test scene "lena". Results are shown for 
the subjects SY, RJ, TV, TR, MB and SH. 
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Figure 5.10: Individual quality scores calculated with the MDS pro
gram "Multiscale" for the test scene "sails" . Results are shown for 
the subjects SY, RJ, TV, TR, MB and SH. 
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Figure 5.11: Individual quality scores calculated with the MDS pro
gram "Multiscale" for the test scene "doll". Results are shown for 
the subjects SY, RJ, TV, TR, MB and SH. 
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by taking quantization sealing levels 3, 4, 5 and 6. Thus, for each test scene, 12 
different images were generated. For the DC filtering, the 5x5 filter of Fig. 5.7 
was used (the threshold Tdc was set to 5000) . The subjects were asked to rate 
the difference-in-quality of all combinations of the 12 images with the 4 images 
of the coder in which bath DC filtering and AC prediction was used. Quality 
differences were rated on a numerical scale between -10 and 10, the plus and 
minus sign indicating whether the left or the right image was preferred. 

The experiment was carried out under the same conditions as the experiment 
described in section 5.2. Since all test scenes were handled in the same session, 
subjects had to judge a total of 144 stimuli, preceded by a training sequence 
of 12 image pairs containing a representative subset of the images. 
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Figure 5.12: Overall quality scores calculated with Multiscale. Res
ults are shown for all three test scenes. 
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Ftom each session, a 4x12 matrix with difference-in-quality scores was obtained 
for each test scene. Each matrix was separately used as input for the multi
dimensional sealing (MDS) program "Multiscale" (see also Sectîon 2.6), result
ing in individual quality scores for all test scenes. All quality scores calculated 
for the individual subjects are given in Figs. 5.9, 5.10 and 5.11. Fig. 5.12 
shows the overall "Multiscale" results calculated from the data of all subjects 
together. 

For the "lena" image, the DC filtering results in a significant impravement 
in image quality at all quantization levels tested. For the "sails" image, the 
impravement is even more pronounced , because this image contains many 
important uniform regions. The effect of DC filtering in the "doll" image is 
much less because the improvements only manifest in the uniform regionsin the 
background, while the objects in the foreground are hardly processed. Again, 
the results also show that AC prediction only has hardly any effect on image 
quality at high levels of quantization. Fig. 5.13 shows that the differences in 
image quality after postprocessing are not caused by an impravement in PSNR. 
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Figure 5.13: PSNR curves of all reconstructed images used in the 
experiment described in Section 5.4. The plots shows that for all 
scenes, the postprocessing applied does notimprave the PSNR of the 
decoded images. 
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In the previous sections adaptive DC filtering was applied in a JPEG coding 
scheme. The same algorithm can, of course, be used for filtering DC images in 
any other block transfarm compression scheme. This section demonstrates the 
effect of DC filtering on reconstructed image quality of Hermite-coded images. 
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(a) (b) 

(c) (d) 

Figure 5.14: Effect of DC filtering in a Hermite coder with transfarm 
parameters (d, a, N) = (4, 1.3, 5) . (a) Original image (size 320x240 
pixels) . (b) Hermite reconstructed image with Q D G = 16 and Q A C = 
1. ( c) Image reconstructed with DC filt ering. ( d) Difference between 
(b) and (c), scaled withafactor of 4 and 128 added for display. For 
the DC filtering, a binomial filter of length 5 was used and Tdc was 
set to 20. 



5.5 Application of Adaptive DG Filtering in a Hermite Coder 

(a) (b) 

(c) (cl) 

Figure 5.15: Effect of DC filtering in a Hermite coder with transfarm 
parameters (d, a, N) = (8, 2.5, 9). (a) Original image (size 320x240 
pixels). (b) Hermite reconstructed image with Qnc = 32 and QAc = 
1. (c) Image reconstructed with DC filtering. (d) Difference between 
(b) and ( c), scaled wi th a factor of 4 and 128 added for display. For 
the DC filtering, a binomial filter of length 5 was used and Tdc was 
set to 5000. 
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Figure 5.16: Measured number of bits in the compressed bytestream 
per OC coefficient as a function of the level of quantization. The 
data were obtained for "lena" from a Hermite coder with transfarm 
parameters (d,a,N) = (4,1.3,5). The OC coefficients were coded 
using a OPCM scheme foliowed by arithmetic coding. 

In a Hermite co der) high Gompression of the oe image can also only be achieved 
at the cost of severe segmentation artifacts. Figure 5.16 gives an impression of 
the average number of bits needed to code a OC coefficient in a Hermite coder 
as a function of the level of quantization. For a Hermite coder, a OC quantiz
ation stepsize of 1 corresponds to 256 different gray levels. Since segmentation 
already becomes visible at a DC quantization stepsize equal to 4, it is clear 
that accurate coding of the DC coefficients is rather expensive. The Hermite 
transfarm has the advantage, however, that by using overlapping Gaussian win
dows, reconstructed uniform regions are less susceptible to local blocking arti
facts. Therefore, in a Hermite coder, OC filtering alone, without AC prediction 
already suppresses most artifacts in uniform regions caused by DC quantiza
tion. For the Hermite coder used in this section, no orientation adaptivity was 
applied. 

Figs. 5.14 and 5.15 show the effect of DC filtering on a detail of the image 
"girls" for two different parameter settings of the Hermite transform. In both 
figures, image (a) is given as a reference image, reconstructed frorn the Hermite 
coefficients quantized with quantization stepsize 1. Image (b) is reconstructed 
with strongly quantized OC coefficients (stepsizes QDc = 16 and QDc = 32, in 
Figs. 5.14 and 5.15, respectively. The quantization of the AC coefficients is not 
changed ( Q A C = 1 for all AC coefficients) . It can be seen that in both cases, 
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the DC quantization results in unacceptable degradation of image quality. 

Image ( c) shows the Hermite-coded images reconstructed from the same 
Hermite coefficients. Most of the segmentation artifacts have been removed. 
The artifacts remaining manifest themselves mostly at high energy positions 
such as edges and lines. Fig. 5.15 does show, however, that even extremely 
high values of threshold Tdc (in this example the threshold was set to 5000) do 
not necesarily lead to additional distortions in high-energy areas. Note that 
the Figs. 5.14 and 5.15 also demonstrate that details in the image are not 
affected by !ow-pass filtering the DC image. Image ( d) was obtained by sealing 
the difference between image (b) and image (c) with a factor 4 and adding a 
gray value of 128. No subjective evaluations were carried out to measure the 
effects of DC filtering in a Hermite coder. 

5.6 Discussion 

In block transfarm coding, smooth areas in the image are susceptible to an
noying blocking and segmentation artifacts, which highly effect overall per
ceived image quality. In Chapter 2 this was already demonstrated by Watson's 
DCTune technique: at high compression ratios, more accurate coding of low 
frequency regions and more severe coding of contours and texture impraves 
overall image quality significantly. More accurate reconstruction of smooth 
areas, however, can also he achieved by applying sophisticated decading al
gorithms. 

In this chapter, it was shown that the standard JPEG postprocessing method, 
which is based on prediction of low-frequency AC coefficients in smooth areas 
of the image, is only effective in a small compression range. By combining 
this metbod with adaptive low-pass filtering of the DC image, however, both 
segmentation and blocking artifacts can be reduced without introducing a high 
complexity in the decoder. By applying postprocessing in the transfarm do
main, the postprocessing becomes more flexible and less complex. Furthermore, 
checking whether the postprocessing remains within the possible quantization 
errors does not require any inverse transformations. 

The proposed methad is only effective in large uniform regions. For images 
with a lot of detail, only the background is nicely smoothed by the DC fil
tering, and the overall image quality is only slightly improved. For images 
with pronounced smooth regions (e.g. the test scenes "lena" and "sails"), the 
methad shows significant impravement in perceived image quality. Differences 
between subjects, of course, remain. Curves indicat ing the peak-signal-to-noise 
ratio (PSNR) of the JPEG-coded images showed that neither the AC predic
tion nor the DC filtering improved the PSNR of the reconstructed images. For 
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improving the perceived quality of image elements other than almost homogen
eaus regions, such as edges and texture, other postprocessing on the decoded 
transform coefficients is needed. 

Although the DC filtering shown in this chapter was initially demonstrated 
for JPEG-coded images only, this technique can be applied in any transform 
block coder. In Chapters 3 and 4 it was shown that the Hermite transform is 
particularly effective at representing contours and edges. Since blocking and 
segmentation artifacts also occur in Hermite cocled images, although only at 
very high compression ratios, the decoder option described can be applied to 
improve the coding efficiency of the Hermite transform in uniform regions. 
The effect of the adaptive DC filtering algorithm on Hermite-coded images 
was demonstrated inSection 5.5. One may conclude that by simple modeling, 
significant gain in image quality can be achieved for target regions and that 
block coding can also be very effective for low-bit-rate image compression. 



Chapter 6 

Epilogue 

Using knowledge of visual perception is inevitable in the design of high perform
ance image processing algorithms. First of all, in conventional image compres
sion techniques based on (local) frequency representations of the image data, 
the role of perception is usually directed at the removal of information that 
can not be perceived by the human eye. Characteristics of the human visual 
system such as luminanee masking, contrast sensitivity and contrast masking 
can be used to obtain optima! image quality fora given bit rate [102, 146, 123] . 
Second, the same charaderistics of the visual system can be exploited in order 
to develop objective measures for the perceived quality of reconstructed images 
[85, 26]. This thesis uses a different philosophy by assuming that for high com
pression ratios, it is essential to focus on the representation of those structures 
in the image that contribute most to perceived image quality. With respect to 
the measurement of image quality, the use of subjective evaluation methods is 
proposed. 

It is well known that the notion of image quality can not easily be tackled 
with objective quality measures [120]. In particular for low-bit-rate coding, 
measurement of perceived image quality still requires evaluation experiments 
in which subjects are asked for their opinion. Also in this thesis, a number 
of examples can be found that indicate that the objective peak-signal-to-noise 
ratio (PSNR) may deviate substantially from perceived image quality, even in 
ranges of moderate compression. Selecting a valid quality assessment method, 
however, is also not trivial. Experiments in Chapter 2 indicated that prob
lems with a single stimulus or direct category sealing experiment may occur 
when reconstructed images of different coders are evaluated. Due to recon
struction artifacts of a very different nature, subjects who are asked to judge 
image quality may unconsciously judge the images at the level of individual 
artifacts, rather than at the level of overall image quality. This single stimulus 
metbod is one of the evaluation techniques recommended by the International 
Telecommunication U nion (ITU). Other research [ 117] has indicated that this 
method is also susceptible to contextual effects due to stimulus spacing and 
frequency of occurrence of stimuli. The experiments in [117) demonstrate that 
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these contextual effects also occur in the double stimulus method using separate 
sealing rates for both images. 

By using methods based on difference ratings, such as the method based on 
Anderson's functional measurement theory (FMT), both the contextual effects 
and the biasing effects due to different coding artifacts as described above, can 
he reduced significantly. In particular, quality-difference ratings ensure that 
subjects actually judge image quality, instead of the strength of individual ar
tifacts. Although comparison experiments are relatively time-consuming, they 
should be clearly preferred. In order to limit the amount of comparisons, vari
auts on existing experimental techniques, such as the FMT metbod used in this 
thesis, will have to be constructed (e.g., comparison methods that require only 
a small subset of all possible image pairs to be judged, or adaptive methods 
in which the sequence of displayed stimuli depends on previous judgements). 
Next to the set-up of experiments, processing and interpretation of the data 
that are obtained is equally important. For instance, by normalizing the data of 
the individual subject s, more reliable results are obtained. Also, more sophist
icated processing can be applied (e.g. by using Thurstone's law of categorical 
judgement) . In particular it was shown that metric multi-dimensional seal
ing methods provide a powerful tool for data analysis. For the development 
of image compression techniques, however, next to methods for image qual
ity measurement in order to evaluate their performance, it would be of great 
interest to obtain more knowledge on how people actually experience image 
quality and how the quality of different kinds of image structures contributes 
to overall quality perception. Additional research, however, is needed to in
dicate the relative quality contributions of image structures such as texture, 
contours and almost homogeneaus regions. 

In this thesis, the representation of images is directed at the reconstruction 
of edge structures and uniform regions. For image analysis, a frequency-based 
decomposition technique is applied that uses overlapping Gaussian windows 
and projects images locally onto a basis of orthogonal polynomials. This tech
nique, the Hermite transform, was originally developed in order to model the 
information analysis of the retinal and cortical receptive fields in the early 
visual system. With respect to image compression, the Hermite t ransfarm bas 
been applied in hierarchical and scale-space algorithms [89, 91] . In particular, 
the Hermite transfarm has proved to be efficient in detection and extraction of 
image features [65]. 

Chapter 3 introduces a new form of the Hermite transfarm and shows that the 
N + 1 Hermite filters of order N provide all information necessary to calculate 
the responses of those filters in an arbitrary orientation. This so called steer
ing property results in an orientation adaptive form of the Hermite transfarm 
that enables rotation of the Hermite filters in any direction. By steering the 
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Hermite filters locally along the direction of maximum energy, signa! energy is 
compacted into a small number of frequency coefficients. In order to demon
strate the efficiency of the Hermite transform for image compression purposes, 
an image compression scheme that adapts to local image orientations is presen
ted. By discarding the 2D energy components in this compression scheme, an 
efficient representation of images is obtained, based on (local) one-dimensional 
structures alone. 

Comparisons with other compression techniques such as JPEG show that the 
proposed scheme performs very well at high compression ratios, not only in 
termsof peak-signal-to-noise ratio but also in termsof perceptual image quality. 
It was found that on the basis of a PSNR criterion, for most test images, JPEG 
should be preferred over a Hermite coder at compression ratios lower than 25. 
However, results of quality assessment experiments using subjects indicate that 
the perceptual quality of Hermite-coded images is much better than would be 
expected on the basis of the PSNR. An explanation for the high perceptual 
quality of the Hermite-coded images, is the difference in the nature of the 
artifacts. Due to overlapping orientation adaptive frequency patterns, highly 
annoying blocking artifacts are much less pronounced and edges are smoothly 
reconstructed. The evaluation of new image compression concepts does, of 
course, remain a delicate matter, partly due to the various components of 
which a compression algorithm consists. Especially the entropy coding of the 
remaining coefficients of an image representation my have a strong effect on 
the performance of the overall compression algorithm. 

Despite the redundancies in the signal representation due to both overlap
ping Gaussian windows and highly overlapping frequency selectivities of the 
Hermite filters, it is' rather surprising that the Hermite transform enables the 
construction of high performance image compression schemes. From a per
ceptual point of view, however, the steered Hermite transform results in less 
visible distortions near edges, because most of the quantization noise is aligned 
with the orientation of the edge and therefore masked by the edge [112]. Also, 
the steered Hermite transform is based on local orientation adaptivity, while 
other techniques map the entire image on subimages that are bandpass in ori
entation [74, 142, 130]. A disadvantage of the steered Hermite transform is a 
higher computational complexity due to local orientation adaptivity, thus more 
processing time. 

In Chapter 4 the orientation adaptive form of the Hermite transform is used 
as a basis for deriving an edge-parameter based representation of local edge 
elements. By using a Gaussian edge model, the edge parameters such as the 
edge orientation e, the edge distance d, the edge height .6. V and the edge blur b 
can be calculated from the frequency coefficients of the steered Hermite trans
form. Edge descriptions in terms of edge parameters decrease the entropy of 
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the image representation. In natura} images, however, replacing the frequency 
coefficients by the appropriate edge parameters does not necessarily have to 
improve the efficiency of the image representation. Since only a Gaussian edge 
model is used, it is impossible to capture all edge structures present in the 
image. By extending the modeHing of image elements with, for example, line 
segments, corners and non-Gaussian edge elements, it should be possible to 
built image representations that can represent the original image more faith
fully. For image compression purposes, however, such an approach requires the 
coding of additional classification information. 

The derivation of edge primitives in Chapter 4 is limited to the representation 
of edge elements within a local window. Therefore, these local descriptions 
are integrated in a contour-based image representation technique by detect
ing ebains of local edge elements. The impressions of the variation of edge 
parameters along image contours show that a more efficient coding can be ob
tained when exploiting the redundancies along these contours. In the rest of 
Chapter 4, image reconstruction is based on contour information supplemen
ted with low-frequency DC information, and the proposed contour-based image 
representation is included in an image compression scheme. The performance 
of this compression scheme, however, is much less than the performance of the 
scheme discussed in Chapter 3. More time is needed to exploit cross-correlation 
between the different parameter bands and to construct a more efficient entropy 
coding scheme. 

The results of the compression schemes presented in this thesis show that 
the Hermite transfarm is particularly effective at representing one-dimensional 
structures such as contours and edges. The representation of uniform regions, 
however, remains a problem. In block co ding algorithms, smooth are as in 
the image are susceptible to annoying blocking and segmentation artifacts. In 
Chapter 2 this was already demonst rated by Watson's DCTune technique: at 
high compression ratios, more accurate coding of low frequency regions and 
less accurate coding of contours and texture impraves overall image quality 
significantly. Accurate reconstruction of smooth areas, ho wever, can also be 
achieved by applying sophisticated decading algorithms [114, 42, 153]. 

Chapter 5 shows that the standard JPEG postprocessing met hod, which is 
basedon prediction of low-frequency AC coefficients in smooth areasof the im
age, is only effective in a small compression range. By combining this metbod 
with a new adaptive low-pass filtering algorithm for restoring the DC image, 
however, both segmentation and blocking artifacts can be reduced without 
introducing unacceptable complexity in the decoder. By applying postpro
cessing in the transfarm domain, the postprocessing becomes more flexible and 
less complex. Furthermore, checking whether t he postprocessing results remain 
within the possible quantization errors does not require any inverse transform-
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ations. 

Although the DC filtering proposed in Chapter 5 was originally developed for 
JPEG-coded images, this technique can, of course, be applied in any transfarm 
block co der. Since blocking and segmentation artifacts also occur in Hermite 
cocled images, though only at high compression ratios , the decoder option pro
posed in this thesis can be applied to improve coding efficiency of the Hermite 
transform in uniform regions. The effect of adaptive DC filtering in Hermite
coded images is visualized in Chapter 5 for the "girls" image for two different 
parameter settings of the Hermite transform. The same DC filtering algorithm 
is used in Chapter 4 in order to reconstruct the low frequency parts of the 
image in combination with explicit coding of edges. 

It is clear that with sophisticated decading and/or postprocessing, perceived 
image quality can be significantly improved. The gain of postprocessing would 
probably be much higher, though, if one would integrate coder and decoder 
strategies. In principle, it is possible to include the decading strategy in the 
coder [121]. In the specific case of the Hermite transform, impravement of the 
quality of other image structures than smooth regions, such as edges and tex
ture, requires additional postprocessing on the decoded transform coefficients. 
Anyhow, the coding algorithms described in this thesis show that block coding 
can be very effective in low bit rate coding applications. 

In this thesis, new concepts are considered in order to construct a second
generation image representation based on the Hermite transform. The steered 
Hermite transfarm was shown to result in an efficient compression scheme, es
pecially at low bit rates. Nevertheless, other results in this thesis show that 
the contour-based compression algorithm based on the steered Hermite trans
farm does not meet the high expectations. Therefore, more research effort will 
have to be directed at efficient entropy coding of the coefficients and paramet
ers of this contour-based representation. Although this thesis has attempted 
to bridge the gap between transfarm coders and second-generation coder, the 
concepts of second-generation coding are not yet worked out sufficiently in or
der to be able to construct compression algorithms that outperfarm transfarm 
coders for high-quality image reconstruction. For the moment, one has to con
clude that at moderate compression ratios conventional waveform compression 
should still be preferred. lt is, however, important to realize that the coeffi
cients and parameters of an image representation do not entirely determine the 
performance of an image compression system. This performance is determined 
by the combination of the image representation, the strategy for quantization 
and entropy coding and, of course, the decading algorithm. For optimum image 
compression, these components cannot be designed independent of each other. 
With respect to image quality evaluation, this thesis stresses the importance 
of selecting an appropriate quality evaluation method. In particular for low-
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bit-rate compression, the use of objective quality measures should be avoided. 
Hopefully the reader will benefit from the range of examples presented in this 
thesis. 
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Summary 

Multi-media applications in which multiple types of digital information such 
as sound, text and images are integrated make high demands upon teehuical 
systems. In particular the huge amount of data needed to represent images at 
relatively high image quality, may cause problems due to the limited storage 
and transmission capacity of these systems. 

This thesis discusses new methods for reducing the number of bits needed to 
represent digital images. For the design of such compression methods, using our 
knowledge of visual perception is essential. When removing part of the image 
information, conventional image compression algorithms exploit, for instance, 
specific limitations of the visual system such as insensitivity for high spatial 
frequencies. At high compression ratios this approach results, however, in an 
unacceptable distortion of perceived image quality. In this thesis an alternative 
approach is followed, basedon the assumption that optimum image quality fora 
given bit rate can only be obtained if the image representation is focused at the 
explicit description of those image structures which are of great importance for 
perceived image quality. Examples of perceptually important image structures 
are edges and uniform regions. 

The image representation described in this thesis bas been developed on the 
basis of the Hermite transform. After a discussion of the major character
istics of the Hermite transform with respect to image reconstruction , a new 
orientation-adaptive form of this transformation is introduced. This steered 
Hermite transfarm makes it possible to rotat e the local frequency patterns 
that are used by the Hermite transform for image description, in an arbitrary 
orientation. This local rotation property makes that image descriptions with a 
steered Hermite transform are very efficient due to the compaction of signal en
ergy into a small number of frequency components. In particular edge elements 
and other locally one-dimensional patterns are represented very efficiently. Ap
plication of the steered Hermite transform in a compression algorithm demon
strates that with this scheme good results can be obtained compared to well 
known reference coders such as JPEG and advanced wavelet coders. 
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With the steered Hermite transfarm it is also possible to describe edges loc
ally in terms of edge primitives other than only the edge orientation. Also 
edge primitives such as position, height and sharpness can be calculated from 
the frequency coefficients of the orientation adaptive Hermite transform. Sub
sequently, by chaîning local edge elements into contours, an image descriptîon 
is obtained that consists of explicit contour înformation, supplemented by DC 
înformatîon for the reconstruction of unïform regions. The integration of this 
contour-based representation in an image compression algorithm in which the 
redundancies between adjacent edge elements are exploited still requires addi
tional research effort in order to improve the coder performance. For the time 
being it seems that, for high-quality Image reconstruction, conventïonal trans
formatiOn coders outperfarm so called second-generation caders that make use 
of explicit description of real-world image structures. 

For obtaining acceptable image quality, however, reliable representation of edge 
information alone is insufficient. The reconstruction of almost homogeneaus 
areas in the image is equally important. For so called block coders, a high 
compression ratio causes blocking structures and segmentation artifacts in the 
image. These artifacts are usually perceived as highly annoying. In this thesis 
a new, general applicable method is described that avoids these artifacts when 
decoding the image. The proposed method decreases both blocking and seg
mentation artifacts by adaptive ]ow-pass filtering of the decoded DC coeffi
cients. The effect is demonstrated with both a standard JPEG coder and a 
Hermite coder. 

In this thesis, next to the representation and compression of images, attention 
is paid to methods for measuring image quality. Sirree objective measures such 
as the signal-to-noise ratio do not always correlate well with perceived image 
quality, it is necessary to measure image quality via experiments with subjects. 
Selecting the appropriate experimental method, however, is not always trivia!. 
In this thesis, a number of methods based on numerical sealing are discussed 
that can be used to evaluate image quality of compressed images. Also, some 
techniques are presented that can be used to process experimentally obtained 
data. In particular, experiments in this thesis show that evaluation methods 
based on comparisons between cocled images should be preferred over direct 
quality judgments. 



Samenvatting 

Multimedia-toepassingen waarin verschillende soorten informatie zoals geluid, 
tekst en beeld zijn geïntegreerd, stellen hoge eisen aan technische systemen. 
Door de beperkte opslag- en transmissiecapaciteit van deze systemen, kan 
vooral de grote hoeveelileid data die nodig is om beeldmateriaal met relatief 
goede kwaliteit te kunnen reproduceren tot problemen leiden. 

In dit proefschrift worden nieuwe methoden beschreven om vergaande reductie 
mogelijk te maken van het aantal bits dat nodig is voor de representatie van 
beeldmateriaal. Bij het ontwerpen van dergelijke compressiemethoden speelt 
visuele perceptie een belangrijke rol. Conventionele algoritmen voor beeldcom
pressie maken bij het gedeeltelijk weglaten van beeldinformatie bijvoorbeeld 
gebruik van de beperkingen van het visuele systeem, zoals ongevoeligheid voor 
hoge spatiële frequenties. Bij hoge compressiefactoren leidt deze aanpak echter 
tot een onacceptabele aantasting van de beeldkwaliteit. In dit proefschrift 
wordt een alternatieve aanpak gevolgd, gebaseerd op het uitgangspunt dat op
timale beeldkwaliteit bij een gegeven compressiefactor slechts dan bereikt kan 
worden indien de beeldrepresentatie gericht is op het expliciet weergeven van 
die structuren in het beeld die voor de perceptieve kwaliteit van beelden het 
belangrijkst zijn. Voorbeelden van perceptief belangrijke beeldstructuren zijn 
randen en vlakke gebieden. 

De in dit proefschrift beschreven beeldrepresentatie is ontwikkeld op basis van 
de Hermite transformatie. Na bespreking van de voor beeldreconstructie be
langrijkste eigenschappen van de Hermite transformatie, wordt een nieuwe, 
oriëntatie-adaptieve vorm van deze transformatie geïntroduceerd. Deze steered 
Hermite transfarm maakt het mogelijk om de lokale frequentiepatronen die 
door de Hermite transformatie worden gebruikt om een beeld te beschrijven, 
te roteren in een willekeurige richting. Juist deze lokale rotatie-eigenschap 
maakt dat beeldbeschrijvingen met een oriëntatie-adaptieve Hermite trans
formatie zeer efficiënt zijn door de compactie van signaalenergie in een klein 
aantal frequentiecomponenten. Met name randelementen en andere lokaal een
dimensionale patronen worden zeer efficiënt weergegeven. Toepassing van de 
steered Hermite transfarm in een compressiealgoritme laat zien dat dit schema 
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goede resultaten behaalt ten opzichte van bekende referentiecaders zoals JPEG 
en geavanceerde wavelet coders. 

Met de zojuist genoemde oriëntatie-adaptieve Hermite transformatie is het ook 
mogelijk om randen lokaal te beschrijven in termen van randprimitieven zoals 
randpositie, hoogte, oriëntatie en scherpte. Deze primitieven worden berekend 
uit de frequentiecoëfficiënten van de oriëntatie-adaptieve Hermite transfor
matie. Door het aan elkaar koppelen van lokale randelementen wordt ver
volgens een beeldbeschrijving verkregen bestaande uit een expliciete repre
sentatie van contouren, aangevuld met DC-informatie om de reconstructie van 
tussenliggende uniforme gebieden mogelijk te maken. De integratie van deze 
op contouren gebaseerde beschrijving in een algoritme voor beeldcompressie, 
waarbij gebruik wordt gemaakt van redundantie tussen naast elkaar gelegen 
randelementen op een contour, kan echter nog verbeterd worden. Voorlopig 
laat het zich dus aanzien dat voor compressie met behoud van hoge beeld
kwaliteit conventionele transformatiecaders een beter resultaat halen dan zgn. 
secand-generatian caders waarbij beeldstructuren op expliciete wijze worden 
beschreven. 

Het goed weergeven van randinformatie is echter niet genoeg om een goede 
beeldkwaliteit te kunnen bereiken. Het is ook belangrijk om vrijwel vlakke 
gebieden in het beeld met hoge kwaliteit te kunnen reconstrueren. Bij zgn. 
black caders onstaan bij een hoge compressie echter blokkerige structuren in het 
beeld, die als bijzonder storend worden ervaren. In dit proefschrift wordt een 
nieuwe, algemeen toepasbare methode beschreven om deze blokstructuren bij 
het reconstrueren van het gecodeerde beeld te voorkomen. De gepresenteerde 
methode bereikt een vermindering van blok- en segmentatieartefacten door 
adaptieve low-pass filtering van de gedecodeerde DC coëfficiënten. Het effect 
wordt gedemonstreerd aan de hand van zowel een JPEG coder als een Hermite 
co der. 

Naast de representatie en compressie van beelden wordt in dit proefschrift aan
dacht besteed aan methoden voor het meten van beeldkwaliteit. Omdat ob
jectieve maten voor beeldkwaliteit zoals de signaal-ruis-verhouding niet altijd 
correleren met perceptieve beeldkwaliteit, is het noodzakelijk om beeldkwa
liteit te meten aan de hand van experimenten met proefpersonen. Het se
lecteren van de juiste experimentele methode is echter niet altijd eenvoudig. 
In dit proefschrift worden een aantal op numerieke schaling gebaseerde metho
den beschreven die gebruikt kunnen worden om beeldkwaliteit van gecodeerde 
beelden te evalueren. Ook worden diverse technieken aangegeven die gebruikt 
kunnen worden om experimenteel verkregen data te verwerken. In het bijzonder 
wordt aangetoond dat evaluatiemethoden gebaseerd op vergelijkingen tussen 
gecodeerde beelden de voorkeur genieten boven directe kwaliteitsbeoorde
lingen. 
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Stellingen 
behorende bij het proefschrift 

Image Representation and Gompression 
Using Steered Hermite Transfarms 

van A.M. van Dijk 

1. Leven in een informatie-intensieve wereld vereist niet zozeer de 
kunde om relevante informatie op te nemen danwel de kunde om 
niet-relevante informatie te negeren. 

2. Hoewel geavanceerde user-interfaces het voor steeds meer mensen 
mogelijk maken om computers te gebruiken, vergroten zij tegelij
kertijd de afstand tussen een gebruiker en de computer. 

3. Het gegeven dat het bij promoties naast wetenschappelijke glamour 
ook om financiële belangen gaat, maakt promoveren tot een ultiem 
voorbeeld van showbusiness. 

4. Het huidige AiO-stelsel en de aanstelling van beurspromovendi aan 
Nederlandse universiteiten hebben de discussie over het in stand 
houden van het minimumloon tot een zinloze gemaakt. 

5. Door de voortschrijdende techniek op het gebied van transmissie
en opslagmedia en de schijnbaar onbeperkte behoefte aan infor
matie, lijken methoden voor datacompressie eerder aangewend te 
worden om produkten sneller op de markt te brengen dan om 
capaciteit zo zuinig mogelijk te benutten. 

6. De ontwikkeling van een perfect model om het verloop van beurs
koersen te voorspellen zal tot stabilisering van het koersverloop 
leiden, aangezien koersveranderingen juist voortkomen uit verschil
lende opvattingen over toekomstige ontwikkelingen. 



7. Het voornemen om bij sollicitaties een verbod op leeftijdsdiscri
minatie in te stellen is niet in het voordeel van de sollicitant, zolang 
dit verbod niet gepaard gaat met een algemene maatschappelijke 
aanvaarding van de juistheid van een dergelijke maatregel. 

8. Door verschuivingen in vraag en aanbod heeft de aanschaf van 
duurzaam geproduceerd hardhout eenzelfde vernietigend effect op 
het voortbestaan van tropische regenwouden als het aanschaffen 
van niet-duurzaam geproduceerd hardhout. 

9. De door de Linux smart quotes gegeven wetten m.b.t. het uitvoeren 
van experimenten, 

(a) Ij reproducibility may be a problem, conduct the test only once 

(b) Ij a straight line fit is required, obtain only two data points, 

wijzen nog eens op de oplettendheid die de lezer in acht moet nemen 
bij het bestuderen van experimentele resultaten. 


