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Abstract

Nowadays, roads are becoming more and more congested, resulting in increas-
ing economic losses due to delays. One way to solve this problem is to per-
suade people use public transp ortation more frequently. To achieve this, public
transportation has to be improved. One way to improve public transportation
is to construct a new kind of vehicle that combines the advantages of both
commuter busses and railroad vehicles. Such a vehicle could be an all-wheel
steered multiple-articulated vehicle.

In the city of Eindhoven in The Netherlands, a new kind of transportation
system will be operational in the year 2003, which is based on such vehicles. To
achieve a track following behaviour similar to railroad vehicles, these vehicles
have to be equipped with a lateral guidance system for steering them along a
predefined path. This thesis deals with the design of such a guidance system.

To achieve good tracking performance, the guidance system has to be model-
based. Therefore, a dynamic vehicle model has been derived. This model
describes the nonlinear planar dynamics of an all-wheel steered n-carriage
multiple-articulated vehicle. To validate this model, its frequency responses
have been compared with the frequency responses of a 125 degrees of freedom
multi-body model. This comparison shows good performance between both
models. In order to show that a dynamic vehicle model is required, a compari-
son has been made between the dynamic vehicle model and a model describing
only the kinematics of the vehicle.

The position of the vehicle with respect to the path to be followed is crucial
for proper control and therefore a measurement method based on the utilization
of rotation symmetric bar magnets is presented. These magnets are buried in
the road. By utilizing the rotation symmetry, the position to the magnet can
be determined independently of the measurement height and the strength of
the magnet. One requirement is that two field components are measured. It is
shown that the sensitivity of this method to slant of the magnet and/or vehicle
can be reduced by using a second dual-axes field sensor instead of one. Vali-
dation measurements show that the distance to the magnet can be determined
with about 2 cm accuracy with 99 slant of the magnet.

The permanent magnets yield position information exclusively and only
at discrete instances. For controller design, knowledge of the complete state
of the vehicle is desirable. An extended Kalman filter has been designed to
obtain continuous estimates of this state. To keep the influence of varying
vehicle parameters small, accelerometers are used as input of the Kalman fil-
ter. The accelerometer offsets, road banking angle and vehicle roll angle are
estimated online, to reduce the effect of these parameters. The position infor-
mation obtained from the permanent magnets is used to apply corrections to
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state predictions that are based on the accelerometer outputs. The discrete
and asynchronous character of this position information has been dealt with
by implementing the Kalman filter in a multi-rate fashion. Articulation an-
gle sensors, wheel encoders and rate gyros are added to the Kalman filter to
improve the performance and to obtain redundan cy of sensors.

The vehicles that will be used in the public transportation system in Eind-
hoven have, apart from all-wheel steering, also independent electrical drives on
each of the wheels, except the two wheels at the front. This independent drive
can in principle also be used for steering the vehicle, by using the drives on one
axle in a differential way. A singular value analysis shows that steering with
normal steering angles is much more influential than using these differential
torques. It has also been analyzed that both at low and high speed all-wheel
steering is beneficial to reduce off-tracking of the rear axles and to improve the
yaw dynamics of the vehicle.

Two different controllers have been designed for steering the vehicle, based
on the outputs of the Kalman filter, along the path to be followed. The first
of these controllers is a feedback linearizing controller. This controller can be
considered to consist of two control loops. The inner loop linearizes the planar
vehicle dynamics, under the assumption that the steering system dynamics
can be neglected. The outer control loop is used to counteract parameter
uncertainty and disturbances. For this outer loop, a PID controller has been
used.

The second controller is a so-called backsteppin g controller. With this con-
troller, also the steering actuator dynamics are taken into account.

To simulate the behavior of the lateral guidance system, a more complex
vehicle model has been used. This model describes besides the planar vehicle
dynamics also the dynamics of the suspension system. A nonlinear tire model
has been used in this model.

Simulations with this 3D simulation model show good tracking performance
for both the feedback linearizing controller and the backstepping controller.
The backstepping controller shows improved tracking performance compared
to the feedback linearizing controller. However, this goes at the cost of increased
high frequent behavior or the lateral acceleration.
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Introduction
1.1 Motivation 1.3 Related work
1.2 Goal and global lines of 1.4  Organization of thesis

solution

1.1 Motivation

Nowadays, roads are becoming more and more congested, with increasing eco-
nomic losses due to delays as a consequence. This problem can be reduced
by by making public transportation a more favorable way of transportation
than passenger cars. To make public transp ortation attractive, it has amongst
others to be cheap, fast, predictable and reliable.

In cities, different types of public transportation are in use. The most
common types are subways, trams and commuter busses, which may or may
not drive on dedicated bus lanes. All these types have their own inherent
advantages and disadvantages.

A subway for example occupies relatively few expensive road space, since
the tracks can be constructed underneath or above street level. Constructing
the track in this way has as advantage that the tracks cannot be obstructed
by other vehicles and/or pedestrians, which makes the traveling time between
stations short and predictable. The main disadvantage of the subway is that the
construction and the maintenance of the required infrastructure is expensive.
This makes the subway only profitable in large, crowded cities. Moreover, the
subway is very inflexible when a detour is required for example in case of an
obstruction of the track due to an accident.

Compared to subways, the infrastructure required for trams is cheaper
(though still more expensive compared to busses), since trams mainly drive
on street level. This makes the tram profitable for medium large cities. Often
the track is not separated from the normal road, so that other vehicles and
passengers can cross the track, which can result in delays, so that the traveling
time becomes less predictable. Since the tram also requires a track and electric
power supply, it is also inflexible when a detour is required.
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An inherent advantage of vehicle on tracks is that it is possible to make
accurate stops at the stations, so that the gap between vehicle floor and plat-
form is small. In this way, the boarding time of passengers is much shorter
compared to commuter busses.

Compared to subways and trams, the capacity of normal commuter busses
is limited. Moreover, due to off-tracking of the rear axles, commuter busses
occupy more road space than trams. Especially in densely populated city cen-
ters this might be a problem. Advantage of commuter busses is that they don’t
require expensive infrastructure. Since busses can drive on normal roads, it is
relatively easy to make a detour if necessary.

The comparison of the different types of public transportation shows that
some of the advantages of one type are complementary with the disadvantages
of the other types. This indicates that public transportation can be improved
by combining the advantages of all types into a new kind of vehicle for public
transportation. Basis for such a vehicle could be a commuter bus. In this way,
no track or electric power supply is required, which reduces the construction
and maintenance costs. The capacity of these busses can be increased by using
multiple-articulated busses and/or by operating vehicles in a platoon. To avoid
time delays due to obstructions and congestion, the vehicle should drive on
dedicated bus lanes.

Such a type of vehicle is in development to be used in a new kind of trans-
portation system that will be in operation in the year 2003 in and around the
city Eindhoven in the Netherlands. For this transp ortation system, single and
double articulated vehicles will be used. To reduce environmental pollution,
these vehicles will be equipp ed with an hybrid drive, consisting of an LPG en-
gine and electric motors. To reduce the space occupied by drive shafts, separate
electric motors will be used for each wheel except the front wheels. To be able
to imitate the behavior of a tram, the vehicles will be equipped with indepen-
dently steerable axles, so that accurate stops at the bus stop are possible and
the off-tracking of the rear axles can be reduced. In this way, the dedicated
bus lanes can be made as small as possible. Figure shows a picture of a scale
model of the vehicles that will be used in Eindhoven.

1.2 Goal and global lines of solution

The vehicles as discussed in the previous section are too difficult to operate
manually. Therefore, they will be equipped with a lateral guidance system.
The goal of this guidance system is to steer the vehicles along the bus lanes
in a tram-like’ way. This means that all axles of the vehicle have to be auto-
matically steered alonga predefined path, while the driver controls the throttle
and brakes. To provide the guidance system with position information, the bus
lanes will be marked with permanent magnets that are buried in the road, as
illustrated in figure 1.2 for a single articulated vehicle.
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Figure 1.1: Scale model of double articulated vehicle as is going to be used in
Eindhoven

This thesis discusses the design of a guidance system that can achieve these
goals. To obtain a more general description of this guidance system, n-carriage
multiple articulated vehicles are considered, with independent electric drive on
all wheels, including the front ones, and indep endent steering on all axles.

To achieve good performance, the guidance system contains a model of the
planar vehicle dynamics and a description of the path to be followed. Therefore,
the path is assumed to be (mathematically) known. The nonlinear dynamic
vehicle model, that is used for the guidance system, has been derived by means
of Lagrange’s equation. A dynamic model is used, since analysis shows that a
kinematic vehicle model does not suffice to describe the motion of articulated
vehicles at high speed. To validate the dynamic model, it is compared with an
125 degrees of freedom multi-b ody model.

A new kind of measurement method is developed to determine the position
of the vehicle by measuring the magnetic field produced by the magnets of the
magnetic referencing system that is used to mark the buslanes. This measure-
ment method uses the rotation symmetry of the bar magnets to cancel out the
influence of the measurement height and the strength of the magnet.

Due to the discrete character of the magnetic referencing system, the mea-
surement system yields position information at discrete time instances only.
An extended Kalman filter has been designed to estimate position and veloc-
ity with respect to the path to be followed also in between the magnets. The
influence of parameter uncertainty is kept small by using accelerameters as in-
put of the Kalman filter to obtain a prediction of position and velocity. The
position information obtained from the magnetic referencing system is used to
apply corrections to this prediction. Other sensors like rate-gyro’s, wheel en-
coders and articulation angle sensors are proposed to improve the performance
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Figure 1.2: Illustration of by permanent magnet marked bus lane

in between the magnets and to introduce redundancy of sensors.

The vehicle can be steered in different ways. Besides independently control-
lable steering angles of all axles, also the drive torques can be used for steering
the vehicle, by using the drive torques in a differential way for the wheels on one
axle. A singular value analysis has been carried out to show that the steering
angles have the most influence on the outputs to be controlled.

To control these steering angels, two controllers have been designed. The
first is a feedback linearizing controller. This controller linearizes and decouples
all degrees of freedom in of the vehicle model, leaving a double integrator for
each degree of freedom. These double integrators are controlled by simple
SISO PID controllers, which also serve to counteract the influence of model
uncertainty and disturbances.

This feedback linearizing controller neglects the dynamics of the steering
actuators. Therefore, a backstepping controller has been designed. With this
controller, the steering actuators dynamics are dealt with in a more formal way.

To simulate the closed loop behavior of the guidance system, a 3D simu-
lation model has been used. This model describes besides the planar motion
also the suspension system and the nonlinear characteristic of the lateral tire
forces.
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1.3 Related work

During the last few decades, many papers have been published on guidance of
vehicles. A large part of these papers deals with vehicle guidance for highway
automation [46, 56, 70, 71, 78, 85, 90, 94]. A distinction can be made between
longitudinal guidance and lateral guidance. Longitudinal guidance is mainly
meant to control the distance of vehicles to their predecessor in an automated
highway scenario [56, 94] or for adaptive cruise control applications. For the
work presented in this thesis, longitudinal guidance is of less importance, since
in case of the project in Eindhoven, the bus driver will control the longitudinal
speed. Most of the work presented on lateral vehicle guidance deals with pas-
senger vehicles [46, 70, 71, 78]. Both theoretical and experimental results have
been reported in literature on this topic.

For lateral guidance of articulated vehicles, a distinction can be made be-
tween lateral guidance of robotic like vehicles that mainly drive at low speed
[14, 50, 77] and lateral guidance of heavy duty vehicles for automated highway
systems [28, 47, 84, 85, 86, 90]. The work on lateral guidance of robotic like
articulated vehicles is mainly based on kinematic vehicle models. Due to the
low velocity, the vehicle dynamics can be neglected. Since commuter busses
will also drive at high speed, the work based on kinematic vehicle models is
only of restricted use for this thesis.

Both theoretical and experimental results have been reported about the lat-
eral guidance of heavy duty vehicles for automated highway systems. Dynamic
vehicle models suitable for controller design for this application have been pre-
sented in [28, 86]. In [47] experimental open loop results have been presented
to validate this type of model. The model as presented in [86] has been used to
develop different control strategies [84, 85, 90]. Some of these strategies have
been tested in full scale experiments [47].

Most of the work presented on lateral vehicle guidance considers front wheel
steering only. The work presented on four wheel steering of passenger cars
mostly discuss four wheel steering applied for the stabilization of the vehicle yaw
dynamics in case of manual steering [3, 59, 96]. This type of four wheel steering
is now commercially available for the more expensive cars. For commercial
articulated vehicles, rear axle steering is mostly considered to reduce the off-
tracking of the rear axle in case of manual steering. This type of rear axle
steering is commercially available. This off-tracking reduction is mostly used
at low speeds only, so that the steering angle for the rear axle can be derived
from the kinematic relation ship between articulation angle and off-tracking
at low speed. At high speed the steering possibility of the rear axle is mostly
switched off.

In [28], a control strategy is presented for lateral guidance of an articulated
vehicle by means of front wheel steering and differential braking applied to the
rear axles of the vehicle. This comes close to the goal of the lateral guidance
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system that will be presented in this thesis. Lateral guidance of articulated ve-
hicles at high speed by means of all-wheel steering has not be found in literature
before.

1.4 Organization of thesis

The organization of this thesis is as follows. The problem of steering an all-
wheel steered multiple-articulated vehicle along a path in a *tram-like’ way will
be stated more formally in chapter 2, where also a description of the path will
be given, as well as some properties of the path.

The derivation of the planar vehicle model will be presented in chapter 3.
This model will initially be expressed in inertial coordinates. For some analysis,
it is more convenient to have a model expressed in vehicle-fixed coordinates.
For this reason, a coordinate transformation will be applied to the model. This
transformed model is compared to a multi-body model to validate the model.
Finally, the model will be expressed in the dynamics of the tracking error of
the vehicle with respect to the path to facilitate controller design.

Chapter 4 will be dedicated to give an overview of a 3D simulation model
that has been found in the literature and has been used to obtain the simulation
results presented in this thesis.

The magnet based measurement method, that will be used to measure the
position of the vehicle, is presented in chapter 5. The performance of this
measurement method will be illustrated in the same chapter by measurement
results that are obtained from a static measurement setup.

The design of the Kalman filter is presented in chapter 6, where also open
loop simulation results of the Kalman filter are presented.

The model derived in chapter 3 will be used in chapter 7 to choose the out-
puts to be controlled. The same model will be used to show that steering angles
are more influential on the lateral behavior of the vehicle considered in this the-
sis than differential torques. The same chapter will discuss the advantages of
all-wheel steering compared to front-wheel steering.

In chapter 8 the design of a feedback linearizing controller and a back-
stepping controller will be discussed. Simulation results will be presented to
demonstrate that the controllers show good performance and are robust against
a large range of vehicle parameter variations.

The final conclusions of this thesis and some recomendations will be pre-
sented in chapter 9.
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Preliminaries
2.1 Introduction 2.5 Velocity with respect to path
2.2 Notation 2.6 Desired orientations
2.3 Problem formalization 2.7 Summary

2.4 Shape of path

2.1 Introduction

In the previous chapter, the goal of the lateral guidance system has been intro-
duced as steering a multiple articulated along a path in a ’tram-like’ way. This
chapter will be used to formalize this control goal, expressed in a coordinate
system linked to the path. In order to arrive at this path linked description,
section 2.2 provides an overview of the notation and the most frequently used
coordinate frames. Section 2.3 describes the formal measure of the deviation
from the path. Conditions on the shape of this path will be discussed in section
2.4. In section 2.5, a transformation matrix will be derived to project the abso-
lute velocity of a point on the vehicle onto the axes of a coordinate frame that
moves along the path. In section 2.6, the desired orientation of the carriages
and desired distance from the tractors center of gravity (cg) to the path to be
followed will be defined, together with the orientation error and the error in the
distance between the tractor’s center of gravity (cg) and the path. A relation
will be derived between these errors and the tracking errors that will be defined
in 2.3. This chapter will be closed by section 2.7, where the conclusions of this
chapter are presented.

2.2 Notation

Throughout this thesis, vectors and matrices will be denoted in boldfont. Entry
i, j of matrix a will be denoted by aj; 1, whereas entry ¢ of vector b will be
denoted by by;;. The it" row of matrix a will be denoted by aj; |, whereas the
j" column will be denoted by ay. ;).

Throughout this thesis, the following coordinate systems (amongst others)
will frequently be used (see figure 2.1):
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Figure 2.1: Illustration of coordinate frames

World fixed coordinate frame w
The right handed coordinate frame w is fixed to the world and considered
to be an inertial frame!. For this reason, coordinate frame w will also be
referred to as the inertial frame.

Vehicle fixed coordinate frame cj
The origin of the right handed coordinate frame cj, j = 1,..,n with n the
number of carriages of the vehicle, is assumed to be fixed to the center
of gravity of carriage j of the multiple-articulated vehicle. The z-axis of
coordinate frame cj is parallel to the longitudinal axis and points in the
driving direction of carriage j.

Vehicle fixed coordinate frame si
The origin of the right handed coordinate frame si, i = 1,..,n + 1 is
assumed to be fixed to the points s; that will be introduced in this chapter.
The direction of frame sl is the same as the direction of frame c1, and
the direction of frame si, i = 2,..,n+ 1 is equal to the direction of frame
c — 1.

Path fixed frame pg;
The origin of the righthanded coordinate frame pg; is assumed to move
along the path, such that the origin of this frame is the orthogonal pro-
jection of point s; onto the path. The orientation of frame pg; is such
that its y-axis coincides with the line through s; and ps; and the angle
Psie.; between the z-axis of frame p,; and si is less than or equal to 90°,
as illustrated in figure 2.1.

ISince the rotatioml speed of the earth is small (7.107° rad/s), it is valid to consider w
as an inertial coordinate frame [76]
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Figure 2.2: Definition of position vectors

All these coordinate frames will be considered in the horizontal plane. In
general, the origin of coordinate frame & € {w, cj, si, ps;, ...} will be referred
to as point &.

The position vector of point a with respect to the origin and expressed in
the directions of coordinate frame ¢ will be denoted by ®x¢,. The first and
second component of $x¢ , will be denoted by ¢ , and 5y£7a resp ectively. The
difference between the position vectors fx&b and §x§,a7 i.e. the vector pointing
from point a towards the point b, as illustrated in figure 2.2, will be denoted
by

5Xa,b = €X§,b — EX&a (21)

For example, the position of the origin of the vehicle fixed coordinate frame si
with respect to the origin of path fixed coordinate frame pg; expressed in the
direction of the world fixed frame w will be denoted as “x,_; si, as elucidated
in figure 2.1.

The orientation of a general coordinate frame o € {w, ¢j, si, py;, . . .} With
respect to coordinate frame x;1 € {w,cj, si,psi, ...} in the two dimensional
space will be denoted by X*e,,, so that

_¢

ey, €x2 *éexn (2.2)

as illustrated in figure 2.3. For example, the angle between the vehicle fixed
frame “e; and the path fixed frame “¢,,, will be denoted by P<'e,,, as eluci-
dated in figure 2.1.

The rotation matrix that projects a vector expressed in frame y; onto the
axes of frame x» will denoted as X?Rot,,, so that

X2Xq,p = ¥?Rot, XX, 3. (2.3)
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Figure 2.3: Definition of orientation angles

In R? X2Rot,, equals

cos X2e — sin X2e,
X2Rot. — ) X1 X1 2.4
X1 sinX2e,,  cosXZe,, (2.4)
According to this definition,
X2Rot,, = XlRot;Q1 = XlRotzz (2.5)

Forces acting on a body at the origin of coordinate frame (; and expressed
in the directions of coordinate frame (5 will be denoted by <2F¢2.

The superscript x of the generalized position vector Xq and generalized
torque vector X7 denotes that the first two elements of Xq and X7 are expressed
in the directions of coordinate frame x (see chapter 3).

2.3 Problem formalization

As mentioned in the introduction, this thesis deals with the design of a lat-
eral guidance system to guide all-wheel steered single and double articulated
commuter busses along a path. To generalize the design of such a guidance
system, n-carriage all wheel steered multiple-articulated vehicles will be con-
sidered. These vehicles consist of a four wheeled tractor pulling n — 1 two
wheeled semi-trailers as depicted in figure 2.4. In total, these n-carriage vehi-
cles have n+1 axles. All these axles are assumed to be independently steerable.
The single and double articulated vehicles mentioned in the introduction are
equipped with independent electric drives on each of the wheels, except the
tractor’s front wheels. To generalize the result, independent all-wheel drive
will be considered initially.
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Figure 2.4: definition of control points

The goal of the guidance system is to steer such a vehicle along the path
in a tram-like way. In case of trams, or railroad vehicles in general, all axles
are forced to follow the same track by means of the railroad. This track follow-
ing behavior can be imitated by all-axle steered multiple articulated vehicles.
Instead of letting the centers of the n + 1 axles follow the same track, n + 1
arbitrary points can be chosen to follow the same track, to allow for more free-
dom. The only condition on these points is that the motion of these points
describe the complete motion of the vehicle. These points will be denoted by
si, ¢t =1,..,n+1. The points s;+1, ¢ = 1,..,n will be each attached to a known
location at carriage 7 and in addition the point s; will be attached to a second
location at the tractor, such that the points do not coincide, as illustrated in
figure 2.4. The goal of the lateral guidance system is to let the points s; follow
the same path.

This problem can be formalized in different ways. For example, when the
shape of the path is given, desired orientations “e.;, _ can be derived for each
carriage, such that when one of the points, for example s;, is on the path
and the orientation “e.; of carriage ¢ equals the desired orientation “e;, . for
i = 1,..,n, all points s; are automatically on the path. The control problem
can be formulated then as minimizing the difference between between “e.;
and “egiq, for @ = 1,..,n and the distance from s; to the path. One of the
disadvantages of formalizing the control problem in this way is that small errors
in the orientations “e.; might result in an unacceptably large tracking error of
the points s;. For example, a double articulated bus might be as long as 25m.
With an error of only 1 deg in all orientations, the tracking error of s,, 11 can be
as large as 0.5 m, which is unacceptable large. Other similar ways to formalize
the control problem are possible.

A Dbetter method to formalize the control problem is to directly minimize
the distance from all points s; to the path. In this way, all outputs to be
controlled are of equal importance, so that an error in one of the outputs does
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not automatically result in large tracking errors of the remaining points s;.
Moreover, controlling directly the tracking errors of the points s; is intuitively
easy to interpret. For these reasons amongst others, the control problem will
be formalized according to this last method.

The shortest distance from s; to the path to be followed equals the distance
between s; and point pg;, where pg; lies on the path, such that the line con-
necting ps; and s; is perpendicular to the tangent to the path at pg2. The
point ps; will be referred to as the orthogonal projection of s; onto the path 2.
According to these definitions, the distance from s; to the path is given by

ngc,si - gXc,psiHQ = ngpsi,si”% (2.6)

where ¢ denotes an arbitrary coordinate frame. This expression can be written
in a more convenient way by using the coordinate frame py; as introduced in the
previous chapter for coordinate frame ¢. Then, since according to the definition
of coordinate frame pg;

Poix, si = [ 0 ] , (2.7)

Pai
"Ypisi

the distance to the path can be written as
177 %p s ll2 = |pdiypsi,si|' (2.8)

The vector component Po*y, . ., will be referred to as the tracking error in
this thesis. Letting an n-carriage all-wheel steered multiple-articulated vehicle

follow a path in a 'tram-like’ way boils down to putting n + 1 constrains:

p”ypsi,si =0. (29)

In this thesis, a weakened version of this will be applied. In stead of putting
the constrains P=*y,, . ., = 0, the magnitudes of the tracking errors P>y, . ., will
be minimized.

Note that for this minimization the exact position of the points pg; is not
important. When s; is controlled towards ps;, ps; will in general even shift
over the path.

2A prove of this statemert is given in appendix B

3Sufficient condition for existence and uniqueness of the orthogomal projection is guaran-
teed as the path is twicely differentiable and the distance between s; and ps; is less than the
minimum turning radius of the path, as proven in appendix B and C. The last requirement
yields no practical implications, since the minimum turning circle of the articulated com-
muter bussesis largerthan 10 m. For a good lateralguidance system,the trading errorsare
less than 0.2m
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2.4 Shape of path

The shape of the path to be followed is an important factor for the lateral
guidance system of a vehicle. In the vehicle guidance literature, often abrupt
transitions from straight to circular road segments are assumed, in accordance
with typical highways in the United States [72]. Following such a path with zero
tracking errors would result in discontinuous changes in the lateral accelerations
of the carriages, in turn resulting in to high jerks. For passenger comfort, this
is undesirable.

In the Netherlands, a number of guidelines are given for the design of roads
[74, 75]. These guidelines suggest to use a clothoide as transition between
straight and circular road segments. In this way, the transition from straight to
circular road segments is smoother compared to the case of an abrupt transition.
Since no analytic expression exists for a clothoide, it is suggested in [52] to use a
third-order polynomial as an approximation for a clothoide. Such a polynomial
has 4 coefficients to adjust.

Let the position of a point p on the path be described by P(c,), where
op denotes the length of the path between a fixed reference point on the path,
for example the beginning of the path, and the point p on the path. Two
coefficients of the third-order polynomial can be used to make P(o,) continuous
on both ends of the polynomial, whereas the remaining two coefficients can be

used to make %)L) continues.
The guidance system presented in this thesis depends on the orientation of
the tangent to the path “e, at point p and its derivative with respect to time.

This derivative can be calculated with

v
L2 (2.10)

w .
€p =

doy,

The derivative %ﬂ can be obtained with [40]
9p

2 . w
£ [ ]t o
do cos ey doy,
Premultiplication with [ —sin"¢, cosve, ] yields
d%e Cw w d’P
Fpp = [ — S8l "€, COS "€y ] @ (2.12)

This shows that the P (0,) has to be at least 2 times differentiable, to guarantee
existence of “é,. With a third-order polynomial as transition from straight to
circular path segments it can be guaranteed that the second derivative of P (o))
exists.
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One of the controllers as will be presented in chapter 8 also assumes knowl-
edge of the second derivative of ¢, with respect to time. This second derivative
can be calculated with

dve d?ve
we D .. D .2
€p = i, Gp + 2 v (2.13)
p
2w
It can be derived from equation (2.12) that the derivative %ﬂ depends on
P

ds};—g(;’ﬁ, which shows that in order to let “€, exist, P(c,) has to be at least three
timeg differentiable. With a third-order transition polynomial, this can not be
guaranteed. Therefore, a fifth-order polynomial will be used as transition from
straight to circular path segments throughout this thesis. With a fifth-order
polynomial, P(o,), its first and second derivative can be made continuous
at both the transition from straight path segment to polynomial and from

polynomial to circular path segment.

2.5 Velocity with respect to path

For the derivation of the vehicle model in chapter 3 and for the design of the
measurement system as described in chapter 6, it will appear to be convenient
to express the absolute velocities of the points s; in the frames pg;. Therefore,
a relation will be derived between the velocity of the point s; and the point pg;.
This relation can easily derived by decomposing the position vector “x,, s; as

w w w
Xw,si = Xw,psi T Xpgi,si (2.14)

= "“Xypot+ “Rot, %, 0 (2.15)
Differentiating this with respect to time yields
YXsi = UK pe; + YROt,PUX, 0+ Y ROt P, i (2.16)

This equation relates the absolute velocity of the point si to the absolute ve-
locity at which point pg; is moving along the path.

The absolute velocity at which the point py; is moving along the path can
easily be expressed in the direction of coordinate frame py; as

psixw’p“‘ _ |: 01651' :|’ (2.17)

where 0, denotes the path length between the point p,; and a fixed reference
point. With this equation, “x,, p,; becomes

“Xup,, = "Roty,, [ o ] 7 (2.18)
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According to the definition of coordinate frame pg;,

0

Psi =

ik, = [ I (2.19)
pS’L7S’L

Furthermore,
. o w _ w
“Rot, Psix = W S “€p,; COS " €py; 0
DPsi Psi,81 Psi w _ inw Dsi
Cos epsi S Epsi ypsi,si

LW L Gnw Psi .
w - cos Ve, sin “e,_, Y s 990
613 57 M w w M
st sin%e, . cos%e, . 0
Dai Psi

w w Psiy .
_— ;. Psi,S1
- Epsi ROtpsi 031

The time derivative “é, . = p, .0, . can be written as
Psi PsiOPsi

d%e,., 1
w . o DPsi - _ .
O-pSi Dsi

where p,,,, denotes the turning radius of the path. Substituting this into equa-
tion 2.21 yields

. O . Psi .
"Rot, Poix, . =—-L9%Rot, | /Pt | (2.22)
s s ppsi s 0

Substitu ting equations(2.18), 2.19 and 2.22 into (2.16) yields

. 1—Psiy )6,
wxw,si _ wROtpsi |: ( gﬁz,sz/?psz)apsz :| ) (223)
Psi)St

In general, the minimum turning circle of articulated busses is larger than
10m, which implies that the turning radius of the path should be larger
than 10m. With a good lateral guidance system P*'y, . . is small, so that
Paiy isil Pps; << 1. Under this assumption, equation (2.23) can be approxi-
mated with

YEw.si Op..
[w .“’7“} ~ “Rot,_, [ por } ) (2.24)
yw,si ypsi,si
so that - . [
it = YRt |, (2.25)
ypsiysl w,st

This equation expresses o, and P*'y, . . in X, 5. However it is more

convenient to express d,,, and Psiy, . in *X, s, which can be estimated out
si » :

,5%
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Figure 2.5: Illustration of desired generalized position

of local sensor readings. Treating equation 2.25 as an equality, it can be written
as

|: Opsi :| _ wROt;:inOt SiSiXU},Si (226)

Psigg
ypsi»Si

= P*Rot . Xy 4 (2.27)
The transformation matrix P**Rot; depends on the angle
Poicg; = "egs — Vepyye (2.28)

This implies that the orientations of the coordinate frames p; and si have to
be known in order to calculate PsiRot ;. In the next section it will be discussed
how “eg; can be determined from the tracking errors. How to determine “e,_,
online will be discussed in chapter 6.

2.6 Desired orientations

For the guidance system as presented in this thesis, it will be required to
calculate the articulation angles Cj_lecj =" €, —" €1 of the carriages out
of the tracking errors %y, . ;. Therefore, this section will be used to derive a
relation between the tracking errors and the orientations “e.; of the carriages.
To obtain this relation, the orientations will be split in a desired part and an
error part. The position vector of the points si will be expressed in the desired
orientation and orientation errors. Subsequently this position vector will be
linearized at the desired orientations, to arrive at a linear relation between the

tracking errors and the orientation errors.
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Figure 2.6: Illustration of desired position of tractor’s center of gravity

For zero tracking errors, the orientation “e;; of carriage j is completely
determined by the shape of the path and the position of the points si. For
nonzero tracking errors, the vehicle can be projected onto the path such that
op,, stays constant and all tracking errors equal zero. This projection is illus-
trated in figure 2.5. Given this projection, the desired orientation “e.;, (o,.,)
will be defined as the orientation of carriage j of the projected vehicle. With
this definition, the orientation errors “e.;  can be defined as

w _w w
cherr = Ecj — chdes’ (229)

In a similar way, the desired position of the projected tractor’s center of
gravity will be defined. Let the projected tractor’s center of gravity be denoted
by c). Let it’s orthogonal projection be denoted by p.i- and let a coordinate
frame p.- be assigned to p.1/, with a similar orientation as the coordinate
frames p,;. The desired position of the tractor’s center of gravity Pe'x, ; c1 4es
will be defined as

0
Pe1 _ Doyt _
¢ Xpe1,cldes — e Xpoqr,cl’ = |: . (230)

P .q7
et ypclf,cl’

One and another is illustrated in figure 2.6*. The error vector Pe Xp,1,cle, Will
be defined as
(2.31)

Pecl — DPcl __DPc1
chh(?lerr - chhCl chLCldes

The position of the points si can easily be expressed in the desired orienta-
. . . . o p
tions and orientation errors of the frames si and in Pelx), ; c1.,, and Pelx, ; c1ge,-

4Note that the curvature of the path has been exaggeraed in this picture to make things
visible
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Note for convenience that

w if j =1
Ceg =9, LT : (2.32)
“’ecj,l 1f1<j§n+1

so that the desired orientations “e,;, ~of the coordinate frames sj can be
defined as

e, | if j=1
e sjan(Tp) = 4 0 lae(Opia) 7 =1 , (2.33)
o Yeej140s(0p,) HL<j<n+1

and the orientation errors “e,;,,, can be defined as

w ] S
Y €sjere (Tpsy) = eloelOpa) L7 =1 : (2.34)
e Vo) g (0p,,) HL<j<nA1

The position of frame si with respect to the world can be written as

i
cos ey
wa,si - wa,cl - stij |: Sinwesj' :| (235)
=1 >
i
e w _ CO8 (wesjdes + wesjerr) 2
- Xw’C:l j;l ds’ij [ SiIl (w 65.7des + wesjerr) ’ ( .36)
where
—l1 ifi=1,7=1
0 ifi>1,7=1
dpi+ 1y ifi>1j—i
dy, =T B (2.37)
‘ dy1 ifi>2,j=2
dej+dry ifi>21<j<i
0 ifj>1

with [4; the distance from the point s; to the center of gravity of the corre-
sponding carriage, d,; the distance from the rear articulation point of carriage
i to the center of gravity of carriage ¢ and dy; the distance from the front ar-
ticulation point of carriage ¢ to the center of gravity of carriage . One and
another is illustrated in figure 2.7.

Using a first-order Taylor expansion at “e;; = “eg, _(0p.,), (2.35) can be
approximated as

i

w L~ W _ cos (w esjdcs) - Sin (wesjdos)wesjcrr
st = Fwel Zldé’ { sin (“egj.) + €08 (Yesju) €sjom | (2.38)
Jj=



2.6. Desired orientations 23

Figure 2.7: Definition of parameters

For small tracking errors, the position of the origin of the frames pg; can be
written as

: €08 (“€5j40)
w ~ W _ SJ)des
Xw,psi ~  Xw,cldes E :ds“‘ sin (w6 . ) ) (2'39)
j=1 S]des
so that,
w . w L _w
Xp,si = Xwsi = Xup, (2.40)

Q

i .
— sin (Yeg;, )
w § SJdes w
Xu),clcrr - dsij |: e Esjcrr' (241)

2o | cos (v,

This can be expressed in the directions of coordinate frame pg; as

. : —sin (Peieg;, ) Ve€sj
pszxpm%si ~ ps'LROtp81pchw’clerr _ dsi]‘ e desw err , (2.42)
Z cos (Pieg;, )Vesj
]:1 es err
where equation 2.2 has been used to calculate Psie,;,  out of “ey;,  and Ye,,,.
Using the fact that by definition the first component of P<'x,, .1.,, equals
zero this yields

i
Psi .~ Pcl ~Psi _ <(Psi . w .
Ypgivsi 7 Ypey,eler COST7 €py § ds,; coS(P77€c) 4on) € ciors (2.43)

Jj=1

This equation gives a relation between the orientation errors and the error in
the distance from the tractor’s center of gravity to the path on the one hand
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and the tracking errors P=iy, . .; on the other hand. Equation (2.43) can be
written more compactly as

ys = deq’Clq:erra (244)
where
I Polyper,s1 -‘
yYs = , (2.45)
L p'm+1ypsn+1,sn+1 J
I Py e clor
’ Y€clon
01qerr = (2'46)
L “ecnen J
and the (n +1) by (n + 1) matrix YTe
cosPsle, ds ,cosPsleq ... ds,, cosPslecn,
.y cosPs2ep  dgy,co8P2€cy, ... dsy, ,CO8PR26E0,
ITerg= . . . . (2.47)

Psnt1 Psn+1 Psnt1
Lcos st ep . ds,oCo8Pontles g oo dg, g, ,CO8P™ ecndeJ

Given the tracking errors P*'y, . ., which can be measured or estimated
online, the orientation errors “e.;.,, can be calculated by using the inverse of
(2.44). By using (2.29) and the desired orientations “ej,.,, the orientation of
the carriage with respect to the to the inertial frame w can be calculated from

w _w_ w,_
Ecj - 6CJerr + 6dees (2'48)

2.7 Summary

In this chapter the control problem has been stated as keeping the distances of
n + 1 points on the n-carriage vehicle to the path small. To get a convenient
expression for these distances, this statement has been formalized as keeping
the distance between each of these points and its orthogonal projection onto
the path small.

A relation has been derived between the absolute velocity of these points
and the absolute velocities of their resp ective orthogonal projections onto the
path. This relationis valid as long as the distance to the path is small compared
to the turning radius of the path.

The use of fifth-order polynomials as transition from straight to circular
path sections has been discussed. In this way, the second derivative of the ori-
entation of the tangent to the path exists, which reduces the lateral acceleration
required to follow the path.
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Finally, the desired orientations of the carriages are discussed. A relation-
ship has been derived to express the tracking errors in the orientation errors of
the carriages.
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3.1 Introduction

In literature, different types of control models for articulated vehicles can be
found. For example, vehicle models are used to design controllers for robot like
vehicles driving mainly at low speed [14, 50, 77]. Due to the low speed, the
dynamics of the vehicle play only a minor role. For this reason, the dynamics of
the vehicle can be neglected most of the time, so that a kinematic vehicle model
suffices to describe the vehicle motion. For highway automation applications
of heavy duty vehicles on the other hand, the longitudinal vehicle velocity will
in general be relatively high, so that the vehicle dynamics do play a role. With
these applications, dynamic models are usually used to describe the motion of
articulated vehicles [28, 84, 86].

In this section, a nonlinear dynamic planar model of an all-wheel steered
multiple-articulated vehicle will be derived. A dynamic model will be used
since commuter busses will also operate at high speed. Only the planar vehicle
motions are considered, in order to keep the model for controller design as
simple as possible.

The derivation of the model partially follows the same line as the derivation
of an n-carriage model as presented in [86, 84]. In [86, 84], however, Newton’s
law has been used to derive the tractor’s longitudinal and lateral equations
of motion. The derivation presented in this chapter is completely based on
Lagrange’s equation, resulting in a more straight forward derivation. Moreover,
the derivation of the model in this section is, contrary to the derivation in
[86, 84], elaborated completely, so that the result can be used directly.
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The vehicle model that will be derived in this section can be written as
UM q)"d4+ " C("q," )" q = “Tdamp (U4) + “Trire (Y4, V) + T aise- (3.1)

An expression for the mass matrix “M and the Coriolis and centrifugal force
matrix Y C(*q,"q) will be derived in section 3.2, where also the generalized
position vector “q will be introduced. The term “74;5; models the external dis-
turbance forces like rolling resistance, road banking and wind forces. An expres-
sion for the articulation angle damping force term “T qamp (*q) will be derived
in 3.3. In section 3.4, an expression for the generalized forces * T (*' @, q)
due to the tire-road interaction will be presented. Section 3.5 will be used
to combine the results of section 3.2, 3.3 and 3.4. In section 3.7 the planar
vehicle model is validated against a double articulated vehicle model modeled
in a multi-body software package. Since the tractor’s longitudinal and lateral
dynamics of the multi-b ody package model are expressed in body fixed coordi-
nates, a change of coordinates will be performed on the model, in order to make
a comparison possible. This coordinate transformation will be discussed in sec-
tion 3.6. Section 3.8 will be used to make a comparison between a dynamic and
a kinematic vehicle model. Since the control problem is posed in the tracking
errors Py, . ;. Therefore another change of coordinates is performed in sec-
tion 3.9 in order to express the model in the tracking errors dynamics. This
chapter will be closed by section 3.11, where the conclusions of this chapter are
presented.

3.2 Lagrange’s equation

To derive the inertial term and the centrifugal and Coriolis term of (3.1), La-
grange’s equation has been used. Prior to the use of Lagrange’s equation, a set
of generalized coordinates has to be selected. Since only the planar motion will
be considered in this chapter, n + 2 generalized coordinates suffice to describe
the motion of the vehicle. The two dimensional position vector “x,, .1 of the
tractor’s center of gravity and the orientations “e.; of each carriage will be
used as generalized coordinates.

For the derivation in this section, a multiple-articulated vehicle configura-
tion as depicted in figure 3.1 will be considered. The position vector “x,, .; of
the center of gravity of carriage j can be expressed in the generalized coordi-

nates as )
J w
cos Ve
w _w cj
Xw,cj = Xw,cl — E lu |: cw :| 5 (32)
= sin “e.;
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w
s
=T
S ;“5:4
|
Figure 3.1: Vehicle configuration
where
0 if j=1
dr if j>landi=1
lij=Sdpi+do ifj>1andl<i<j. (3.3)
dyj ifj>1landi=3j
0 if j>1andi > j

Differentiating (3.2) yields for the absolute velocity of the j* carriage

J .

Uk = Yk =S | TSR g (3.4)

w,cj — w,cl ij cos Ve, €cj- .
. (&)

=1

The kinetic energy of the planar vehicle motion can be written as
]T

1 . . . .
= 52 [ %l e I MG [ UKL ey | (3.5)
j=1

where the generalized mass matrix M [63] of the jt carriage is given by

w [0 0]

Lo o]

(3.6)
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with m; and I,; the mass resp. central moment of inertia of the jt carriage.

The vector [ w)'<£ i We }T can be written as
w)'(w cj w w .
|: we "J :| = ch( q) q, (37)
cj
where .,
wq: [ w‘%.UMCl wyw,CI wECl e wecn } (38)

is the generalized position vector and

1 0 lijsin“eq --- lnj sinecp,
Jej(™a)=1| 0 1 —ljjcos%eq -+ —lpjcosPecn |, (3.9)
00 Op4] . Ofin)

where d;;) is the Kronecker delta function.
Substituting (3.7) into (3.5) yields

W w 1'w~ w w w .
T("a,"a) =3 q" M (Yq) 4, (3.10)
where,
ZJ vq)M;JI.;("q) (3.11)

is the mass matrix of the vehicle.
Application of Lagrange’s equation yields
dOT("4."q) IT(“a.q) .,
dt avq ovq

T (3.12)

where “ 7T denotes the total generalized force acting on the vehicle. To solve
this equation, the kinetic energy can be written as

n+2 n+2

T("q ZZ R E (3.13)

]clll

Substitu ting this into Lagrange’s equation (3.12) yields, after some calculation,
for the equation of motion for the i*" generalized coordinate

n+2 n+2 n+2 8wM ) 1 awM
w w [1,0] O w,: w: _w
; Mis G + ;;{ g 2 0%, } G qy = T, (3-14)

This can be written in matrix form as
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where the entries of Y C(“q," q) can be written as

n+2 w w
> { O Men _ LM } Ak (3.16)
=L 9vqw 2 9vqn

The matrices *M(*q) and ¥ C(*q, " q) are written out in appendix D.

3.3 Articulation angle dampers

Most of the articulated commuter busses are equipped with a mechanism in
between the carriages to damp the articulation angle rates. These mecha-
nisms will be modeled as linear viscous dampers . The torque exerted on
the j'" carriage by the damper in between the j* and the (j + 1) carriage
equals d; (" écj11—"€cj), where d; is the damping constant of the corresponding
damper. The total torque exerted on the j** carriage by the articulation angle
dampers is due to the damper at the front end of the carriage, if present, and
the damper at the rear end of the carriage, if present, so that

Y Tdampy 40 = Mg 14 (Vecjvr =" €cj) = yjdj—1(Vée; =" €cj—1), (3.17)

where
Viig) = 1 = 0pij0, (3.18)

so that in vector notation

wTdamp = *wDartwq» <319)
where
Darey y = 0 (3.20a)
Darypy = 0 (3.20D)
Dareyyy = 0 (3.20c)
Dartyoy = 0 (3.20d)
Mmdr—1 + Ynr)de ifI=F

- dy— ifl="kK—1
Dartip oy = i 1 . (3.20e)

7 —Vink] Ak ifil=k+1

lO otherwise

3.4 Tire forces

In this section, the method of virtual work [39] will be used to calculate the
vector of generalized tire forces “ri.. To simplify notation, the axles will be
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numbered from j = 1 to 5 = n + 1, starting with the tractor’s front axle and
finishing with the rear axle of the last semi-trailer. The wheel on each axle
will be numbered as ¢ = 1 for the left wheels and i = 2 for the right wheels.
According to these definitions, a coordinate frame will be assigned to each
wheel. The x-axis of these coordinate frames are horizontal and parallel to the
wheel plane and the origin is fixed at the center of gravity of the corresponding
wheel. The position vector of these coordinate frames “X.,.,,; can be expressed
in the generalized position vector “q as

cos Yeq ; sin “e.1
w —w @ 1 C
Xw,awilt — Xw,el — dwu |: sin Ve, }+(1) by |: —cos¥ey |’ (3’21)
C (&
and
Jj—1 .
w w cos ey i sin e
Xwwi; = Xw,ecl *Z du, [ sin ey = —cos™ec |’ (3.22)

=1

for j > 1, where b; denotes half the width of axle j and

—lp ifj=1,1=1
- ifj=21=1
dy ifj>21=1

iy = (3.23)

doy+dp ifj>22<l<j—1"
dyy + 1 1fj>2,l:j—1
0 if1 >3

where [y, denotes the distance between the tractors’s center of gravity and
front axle and [,; denotes the distance between the center of gravity and the
rear axle of carriage i.

The generalized tire force vector can be calculated with [39]

2 n+l w T
thiro - Z Z <a Xw wl]) waz‘j7 (324)

i=1 j=1

where “F,,; denotes the forces exerted on wheel w;; in the direction of coor-
dinate frame w by means of the tire-road interaction. These forces are easiest
expressed in the wheel fixed coordinate frames w;;. Therefore, equation (3.24)
will be written as

2 n+l
w + 8 X'll) 'U} T w Wi i
Ttire = Z Z ROtw’Lj I F’wij7 (325)
=1 j=1

The rotation matrices “Rot,,;; depend on the sine and cosine of the steering
angles. For controller design, it is desirable to arrive at a model that is linear
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Figure 3.2: Definition of forces

in the steering angles. Since the steering angles are in general small, second
and higher order terms of the steering angles can be neglected. Under this
assumption,

5
“’Rotcll ! 0] ifj=1

0 6

ROt = : (3.26)

5: 0
“Rot,; ;| ¥ i1
l o [ 0 9 1 "

where ¢; denotes the steering angle of axle j. In this way, equation (3.25) can
be written as

2
thire = Z {leongi(Fdr,; - Athorr,;) + leat,; (Athrr;, + Fcori)} ) (327)
i=1
where A; = diag(dy,---,0n41). The vectors Fg,, and F,, are given by

= YUF,. (3.28)
Fcori[j} = w”Fwij[Q] (329)
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Furthermore,
9Vx T
(£3pee) “Roteyry  ifj=1
Llong [4,] 0" Xy 1o, T (330)
l( ) “Rot,;_ypy ifj > 1
o¥x T
(a—i’o}“) “Roteify =1
Loty = . (3.31)

awxw,wiz' T w o -
l( ) ROtcj—l[:,Q] lf] > 1

The matrices “Li,; and “Ligye are elaborated in appendix D.

The longitudinal tire forces Fy,,[;] = “’iﬂ'Fwij[l] are the result of the drive
torques exerted on the wheels by means of the electric drive. Therefore, it is
more convenient to work with torques instead of these forces. For the lateral
guidance system in this thesis, the longitudinal dynamics of the vehicle are
of less importance. Therefore, the longitudinal wheel slip and the inertia of
the wheels will be neglected. Under this assumption, the wheel forces can be

expressed in the drive torques Ty,

Tdrij = 7ﬂwijwijF (3.32)

Wij[a)
where 7,,; denotes the wheel radius of the corresponding wheel. Substituting
equation (3.32) into equation (3.27), (3.27) can be written as

2
7ﬂTtire = Z {leongi <R;,}Ter - Athor,,;) + leat,,; (AtR;llerL + Fcor,,;)} )
i=1
(3.33)
where R.,; is a diagonal matrix with r,,; at the jth diagonal element and

Tdr,[]] = Tdrij <334)

To keep the model general, it will be assumed that drive torques can be applied
to all wheels, including the tractor’s front wheels.

The lateral wheel forces “#/ F,,, o] are due to the cornering behavior of the tires.
When a force is exerted on the tire of wheel w;;, perpendicular to the wheel
plane, the tire will move in a direction at a tire slip angle a,,;; with respect
to the wheel plane as elucidated in figure 3.3. This due to the deformation of
the tires [33, 93]. This will cause a cornering force “Fy, (3 in the contact
patch of the tire. The relation between tire slip angle a,,,; and cornering force
is in general nonlinear and depends on road surface, tire pressure, weather
condition, load etc..
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Figure 3.3: Definition of slipangles
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Figure 3.4: Relation between the lateral tire force and the tire slip angles, for
different values of the road adhesion coefficient p

The interaction between the road surface and the tire contact patch is usu-
ally modeled by the road adhesion coefficient y [33, 93, 9]. Figure 3.4 shows a
plot of the lateral tire force as function of the tire slip angle for different road
adhesion coefficients'. As this plot shows, the cornering force is linear in the
tire slip angle for low values of the slip angle. At high slip angles, the tire
force saturates?. The saturation value strongly depends on the road adhesion
coefficient. Under normal driving conditions, the tire slip angles are small, so
that the relation between the tire force and slip angle can be approximated to
be linear. In some of the vehicle guidance literature [1, 42, 41, 69, 88], the tire
force is approximated with

wij ] = ,U/ijawi_w <335)

wij

!The tire model as described in [9] has been used to produce this plot
?In the saturation region the slope of the tire force characternstic actually is negative.
This is not shown in figure 3.4
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where C,; is the cornering stiffness of the tire [33, 93] and is defined as being
the slope of the slip angle-lateral force characteristic around zero slip angle.
However, the plot in figure 3.4 shows that the slope of the lateral tire force
characteristic at small slip angles is almost independent on the road adhesion
coefficient. Therefore, a better approximation is

wiijij[g] = OOy, (3.36)

This approximation of the tire lateral tire force will be used in this thesis.

The cornering stiffness Cy,; of a tire in general depends amongst others
on the vertical load exerted on the tire. To illustrate this effect, figure 3.5
shows a plot of the lateral tire force as function of the tire slip angle with the
vertical tire load as parameter®. In general, the relation between the cornering
stiffness and the tire load is nonlinear. This especially has effect on the vehicle
dynamics when the vehicle experiences a lateral acceleration. If this happens,
a load transfer takes place from the tires on one side of the vehicle to the
tires on the other side. Due to the nonlinear dependence of the cornering
stiffness on the tire load, the total cornering stiffness of the tires on one axle
of the vehicle will change in this condition, so that the dynamic behavior of
the vehicle changes. Moreover, the rate of change of the cornering stiffnesses
might be in the same dynamic range as the lateral vehicle dynamics. For bus
and truck tires however, the dependence of the cornering stiffness on the tire
load is only slightly nonlinear [93], so that this effect is negligible for the type
of vehicle considered here. For this reason, the change in the cornering stiffness
due to load transfer will be neglected. The cornering stiffnesses will also vary
with changing load condition of the vehicle. However, this will be treated as
model uncertainty. In this way, the cornering stiffnesses can be kept constant
in the control model.

As illustrated in figure 3.3, the tire slip angle a,,;; depends on the difference
between the steering angle ; and the body side slip angle 3,,,,, which denotes
the direction of the velocity of wheel w;; with respect to the corresponding
carriage’s longitudinal axis. So,

Qi = 05 = Bugjs (3.37)
The body slip angles ﬂwij can be calculated with

cl . X
Yw,w;; (XA) o
arctan o——i—— ifj=1

./w,wi'(XCI)
ﬁw'ij = Cj;il@w Zu/_'_(xq) ; (338)
arctan m if j>1
w,w;

where x denotes an arbitrary coordinate frame.

3The tire model as described in [9] has been used to produce this plot
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Figure 3.5: Relation between the lateral tire force and the tire slip angles, for
different values of the vertical tire load

Substitu ting (3.37) in (3.36) yields
9 Fuiga) = Cuwy (05 — Buy) - (3.39)

Substituting (3.39) in turn into (3.33) yields

YTire = 73:1 leongi(R;ileri + Atct(ét - /Btz))+ (3 40)
ot “Liars, (ARG Tar, + Co(6: — Bi)),
where
T

(5,5 = [ 61 e 6n+1 ] (341)
Ct = diag(va N Cwn+1). (342)

and .
ﬂtj = [ ﬁw“ cee 5“’in+1 ] (343)

Equation (3.40) is still quadratic in the steering angles. For controller design
it is desirable that the model is linear in the steering angles. However, the
term “Ligng, A;Cy (8 — By;) is one order of magnitude smaller than the term
Z?:l “Liat; Ce(d¢ — By;) and can therefore be neglected. With this omission,
equation (3.40) can be written as

2
thire :Z leongi R;z‘leri + leati(R;zLD(Tdri)&t + Ct (6t - ﬁti))v (3'44)

i=1

where the equality
AR,/ Ta, = R,/ D(Tay,)d: (3.45)
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has been used, with D(Tq,,) denoting a diagonal matrix with the elements of
the vector Ty, on its diagonal In this way, the generalized tire force term of
the model is linear in the steering angles.

3.5 Model overview

The total equation of motion of the all-wheel steered multiple-articulated ve-
hicle can be obtained by substituting (3.40) and (3.17) into (3.1), yielding

“M(Yq)"q + "C("q,"a)"q + “Dan"'q =
T dist + Y011 Liong, Rypi Tar, + “Litat, (R D(Tar, )8t + Ce (8¢ — Byy)),

(3.46)

In this equation, the term “M(" q)" q models the inertial forces acting on the

vehicle. The term YC(*q,*“q)*q models the Coriolis and centrifugal forces

acting on the vehicle, whereas the term D ,,;**q models the articulation angle

dampers. The right hand side of (3.46) models the forces acting on the vehicle

due to the tire-road interaction. In this right hand side, the term

2
Z “Liong, Ry Tar, (3.47)

i=1

models the forces acting on the vehicle in the longitudinal direction of the
carriages, where T, is a vector with the driving torque inputs. The subscript
1 equals 1 for the torques on the left side and i = 2 for the torques on the
right side. The matrix R;Zl is a diagonal matrix with the wheel diameters
at the diagonal. Furthermore, §; is a vector with steering angles, C; is a
diagonal matrix with the tire cornering stiffnesses on the diagonal and 3,; is a
vector with the body slip angles of the vehicle at the connection of the wheels.
Furthermore in (3.46), the term

2
> “Liat, (Rypi D(Tar, )8 + Ci(8: — B:)) (3.48)
i=1

models the lateral forces acting on the carriages by means of the tires. In this

term,
2

Z _leatiCtﬁ“‘ (349)
i=1
is a damping force that is caused by the tires. Due to the dependency of 3,;
on the longitudinal velocity of the vehicle, this damping force decreases with
increasing velocity.
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3.6 Vehicle iéced coordinates

The generalized coordinate vector “q contains the position of the centre of
gravity of the tractor expressed in the inertial frame “x, ;. This means that
the model (3.46) depends amongst others on the velocity of the tractor’s center
of gravity expressed in the inertial frame. For model analysis purp oses however,
it is more convenient to have a model expressed in the directions of the vehicle
fixed coordinate frame cl. Therefore, a change of coordinates will be applied
to equation (3.46).

Projecting the velocity of the tractor’s centre of gravity “x, . onto the
tractor fixed frame cl yields

D1 = TROty Xy o1 (3.50)

With this transformation, a new generalized coordinate vector

Clq = [ Clxu),cl Clyw,cl wecl o wecn }T ) (351)
can be defined, such that
g ="T."q, (3.52)
where
w “Rot, O
T, = { 0 ‘ I ] (3.53)
Differentiating (3.52) with respect to time yields
wd:chlcld‘i‘chlch.L (354)

Substitu ting (3.52) and (3.54) into (3.46) and premultiplying (3.46) with “TZ
yields

01M01(':1 + clcclq + 01Dart01q — 01Tdist

_ _ 3.55

Z?:flLlongiRwileri + ClLlati (Rw:D(Tdrz)ét + Ct (6t - ﬂtl)) ( )
where

clM(clq) — wTZ“le(clq)chl (356&)

clc(c1q7c1q) — wT’flwc(clq7c1q)chl +szle(Clq)ch1 (356b)

ClDart - szﬂleart (356C)

dLlongi(MQ) = wTZlclLloxlgi (Clq) (3.56(1)

ClLlati(01q) — wTZ"lclLlati (clq) (3566)

Drgise = “To“Tdist. (3.56f)

Equation (3.55) expresses the vehicle dynamics in the directions of the body
fixed coordinate frame cl.
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Figure 3.6: Comparison of planar model and multi-body model

3.7 Model validation

To validate the model (3.55), it has been compared with a 3D model of a
double articulated commuter bus that has been programmed in a multi-body
package. This multi-body model describes about 125 degrees of freedom of this
bus, including the degrees of freedom of the suspension system of the vehicle.
The comparison of both models has been carried out in the frequency domain.
Therefore, (3.55) has been linearized numerically around a fixed longitudinal
speed and zero articulation angles, to be able to produce Bode plots. The
multi-body model has been excited with sinusoidal inputs at discrete frequency
points. The transfer functions from front wheel steering input to the lateral
acceleration of the tractor’s center of gravity and the yaw accelerations of each
carriage have been considered. The frequency domain analysis has been carried
out at different constant speeds. As an example, figure 3.6 shows the Bode plots
of the analysis at 50 km/h longitudinal speed. As these plots show, the Bode
plots of the planar model correspond to the body plots of the multi-body model
very well.
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3.8 Dynamic versus kinematic model

As already mentioned in the introduction of this chapter, a distinction can be
made between dynamic and kinematic vehicle models. This section will be used
to make a comparison between these two types of model. For convenience, the
influence of the drive torques and the width of the vehicle will be neglected, so
that

Ta, = 0 (3.57)
“Lise = “Liat; = “Liag, (3.58)
“Liong = “Liong, = “Liong, (3.59)
B, = Bu=0B8y (3.60)

Under these assumptions, the dynamic vehicle model (3.55) reduces to
CIM(Clq)Cld + dC(dq, clq)cl('l + dDartdq — 201L1at Ct((st _ ﬁt)? (3.61)

The main assumption made for the kinematic vehicle model is that there are
no forces acting on the vehicle. This implies that there is no tire slip [14, 50, 77],
so that the tire slip angles ., equal zero. Under this assumption, the equations
of motion of the kinematic model can simply be derived from figure 3.3 as

Bi(“'a) = &:. (3.62)

Comparing equation (3.61) and (3.62) it is clear that the kinematic (3.62)
model is a subset of the dynamic model (3.61). The kinematic model completely
neglects the transient dynamics and the centrifugal- and Coriolis forces acting on
the vehicle in steady state. To investigate the effect of neglecting the centrifugal-
and Coriolis forces, the steering angles necessary to negotiate an ideal circular
curve with radius R will be calculated for both the dynamic and kinematic
model.

To facilitate this calculation, a single articulated vehicle will be considered,
driving at a constant longitudinal speed v, . Second and higher order terms of
the components of the body slip angle vector 3, and the articulation angles will
be neglected and it will be assumed that the points s1 and s2 are equally spaced
around the tractor’s center of gravity. Due to this last assumption, the lateral
velocity of the tractor’s center of gravity equals zero in steady state. When a
single articulated vehicle negotiates a circular shaped curve with radius R, while
the tracking errors equal zero, the yaw rates of both carriages equal %%, so that

the generalized velocity vector °'§ becomes

‘g = { . ] (3.63)

| % |
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and the generalized acceleration equals
lg=o. (3.64)

To obtain the steady state solution of the dynamic model, equations (3.63)
and (3.64) have been substituted into (3.61). Solving the result for d; yields

lp (ma +ma)ly mao(drilwz + dpale1 — drilya) U?;
0= = - —=(3.65a)

R 2Cu1 (L +1p1) 2Cui(dfo +l2)(ler+1p1) /) R

o n (m1+ma)ln mao(drilye + dpalps — dridy2) Ui
5y = —-L —=(3.65b)

R \2Cyu2(lr1 +141) 2C w2 (ds2 + 1r2) (11 +151) R

d lyo +d, d 2

b3 = — 2 tira+ adr1 Madya U +esa, (3.65¢)

R 2Cyslwe R

where €4 is the articulation angle when the vehicle follows a circular curve with
radius R and zero tracking error.

To calculate the steady state solution of the kinematic model, the compo-
nents of the body slip angle vector 3,(°'q) have been calculated with equation
3.38 at the steady state values “é.1 = Yén = ER-"-' and v, = 0. Using the small
angle approximation as already discussed equation (3.62) than yields

l
5 = % (3.66a)
L,
6y = ffl (3.66b)
Loz + d,
5y = —LHN. (3.66¢)

R

Comparing (3.66) and (3.65), it can be concluded that the solution for the
steering angles of the dynamic model consists of the steering angles predicted by
the kinematic model plus a term proportional to the square of the longitudinal
velocity. So, at low velocity and for a given curvature, the solutions for the
steering angles predicted by the dynamic model are approximately equal to the
solutions for the steering angles predicted by the kinematic model. At high
velocity, however, the steering angles predicted by the dynamic model may
deviate considerably from the steering angles predicted by the kinematic model.
To illustrate this, figure 3.7 shows a plot of the steering angles predicted by the
dynamic and kinematic model for increasing longitudinal velocity and radius
R = 300m. As the figure shows, the steering angles predicted by the dynamic
model deviate considerably from the steering angles predicted by the kinematic
model. At high velocity, the steering angles of the two rear axles might even
change sign. The difference between the two solutions is due to the fact that
for a given radius R, the centrifugal forces acting on the vehicle increase with
increasing velocity. For this reason, amongst others, a dynamic vehicle model
has to and will be used for controller design in this thesis.
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Figure 3.7: Steering angles based on dynamic model and kinematic model as
function of longitudinal velocity

3.9 Output dynamics

Till so far, the vehicle dynamics have been expressed in the generalized position
vector °'q. However, in chapter 2 the lateral guidance problem was formalized
as a minimization problem of the tracking errors P<*y, . ;. Therefore, a change
of coordinates will be applied to equation (3.55) in order to express the vehicle
dynamics in the deviations ?*y, . ;. To change coordinates from <lq, to the
tracking errors o'y, . ;, the following transformation will be used

iy81)

Ys = Jpath (Clq)CIéL (367)
where
Vg
Psiyg)
. Y 51,51
Y, = bet (3.68)

Psnt1q;
[ o ypsn+173n’+1 J

The derivation of equation (3.67) is outlined in appendix E. This derivation
uses equation 2.25, therefore, it is assumed that the tracking errors are small
compared to the turning radius of the path. Note that the vector Y contains
besides the velocities Psig, ~; also the longitudinal velocity of the tractor v,.

This is done to let both Y, and q have the same dimension, so that the trans-
formation (3.67) is invertible. For the lateral guidance problem, only the lateral
deviations are of interest. Therefore, the longitudinal degree of freedom will be
eliminated from the vehicle model later on.
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Differentiating equation (3.67) with respect to time yields
Yo = Jpamn (7, @) 4 + Tpan (@) 6 (3.69)

Rewriting (3.67) as
Lq=J 0 ("QY, (3.70)

and substituting this in (3.69) yields after rearranging terms
ol —1 el N\ - : el 1 el N\~
q= Jpath( q) Jpath( q)']path( q, )‘]path( q)Ye (371)

Substituting (3.70) and (3.71) into (3.55) and premultiplying the result with
J;aj;h (q) yields

YM(clq)Ys _’_Yc(clq’clq)Ys_’_ YD(Clq,Clq) _

. 3.72
YBlat (Clqv Clqv Tdr)(st + YBlong(Clq)Tdr + YTdist ( )
where

M(%q) =T 5 TM(Ya)T g (3.73a)
V(g M) =3, 5, PO, )T, — I M) T pand

2
YD('¢q,"q) = JpgghzdLm (“'q)CiB,; + I Dl (3.73¢)

=1
"Bl (U4, “q, Tar) =I5 D> ML, (“'q) (R D(Tar,) + Co) (3.73d)

p

Blong(dq) path [ 1Llong1(01q) el Llong2 (01(1) ] (3736)

_ Td’l‘l
Tdr - |: Td’r2 :| (373f)
YT dist = ' T aise It (3.73g)

For brevity, the dependency of J,,¢n on clq and Jpath on “q and °'q has been
omitted. Note that in (3.72) the damping due to the tires and the damping of
the articulation angle dampers has been modeled by the term Y D(¢!q, “'q). All
matrices in equation (3.72) stillshow dependence on “lqand °'q. Using equation
(3.67), ' can easily be transformed into Y. The matrices depend only on the
last n components of °!q, representing the orientations of the carriages. Using
equations (2.29), (2.31) and (2.44), these orientations can be transformed in Y,
and the desired generalized coordinates as defined in chapter 2.

The model (3.72) contains, besides dynamics of the outputs, also the longitu-
dinal vehicle dynamics. For the design of the controller, it is more convenient to
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extract the longitudinal dynamics from (3.72) [92]. To extract the longitudinal
dynamics, it is convenient to factorize (3.72) as

Ryl I el A Ea
M;, My, Ys Cpo Cyy Ys D,

3.74
Bl Blon Tdi ( )
atg 675 + g Td + ist ¢
T
Blaty long,, T disty
h = [ Pm Penta " The superscripts Y h
where ys Ypgr,s1 -+ Ypanp1sn+1 . e superscripts ave

been omitted for brevity. Solving 3.74 for v, yields
ijm = M;Ll (Blatzat +Blongy Tdr *Mwyys - Cxxvx - Cmyys *Dx +Tdistz) (375)

This equation describes the zero dynamics for the final closed loop system. It is
assumed that the zero dynamics are stabilized either by the driver of the vehicle
or a cruise control system. Substituting (3.75) in (3.74) yields

YM(“a)ys +YCy(“'q, “a)ys +YCo,(“'a, “a)v. +YD( 4, q)

YBlat (“Mq, ', Tar )8t 4 Y Biong (“'a)Tar + ¥ Taist . (376)
with
YM(“'q) = YMyy - YMaTcyYM;;YMmy (3.77a)
¥C(%q,lq) = YC,, — YM:yYM;IlYny (3.77b)
VCo("q,'q) = YCy (3.77¢)
UD(cchclq) _ YDy YMZyYM;leDm (3.77d)
Bi('4,°'a, Tar) = "B, — "My, M, "B,  (3.77¢)
Biows('a) = YBuong, — M, VM, VB, (3.77)
Tdist = = Tdist —YM:yYM;;YTdISty (3.77¢)

The arguments on the right hand side of (3.77) have been omitted for brevity.

3.10 Actuator dynamics

The model as developed so far has the actual steering angles and drive torques of
the vehicle as inputs. In reality however, both the steering angles and the drive
torques have to be produced by electro-mechanic or electro-hydraulic actuators.
These actuators generally have their own dynamics, that might influence the
closed loop behavior. Therefore, a model of the actuators has to be included in
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the control model. The steering actuators will be modeled as first order systems,
so that _
8 =Ty (U — 6y), (3.78)

where the n + 1 vector ug denotes the steering actuator inputs, whereas T
isa (n+ 1) x (n+ 1) diagonal matrix with the time constants of the steering
actuators at the diagonal

In a similar way, the drive torque actuators will modeled as

Tdr = T(;rl (udr — Tdr)a (379)

where the 2(n + 1) vector ug, denotes the driving actuator inputs and the
2(n+1) x 2(n + 1) matrix 74, is a diagonal matrix with the time constants of
the torque actuators at the diagonal.

3.11 Summary

In this chapter, the derivation of a model, meant for controller design, of an
all-wheel steered multiple-articulated vehicle has been presented. The main
assumptions made for this model are:

e only planar motion

e small steering angles

e small tire slip angles and consequently a linear tire-force characteristic
e constant cornering stiffness

e wheel dynamics can be neglected

e non-zero longitudinal speed

This control model, has been validated by comparing it with a 125 degrees
of freedom multi-body model. This comparison showed that the planar dynam-
ics described by the control model correspond reasonably well to the planar
dynamics as described by the multi-body model.

The control model has been used to show that a dynamic vehicle model is
required to describe the planar vehicle dynamics, especially at high speed.

A change of coordinates has been applied to express the vehicle model in the
tracking error dynamics. For this transformation, it has been assumed that the
tracking errors are small compared to the turning radius of the path.
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Simulation model

4.1 Introduction 4.5 Wind disturbance model
4.2 Body dynamics 4.6 Tracking errors
4.3 Tire model 4.7  Summary

4.4  Actuator models

4.1 Introduction

The nonlinear planar vehicle model as discussed in the previous chapter is mainly
meant for controller design purposes and is for this reason kept as simple as pos-
sible. To simulate the behavior of the lateral guidance system, a more complex
vehicle model will be used, including a susp ension system to simulate the vehi-
cle’s roll and pitch motion. Moreover, a more complex tire model will be used
that also describes the load dependence of the cornering stiffnesses and the non-
linear tire force characteristic. The dynamic part of the model is mainly taken
from [86]. Therefore, only the features of the model and the modifications made
to the model as described in [86] will be discussed in section 4.2. The tire model
as proposed by [86] is described in [9]. In this thesis, a simplified version of
this model will be used. This simplified tire model will be discussed in section
4.3. The model as described in [86] has been extended with a wind disturbance
model, that will be discussed in section 4.5. The path to be followed is added
to the model in order to be able to calculate the deviations from the track, as
described in more detail in section 4.6. The contribution of this chapter has
been summarized in section 4.7

4.2 Body dynamics

In [86], the body of the n-carriage multiple articulated vehicle has been mod-
eled as a system of n free rigid bodies, actuated by means of external forces and
constraint forces, as illustrated in figure 4.1. The external forces are given by
the tire forces and the forces acting on the body by means of the susp ension sys-
tem. Besides these forces, also a wind disturbance force and a wind disturbance
moment are added to the model. The suspension forces acting on the carriages
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Figure 4.2: Structure of simulation model

are modeled by a simple suspension system, formed by a linear damper and a
linear spring, connecting each wheel to the vehicle.

Each unconstrained rigid body has 6 degrees of freedom. Each degree of
freedom is associated with 2 states, which represent a generalized position and
a generalized velocity. The constraint forces connect the free bodies to each
other. Each constraint force is associated with one eliminated degree of freedom.
In the model as described in [86], constraint forces are used to constrain the
vertical, longitudinal and lateral motion of the carriages. Furthermore, the roll
motions of the carriages are coupled, as will be described later on. All together
there are 4n — 4 constraint forces, so that in total 2n 4 4 degrees of freedom or
4n+8 states remain. The generalized accelerations of these remaining degrees of
freedom can be solved numerically from the equations of motion of the carriages
and the constraint force equations and can can be solved from these equations
numerically. The accelerations can subsequently be integrated to obtain the
states of the simulation model, as illustrated in figure 4.2.

In the model as described in [86], the hitching mechanism connecting the
carriages is a so called fifth-whe el connection. Figure 4.3 shows a simplified
picture of the hitching mechanism used for articulated busses. Though the con-
struction differs from the construction of a fifth-wheel connection, the hitching
mechanism as depicted in figure 4.3 has the same effect. There is one axis of
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Figure 4.3: Hitching mechanism connecting the carriages

rotation in the z-direction of carriage ¢ + 1 and one axis of rotation in the y-
direction of carriage ¢. This type of construction couples the roll motions of the
carriages when the articulation angles are small. When the articulation angles
are 90°, the roll motion of carriage i is completely coupled with the pitch motion
of carriage ¢ + 1. The axes of rotation, as depicted in figure 4.3, in general do
not intersect, but have a small offset. In the model of the hitching mechanism
as used in the simulation model, this offset has been neglected. The friction in
the hitching mechanism has completely be neglected in the simulation model.

4.3 Tire model

The tire model used in the vehicle simulation model is a simplified version of
the tire model as presented in [9]. The main simplification the omission of the
friction model. This friction model calculates, given a number of parameters like
tire groove depth, road texture and tire wear, the road adhesion coefficient p of
the tire [33, 93]. For the vehicle simulation model as described in this chapter,
it is of less importance how this road adhesion coefficient is determined. For
this reason, the friction model is completely omitted. The most important
characteristics of the tire model as presented in [9] are the nonlinear relation
between the lateral force and tire slip angle and the load dependence of the
cornering stiffness (see also section 3.4). These characteristics are completely
maintained in the tire model used for the simulation model. For the simulation
model, type 385/65R.22 tires were used. For these tires, a number of values
of the cornering stiffness for different values of the tire load were obtained.
A second order-polynomial was fitted through these points to model the load
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dependence of the cornering stiffness. Figure 4.4 shows a plot of the cornering
stiffness, that was obtained in this way. The plot also shows the data points
that where used. It can be seen that the second-order polynomial is a good fit
through these points. For the vehicle considered in this thesis, the cornering
stiffnesses range from 10.000 N/rad for the tractor’s front axle in case of an
empty vehicle to 26000N/rad for the wheels of the semi-trailers in case of a full
vehicle

4.4 Actuator models

The steering system of a real vehicle consists of a difficult to model hydraulic
and mechanical and/or electro- mechanical part. For the simulation model, this
steering system is approximated with a first order model, for small steering
angles and small steering angle rates. In a real steering system, the steering
angles are bounded to a maximum (5% .y due to the construction of the steering

mechanisms, where 5t[i] denotes the i*" component of the steering input vector &,
as defined in the previous chapter. Moreover, the rate of change of the steering
angles is bounded by an upper bound 6t[i]max' In the simulation model, these
effects have been approximated by a saturation on the steering angles and a
saturation on the rate of change of the steering angles. Figure 4.5 shows a block
scheme of the actuator model as used in the simulations. In this figure, st
denotes the time constants of the steering actuator corresponding with steering
input 5tm' In the simulation model, these time constants are set to 0.032s,
representing a bandwidt h of 5 Hz. The maximum steering angles 5t[i]max are set
to 0.5 rad, whereas the maximum rate of change of the steering angles 5t[z~
set to 0.35 rad/s.

is

Jmax
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Figure 4.5: Block scheme of actuator

For the simulation results in this thesis, the drive torque actuators are of
less importance. and therefore not included in the simulation model.

4.5 Wind disturbance model

When a vehicle is exposed to wind, it experiences a force due to this wind
[61, 83]. This section will be dedicated to the modeling of this wind force. For
lateral guidance, only lateral disturbances and disturbing yaw moments are of
importance. Therefore only the wind forces acting on the vehicle in the lateral
direction will be modeled.

The physics behind an airflow over a vehicle are hard to express in mathe-
matical equations. Therefore, the semi empirical wind force model as discussed
in [61] and [83] will be used. This model can be written as

1
Fwy = EpandACUrWindy‘,UrWindy|7 (4'1)

where p, is the mass density of the air surrounding the vehicle, Cy,4 the aero-
dynamic drag coefficient, A, the total area of the vehicle that is exposed to the
wind and vrwing, is the effective relative velocity of the wind towards the side of
the vehicle. For the simulations including wind disturbances, only strong wind
disturbances are of interest. Therefore, the lateral velocity of the vehicle will be
low compared to the wind velocity, and can be neglected. Then

Urwindy = Uwindy> (42)

where Vying, is the velocity of the wind with respect to the world and directed
perpendicular to the vehicle.

The mass density of the air depends amongst others on temperature, pres-
sure and humidity conditions. However, a good value for p, at sea level is
1.225 kgm~3 [83]. The dynamic drag coefficient C,,q depends on the shape of
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the vehicle and has actually to be determined empirically for each vehicle. For
commuter busses however, a good approximation for the shape of the side will
be a flat plate, of which the drag coefficient equals 1.28.

In the simulation model, it is assumed that a separate disturbance force acts
on each carriage, at a distance xyinq in front of the center of gravity, resulting
in a force ¢ Fj,, in the center of gravity of each carriage and a resulting yaw
moment M;  acts around the center of gravity of the tractor and around each

Jwy
articulation point.

4.6 Tracking errors

The simulation model as described so far, only describes the dynamics of the
vehicle. To validate the lateral guidance system and to simulate the magnetic
referencing system that will be discussed in the next chapter, it is necessary to
calculate the true tracking errors from these vehicle dynamics and the path to
be followed.

At straight and circular path sections, the tracking errors can easily be
expressed in the position vector “x,, s; by means of local analytic expressions.
To obtain “x,, s, the velocity “x,, s; has been calculated with

w st st
Xw,si = ROtsi Xw,si (43)

and integrated to arrive at “x,, 4.
For the fifth-ord er polynomial path segments, as discussed in chapter 2, it

is difficult to find an analytic relation between the tracking errors and “x, ;.

Therefore, the tracking errors have been calculated numerically for these path

segments. To do this, P=?y, . ., has been written as

pSiypsi,si = Sgn(pSiypsi,si)|p8iypsi,si|7 (44)

where

ifpSinSLSi 2 0

) 1
Sgn(pszypsi,si) = {_1 (45)

if pSiypsq;,Si <0 .

Since, according to the definition of the coordinate frames p;; as given in chapter

2, the magnitude of P*'y,, . ; equals the minimum distance from the point si to
Psi

the path, Yp..sil can be calculated by solving
P Y s il = min \/(www,si = Tup)® + (Y i — Ywp)”s (4.6)
T
where

Y o p = [ " Bup } . (4.7)

w
Yw,p



4.7. Summary 53

denotes the position vector of a point on the path, expressed in and with respect
to the world fixed frame w. To calculated “y,, ,, the path has locally been
described by

Yoo = F(Twp), (4.8)

where f is a fifth-order polynomial in “x,, ,. The value of “x,, 4., is the value
of ¥, , for which equation (4.6) attains its minimum.
The sign of Py, . ., can be determined by calculating the cross product of

the direction vector
cos Veg;

sin “eg; (4.9)
0

of coordinate frame si and the vector

w w
|V xw,si - xw»psi -|

wyw,si - wyw,psi (410)
[0
The sign of the third component of the resulting vector equals the sign of
p'giyps/,;,sﬂ SO
(Lo 0 syl [ozen], [ rmen 1)
sgn(Psi [0 0 1]

ypsi,si) = sgn SinwESi X wyw,si - wyw,psi .
\ Lo L e )
(4.11)
In this way, the sign of P**y,, . ., can be determined indep endently of the driving
direction of the vehicle, i.e it doesn’t matter whether the path is driven in
clockwise or counter clockwise direction.

4.7 Summary

A 3D simulation model, to simulate an all-wheel steered multiple-articulated
vehicle under lateral guidance has been presented. This 3D model describes,
besides the planar dynamics, also the vertical dynamics due to the suspension
system. A nonlinear tire model is used for the simulation model. This tire
model describes also the saturation and load dependence of the lateral tire force
characteristic.

To investigate the influence of lateral wind disturbances, a model of lateral
wind forces has been included in the simulation model.
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5.1 Introduction 5.5 Corrected symmetric
5.2 Literature overview measurement method
5.3 Problem description 5.6 Validation measurements
5.4 Symmetric measurement 5.7 Summary
method

5.1 Introduction

For the automated guidance of vehicles, it is necessary to have information about
the distance from one or more points on the vehicle to the path to be followed.
This chapter is dedicated to discuss a measurement method to determine this
distance. This method utilizes a magnetic referencing system which consists of
discrete permanent magnets that are buried in the road. The distance to the
magnet can be determined from the measurement of the longitudinal and lateral
component of the magnetic field around the magnets. To motivate the choice
for permanent magnets, section 5.2 will be used to discuss different methods to
measure the distance to the path. In section 5.3, the problem of measuring the
distance to the path will be restated in determining the position with respect
to a magnet. Also the problems involved with determining this position will
be discussed in this section. How to obtain the position with respect to the
magnet from the readings of a dual-axes magnetic field sensor will be discussed
in section 5.4. Since this measurement method, based on one sensor, is too
sensitive to slant of magnet and/or vehicle, the use of a second dual-axes sensor
to reduce this sensitivity will be discussed in section 5.5. Measurement results
obtained with a static measurement setup will be discussed in section 5.6. Final
conclusions of this chapter will be presented in 5.7.

5.2 Literature overview

In literature, many methods can be found to determine the distance from a
vehicle to a path. These methods utilize amongst others
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e vision

® gps

e transponder

e radar beacons

e passive/active wire
e magnetic tape

e permanent magnets

The methods utilizing vision [10, 12, 32, 93] use cameras to detect the road
boundaries and/or road markings in order to calculate the distance to the road
centerline. Main disadvantage of vision based system is the need for visibility.
This might be a problem when for example the road markings are covered with
leaves, snow, water or dirt.

With normal gps, the position of a vehicle can be determined within 100m
accuracy. For vehicle guidance, this is far from accurate enough. However, by
using dgps, i.e. using a ground station, and using the phase information of the
carrier of the gps signal, centimeter accuracy can be achieved [7, 13, 24, 56, 62,
65]. An advantage of this method is that almost no changes have to be made to
the existing road infrastructure. The main disadvantage of using gps satellites
is that satellites are not always visible in between buildings and underneath
bridges and tunnels. Moreover, availability of the gps system is not guaranteed
by the owner of the gps satellites.

Passive beacons can also be used to determine the position of a vehicle. The
passive beacons are mounted in the road surface. An antenna mounted on a
vehicle broadcasts a signal, which can be received by one of the beacons. Once
this signal is received, the transponder sends a signal back that contains the
position information. The energy required to send a signal back is withdrawn
from the received signal. This method of position measurement is commercially
available. Disadvantage is that it is only applicable for vehicles traveling at low
speed. When the speed is too high, the vehicle travels too far between the time
it sends a signal to the transponder and the transponder sends a signal back.
This makes this method useless for the guidance system discussed in this thesis.

The last three listed methods use magnetic fields to mark the path to be
followed. Advantage of marking a path in this way is that the path is 'visible’
under all weather circumstances. The methods relying on wires, that are buried
in the road [36, 45, 49], have the disadvantage of requiring relatively expensive
changes to the infrastructure. Moreover, the methods using active wires need
current supplies along the road, which are also expensive in maintenance. The
wires are also sensitive to strokes of lightning and subsiding of the road. Both
may cause cracks in the wires.
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Figure 5.1: Illustration of by permanent magnet marked bus lane

In [82], a marking method based on magnetic tape has been discussed. This
tape is made in the same form as normal road markings and is embedded with
a magnetizable material. The path to be followed can simply be marked by
sticking this tape on the road. Practice still has to show how robust this kind
of tape is.

The most promising magnetic field based methods use a magnetic referencing
system consisting of discrete permanent magnets that are buried in the road
[6, 26, 29, 98, 99]. By measuring the magnetic fields produced by this magnets,
the position of the magnet with respect to the vehicle can be determined. This
method needs only relatively cheap changes to the infrastructure. Once the
magnets are installed, no further maintenance is required for the first 10 years.
The magnets are believed to loose their strength only slowly. Moreover, the
magnets need no extra power supply to produce the magnetic field. In the
remaining of this chapter, a new method for determining the position of the
vehicle with respect to the magnets of a magnetic referencing system will be
discussed.

5.3 Problem description

The objective of the magnetic referencing system is to provide the lateral guid-
ance system of the vehicle with information about the position of the carriages
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Figure 5.2: Definition of coordinate frames

of the vehicle with respect to the path to be followed. To accomplish this, it is
required that a number of permanent rotation symmetric bar magnets are placed
at a known position underneath the road surface of the path to be followed, as
illustrated in figure 5.1.

Before explaining how the permanent magnets can be used to determine the
position, the following coordinate frames, as illustrated in figure 5.2, will be
defined

e Sensor-fixed coordinate frame s

The right-handed coordinate frame s is fixed to the magnetic field sensor
measuring the magnetic fields. Since these sensors are assumed to be
mounted on the vehicle’s sprung mass, coordinate frame s is subjected to
the roll and pitch motion of the vehicle. When the vehicle is at rest, the
x-axis of frame s points in the forward direction of the vehicle and the
z-axis is directed vertical and points upwards.

e Magnet-fixed coordinate frame m

The origin of the right-handed coordinate frame m is also fixed at the
center of gravity of the magnet. The z-axis of this frame is directed along
the symmetry axis of the magnet and is pointing upwards. Due to slant
of the magnet, this z-axis is not necessarily perpendicular to the road



5.3. Problem description 59

surface. The x-axis is directed such that its projection on the horizontal
plane points in the driving direction of the vehicle.

Ideal magnet-fixed coordinate frame i

The origin of the right-handed frame i is fixed to the center of gravity of
the magnet. The z-axis of coordinate frame i is directed perpendicular to
the road surface and points upwards. When the magnet is placed exactly
perpendicular to the road surface, the frames m and 4 coincide. When
this is not the case,the x-axis and y-axis can be found by rotating frame
m with

, cos Bm 0 sin B,
‘Rot,, = | —sinay,sinfB, cosa,, sina,, cosBy, |, (5.1)
{ —cosQ,,sin B,, —sinaq,, €OSa,, cos 3y, J

where «,, denotes the angle of the rotation of the magnet fixed frame
around its x-axis and f3,, denotes the angle of the rotation around the
rotated y-axis!. Since the magnet is rotation symmetric, and due to the
definitions of the frames m, ¢ and s rotations around the z-axis of the
magnet can be neglected.

According to these definitions, determining the position of the magnet boils
down to determining the position vector components ”xiﬁs and iyiﬁs. How to
calculate the distance to the path from ixm and iyiﬁs and how to determine the
exact position of the magnets with respect to the path online will be discussed
in subsection 6.8.1. This chapter will continue with discussing how imi,s and
‘y; s can be determined from measurements of the magnetic fields produced by
the permanent magnets.

Using a dipole approximation, the field of a permanent rotation symmetric
bar magnet, observed at position "x,, s and expressed in the directions of frame
m, can be expressed as [5, 9§]

mBas(mxm,s) = 3f(r)mzm,sm-1‘m,s (5.2&)
mBy(mxm,S) = 3f(7")mzm,smym,s (5.2b)
"By ("Xs) = f(r)(2mzm,52 — mxm,SQ — mym782)’ (5.2¢)

where

uM
= 5.3
f(r) = (5.3)
and

"= \/mﬂcm,s2 + Y, " s (5.4)

1The order of rotationis first around the y-axis and subsequently around the rotatedx-axis
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In (5.3), M is the strength of the magnet and u is the permeability of the
environment in which the magnet is placed. It is assumed that p is constant
everywhere around the magnet.

The magnetic field components in equation (5.2) are expressed in the di-
rections of the magnet fixed frame m. These field components will however be
‘observed’ in the directions of the sensor fixed coordinate frame s. The fields

mB = | mB, (5.5)
mBz

can be expressed in the directions of coordinate frame s with

‘B = *Rot,,"B = *Rot;'Rot,,™B, (5.6)
with
cos 3, 0 —sin f3 —‘
*Rot; = | —sinagsinfs cosas; —sinagcosfs |, (5.7)
\\ cosagsin s sina,  cosag cos G J

where a ¢ denotes the angle of rotation of the sensor fixed frame around its x-axis

and 3, denotes the angle of rotation of the sensor frame around its y-axis?.
Equation (5.2) expresses the magnetic fields in the position vector ™x,, .

For the lateral guidance system the position vector ixm’s is however more in-

teresting. The vector ™x,, ; can be expressed in *x,, s with
Mxms = Rot 5.8
Xm,s - O m Xm,,s ( M )

The equations (5.6) and (5.8) express the magnetic fields in 7 independent
variables (3 position vector components and 4 orientations). From these vari-
ables, ixw and iyw have to be determined from the magnetic field components
independently from the other variables. To explain how this can be done, it will
initially be assumed that the orientations of the frames m, ¢ and s are the same,
so that
Xm,s (5.9)

and
mB = ‘B = *B. (5.10)

In this way, only 3 independent variables are left. This assumption will be
relaxed later on to analyze the effect of the rotations.

To give an idea of the shape of the magnetic fields, figure 5.3 shows a plot
of ™ B, and ™B, as function of ™y, s for different values of "z, s 3. For a

2The order of rotationis first around the y-axis and subsequently around the rotatedx-axis
3Note that due to the rotation symmetry of the field equations ™ By and ™ym,s can be
replaced with ™ B, and ™, s respectively to yield the same plot.
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Figure 5.3: Plot of ™ B, (left figure) and ™ B, (right figure) as function of ™y, ,
with ™z,, s as parameter.

fixed and known measurement height ™z, ;, the lateral position component
"Mym,s Of the magnet can in principle be determined by measuring the field B,
only. In practice however, the measurement height will not be constant, since
the sensors are mounted on the vehicle’s sprung mass. As figure 5.3 shows,
equation (5.2b) depends strongly on ™z, . The slope of *B, at *y, s = 0
varies due to variations in "™z, ;. Therefore, it is impossible to obtain accurate
position measurements when only the field ™ B, is used. Moreover, the slope
also depends on the strength of the magnet. The strength of the magnets
may decrease slowly due to wear of the magnet when the magnets are placed
underneath the road surface for several years, so that the slope of the field ™ B,
will also decrease, which makes it cumbersome to obtain an accurate position
measurement by measuring ™ B, only.

This short analysis shows that is difficult to determine ™y, s by measuring
one magnetic field component only. Moreover determining ™, s was even not
considered yet. Therefore, other field components have to be measured to come
to a correct determination of ™y, ; and ™z, ;.

In literature, several methods to determine the lateral deviation independent
of the measurement height can be found. For example the method described in
[6, 98, 99] combines observations of ™ B, and ™ B, by means of a lookup table
to come to ™y, s. The vector component ™z, , is determined by detecting
when the magnetic field sensor is on top of the magnet, by means of a peak
detection of the ™ B, field. This method however still depends on the strength
of the magnet. When for example the strength of the magnet decreases due to
wear of the magnet, the lookup table should be corrected for the new strength
regularly.

The method presented in [29] is both independent on the strength of the
magnet and the measurement height, but is relatively complicated and very
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sensitive to slant of the magnet and pitch motions of the vehicle, as can be
shown by some simple analysis. The same applies to the method explained in
[26]. Though this method is not as complicated as the method in [29], it is still
very sensitive to slant of the magnet and pitch motions of the vehicle. In the
next sections, a new method is proposed, which avoids all above disadvantages.

5.4 Symmetric measurement method

Using the rotation symmetry of the fields around the bar magnet, the vector
component “y,, s can be obtained from measurements of *B, and *B, as

. SB., .
7'ym,s = sBz Zl‘m,s» (511)

under the condition that *B, # 0 4. In this way, ‘ym s can be estimated in-
dependent of the magnet strength M and the measurement height ¢z, , since
both cancel completely out as follows by substituting (5.2a) and (5.2b) into
(5.11).

As equation (5.11) shows, it is required that ‘z,, s is known in order to
estimate iym,S. There are several possibilities to determine immys. For example,
when the signal B, crosses zero after a peak or valley at ¢ = tg, the sensor
is exactly above the y-axis of coordinate frame m. Assuming the longitudinal
acceleration is small, ixm”g can be determined at t = t; with

mxmys = 'Ux(tl — to), (512)
where v, is the longitudinal velocity of the vehicle. In this way, *y,, s can
in principle be determined continuously for ¢ > tg, till the measured signals
disappear in the measurement noise. A disadvantage of this method is that the
accuracy of the determination of ‘z,, s depends on the accuracy with which the
velocity v, can be determined. By using two sensors instead of one, a different
approach can be followed, that is independent of the vehicle velocity. Assume
that both sensors are placed at a distance d from each other on the vehicle’s
longitudinal axis, as shown in figure 5.4. ‘z,, s can be determined in three
different ways, by combining both sensors.

1. When the *B,,_ . field measured by the front sensor crosses zero after a
peak or valley, *z,, s = 0 for the front sensor. Since the distance between
the sensors is given by d, ixmﬁ equals d for the rear most sensor and iym,s
can be determined with this sensor

2. When the °B,, ... field measured by the rear sensor crosses zero after a
peak or valley, the rear sensor is exactly above the magnet. Now ‘z,, s
equals —d for the front sensor and *y,, s can be determined with this sensor

4Note that still the same orientations of the framesm, i and s is assumed
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Figure 5.4: Sensor setup for two magnetic field sensors

3. When the signal * By, +°B crosses zero after a peak or valley, the
magnet is exactly in between the two sensors, so that ixms = %d for the
rear sensor and ixm,s = —%d for the front sensor. Both sensors can be
used to determine “y,, s

Zrear

One and another is clarified in figure 5.4. The last method has the advantage
that both measured deviations can be combined to cancel some of the effects of
slant of the magnet and/or vehicle as will be discussed in the next section.

5.5 Corrected symmetric measurement method

In the previous section, it was assumed that the frames m, s and 7 have the
same orientation. In this section, the effect of slant and magnet and/or vehicle
will be analyzed.

Figure 5.5 shows the lateral deviation that would be determined in case
s = am = Bs = Bm = 5° versus the true lateral deviation iyms. As this
figure shows, there is a small error around iyms = 0 and an error becoming
unacceptably large for ||*y,, s|| > 0.3m. So as long as the measurement range
does not need to be larger than 0.3 m, the lateral deviation can be estimated
with equation (5.11) reasonably well.

To analyze which type of slant has the most influence for ||*y,, s|| > 0.3m,
figures 5.6 and 5.7 shows the lateral deviation from the magnet that would be
determined in case a; = a,, = 08, = B = 50 resp. s = o,y = 5065 =
Bm = 00 versus the true lateral deviation iym,s, together with the errors. From
these figures it is clear that the major part of the error in figure 5.5 comes from
the rotation of the magnet and sensor around their y-axis. The influence of



64 Absolute position estimation

i i i i i i H i i L L H L i L
-04 04 -02 -01 0 01 02 03 04 05 05 -04 03 02 01 O 01 02 03 04 05
1,
true ymS [m] true ym,s [m]

Figure 5.5: Estimated lateral deviation with slant of magnet and vehicle
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Figure 5.6: Estimated lateral deviation with slant of magnet and vehicle in
longitudinal direction

slant in this direction can be reduced considerably by measuring the magnetic
fields with two dual-axes sensors that are placed behind each other at distance
2d from each other. To explain this, it is the easiest to consider a rotation of
magnet and sensor around their y-axes only, so a,,, = as = 0. Calculating
By ("Xm,s) and *By ("X, s) yields

SBgc(ixm_,s) = 3f(r){ixmﬁsizm,s(cos Bm cos Bs — sin B, sin Fs )+
lzils (% sin 3, cos 85 — % cos By sin Gs)+
) . .
§1y7,L-,s (sin By, cos Bs + cos B, sin ) }+

2 . .
’xm’s(% CoS By, sin B — % sin B, cos fs)

(5.13)

<.

and
SBy (ixm,s) = 3f(r)iym,s{_ixm,s sin 3,, + Zvzm,s cos B, } (5'14)
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Figure 5.7: Estimated lateral deviation with slant of magnet and vehicle in
lateral direction

Especially the expression for sBgc("‘xm,s) looks complicated, but the essence is
that there is a term proportional with ixmysizm_rs and there are terms propor-
tional with the squares of 'z, s, ’iy,,rl,s and “z,, ;. Assuming for the time being
that also G5 = 0, a better estimate Z‘yAm’S of “y,, ¢ can be obtained by observing
°B; and °B, at ’:me = d and ixm_rs = —d at the same time. An estimate of
iym’s can be calculated then by

s % gt 7 s % _ % %
d By( xm,s*d7 ym,s7 Z’m,s)+ By( xm,sffda ym,sa Zm,s)

vy o A— - , , - , - 5.15
ym,s 2 SBx(lxm,S: dalym,sazzﬂhs)_SBx(lxm,S: _dvzym,svzzmﬁ) ( )

Substituting (5.13) and (5.14) in (5.15) yields 5
igm,s = 7:y’m,s' (516)

So for slant of the magnet in the longitudinal direction only, ¢y, can be recon-
structed completely with equation (5.15). Considering also slant of the sensor
in the longitudinal direction, the field can not be observed at immﬁ = d and
ixnl,s = —d exactly due to the slant of the sensor. In this case, the fields will be
observed at ixnl,s = dcos3s and immﬁ = —dcos 5. Replacing d with dcos (3,
in equation (5.15) yields

i
ym,s

C082 ﬂs __ sin Bm sin Bs cos Bs

(5.17)

7~
ym,s ~

cos B,

For small rotation angles, this still yields a good estimate of "ymjs.

5Note that in equation (5.13)and (5.14) am and s where assumed to be zero. Therefore,
this equation is exact
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Figure 5.8: Estimated lateral deviation according to equation (5.15), with slant
of magnet and vehicle in longitudinal direction
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Figure 5.9: Estimated lateral deviation according to equation (5.15), with com-
bined slant of magnet and vehicle in longitudinal and lateral direction

Figure 5.8 shows the estimated “y,, s according to equation (5.15), in case
Bs = Bm = 5% and oy, = a,, = 0. As the figure shows, there is only a very
small measurement error in this way. The influence of the slant of vehicle and
magnet has been eliminated almost completely. In the analysis above, it was
assumed that a,, = a; = 0, to show that slant in the longitudinal direction can
be eliminated almost completely. In practice, there will be some cross terms in
case a,, # 0 and ag # 0. Figure 5.9 shows the lateral deviation estimated with
equation (5.15) in case o, = a; = B, = Bs = 5°. As the figure shows, also in
this case the measurement error is much smaller than in the case the deviation
is estimated with equation (5.11), as shown in figure 5.5.
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5.6 Validation measurements

Measurements where carried out on a static measurement setup [31]. A 10 x
91.5 cm AINiCo bar magnet was used to produce the magnetic field. The mag-
netic field was measured with two Honeywell HMC2003 magnetoresistive sen-
sors, placed at a distance of 20 em from each other. To eliminate the influence
of the earth magnetic field, which is in the same order of magnitude as the fields
of the magnet, the earth magnetic field (and all other dc fields) was measured
in the absence of the permanent magnet and subtracted from the measurements
with the permanent magnet.

The left plot of figure 5.10 shows the measured lateral deviation from the
magnet for different values of the real deviation. The real deviation ranges from
—0.5m to 0.5m. For the measurements shown in figure 5.10, the magnet was
rotated over about 9° degrees in the longitudinal direction (rotation over the
y-axis of frame m). The plot shows the deviation measured with two sensors
separate and with the two sensors combined following equation (5.15). As the
plot shows, the measurement error due to slant of the magnet in the longitudinal
direction can be reduced considerably by utilizing (5.15). The measurement
error of the combination of the two sensors is shown in the right plot of figure
5.10. As this plot shows, the measurement error is less then 1cm over a real
deviation ranging from —0.5m to 0.5m for this type of rotation.

Figure 5.11shows the measurement results of measurements with the magnet
rotated in both the longitudinal and lateral direction. As the left plot of this
figure shows, part of the effect of the (longitudinal) slant cancels out when
equation (5.15) is used to determine the deviation. The right plot shows that
the maximum measurement error is about 2c¢m for the combination of both
sensors. This maximum error seems quite large, but it has to be noted that also
the angles of slant where taken quite large for these experiments, to show that
the large effect of longitudinal slant cancels out almost completely.
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Figure 5.10: Measurement results with slant of magnet in longitudinal direction
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Figure 5.11: Measurement results with combined slant of magnet in lateral and
longitudinal direction

5.7 Summary

A method to determine the position of a rotation symmetric bar magnet with
respect to a point on a vehicle has been developed. The principle of this mea-
surement method is based on the use of dual-axes magnetic field sensors. By
utilizing the rotation symmetry of the field around the magnet, the lateral dis-
tance to the magnet can be determined independently of the strength of the
magnet and the measurement height.

Analysis shows that that by using one dual-axes sensor only, the measure-
ment method is especially sensitive to slant of magnet and/or vehicle. This
sensitivity can be almost completely reduced by a second dual-axes sensor. Mea-
surements show that with 9° of slant of the magnet, an accuracy of 2¢m can be
achieved in a measurement range of £0.5m.
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6.1 Introduction

To achieve appropriate performance of the closed loop system, it is desirable
that the complete (lateral) state is continuously available for feedback. The
measurement method presented in the previous section however, gives position
information only, and only at discrete time instances. Therefore, the velocities
of the vehicle with respect to the path and the deviations from the path in
between the magnets have to be estimated. This chapter deals with the design
of an extended Kalman filter to accomplish this. Section 6.2 discusses the choice
of the coordinate system in which the states will be estimated. Section 6.3
discusses the different models that can be used for the Kalman filter and what
the implications of these models are. In section 6.4, the kinematics involved with
the observer design are discussed. The systematic measurement errors involved
with accelerometers are discussed in section 6.5. Section 6.6 will be used to
derive a state-space equation for the Kalman filter. Next, section 6.7 deals with
the prediction equation of the Kalman filter, followed by section 6.8, where the
update equations are discussed. How the path orientations can be determined
online will be discussed in section 6.9. Section 6.10 will be used to present some
simulation results. The conclusions of this chapter are presented in section

6.2 Choice of coordinate system

For the design of the observer, two different approaches can be followed. In one
approach, the position and velocity of the origin of each frame si¢ is estimated
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Figure 6.1: Kalman filter scheme based on complete vehicle model

with respect to the world. When a map of the path to be followed is available on-
line, the shortest distance between each origin and the path can be calculated,
yielding Psiy, . s and Psigy, ;. This method requires an on-line minimization
routine to calculate the distance to the path, when non-circular or non-straight
paths are considered. This can be very (calculation) time consuming. Another
approach is to estimate Psiy, . o; and Psiy, . o directly. With this approach,
only the orientation of the path and the desired state, as introduced in chapter
2 are required to be available on-line. To calculate these quantities, a same
kind of optimization routine is necessary. In this way however, this calculation
can be done off-line. Disadvantage of this second method is that the model to
be used in the observer has to be linearized around the path in order to apply
updates of articulation angles and orientation measurements. However, when
the deviations from the path remain small, this is not a problem. In this chapter,
the observer will be designed using the second approach to avoid problems due
to the minimization algorithm.

6.3 Process model

One obvious model to be used in the Kalman filter is the model derived in
chapter 3. With this approach, the inputs of the Kalman filter are the steering
angles of the vehicle, as illustrated in figure 6.1. This is basically the same
approach as discussed in [27, 34, 53, 57, 89]. Disadvantage of this method
is that the Kalman filter depends on varying vehicle parameters like masses
and cornering stifnesses. Moreover, the effect of disturbances like wind are not
directly taken into account in the prediction step of the filter with this approach.
Since position up dates can only be applied to the filter when the vehicle passes a
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Figure 6.2: Kalman filter scheme based on accelerometers

magnet, both disadvantages may cause unacceptable drift of the state estimates.
In figure 6.1, Y, denotes a vector of the lateral accelerations of each carriage
and the longitudinal acceleration of the tractor. These signals can be measured
directly by accelerometers. Looking at figure 6.1, it is clear that also Y, can be
used as input for the filter, as illustrated in figure 6.2. Advantage of this method
is that the Kalman filter is almost independent of varying vehicle parameters.
Furthermore, the accelerometers also measure the effect of disturbances like
wind, so that the effect of these disturbances is directly taken into account in
the prediction step of the filter. This approach is mainly the same as presented
in [78] and [48], where it has been used to estimate the distance with respect
to the path of a single unit vehicle. In [78], this method is implemented as
a multi-rate Kalman filter to deal with the discrete character of the magnetic
markers. In this chapter, this approach will be extended to multiple-articulated
vehicles. The difference with the filter as presented in [78] is that an extended
Kalman filter approach has been followed in order to allow for nonlinearities
due to the articulation angles and paths with large curvatures. Furthermore,
the systematic errors involved with the use of accelerometers are taken into
account. Besides accelerometers and the magnet sensors as discussed in the
previous chapter, other sensors will be incorporated in the filter to allow for
large distances between the magnets.
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6.4 Kinematics

To explain the kinematics involved with the observer design, a vehicle config-
uration as shown in figure 6.3, will be considered. In this figure, the coor-
dinate frames ai illustrate two-axes accelerometers, with their sensitive axes
corresponding with the orientation of the frames ai. The orientations of the
coordinate frames ai is the same as the orientations of the frames si. In this
section, it will be assumed that the accelerometers are exactly horizontal. Slant
of the accelerometers will be discussed in the next section.

This section deals mainly with the relation between the accelerometer out-
puts and the accelerations with respect to the path Peig) osic For the derivation
of this relation, both axes of the accelerometers will be considered. Later on,

the x-axes of the accelerometers will be omitted.

To simplify the derivation, the generalized acceleration vector ¢'¢ will be

used as an intermediate variable. Considering a vehicle configuration as given
in figure 6.3, a vector Y, can be defined as
- -
"Tw,ar
ai
Yw,a1
a2
Yw,az

a3z
Yw,as

(6.1)

a
n+1yw,an+1
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The vector components “iy,, ,; denote the y-components of the position vectors
of the accelerometers with respect to the inertial frame w, expressed in the
directions of the frames a;. The acceleration vector Y, can be expressed in the
generalized velocity ¢'q as

Y. = Je(Pq)q. (6.2)

An expression for the matrix Ji,.(°'q) is given in appendix E. Differentiating
(6.2) with respect to time yields

Yo =Ju (e, @) q+ T (“a) M, (6.3)

so that
Tg=J (Ve — I () (e ). (6.4)
This equation relates the generalized acceleration ¢1q to the accelerations of
the accelerometers. In the next step, “'§ will be expressed in the tracking
accelerations Ps#gj, . .
In chapter 3 it was derived that

Y, =Jpan(“@)a, (6.5)
so that ) ‘
Y, = Jpan (@) d + Jpan(a, Ta) G (6.6)
Substitu ting equation (6.4) into equation (6.6) and utilizing (6.5) yields
YS = Jpath']lzxtl?a + (jpath - Jpatthgtljlat)J;althYs- (67)

For brevity, the arguments (“'q) and (°*q,“! q) have been omitted.
Accelerometers measure accelerations with respect to an inertial frame. This
means that an accelerometer mounted in the origin of frame ai does not measure
“,.q; directly, since ai is a rotating frame. ‘”j)mai can be derived from the
accelerometer readings as follows: The velocity of frame ai with respect to the
world and expressed in frame ai can be projected on the inertial frame w with

wxw,ai = wROtaiaixw,ai- (68)
Differentiating this equation with respect to time yields
wkw,ai = wROtaiaikw,ui + wataiaixw,ai' (69)

Considering planar motion only, a two axes accelerometer mounted at the origin
of frame ai and with the sensitive axes in the direction of frame ai measures
WXy, qi Projected on the axes of frame ai, so

Qg . ..
Qg = e = MROtwwxw,ai
aaiy

7 (6.10)

= aiiw,ai + aiROtwwROtaiuixw,ai
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where a,; denotes the accelerations an accelerometer would measure if it is
placed exactly horizontal. The term “’Rot,, “Rot,; models the centripetal ac-
celeration of the accelerometers. With

w o cosVey; —siney;
ROtG’L - |: sin“’em; COS“’E(“; :| ’ (611)
the term ”Rotwwatai becomes
“"Rot.," Rot,; = { (1) _01 }“’eai, (6.12)

so that, combining (6.10) and (6.12), “*4,, ,; can be obtained from the accelerom-
eter readings by

aig — ai ; w s
Yw,ai = Qai, = Lw,ai €ai- (613)

Substitu ting this into equation (6.7), equation (6.7) can be rewritten as

Y. = Jpatn — IpatnI ot J1ae) I i Yo + JparnJ o l@ — €V, (6.14)
where
[ 0
aljjw,al
VvV, = . , (6.15)
an+ljjw,an+1
€ = diag(0, Y éc1, Y€, Véea, .o, Ven) (6.16)
and
Cl-.7}111701
aaly
a= X . (6.17)
aan+1y
V., can be written as
Vi = Jiong(“1a), (6.18)

where an expression for Jiong(“'q) is given in appendix E. Note that according
to this expression the first component of a — €V, reads Clb'cwﬂ instead of one
of the longitudinal accelerometer readings. To avoid problems when the vehicle
drives on a ramp, the longitudinal acceleration of the tractor will be obtained
by differentiating the longitudinal speed of the tractor.

Equation (6.14) contains besides the lateral dynamics also the longitudinal
dynamics of the tractor. For the lateral guidance system, these dynamics only



6.5. Error modeling 75

are of minor importance. Therefore the longitudinal dynamics will be elimi-
nated. Substituting equation (6.18) into equation (6.14) and utilizing equation

(6.5), the vector
Ps1g;
’V yp51551 -‘

Vs = [ o : J (6.19)

yp snt1,5n+1

can be derived from equation (6.14) as

Ve = V'Tyy, + v Ty, + YTy Jpamd ), a, (6.20)

with
YTy = [oletbxt qashx@sd) | (6.21)
Ty = [1 0 ... 0] (6.22)

and
V(ys,¥s) = YTy (Tpatn — TpanI ot J1ae) Ty, — ETong T4 (6.23)

Equation (6.20) expresses the lateral accelerations P*%4j,_, »; in the accelerometer
readings and the tractor’s longitudinal velocity.

6.5 Error modeling

One of the problems involved with accelerometers is their alignment with respect
to the horizontal. In the previous section it was assumed that the accelerometers
are exactly parallel to the horizontal. In practice however, the accelerometers
will be under a certain angle ¢ with respect to the horizontal, due to amongst
others banking of the road and the roll motion of the vehicle. Due to this
misalignment angle, the accelerometers will also measure part of the gravita-
tional acceleration g, as is illustrated in figure 6.4. Moreover, the outputs of the
accelerometers will also be subjected to offsets.

Incorporating these offsets and the effect of vehicle roll and road banking,
the accelerometer outputs a,;, can be written as

Qlgi, = Qaqy, COS P + gsin @ + 0q;, (6.24)

where a,; denotes the accelerations of the accelerameters in the direction of
the sensitive axes of the accelerometer projected on the horizontal plane and
expressed with respect to an inertial frame, ¢ denotes the angle between the
sensitive axes of accelerometer ai and the horizontal plane and o,; denotes the
accelerometer offsets.

The ’disturbing’ term gsin¢ + o,; causes drift of the measurement system,
since the accelerometer readings have to be integrated twice in order to obtain
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Figure 6.4: Vehicle suspension system under the influence of road banking and
lateral acceleration

the lateral deviation from the path to be followed. Especially when the velocity
is low, so that the time to the next magnet hit is large, this drift may become
unacceptably large. Therefore, the term gsin ¢ + o4; has to be estimated. The
misalignment angle ¢ can be split into a part ® due road banking and a dynamic,
lateral acceleration dependent part ¢ due to the roll motion of the vehicle, so

¢ = +0. (6.25)

To model the lateral acceleration dependence of 6,the vehicle’s suspension
system will be taken into account. In figure 6.4 the suspension system of a
vehicle has been schematized. The equation of motion of the susp ension system
of a single carriage can be written as

. Dy K,  ml _ Ty
0+ T, 0+ I 0= T (ac, cos ¢+ gsing) + 7. (6.26)

where I, is the vehicle’s moment of inertia around the longitudinal vehicle axis,
D, is the total damping constant of the suspension system, K g the total spring
constant, m the mass of the vehicle, a., the lateral acceleration acting on the
center of gravity and [ is the distance from the vehicle’s center of gravity to the
roll center of the vehicle. The disturbance torque due to wind and bad road
quality is modeled by Ty. Considering a multiple-articulated vehicle, a similar
expression can be derived. For this expression, it will be assumed that the roll
motions of all carriages are completely coupled. This assumption is valid for
small articulation angles due to the construction of the hitching mechanism.
For large articulation angles, this assumption doesn’t hold anymore, but in this
case the lateral accelerations are small in general, so that the effect of the roll
motion is negligible. Under this assumption the equation of motion of the total
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Figure 6.5: Definition of distances

susp ension system of the multiple-articulated vehicle can be written as

. D,

Ks - zl
i+ =

7 . Td
0~ ZI—I(am—y cos¢+ gsing) + 7 (6.27)
i=1

0
LT,

th h

where m; is the mass of the " carriage, [; the distance from the i* center of
gravity to the i*" roll center, a;, the lateral acceleration of the center of gravity
of the " carriage and ¢ = 6 + ® the total angle between the horizontal and
the sensitive axes of the accelerometers. It has been assumed that also the road
banking angle ® is the same for all accelerometers. The accelerations of the
centers of gravity can be expressed in the accelerometer readings as

u _laaaz, +la20a1,
b T lar +la2
(laiJrl — dfi)(aaiydrifl — (drifl + dfifl — lai)acifly)cos (wecz‘ — wﬁcifl)
lai+1y (lai — dyi,)

dfiaait1, — (laiv1 — dgi)aci—1, sin( e — “eci-1)

fori>2 (6.28)
lai+1

with l4;, df; and d,; as defined in figure 6.5.

Assuming small articulation angles, neglecting second and higher order terms
of small quantities and using

Gy, = Sty — 9SO~ 0ui (6.29)
Y cos ¢
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yields
Qgl, — Oq + Qg2 — Oq
ter, = —gtang M0, Z0a) T, Z0m) 60
v cos ¢
1 < ,
aci, ~ —gtan¢+ w Znij(am—y — 04;) for i > 2, (6.31)
=1

where 7;; are parameters depending on the accelerometer positions, with as
example

la2

= — 6.32

m lal + la2 ( )
lal

= — 6.33

2 lal + la2 ( )

Substitu ting (6.30) in the equations of motion (6.27), (6.27) can be written as

A Ds 3 Ks = Xgi, — Oqi Td
6+ =20 O S g ety —%ai | Zd 6.34
+ I, + I, 277 cos ¢ + I, ( )

where the parameters 7; depend on 7;;, the masses of the carriages, the location
of the centers of gravity and the total moment of inertia around the vehicle’s
longitudinal axes I, .

6.6 State-space equation

Equations (6.20) and (6.34) can be written in a nonlinear state-space form as

x = A(x)x + B(x)u, (6.35)
where .
u= [ vy iwa Qa1, -+ Qansl, ] (6.36)
and . .
X=[Vi ¥Ysi Ot m ® 0 0 & G, (6.37)
where
T
Oy = [ Oq1 Ogn +1 ] (638)
T
n; = [ Na1 coo Man+1 } (639)
D,
G = I (6.40)
K,
G = . (6.41)
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The parameters og4;, 17; (1, (2 and the road banking angle ® are also added to
the state vector x to be able to estimate them online. The nonlinear system
matrix A (x) can be factorized as

Ax)=1 0 0 0 W , (6.42)
[ 0 azz  ass J
where
v(x)¥TL  ort)x(ntl)
aj; = I(nS—l))X(n}iil) o(n+1)x (n+1) (6.43)
—vT, 0(n+1)><(n+1)
a2 = ot x(n+1)  g(r+1)x(n+l) (6.44)
_ (n+1) x1 (n+1)x1 _ g (n+1)x1 (n41) x2
-8 0 g 0
a3 = 0(n+1)><l 0(n+1)><1 0(n+1)><1 0(7L+1)><2 j| (645)
[0 0o 0 ... 0
0 0 —0Oa1 e —Ogn—+1
azy = 0 0 0 . 0 (6.46)
0 0 0 0
| 0 0 0 0 J
[0 0 0 0 0
0 -G —¢ 0 0
agy = 0 O 0 0 0 (6.47)
0 0 0O 0 0
L 0 0 0O 0 0 J
with
VT, = YTL I pacn ItV Ty (6.48)
and

o

g=1: (6.49)
L]

Furthermore, cos ¢ and sin ¢ have been approximated with a first order approx-

imation. In a similar way, B(x) can be factorized as

by
B(x) = | 0Am+)x(mt3) || (6.50)
b
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with

b _ [ V(X)mTXT; yTYJpatth_atl 1

L= | gmDxl)  g(ntD)x(n+2) (6.51)
[0 0 0 ... 0
0 0 m ... 7Mnpr

by = 0o 0o 0 ... 0 (6.52)
00 0 ... 0
L0 0 0 ... 0

The roll acceleration disturbance term T, term in equation (6.34) has not
yet been taken into account in equation (6.35). Moreover, the parameters 7;,
(1, (2 and the sensor offsets o; may vary in time, due to for example chang-
ing load conditions of the vehicle and changing operating temperature of the
accelerometers. These effects will be modeled by a state disturbance term

Bvl(x)vlv (653)
with
[ 02(n+1)x[2(n+1)+4] “
B, (x) = | by (6.54)
b5x [2(n+1)+4]
Ul[g]
where
by = [02(n+1)><(n+1) 12(n41) x2(n+1) 02(n+1)><4] (6.55)
0 01 0 0 0
0 0 01 0 0
bq,l[a] = 0 0 0 0 0 O (6.56)
0 0 0 0 1 0
{0 0 0 0 O 1J

Furthermore, the noise vector vy is assumed to be white, Gaussian with known
covariance V.

Besides the disturbances modeled with (6.53), the observer will also be sub-
jected to noise of the sensors measuring v, Cl:iéw,cl and the accelerometers.
These noises will be modeled by a second state disturbance term

BvQ(X)V27 (657)
where v, models the sensor noise and

b(n+1) X (n+3)
, (6.58)

_ v2
B,o(x) = l 0[3(n+[11%+5]><[("+3)
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Figure 6.6: Kalman filter scheme with input sensor noise and state disturbance
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process

with
I:)1’2[1] = [ V(X)mT£ yTYJpatth_a% ] (659)
(6.60)

The sensor noise term (6.57) and the state disturbance term modeled by
(6.53) have been modeled separately, because both have a different effect on
the observer, as illustrated in figure 6.6. As the figure shows, the sensor noise
acts directly on the observer, whereas the noise term modeled with (6.57) acts
directly on the process. For this reason, both noise terms have to be treated
separately in the calculation of the discrete time state disturbance covariance
matrix in section 6.7

With the state disturbance terms, the total nonlinear state-space equation
becomes

x = A(x)x 4+ B(x)u+ B, (x)v; + Bya(x)v2, (6.61)

The observer has to be implemented on a digital computer. Therefore, equa-
tion (6.61) has to be discretized. Since (6.61) is a nonlinear equation, discretiza-
tion is not straightforward in general. However, under some conditions, equation
(6.61) can be discretized following the same procedure as for a linear state-space
equation. The general solution for the linear state-space equation

x =Fx+ Gu (6.62)
is given by [8]
t+7
w(t+71) =" a(t) +/ FUHTOGu(g)de (6.63)
t

Since A(x) and B(x) are smooth functions of x, the solution of (6.61) can also

be approximated by
2t +7)m ACOTa() + [TEACOETO(B(x(!))u(€))de+

Lt+EA(x(t))(t+T—§) (Bo1(x(2))ve(€) + Bya(x(t))va(8))dE (6.64)
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if 7 is small compared to the time constants of the system (6.61). Note that all
nonlinear matrices are kept constant during the integration. Treating (6.64) as
an equality, assuming that u(t) is piecewise-constant and evaluating (6.64) at
t = kA and with 7 = A, where A is the sample period, yields

X1 =Ag (xp)xp+Br(xp)up+ vik + vax, (6.65)

where xj, is shorthand notation for x(kA), uy is shorthand notation for u(kA)
and

Ap(xp) = eAbRA (6.66)
(k+1)A A
Bk(xk):/ eA<Xk><<k+1>A*€>B(xk)d§=/ eAGRXB(xy,)dx (6.67)
kA 0
(k+1)A
vlk:/ ACRNHDA=OB | (x, ) vy (€)dE (6.68)
kA
(k+1)A
v%:/ ACRNEHDA=OB | (x), )04 (€)dE (6.69)
kA

The noise component vy models the accelerometer noises. The outputs of the
accelerometers are sampled, so that also v, stays constant during one sampling
interval. The sampled noise vg, can then be written as

k+1)A
v = AR eARIEDA OB ) devs (BA) (.70
= ngk(Xk)'UQ(kA),
where N
B712k(xk):/ 6A(Xk)XdXB712(Xk) (671)
0

To implement the observer, the matrix exponent eA®*(*)A has been approx-
imated with a second-order approximation.

6.7 Predictor equations

Before discussing the predictor equation of the Kalman filter, some timing is-
sues have to be discussed. In the deviation of equation (6.65), it was assumed
that the sampling interval A is small compared with the system dynamics. This
means that the prediction equations of the Kalman filter have to be calculated
at a high sampling frequency. The measurement updates of the Kalman filter
however don’t necessarily have to be obtained at the same high sampling fre-
quency. Moreover, the measurement updates may occur asynchronously with
the sampling instances, as is the case with the information coming from the
magnetic referencing system, as is illustrated in figure 6.7. In this figure k de-
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Figure 6.7: Timing diagram for sampling and measurement instances

notes the sampling instances for the prediction steps, whereas x denotes the
sampling instances for the updates of the Kalman filter. The way to deal with
the asynchronous behavior of the magnet reference system will be discussed in
the next section.

For every k after measurement update « the following predictor equation
will be used for the system (6.65).

Rit1 0 = Ap(Xiw )Xio e + B (Rie) G, (6.72)

where Xy, ., denotes the estimate of x;, based on the update information obtained
at instant k. For convenience, equation (6.65) will be rewritten as

Xk4+1 = f(Xk , Uk, Vk), (673)
where
f(xp, up, vi) = A (xg)x+ By (xp) up+ vy, (6.74)

with vy = vii 4+ vor. This equation can be linearized around the estimate f{k,ﬁ
as

Of (xk, up, Vi)

2 (%k,x:1,0)
= f(Xkm, Uk, 0) + Ap(Ric o, up ) (Xp — Xpe ) + Vi, (6.76)

Xk+1 ~ f(f{kﬁ,{, uy, 0) + (Xk — )A(k7,.i) + Vi (675)

where
8f(xk,uk,vk)

. (6.77)

A—p()’\(k,ﬁv uk) =

(X, r05u1,0)

Now the estimation error Xj41,, = Xk4+1 — Xp41,, can be expressed in Xy, and
vi. Using
f()tkﬁ, u;c,O) = Ak(f(k’,i)f(}c’,ﬁ—i-Bk (fckﬁ)uk, (678)

Xp+1, can be written as
Kprie = Xpt1 — Xet1,0 = Ap(Ri v, W )Xk + Vi (6.79)
With (6.79), the covariance matrix of the estimation error Xj41 , becomes [91]

Pk+1,n = E[ik+1,ﬁi£+1},{] = Ap()zk,/w ulc)Pk,nAp(f(k,nauk)T + Vk7 (680)
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where Py, . denotes the covariance matrix of the error X, on time instant &,
based at measurement update x and Vi, = Vi + Vg, denotes the covariance
matrix of vi. Using 6.68, Vi can be calculated with

(k+DA p(k+1)A .
VB[ [ AR v (na ()BT AT S Vdgay ),
kA k

° (6.81)
For brevity, the dependency of A (X, ) and By (X ;) on Xy . has been omitted.
Elaborating this equation by interchanging the expectation and integration in
equation (6.81) yields

A
V= /eAXBvlleUTleAXdX (6.82)
0

To solve this equation, a second order approximation of eAX has been used
With equation (6.70), Vg, can be written as

Vor = E[Byo, (x)va(kA)WVI (KA)BL, (x1)]

V2%
— By, (xi) V2B, (x1), (6:83)

where V4 is the covariance matrix of vs.

6.8 Measurements updates

In this section, the measurement updates for the Kalman filter will be discussed.
The most important measurement to update the Kalman filter is the measure-
ment coming from the magnet reference system as discussed in the previous
chapter. A problem of these measurements is that they are available only at
discrete time instances, i.e. only when one of the magnet sensors on the vehicle
passes a magnet. Moreover, the lower the vehicle speed (or the larger the dis-
tance between the magnets), the less frequent in time a measurement becomes
available, which may cause the estimate of the state to drift away from the real
state in between the magnets. Therefore, other sensors will be combined with
the magnet reference system in order to obtain a good estimate, also in between
the magnets. Possible candidates for these sensors are:

e wheel encoders in combination with steering angle measurements
e gyroscopes
e articulation angle sensors

Although these sensors do not provide direct information about the distance
from the vehicle to the path, they improve the kinematic description of the
vehicle that will be used in the Kalman filter. Condition of this improvement is
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Figure 6.8: Block scheme of feedback linearizing controller

that the sensor outputs are not subjected to unmodeled systematic errors and
that the sensor noise is modeled properly. Moreover, adding extra sensors will
result in redundancy of the Kalman filter, so that failure of one or more sensors
will not result in direct malfunction of the filter, but graceful degradation of the
performance will take place. Failure of the sensors can, for example, be detected
by comparing redundant sensors on sensor level. Another method is to compare
the sensor output with the estimated output of the Kalman filter. It is assumed
that all measurements, except the magnet measurements, occur synchronized
with the sampling instances k.

In figure 6.8, it is outlined how all measurements are processed in the Kalman
filter. The algorithms for this processing will be discussed in the next subsec-
tions.
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Figure 6.9: Relation between $iy,, ;; and iy, .

6.8.1 Magnet updates

It is assumed that a set of magnetic field sensors is placed at the origin of
each coordinate frame. In this chapter, slant of the magnet and vehicle will
be neglected. In this way, the frames si can take the place of the frame s as
defined in chapter 5 for each set of sensor. Moreover, the frames m and i' as
defined in the same chapter coincide and are thus interchangeable. Under these
assumptions, the vector component iyivsi that is determined from the magnetic
field sensor readings can be written as Siym,si. This will be done from now on
to avoid confusion.

To apply an update to the observer, 'y, .; has to be expressed in the track-
ing errors Peiy, . s. To allow for inaccurate magnet placement, it will be as-
sumed that the magnets are placed at a known place in the neighborhood of
the path to be followed, as shown in figure 6.9. Let the point p,, denote the
orthogonal projection of the magnet onto the path. Then the deviation of the
magnet from the path is given by ™y, m . Since, in general, the road curvature
is small compared to the distance from the vehicle to the path and the distance
from the magnet to the path, the distances d1 and d2 as defined in figure 6.9 can
be neglected, so that the measurement *y,, s; can be expressed in the tracking
errors with

st

Pty si(X) " Ympm (6.84)

Ym,si () = cosPeiegi(x)  cosPmeg(x)’

INote that, with abuse of notation, the symbol i of the framesi denote ’ideal’ whereas the
symbol 7 of the framessi denote 0,...,n+1
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where P™eg; denotes the angle between the tangent to the path at point p,, and
frame si. A numerical example was worked out to study whether d1 and d2 can
be neglected. With Siym,si =0.5m, Poiy, . o = —0.4m and "y, m = 0.1m on
a 12m radius curve, d1 ~ 13.107% m and d2 ~ 20.107° m, which illustrates that
it is valid to neglect d1 and d2.

As already discussed in the previous section, the time instance at which one
of the vehicle’s magnet sensors passes a magnet will, in general, not coincide
with a sampling instance at which the prediction equation (6.72) is updated, as
illustrated in figure 6.10. If the time instance As as illustrated in figure 6.10 is
too large, i.e. the deviation measured at t = kA + A, differs too much from the
deviation at t = (k + 1)A, the asynchronous character has to be brought into
account. In [78] a method based on multi-rate Kalman filtering [38] is proposed
to deal with this. The same method will be used here. When the time at which
magnet sensor 4 passes a magnet is known in relation to the sampling instances
k, the time intervals A; and A, as defined in figure 6.10, can be determined.
Equation (6.64) can be used then to calculate the prediction till time instance
t =kA+ Ay, assuming v(§) = 0, u(§) = ug, t = kA, 7 = Ay and x = Xy —1,
i.e N

Xpp 1 = eA(f%,N71)A1 +/ eA(&k'”*l)gB()Ack,,{,1)dfuk. (6.85)
0

The covariance of the estimation error can be propagated till time instant
with

Pn,nfl = Ap(ﬁk,mfl)Pk,nflAg(f(k,nf1) + Vk7 (686)
where (6.66), (6.75), (6.82) and (6.83) have to be evaluated at A = A;. Sub-

sequently, the measurement at time instance ¢t = kA + A can be utilized to
update the state with

Xpw = Xp—1 + Ly, (Siym’si - Si@m,si (&k,nfl))v (6.87)

where
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8siA )
C . - ym,sz(x)

yi 2 (6.88)

and

(2

Lyi = Pm,nflcg'(cyipn,mflc; + VVyi)ila (689)

with Wy; the covariance of the measurement noise, which is assumed to be white
and Gaussian with zero mean. The error covariance matrix can be updated with

Pn,n = Pfi,/ifl - LinyiPn,/ﬁfl- (690)
Next, the state can be propagated to time instant k& + 1 using equation (6.64)
again, but this time with ¢ replaced with kA + Ay, 7 = Ay and x(t) = X, , SO

~ Az ~
Xptln = A (X x)A2 +/ eA(x”*“)gB(ﬁH7ﬁ)dfuk. (6.91)
0

The error covariance matrix can be propagated with
Pii1n = Ap(Run)PrwAl (Xew) + Vi, (6.92)

where (6.66), (6.75), (6.82) and (6.83) have to be evaluated at A = As.

6.8.2 Wheelencoder updates

Wheel encoders can be used to determine the rotational wheel speed wy,,;. As-
suming the wheels do not slide over the road surface, Wap, ; is related to the
velocity of the wheel in the direction of the wheel plane Vw,; by

(6.93)

with 7, the wheel radius. Note that the same notation has been used as in
chapter 3. i.e. j stands for the axle number, with j = 1 for the tractor’s front
axle and j = n + 1 for the tractor’s rear axle. Furthermore i = 1 for the wheels
at the left and i = 2 for the wheels at the right.

Using the tire model as discussed in chapter 3, V,,
state vector x with

;; can be expressed in the

i, (x

Vi, ;(x) = cos(d;; — arctan M)\/Lﬂxi} (x)+ 992 (x), (6.94)
J cj Ty, (X) ij ij

where, with some abuse of notation compared to chapter 3, a distinction has

been made between the steering angles at the left and the steering angles at the

right, in order to allow for differences in these two due to the steering mechanism.
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Using (D.9) and (6.5), ij'wij and “i,,; can be expressed in the state vector
(x) with

T, (x) = Jions,,, lg= T0, I i Tax + T, v0) (6.95)
cijij (X) - Jlatw“. 01(3 = Jlawij'];alth (YT.’I,‘X + YTvI'Um)a (696)
where
1% (nt1) 1% (3(n+1)+5)
Y 0 0
T, [+ x(n+1)  n+1)x(3(n+1)+5) (6.97)
Yr,, = [100+0xt ]l (6.98)

Note that in equation (6.95) and (6.96) the longitudinal velocity v, also has to
be measured, since v, is not part of the observer state. Furthermore

Jiong,,, = [1 0 (=1)by 0 ... 0] (6.99)
Jatw, = [0 1 1 0 ... 0] (6.100)

and

.cl i ¢l 3 j i C i
Jlongwij:[cof €cj SN ecs dyy; sin Veq o dy,_y;sin e 1 (=1)';0...0 ]
Jlat“,ij:[COb Cle(;j sin “le; dwlj sin “Je. ... dw”j sin ey, ] . (6.101)
for j > 1.

Assuming a measurement of the speed of wheel w;; comes available at time
instant £ = k, the state estimate can be updated with

)A(n,/-; = )A(K,n—l + Lwij(VWi_j - Vwij()/\(,{’,@_l)), (6102)
where
Ly, = PR,R_lcgij(Cwiijﬁ_lcgw_ + Wyw,) (6.103)
with Ve (x)
X
v, = — ) 6.104
el 0x P ( )

The noise covariance matrix Wy,,; can be calculated with

) ) T
, oV W,
Wvwi; = Wowi;Tw,; + WIWUI . ) (6.105)

with W, the noise covariance of the wheel speed measurement and W, the
noise covariance of the velocity measurement. Subseque ntly, the error covariance
matrix can be updated with

P.w=Pon 1 —Ly,Cu,Prn 1. (6.106)
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6.8.3 Gyroscope updates

A rate gyroscope can be used to measure the yaw-rate of a carriage with respect
to the world. The yaw-rate can be expressed in the state vector x

Weoi(x) = T I (Y Tax + Y Ty v,). (6.107)

Assuming a measurement of “é.; comes available at time instant k¥ = &, the
state can be updated with

Xep = X1+ LE(:'L(wéCi - wéci(ﬁﬂ,ﬁ—l))a (6.108)
where
[ A '
0* .ci oY .ci -‘
Leci = PK, n—lcz,v CECiPR H—ICZ.- + Wem‘ + < va < 5
> ci [ ) ci a,UI 8’01 J
(6.109)
with 5 =)
wéci X
c. = LX) 6.110
C’L ax )Acn K—1 ( )

and w,,, the covariance of the measurement noise of the gyroscope. Subse-
quently, the covariance matrix can be updated with

PK,K - Pn,n—l - LE(,'C

i

Pn,n—l- (6111)

€ci

6.8.4 Articulation angle updates

The articulation angle is one of the quantities that can be measured relatively
easily. Therefore, an articulation angle sensor is also a good candidate to be
used to update the Kalman filter. A problem with the articulation angle is that
it depends on the path to be followed. For example, when the vehicle follows
exactly a curve, the articulation angle doesn’t equal zero but equals the desired
articulation angle ¢;, = “eciy1,.. — “€cig,r @ = L..n— 1. Therefore, the shape
of the path has to be taken into account with the updates of the filter with
articulation angle measurements. In order to do this, the articulation angle
relative to the desired articulation angle ¢;.., = “€citicn — “€cions ¢ = 1.0 — 1
can be expressed in the states x with

Bioee = P Terg " Tk VT x, (6.112)

where the matrix #Te, is an 1 by n + 1 matrix filled with zeros, except for
the (¢ + 1)th and the ith component which equal 1 and -1 respectively. Now an
estimate of ¢; can be obtained with

Gi = bipy + Vecitige — Vecige, 1 =1.m—1 (6.113)
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Assuming a measurement of ¢; comes available at time instant k£ = k, the
state can be updated with

)A(N,n - XN,K*l + L<75i (d)z - &i(ﬁn,nfl))» (6114)
where
Ly, =P, 1CL(Cy,Prr1Cl, +Wy) ', (6.115)
with 59 6,(x)
Y di(x
Cc, = ——~ 6.116
i ox e ( )

and Wy, the covariance of the measurement noise of the articulation angle mea-
surements. Subsequently, the covariance matrix can be updated with

P..=P., 1 —LyCyPp._1. (6.117)

6.9 Determination of path orientations and de-
sired orientations

To calculate the articulation angle update of the observer, online information
about the desired orientations “e.;,.. is required. Moreover, the observer de-
pends on the path orientations “¢,, and their derivatives with respect to time
via the matrix Jp,¢n and its time derivative in equation (6.20). How to determine
these quantities is topic of this section.

When the path to be followed and the points s; are known, the desired
orientations e, ,  can be calculated as function of 0, , and stored in a look-
up table which has ¢,_, as input. Equation (E.8) and (E.8) in combination
with equation (3.67) can be used to obtain an online estimate of ¢,_,, which
can be integrated to obtain an estimate of o,_, that can be used as input for
the look-up table.

This integration might be sub jected to drift due to for example wrong initial
values of the integrator routine. This drift can be corrected for by utilizing the
permanent magnets of the magnetic referencing system. A requirement is that
the distances from the magnets to the starting point of the path is known (either
by placing them at a fixed distance, or by storing the actual distance of each
magnet in a look-up table). Each time the magnetic field sensor at the front of
the vehicle passes a magnet, the integrator can be reset to the distance of this
magnet.

To obtain “¢,,,, the same procedure as for the desired orientations can be
followed. The orientation of the path can be calculated as function of the
distance to the beginning of the path and stored in a look-up table. The look-
up table can be read out with o, as input. o, can be obtained in a similar
way as for o, .
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The rate of change or the path orientation “¢,,;, can be obtained by using

d’e, .
W, = Loty | 6.118
Psi do’PM' Psi ( )
By calculating d—% off-line as function of o, ;, and storing the result in a

look-up table, “é, . ‘can be obtained online by by using the estimate of o,,_, as
input of the table, and multiplying the output of the table by a,,_..

6.10 Simulation results

Simulations have been carried out to investigate the performance of the designed
Kalman filter. For these simulations, a model of an all-wheel steered double
articulated vehicle has been used. This vehicle was steered along the path to be
followed by means of the feedback linearizing controller that will be presented
in chapter 8. The true deviation and true velocity with respect to the path were
used as input for the controller, so that the observer operates in open loop. The
distance between magnets of the magnetic referencing system, as discussed in
chapter 5, was set to 4m in the simulations. Table 6.1 lists the sensor noise
covariances as used for the tuning of the Kalman filter and to simulate sensor
noise during the simulations.

quantity | covariance unit
Vo, 0.2 m?2 /s
V. 0.0004 | m?2/s?

Ve, o 0.01 m? /s
We,, 0.00005 | rad?/s?
Wy, 0.00002 rad?
Wy 0.0001 m?

Table 6.1: Sensor noise covariances

To obtain the noise covariance of the accelerometer readings Qai,, and the
gyro readings “€.;, a test vehicle equipped with accelerometers and a gyroscoop
was driven on a straight road. It was assumed that the lateral acceleration and
the yaw-rates of the vehicle equal zero for this case. The noise covariances were
determined by calculating the mean of the square of the sensor readings minus
the mean of the sensor readings, over a finite time interval, i.e.

. Z )= X0 (6.119)

where x(i) denotes the i'" sensor reading, N the total number of samples and
Vy the noise covariance. The test vehicle was equipped with a diesel engine
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to drive the vehicle. It appeared that the accelerometer noise covariance was
influenced by the number of revolutions of the engine. For the tuning of the
observer and the simulations, the worst case situation as measured on the test
vehicle was considered. The remaining sensor noise covariances are derived from
sensor datasheets.

The state disturbance covariances as used to tune the observer are listed in
table 6.2. Note that the state disturbances on the derivatives of sy, . ,; and on
0 were considered to be zero. The state disturbance on P#ij, . ;; were modeled
by the noise of the accelerometers.

quantity | covariance unit
Vy 0 m?2
Vo 0.001 m?/s*
Viras 0.0005 rad/m
Vo 0.1 rad?
Vy 0.01 rad?/s*
Vo 0.0 rad?
Ve 0.1 1/s
v, 1 1/

Table 6.2: State disturbance covariances

The covariance matrix P o was taken as a diagonal matrix, i.e. the errors
in the initial states are considered to be uncorrelated. The diagonal elements of
Py are shown in table 6.3. For clarity, the covariances are grouped by the sort
of state to which they correspond. The states corresponding with the diagonal
elements of Py o are listen in the left column of table 6.3. The initial covariances
of the lateral velocities **yj, , .; and the roll velocity 0 are taken equal to zero,
since it is assumed that the Kalman filter is switched on when the vehicle starts
from standing still.

state covariance | covariance unit
i 0.00 m?/s*
P Y pes,si 0.1 m?
04i 0.04 m?/s*
Nai 0.05 rad?/s?
P 0.01 rad?
6 0.0 m?/s?
0 0.01 rad?
C]_ 1 1/5
6 10 1/s?

Table 6.3: Diagonal elements of covariance matrix
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The left plot in figure 6.11 shows the estimated (dashed lines) and true (con-
tinuous lines) tracking errors P=iy, . .; for a vehicle entering a curve with 300m
radius at 20 m/s longitudinal speed. The true tracking errors have been calcu-
lated with equations 4.4, 4.6 and 4.11. The vehicle enters the curve at t = 1s.
The right plot in the same figure shows the estimation errors. The maximum
estimation error equals about 1 cm. The left plot of figure 6.12 shows the true
and estimated tracking velocities P**g, , o for the same situation, whereas the
right plot of the same figure shows the velocity estimation error. For this sit-
uation, the maximum velocity estimation error equals about 0.05m/s. At the
beginning of the simulation, the velocity estimation error is a bit larger due to
the fact that initial values of the parameters 7; and the sensor offsets o; were
not set correctly. To illustrate this, figure 6.13 shows the estimates of the sensor
offsets o; in the left plot and the estimates of the gains n; in the right plot.
Both figures show that both sets of parameters converge to a steady state value
(besides some variations due to noise) after a few seconds. These steady state
values do not completely correspond with the true values of the parameters,
but as figure 6.11 shows, the mean values of the estimates of the tracking errors
still converge to the true tracking errors despite the mismatch between the es-
timated and true parameters. For completeness, figure 6.14 shows the true and
estimated roll angle of the vehicle in the left plot and the true and estimated
road banking angle in the right plot. For this simulation, the road banking
angle was set to 0 rad. As the right plot in figure 6.14 shows, the estimate road
banking angle converges to a value close to zero. The left plot of the same figure
shows that the estimated vehicle roll angle follows the same trend as the true
roll angle. When the vehicle is completely in the curve, the mismatch between
the estimated roll angle and the true angle is about 20%. This is due to the
fact that the roll dynamics are not sufficiently excited. Results of closed loop
simulations show that in this case the estimate of the roll angle converges better.
In closed loop, the roll dynamics are excited by the measurement noise.

With the simulation results as shown so far, the velocity is relatively high,
so that the update rate of the magnet measurements also relatively high. To
investigate what happens at low speeds, when the update rate of the magnet
measurements is low, the same kind of simulation was carried out with a vehicle
driving at 6 m/s and entering and exiting a curve with a radius of 20m at
t =2.9sand t = 13.4 s respectively. With this curve and this speed, the steady
state lateral acceleration the vehicle experiences when it is completely in the
curve equals 1.8 m/s?, so that there still will be sufficient roll of the vehicle to
judge the performance of the observer when the vehicle is sub jected to roll.

The left plot of 6.15 shows the true and estimated tracking errors for this
situation. The right plot of the same figure shows the estimation error. The
estimation error is relatively large at the beginning of the simulation due to a
mismatch between the true and estimated accelerometer offsets and the gains
of the suspension system, as illustrated in both plots in figure 6.17. Later on
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Figure 6.11: True and estimated tracking errors for a vehicle driving at 20 m/s
entering a curve with radius of 300 m
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Figure 6.12: True and estimated lateral velocities for a vehicle driving at 20 m/s
entering a curve with radius of 300 m

in the simulations, the maximum estimation error is about 3 c¢m. The largest
estimation errors mostly take place when the vehicle enters or exits the curve.
In steady state in the curve and at the straight road sections, the maximum
estimation error is about lcm. Figure 6.18 shows the true and estimated roll
angles of the vehicle as well as the true and estimated road banking angle. The
plot of the roll angles show that for this curve, the true roll angles of the carriages
are not completely the same anymore, as was assumed with the modeling of the
vehicles roll motion in equation (6.27). The difference between the roll angles
however is negligibly small. Despite the difference in the true roll angles and the
simplifying assumptions that have been made, the estimated roll angle follows
the true roll angles reasonably well, especially when the vehicle is completely
in the curve. At the entrance of the curve, there is discrepancy between the
estimated and the true roll angles. This might be the reason of the somewhat
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Figure 6.13: True and estimated parameters for a vehicle driving at 20 m/s
entering a curve with radius of 300 m
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Figure 6.14: True and estimated roll angle (left plot) and road banking angle
(right plot) for a vehicle driving at 20 m/s entering a curve with radius of 300
m

larger estimation errors at the entrance of the curve.

In order to show that the designed Kalman filter also performs well when
the wvehicle is subjected to a wind disturbance, simulations were run with a
wind disturbance acting on the vehicle. The vehicle was assumed to drive in
between buildings at the beginning of the simulation, so that there is no wind
disturbance. After 5 seconds, the vehicle enters the free field where a strong wind
is blowing. This simulation was carried out with both a vehicle speed of 5m/s
and a speed of 20m/s. The figures 6.19 and 6.20 show the simulation results for
the vehicle driving at 20m/s. These figures show that the maximum error in
the estimation of the tracking error is about 1 ¢m whereas the maximum error
in the estimation of the velocity with respect to the path equals about 0.07m/s.
At the beginning of the simulation, the estimation errors are somewhat larger
due to the mismatch of the estimated gains and sensor offsets as discussed with
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Figure 6.16: True and estimated lateral velocities for a vehicle driving at 6 m/s
entering a curve with radius of 20 m
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Figure 6.19: True and estimated tracking errors for a vehicle driving at 20 m/s
subjected to a wind disturbance

the simulation results for the vehicle entering a curve.

The figures 6.21 and 6.22 show the simulation results for the vehicle driving
at 5m/s. In this case, the maximum error in the estimation of the tracking error
is about 2 cm whereas the maximum error in the estimation of the velocity
with respect to the path equals about 0.08 m/s after the first few second of
the simulation. At the beginning of the simulation, the estimation errors are
somewhat larger again, as also discussed above. The simulation results show
that despite the low update rate of the magnetic referencing system for low
speed, the Kalman filter still performs reasonably well.
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Figure 6.20: True and estimated lateral velocities for a vehicle driving at 20 m/s
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Figure 6.21: True and estimated tracking errors for a vehicle driving at 5 m/s
subjected to a wind disturbance
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Figure 6.22: True and estimated lateral velocities for a vehicle driving at 5 m/s
subjected to a wind disturbance
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6.11 Summary

An extended multi-rate Kalman filter has been designed to obtain continuous
estimates of the tracking errors and tracking velocities. This Kalman filter uses
accelerometers as input so that the effects of parameter variations and wind
disturbances remain small. To reduce the influence of road banking, vehicle roll
and offsets of the accelerometers, these variables are estimated online with the
Kalman filter.

The main sensors used to apply updates to the state estimates are the mag-
netic field sensors as discussed in the previous chapter. To deal with the discrete
character of these measurements, these updates are processed asynchronously
in time. The use of other sensors like articulation angle sensors, wheel encoders
and rate gyro’s has been discussed, so that updates to the filter can be ap-
plied also in between the magnets. Although these sensors provide no direct
information about the distance form the vehicle to the path, they improve the
description of the vehicle kinematics that is used in the Kalman filter. In this
way, a better estimate can be obtained, and the extra sensors add redundancy to
the Kalman filter, which can be useful in case of failure of one or more sensors.

Simulation results show that the Kalman filter performs well both at low and
high speed, for a distance of 4m in between the permanent magnets that are
used to mark the path. Although the estimates of the road banking angle, the
sensor offsets and vehicle roll do not converge to their true values, estimation
errors of less than 2¢m can be achieved under the simulated circumstances.
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7.1 Introduction

Before discussing the actual design of controllers, this chapter will be used to
address some topics that are important for the controller design. To start with,
section 7.2 will be used to consider the locations of the points s;. Some possible
good locations will be discussed and a set of locations will be selected that
will be used in the remainder of this thesis. The vehicle model as derived
in chapter 3 has the drive torques and steering angles as input. In principle,
both type of inputs can be used for steering the vehicle. Section 7.3 will be
used to show that the steering inputs are the most beneficial for steering the
vehicle. Moreover, it will be derived that the influence of the drive torques on
the lateral dynamics of the vehicle can be neglected, so that knowledge of the
drive torques is not necessary for the lateral guidance system. The last but one
section of this chapter will be used to discuss the advantages of all-wheel steering
compared to front-wheel steering. A steady state analysis will be carried out
to show the influence of the longitudinal speed on the off-tracking behavior of
multiple-articulated vehicles. Finally, the influence of all-wheel steering on the
yaw dynamics will be considered, and it will be shown that in order to damp
the yaw dynamics, all-wheel steering is recommendable. The conclusions of this
chapter will be presented in chapter 7.5

7.2 Selection of outputs

In chapter 2, the outputs to be controlled are defined as the distances between
the path to be followed and the points s;. The exact locations of the points
s; were left out of consideration till so far. How to choose the location of the
points s; is topic of this section.
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/ path,

Figure 7.1: Vehicle entering a curve with points si chosen to optimize the occu-
pied road space in curved path sections
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Figure 7.2: Lateral acceleration of rear end of a double articulated vehicle en-
tering a curve with points si chosen to optimize the occupied road space when
the vehicle is in a curve

Several criteria can be utilized to define the ’optimal’ locations for the points
s;. For example, the points s; can be chosen to minimize the road space occupied
by the vehicle. Another approach is to put the points s; in the vicinity of the
doors, to minimize the distance between the doors of the busses and the platform
at the bus stop. In this way this distance is as small as possible, so that people
can board the vehicle very easily. The most obvious approach is to locate the
points in the middle of the axles of the vehicle, so that all axles follow the same
track, as is the case with railroad vehicles. All these approaches however leave
passenger comfort out of consideration.

To illustrate this, figure 7.1 shows a picture of a multiple-articulated vehicle
when it enters a curve. The locations of the points s; where chosen somewhere
in the middle of the semi-trailers for the points ss..s,11 and about 1/4 from
each end of the tractor for the points s; and s;. In this way, the occupied
road space is minimized, when the vehicle is in a curved path section. As the
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time [s]

Figure 7.4: Lateral acceleration of rear end of a vehicle entering a curve with
points si chosen for passengers comfort

figure shows, the rotation that the tractor experiences when it enters the curve
is propagated through the succeeding carriages to the last carriage In this way,
passengers in the succeeding carriages already experience a lateral acceleration
before the carriage itself enters the curve. Figure 7.2 shows the acceleration
profile the passengers in the rear end of the last carriage experience in the
lateral direction when a double articulated vehicle enters a curve with zero
tracking error. As the figure shows, the passengers experience several changes
in lateral acceleration before the last carriage enters the curve. For passenger
comfort, this is undesirable.

Figure 7.3 shows the same kind of situation as depicted in figure 7.1, but
in this case, the points s;7 = 2..n are placed at the hitching points in between
the carriages and the point s, is place at the center of the rear bumper of
the vehicle. The point s; was placed at the front bumper, but the location of
this point is not critical for the following discussion. As the picture illustrates,
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there is no premature propagation of rotations to the semi-trailers in this way.
Figure 7.4 shows the lateral acceleration of a passenger in the rear end of the
last carriage of a double articulated vehicle if the tracking error is zero for this
situation. The figure shows this acceleration is unequal to zero only when the
last carriage itself is in the curve. This is much more desirable for passenger
comfort. For this reason, the points ss, ..,s,4+1 will be located following the last
method in the remainder of this thesis. The point s; will be located 2 m behind
the tractor’s front axle, to reduce the road space occupied by the tractor.

7.3 Input selection

The model as described in chapter 3 has n + 1 steering angles and 2(n + 1) drive
torques as input. The steering angles are meant for steering the vehicle whereas
the torques are mainly meant to drive the vehicle. However, applying different
torques to the left and right wheel of each axle, the torques can also be used for
steering the vehicle. Together with the n 4+ 1 steering angles, this yields a total
of 2(n + 1) possible inputs for steering the vehicle. Since the model (3.76) only
has n + 1 independent degrees of freedom to be controlled, n + 1 inputs suffice
to control all tracking errors Psiy, . .. This section will be dedicated to present
a method to select those n+1 1nputb out of the 2(n + 1) available inputs, which
have the largest influence on the tracking errors. As an example, this selection
method has been applied to a double articulated vehicle.

The selection method that has been used is based on the singular values of
the model of a double-articulated vehicle. The singular values can be considered
as the principal gains of a system. To see this, let G denote a transfer function
from input to output of a I x m system. Then, G can be decomposed as [80]

G =UxVv¥? (7.1)

where V denotes the complex conjugate transpose of V. The matrices V and
U are unitary matrices. The columns of V can be considered as the principal
input directions, whereas the columns of U can be viewed as the principal output
directions. The matrix 3 is an | X m matrix with E[M] as the singular values.
The remaining elements equal zero In this way, the i*" singular value can be
viewed as the gain between the i*" principal input and the i** principal output.
The larger the singular values are, the more influence the inputs have on the
outputs.

To carry out this singular value analysis for one set of inputs, an a priori
selection of n + 1 inputs has to be made. A comparison has to be made between
the singular values of, in principle, all possible input combinations. For large
values of n, this is quite a lot of work. However, from the physics of the vehicle, it
can be concluded beforehand that using both the differential torque and steering
angle of the same axle as component of the n + 1 input vector results in loss of
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controllability, since not the whole space spanned by the outputs can be reached
in this way. Therefore, for each axle, either the differential torques or steering
angles has to be considered. This leaves 2" 1 combinations to be checked.
Prior to the analysis as discussed above, the inputs and outputs of the system
have to be scaled, such that a scaled input with magnitude one corresponds to
the maximum allowed value of the real input and a scaled output value one
corresponds to the intended maximum output value. Input scaling is required
since different types of inputs are considered with differences in their maximum
values. Scaling the outputs is not strictly necessary, but yields an extra screening
tool. When the singular values of the input and output scaled system are smaller
than 1, the outputs can not be controlled to the intended maximum value.
Let, in order to scale the system, the unscaled system be denoted by

y = Hu (7.2)

Then the transfer function G from the scaled input

UM
Umax(1]
Uge = , (7.3)

=

umaX[l]

to the scaled output

Y1
tmaxqy]
| ]
.
[ Ymax) J
can be written as
H[l,l]“maﬁl] H[l»n+1]“maxn,+1]
Ymaxy] o Ymax(y)
G= : . : (7.5)
[ Hipy1,1)umaxy Hipt1,ng1jimaxg, g J
Ymaxin 41 o Ymadn 1)

where Upax ;) denotes the maximum of the absolute value of input u; and where
Ymax |, denotes the maximum of the absolute value of output yi;.

In order to use the method as described above for selecting the inputs with
the largest influence on the tracking errors of the multiple-articulated vehicle,
the torque input vector as defined in equation (3.73) has been written as

_ Tdrm - A’I‘dr
T | A | (7.6)
where Ty 4T
Tyr,, = — - (7.7)
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and T T

ATy, = % (7.8)
So the j* element of the (n + 1) vector T, denotes the mean of the drive
torques applied to the wheels on the j** axle and the j** element of the (n+ 1)
vector ATy, denotes the difference between the torque applied to the right wheel
and the torque applied to the left wheel of the j** axle. Substituting equation

(7.6) into equation (3.76) yields
YM(“'q)¥s +YCy(“'q, “'q)ys +YCo (“1a, “'q)vs +YD(q,“'q) =

. I I
yBlat(01qvclq7 A:l—1d1r7il—,(irm)61§ + yBlong(61q) <|: -1 :| AT,dr + l: I :| Tdrm>

(7.9)
In order to obtain a linear state space description of the vehicle model, this equa-
tion, together with the actuator dynamics (3.78) and (3.79) has been linearized
numerically (using Simulink) about a straight track and about T'4.,, = 0. The
mean drive torques have been taken equal to zero to allow for the largest pos-
sible differential torque by means of the electric drives. For this linearization,
a vehicle with the dimensions of a double articulated bus has been used. The
state space description of the linearized model can be written as

x = Ax+Bug

vo. = Cx, (7.10)
where the input vector u is given by
_ Ustg,
Uy, = [ o } (7.11)

and the state vector x contains the state of the vehicle model (3.76) and the
states of the actuator dynamics. The input vector ug,, denotes the scaled
steering actuator inputs and ug, , denotes the scaled differential torques actu-
ator input. Furthermore, y,  denotes the scaled output vector. Prior to the
linearization, the steering inputs have been scaled with a scale factor 0.5 rad
representing the maximum steering angles. The torque inputs have been scaled
with a factor 10.000 Nm. Furthermore, time constants of the steering actuators
were set to 32ms, representing a bandwidth of about 5 Hz, whereas the time
constants for the torque actuators were set to 5.3ms, representing a bandwidth
of 30 Hz. With the state space equation (7.10), the transfer function G,;;;(jw)
has been calculated as

Giiii(jw) = C(jwl — A) 7' BT, (7.12)

where the 2(n + 1) x (n 4+ 1) matrix T;;;; denotes a transformation matrix to
select the desired input combination. The subscripts #iii denotes which input
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combination is selected. Each i corresponds to one of the axles, starting with
the first 4 for the front axle and continuing backward for the following i's. i =1
corresponds to steering with the steering angles whereas ¢ = 0 corresponds to
steering with the differential torques.

The figures 7.5 till 7.12 show the plots of the singular values of all input
combinations that have to be checked. The singular value plots of the input
combinations 0000 till 0011 show only three singular values. The fourth singular
value equals zero for these input combinations. This indicates that not the
whole output space can be reached by these input combinations. This can also
be concluded from observing the physics of the vehicle. With the differential
torques as input of the axles of the tractor, only torques can be exerted on the
tractor. This means that the tractor only can be rotated. This means that the
output directions corresponding to a lateral movement of the tractor can not be
reached at all. With the steering angle as input of one of the axles of the tractor,
these output directions can be reached, since all singular values corresponding
to this type of input combination are larger than zero. For this reasons, the
input combinations 0000 till 0011 are not allowed as input combinations.

From the remaining singular value plots, it can be concluded that only for
the input combinations 0111, 1011 and 1111 all singular values are large than 1
for some frequency range. This means that only these input combinations can
cover the intended output space by the allowed input space for some frequencies.
This indicates that at most one axle of the tractor could possibly be actuated
by differential torques, but certainly not all axles.

From the input combinations 0111, 1011 and 1111, combination 1111 has
the largest singular values. Moreover, the frequency range for which all singular
values are larger than 1 is the largest for this combination and ranges from 0 to
about 6 Hz. This indicates that the steering angles have the most influence on
the outputs and that up to 6 Hz steering with the steering angles is completely
sufficient. Therefore, the steering angles will be used as control inputs in the
remainder of this thesis. It will be assumed that

ATy, =0 (7.13)

Due to this assumption, the width of the vehicle can be neglected.
With the differential torque vector ATy, equal to zero, the model (7.9) still

depends on the mean drive torque T, via the term YBio,g [ I I ]T T, and
dependency of the matrix Y By, as equations (3.73) and (3.77¢) show. When the
drive torque is measured and small enough, the influence of the drive torques on
the tracking errors can be compensated for with the controllers to be designed.
When the drive torques are too large, complete compensation might be impos-
sible. Therefore, the influence of the drive torques on the tracking errors will
be investigated now.
As (3.73) and (3.77e) show, the matrix YB,; is proportional to

’D(Rwderi) + Ct7 (7.14)
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where R,,; is a diagonal matrix with the wheel radii on the diagonal and C,; is
a diagonal matrix with the cornering stiffnesses on the diagonal For practical
vehicle parameters, the 5" diagonal element of the product D (R,; Tg,,) will be
one order of magnitude less than the j** diagonal element of the matrix C;. Fur-
thermore, as explained in chapter 3, the cornering stiffnesses depend amongst
others on factors like load and tire pressure. Therefore, it is difficult to determine
the cornering stiffnesses accurately. Moreover, with (unknown) changing load
conditions, also the cornering stiffnesses will experience an unknown change.
The magnitudes of the diagonal elements of the product ’D(Rwde”) will in
general be smaller than the inaccuracy with which the cornering stiffnesses can
be determined. Therefore, the influence of the term D(R,;T4-,) can be ne-
glected.

In order to investigate the influence of the dependency of (7.9) on Ty,  via
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the term ¥Bigng (‘1q) [ I 1 ]T Ty, a same kind of analysis has been carried
out as has been done for the differential torques in this section. First the vehicle
model was linearized around a straight path and the mean drive torques Tq,
were considered as input. For this case, all singular values equal zero. This
shows that the drive torques have negligible influence on the tracking errors
Psiy, . si for this situation. This also can be seen from the vehicle configuration,
since with zero articulation angles, the drive torques don’t result in forces in the
directions of any of the tracking errors *y,, ;. This shows that linearizing the
model around T4y,,, = 0 during the selection of the inputs is justified.

From the vehicle configuration, it can also be seen that for a sharp curve,
i.e. when the articulation angles are large, the influence of the drive torques on
the tracking errors is maximal. Therefore, another singular value analysis has
been carried out but now for the vehicle model linearized around a sharp curve,
such that all articulation angles equal 45 degrees.

Figure 7.13 shows the three nonzero singular values for this situation. The
other singular value equals zero, which indicates that not the whole output space
is influenced by the drive torques. In the same plot, the singular values of input
combination 1111, which are calculated for the same situation, are plotted, in
order to make a comparison. As the plot illustrates, the singular values of the
drive torques are much smaller at low frequencies than the singular values of
the steering angle inputs. This shows that the steering angles can suppress the
influence of the drive torques for the vehicle considered here.

The analysis above shows that for the double articulated vehicle considered
here, the influence of the drive torques on the lateral dynamics can be suppressed
by the steering angles inputs. The situation might change when braking is
considered. The braking torque produced by mechanical brakes is larger than
the torque that can be produced by electric motors. This means that it might
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be impossible to reject the influence of the braking torque completely when the
vehicle is in a curve. The same applies when the vehicle is equipped with rear-
wheel drive only. In this case, the drive torque delivered by the wheels of the
semi-trailers will be larger than considered above, so that it might be impossible
to reject the influence of the drive torques on the lateral dynamics completely.
Moreover, when a vehicle with more carriages is considered, the influence of the
drive torques increases. Also in this case it might be impossible to reject the
influence of the drive torques completely.

7.4 All-wheel steering versus front wheel steer-
ing

When a controller with integrating action is applied to the all-wheel steered
multiple-articulated vehicle, in order to steer the vehicle along the path, all
tracking errors Psiy . can be controlled to zero in steady state, since the
whole output space can be reached by the steering angles as has been shown in
the previous section. With front wheel steering only, only one of the outputs
can be controlled to zero in steady state, since only one input can be used to
control the vehicle. Assuming the tracking error Psiy, ;1 will be controlled,
steering with the tractor front wheels only might result in large steady state
values for the remaining tracking errors, when the vehicle follows a curve or is
subjected to lateral disturbance forces like for example wind.

In [86], these steady state tracking errors have been analyzed for a single
articulated vehicle following a curve with constant radius R, using a dynamic
vehicle model as described in equation (3.55). Neglecting the drive torques Ty,
the longitudinal dynamics and second and higher-order terms of the articulation
angles and the body slip angles 3,,;, the yaw angles P=*¢,; relative to the tangent
to the road at the origin of frame ps; can be written as [86]

lrl mq lfl ’U2
P, = -k 1t 7.15
€52 R * Crwl lfl +lrl R ( )
pg, — _Gntdptls  ma dp v (7.16)
* R Crwz dpz + 12 R’ '

where R is the radius of the path to be followed. In equation (7.16), the first,
mass and velocity independent, term on the right hand side predicts the yaw
error for the kinematic case, i.e. when the dynamics of the vehicle can be
neglected. The second term on the right hand side is due to the dynamics of
the vehicle. Equation (7.16) can be rewritten as

d'rl +df2+lr2 UZ

Tw d lT pSI S = d _:E' '1
C 2(f2+ 2)(Poless + R ) = me fQR (7.17)
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Figure 7.14: Steady state tracking errors with front wheel steering only

This can be viewed as a torque balance around the hitching point in between
the tractor and the semi-trailer. The right hand side equals the torque around
the hitching point due to the centrifugal acceleration v2/R acting on the center
of gravity of the semi-trailer, whereas the left hand side can be viewed as the
counter torque exerted on the vehicle by the tires, with the term

d'rl +d 2 + lr2
7.18
Ctln e (7.18)

1
Ps €53 +

as the tire slip angles. With this insight, equation (7.16) can easily be extended
to the multiple-articulated case as

Iy m; de; 02
Psio . — i=1 "Wlii J fJ Zx 1
€sj+1 R + Crws dpy 1 10, R (7.19)

with dj; as defined in section 3.4
Given the yaw angles Psley;q, the tracking errors Peiy,
calculated with

7 > 1 can be

7,81

Py, w=R—yrrad o+ (R=Poy? )2 (7.20)

Psl,St

Pelyy g ,si and Pet can be expressed in the yaw angles P<'eg; 1 with

ypslvsi

i
P @p s = (Is1 4 ls2) cosPetego + Z dsijfl cosPleg; (7.21)
Jj=3
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Figure 7.15: Tracking errors (left plot) and centrifugal accelerations (right plot)
for a double articulated commuter bus following a curve with radius R = 400m

and

i
Py si = (ls1 + ls2) sinP o ego + Z ds;;_y sinPeleg;. (7.22)
=3

with d,;_, as defined in equation (2.37). One and another is illustrated in figure
7.14.

Equation (7.20) has been used to calculate the tracking errors Ps2y, ., .,
Pty and Py, o for a double articulated commuter bus, while lateral
guidance has been applied with front wheel steering only. The left plot in
figure 7.15 shows the tracking errors as function of the tractor’s longitudinal
velocity. For this plot, a curve with a radius R of 400 m has been used. The
right plot in the same figure shows the centrifugal accelerations of the centers
of gravity of the carriages when the vehicle is completely in the curve. As both
plots show, the tracking errors are negative with a relatively large magnitude
at low velocity. The negative sign means that the points s, s3 and s; are
at the inside of the curve. It is clear that certainly at low speed, all-wheel
steering can be used to reduce the tracking errors of the points s5, s3 and sy.
At increasing speed, the magnitude of the tracking errors decrease. This is due
to the dynamic part of the expressions for the yaw angles Psl¢, . as given in
equation (7.15) and (7.19). At a certain speed, the tracking errors change sign
and their magnitudes increase again. The left plot of figure 7.15 shows that
at high speed, the magnitude of the tracking errors becomes relatively large
again, while the lateral acceleration of the centers of gravity of the carriages is
still sufficiently low to guarantee passenger comfort. The positive sign of the
tracking errors at high speed indicates that the points ss, s3 and s, are at the
outside of the curve now. This is completely due to the centrifugal forces acting
on the carriages.
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At a speed of about 95 km/h, all tracking errors as shown in the left plot of
figure 7.15 are about 29¢m !. For accurate path following, this is inadmissibly
large. So even at high speed, all-wheel steering can be useful to reduce the
tracking errors.

The conclusion drawn above is completely based on a steady state analysis.
Also from a dynamical point of view, it is useful to use all-wheels steering.
In [42, 69], an analysis has been carried out to study the lateral dynamics of
front-wheel steered passenger cars. For this study, a vehicle with a so-called
look-down referencing system was considered. With such a system, a lateral
displacement sensor is mounted under the vehicle’s front bumper. The tracking
error is defined as the deviation of this sensor with respect to the path to be
followed. The analysis in [42, 69] shows that the transfer function from steering
input to lateral displacement of the front bumper consists amongst others of a
complex pole-pair and a complex zero-pair. Both the complex zeros and complex
poles experience decreased damping for increased velocity. The damping of the
zero pair appears to be worse than the damping of the pole pair. When the loop
between the lateral displacement sensor and the steering actuator is closed with
a controller for steering the vehicle along the path, the complex zero pair attracts
the complex pole-pair resulting in a decreased damping for the closed loop pole-
pair. For the tracking error dynamics this is not such a problem, since the
complex pole-pair and complex zero-pair almost cancel. The transfer function
from steering input to yaw movement however, contains the same pole-pair as
the closed loop transfer function from steering input to lateral displacement.
For the yaw dynamics, this pole-pair is not cancelled by a zero-pair, resulting
in oscillatory yaw behaviour at high speed.

To overcome this problem, the authors in [42, 69] propose to use a so
called virtual look-ahead referencing scheme instead of a look-down referencing
scheme. In a virtual look-ahead scheme for passenger cars, a second displace-
ment is placed under the vehicle’s rear bumper. By combining the front and
rear displacement sensor, the tracking error of a point at a distance dg in front of
the vehicle can be predicted. Increasing the distance d; increases the damping
of the complex zero-pair in the open loop transfer function from steering input
to tracking error, which in turn improves the yaw dynamics. In [47, 86], a same
kind of analysis is carried out for a articulated vehicle, and the same conclusions
are drawn for this type of vehicle.

Using look-ahead for the vehicle as discussed in this thesis, will increase the
steady state tracking errors as predicted by equation (7.20), since the distance
ls1 increases. By using all-wheel steering, the yaw dynamics will be damped
actively, eliminating the need for virtual look-ahead, which in turn avoids the
increase of steady state tracking errors. So, also from a dynamical point of view,

IThe trading errors depend on vehicle parameters like mass and cornering stiffness as
shown in equations (7.15)and (7.19),s0 that the value of the tracing errorswill change with
changing vehicle parametes. The trend, however, will be the same as shown in figure 7.15
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all-wheel steering is advantageous compared with front-wheel steering only.

7.5 Summary

The control model as derived in chapter 3 has been used to analyze the system
to be controlled. Some considerations for the locations of the points s; have
been discussed. For passenger comfort reasons, the points s;,7 = 2..n have been
put on the vertical axes of the hitching mechanisms in between the carriages,
and the point s, 1 has been put on the rear bumper of the last carriage. The
point s; has been put 2.5m in front of the tractor’s center of gravity.

A singular value analysis has been carried out to show that the steering
inputs have, compared with differential torque steering, the most influence on
the outputs. For this reason, the steering angles have been selected as control
inputs of the system. A similar kind of analysis has been carried out to show
that the influence of the drive torques on the tracking errors can counteracted
by means of the steering angles.

A steady state analysis has been presented to show that both at low and
at high speed front-wheel steering only results in large off-tracking of the rear
axles. This off-tracking can be reduced by using all-wheel steering. It has been
motivated that from a dynamical point of view all wheel steering is useful to
damp the yaw-dynamics of the vehicle.
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8.1 Introduction

This chapter is dedicated to discuss the design and simulation results of two
controllers for steering an all-wheel steered multiple-articulated vehicle along
the path to be followed. Before starting the discussion about controller de-
sign, section 8.2 is used to consider the performance requirements on the lateral
guidance system that are of importance for the controller design. Section 8.3
discusses the design and simulation results of a feedback linearizing controller.
For the design of this controller, the steering actuator dynamics are neglected.
Therefore, the controller is extended to a so-called backstepping controller, to be
discussed in section 8.4. Concluding remarks about the contents of this chapter
are given in section 8.5

8.2 Considerations on performance requirements

For automation of passenger transp ort, passenger comfort is an important factor
to deal with and determines for a great part the performance requirements of
a lateral guidance system. One important comfort factor is the frequency con-
tents of the lateral motion of the vehicle. Sudden changes in lateral acceleration
may cause that passengers feel uncomfortable. In particular, acceleration com-
ponents in the 5 — 10 Hz frequency region can excite internal body resonances,
resulting in an uncomfortable feeling [43]. For this reason, the closed-loop band-
width should certainly be lower than 5 Hz. In literature 1.2 Hz is often taken
as upperbound for the bandwidth of the lateral guidance system [2].

An other important comfort factor to deal with is the steady state lateral
acceleration. The steady state lateral guidance depends on the longitudinal
velocity and the curvature of the road. In the vehicle guidance literature, 0.2 g
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is often used as upperbound for the steady state lateral acceleration [43]. The
maximum allowable lateral acceleration for the Dutch roads depends strongly
on the longitudinal velocity of the vehicle [74, 75] and ranges from 2.7m/s?
at low speed to as low as 1m/s? at highway speed. For public transport, the
maximum allowable lateral acceleration is in general lower than for passenger
cars. For the articulated busses in this thesis, a maximum steady state lateral
acceleration of 1.5m/s? will be assumed for all speeds.

An other important factor for a lateral guidance system is the maximum
tracking error. Since the tracking error depends on many factors such as dis-
turbance forces, vehicle parameters, road quality and road shape, it is difficult
to give an hard upper bound on the maximum allowable tracking error. More-
over, also limitations on the steering actuators play a major role in reducing
the tracking error [1]. For the controller design in this thesis, a trade-off will
be made between tracking error on the one hand and passenger comfort and
actuator limitations on the other hand, in order to get good tracking behavior
for the guided vehicle.

8.3 Feedback linearizing controller

8.3.1 Introduction

The controller that will be presented in this section, is a so-called feedback lin-
earizing controller. This type of controller is extensively discussed in literature
[30, 44, 81]. The same kind of controller that will be presented in this section,
has also been presented in [19, 22].

Figure 8.1 shows a block scheme of a feedback linearizing controller applied
for vehicle guidance. As can be seen, the controller consists of two parts. The
first linearizes and decouples the vehicle dynamics, resulting, at least in the
ideal case when all vehicle parameters are known, in n + 1 decoupled double
integrators. In the ideal case, when no disturbances are acting on the vehicle and
the model used in the controller describes the dynamics of the vehicle accurately,
this linearizing term suffices for steering the vehicle along the path. In practice
however, this ideal case can not be achieved. Therefore, a linear controller is used
to counteract the effect of disturbances and model uncertainty. This is depicted
with the block ”linear controller” in figure 8.1. In principle, any stabilizing
linear controller can be used for this block. In this thesis, a PID controller will
be proposed. The outputs of the Kalman filter, that is presented in the previous
chapter, will be used as inputs of the feedback linearizing controller.

8.3.2 Design

To achieve complete linearization and decoupling, it is necessary to incorporate
the inverse dynamics of the actuators in the controller. From a practical point
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Figure 8.1: Block scheme of feedback linearizing controller

of view, this is undesirable, since this might result in unacceptable wear and
oversteering of the steering actuators. For reasons of passenger comfort, the
closed loop bandwidth should be less than 1.2 H z as explained in the previous
section. As long as the actuator bandwidt h is much larger than the closed loop
bandwidt h, the actuator dynamics can be neglected, so that

(St X Ugt (8.1)
in equation (3.76). Considering this as an equality, (3.76) can be written as
yMy.s + yCyYs + ycvzvx + YD = yBlatust + yBlongTdr + deista (82)

where the arguments of the system matrices have been omitted for brevity.
Given this model, the feedback linearizing component of the controller can
be written as

Ugt = ”BQ%{"CyYs + ycylvx + D — yBlongTdr - yMu;t}ﬂ (83)

where u/, can be viewed as an artificial input. It is assumed that the influence of
the drive torque Tgq, on the lateral dynamics can be suppressed by the steering
inputs. Substituting (8.3) in (8.2) yields

YMy, = YMuy, + T gist- (8.4)
Using the fact that the mass matrix is positive definite, this can be written as

Vs =ul, +d, (8.5)
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Figure 8.2: Simplified block scheme of linearized closed loop system

where d = YM ™ '¥74,. This equation can be considered as a system formed by
n -+ 1 double integrators, driven by the artificial input u’

The feedback linearized closed loop system can be depicted in simplified
form as in 8.2. In this figure C denotes a linear controller and r denotes the
reference input. For normal track following, r equals zero, since the outputs
of the block scheme are the tracking errors. The shape of the path has been
taken care of with the linearizing part of the controller (8.3), so that the only
goal of C is to suppress the effect of the disturbance d and model uncertainty.
The disturbance term d enters the closed loop system just before the double
integrator. To suppress steady state disturbances, an integrating action of the
controller is required. For this reason, a PID controller will be used, so that

u, = Ky + K,y + Kiz, (8.6)

where
Z=Ys. (8.7)

To obtain similar dynamic behaviour for all tracking errors, the matrices K,
K, and K are taken as kg4I, k,I and £;I respectively.

To tune the the controller gains a trade-off has been made between passen-
ger comfort tracking error, actuator saturation and bandwidth. Especially the
requirements on tracking error on one hand and passenger comfort and actuator
saturation on the other hand are conflicting. For accurate track following, high
gains are desirable. This however might result in oversteering of the steering
actuators. Moreover, since the Kalman filter outputs are influenced by sensor
noise, as shown by the simulation results in chapter 6, high controller gains
might result in oscillatory behavior of the steering angles, when the controller
is not tuned with care.

The transfer function from disturbance dj;) to tracking error Psiy, . o; can be

written as s

drs
83 + kqs? + kps + ki (1]

Poiyp si(s) = = Sdm- (8.8)

To select kq, k, and k;, the prototype design method [37] has been used. With
this design method, the response of a closed loop system is made equal to the
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response of a prototype system. For the prototype, a filter

S

Bs(s)

(8.9)

has been used, with Bs3(s) a third-order Bessel polynomial

Bs(s) = (s/wg + 0.9420)(s/wo + 0.7455+ 0.71125)(s/wo + 0.7455— 0.71125),

(8.10)
where wy is the bandwidt h of the transfer function ﬁ. wo was set to 3.2 rad/s,
which corresponds to a bandwidth of approximately 0.5 Hz. The gains kq, k),
and k; can be obtained then by equating the coefficients of the denominator
polynomial of (8.8) with the coefficients of (8.10). This yields kq = 7.75, k, = 25
and k; = 32.4. Figure (8.3) shows the bode plots of the transfer function (8.8).
As this plot shows, the minimal disturbance suppression is about 26dB at a
frequency of 2rad/s.

For the feedback linearizing component of the controller (8.3), it was assumed
that all vehicle parameters are exactly known. In practice however, this will not
be the case. The model (8.2) depends for example on the masses of the carriages
of the vehicle and the cornering stiffnesses of the tires. These parameters may
vary during operation of the vehicle due to changing load conditions. The masses
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of the carriages can in principle be measured by measuring the load on the axles
and the force each semi trailer exerts on its predecessor by means of the hitching
mechanism connecting the carriages to each other. This is undesirable since
especially measuring the the force of the semi trailers on their predecessors might
be costly and difficult to implement. Measuring the tire cornering stiffnesses
online might be even more difficult, if not impossible. In literature, several
methods are described to estimate the cornering stiffnesses online [70, 73, 79|,
but most of these methods assume that the vehicle’s mass and mass distribution
are known, or use difficult to implement measuring equipment, which is still in
the research phase [68]. For these reasons, measuring all vehicle parameters
online is undesirable, and will not be considered in this thesis.

Since the vehicle parameters will deviate from their nominal values as al-
ready explained, the feedback linearizing controller has to be robust against
these parameter variations. Proving robustness for feedback linearizing con-
trollers is difficult, and only quite conservative upperbounds on the allowed
parameter variations can be found in general [30]. In [30], a conjecture is pre-
sented, which states that for robotic manipulators, the controlled system will
be stable despite large parameter errors, if a feedback linearizing controller is
applied. This conjecture is based on experience obtained from extensive sim-
ulations and experimental results. [30] reports that with parameter variations
of 50% or even 100% reasonable output behavior can still be obtained. Since
the model (8.2) suits a robotic manipulator model very well, and the parameter
variations expected for commuter busses due to load variations are less than
50%, it is expected that the feedback linearizing controller will also be robust
against parameter variations when applied for lateral vehicle guidance. This
expectation is also based on extensively studying the closed loop behavior of
the all-wheel steered vehicle controlled by a feedback linearizing controller by
means of simulations.

Another possibility to deal with parameter variations in feedback linearizing
controllers is to a add a robustifying term to the controller [44], as outlined in
appendix F. Problem of this approach is that the robustifying term includes
an approximation of a switching element that is multiplied by an upper bound
of the parameter variations. Due to this approximation, only boundedness of
the tracking errors can be proven. The upper bound on the tracking errors de-
pends on how good the approximation of the switching element is. Simulations
showed that for a reasonable approximation of the switching element the ro-
bustifying term causes oscillatory behavior of the steering angles, which in turn
results in large oscillations of the lateral accelerations. This is very undesirable
for passenger comfort. The oscillations can be reduced by using a very smooth
approximation of the switching element or by lowering the upper bound for the
parameter variations. Using a very smooth approximation of the switching el-
ement results in a very high upper bound of the tracking error, which makes
the result less usefull. Simulations showed that for a reasonable lateral accel-
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eration response and with a reasonable approximation of the switching element
the upper bound of the parameter variations has to be made so low, that the
incorporation of the robustfying term becomes useless. For these reasons, the
robustifying term will not be considered in this thesis.

The feedback linearizing controller presented in this section cancels all non-
linearities in the vehicle model (8.3). It is however not always necessary to do
this in order to obtain a stable closed loop system. The damping term YD in
equation (8.3) for example is a dissipating term and need not to be cancelled
to obtain a stable closed loop system. However, as mentioned in chapter 3, the
damping term due to the tires strongly depends on the vehicle’s longitudinal
speed. To obtain uniform closed loop behaviour for all longitudinal speeds, it
is desirable to cancel at least the damping term due to the tires. Moreover,
simulation results with a controller without cancellation of the tire damping
term showed worse tracking behavior of the closed loop system, since appar-
ently cancellation of the tire damping term acts as a kind of feed forward in the
controller. To obtain better tracking behavior, the controller gains have to in-
creased in this case, resulting in turn in a more oscillatory tracking behavior due
to the influence of the sensor noises. In order to obtain uniform behavior for all
tracking errors (at least in the theoretical case when all vehicle parameters are
known), also the damping term due to the articulation angle dampers has been
cancelled. In fact this is waisting energy, since the controller has to counteract
the action of the articulation angle dampers. A better approach would be to
switch the articulation angle dampers off when the vehicle is under complete
lateral guidance. In this case, the yaw dynamics of the semi-trailers will be
damped by the lateral guidance system, so that the articulation angle dampers
are sup erfluous.

8.3.3 Simulation results

Extensive simulations were run to investigate the performance of the feedback
linearizing controller. For these simulation, the simulation model as described in
chapter 4 has been used. The parameters of the simulation model were tuned for
a double-articulated commuter bus of 25 m length. To investigate the robustness
of the controller against parameter uncertainty, different load conditions were
considered during the simulations, ranging from a total vehicle mass of 19000k g
for an empty vehicle to a total mass of 31000k g for a full vehicle. The linearizing
term of the controller was tuned for a bus that is half filled with passengers.
Some of the simulations result will be shown here.

To start with, figure 8.4 shows the simulation results of a full double-articulated
commuter bus driving a trajectory consisting of a half circle with 20m radius
with straight line segments at the entrance and exit of the circle. fifth-order
polynomials were used to connect the straight line segments and the half circle.
The length of this polynomial path segments were about 5m. The longitudinal
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vehicle speed was 5m/s for this simulation and the distance between the mag-
nets used for the magnetic referencing system was 4 m. For this simulation, a
full vehicle was considered.

The vehicle starts entering the curved path section at t = 1.9 s and starts
leaving the curved path segment at ¢ = 14s, as indicated in the last plot of
figure 8.4. The maximum tracking error equals about 4 ¢m at the entrance of
the curve. When the vehicle is completely in the curve or completely on the
straight road sections, the maximum tracking error is about 0.6 cm. At these
sections of the path, the tracking errors still show some oscillations. This is
due to the estimation errors of the Kalman filter. The third plot of figure 8.4
shows the lateral accelerations of the accelerometers. These accelerations are
representative for the lateral acceleration of the passengers sitting close to the
accelerometers. (Note that the accelerations as shown in this plot are without
measurement noise.) All accelerations show a peak at the entrance and exit
of the curved road section. This is partially due to the polynomial part of the
path. Due to this polynomial, the lateral accelerations increase slower at the
entrance of the curved road section, compared to the case when an abrupt change
between straight and circular part of the path is considered. To end up with the
same acceleration when the vehicle is completely in the curve, the accelerations
have to peak at the transition from polynomial path segment to circular path
segment. The height of the peak can be partially controlled by changing the
length of the polynomial path segment. The plot of the lateral accelerations
shows some oscillatory behavior. This is due to the fact the estimation errors in
the tracking velocities and tracking errors are coupled directly to the steering
actuators by the PID controller. Most oscillations are filtered out by the vehicle
as the plot of the tracking errors shows.

To show that the controller is robust against a relatively large change in
parameters, figure 8.5 shows the simulation results for an empty vehicle. As
the plot of the tracking errors shows, the maximum tracking error is slightly
smaller at the entrance of the curve compared to the simulation results for
the full vehicle. Again, the tracking errors show some oscillations due to the
estimation errors.

Some of the closed loop requirements discussed in the previous section are
in the frequency domain rather than in the time domain. Most of the "high’
frequency behavior of the closed loop system comes from sensor noise. To inves-
tigate the influence of the sensor noise, figure 8.6 shows the frequency spectra
of the lateral accelerations of the accelerometers and the the tracking errors,
obtained from simulation results of a full vehicle driving at a straight road at
5m/s. Figure 8.7 shows the same spectra for an empty vehicle. As both plots
show, the plots of the spectra of the tracking errors show that the main signal
contents of the tracking errors are in the region between zero and about 1.2 Hz.
This fits the requirements reasonably well. Despite this fact, the plots of the
lateral acceleration spectra show that the accelerations also contain signals at
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higher frequencies, also above 5 Hz. This is due to the fact that the noise in
the observer outputs are directly coupled to the steering actuators, as already
mentioned. With a PID controller only, as part of the linearizing controller, this
cannot be avoided.
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To show that the feedback linearizing controller also performs well at high
speed, simulations were carried out for a vehicle driving at 20m/s entering and
leaving circular path segment with a radius of 300m. To connect the circular
path segment to straight path segments, a fifth-ord er polynomial was used again.
Figure 8.8 shows the simulation results for a full vehicle, whereas figure 8.9 shows
the simulation results for an empty vehicle.

In both cases, the vehicle starts entering the curved path section att = 2.1s
and leaves the curved path section at about ¢t = 49s. The maximum tracking
error is less than 1.5 cm at the entrance and exit of the curve for both cases.
This is just above the tracking error level when the vehicle is completely in the
curve or completely at the straight road section. The plots of the steering angles
seem to show more noisy behavior of the steering angles than was the case for
the low speed. However, it has to be noted that the steering angles necessary to
follow a curve with a radius of 300m are much smaller than is the case for the
20m radius curve, so that the level of the noise is larger in the relative sense.
In the absolute sense, the noise level is about the same. It is interesting to see
that the steering angles of the rear axles have an opposite sign compared to
the simulation of the 20m radius curve. This shows that the dynamics of the
vehicle do play a role at high speed, as shown in chapter 7.

To show the influence of the measurement noise, the figures 8.10 and 8.11
show plots of the frequency spectra of the lateral accelerations and tracking
errors for a full resp. empty vehicle driving at a straight road at 20m/s. To
these plots, the same conclusions apply as at low speed.
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Figure 8.12: Disturbance forces and moments acting on a vehicle driving at 10
m/s

To investigate the performance of the controller when the vehicle is sub jected
to lateral disturbances, simulations were performed with a wind disturbance
acting on the vehicle driving at a speed of 10m/s. For these simulation, an
effective lateral wind speed of about 17m/s was considered. This corresponds
to wind force 8 on Beauforts’ scale for a vehicle driving at this speed. The
vehicle was assumed to drive initially in between buildings, which prevent the
wind from blowing against the vehicle, so that no disturbance forces are acting
on the vehicle. After a few seconds, the vehicle enters the free field, without
buildings to prevent the wind to blow against the vehicle, resulting in distur-
bance forces. Figure 8.12 shows the disturbance forces and moments acting on
a vehicle driving with a speed of 10 m/s in this situation.

Figure 8.13 shows the simulation results for a full vehicle under the influence
of the disturbance forces and moments as shown in figure 8.12. The maximum
tracking error is about 6cm for both semi-trailers when they enter the curved
section of the path. Due to the integrating action of the controller, the in-
fluence of the wind disturbance is almost completely canceled out 5 seconds
after the disturbances start. The maximal lateral acceleration due to the wind
disturbance is about 0.6 m/s?.

Figure 8.14 shows the same kind of simulation results, but for an empty
vehicle in this case. The plots show similar results as for the full vehicles. The
maximum tracking errors are about 9 ¢m, which is somewhat larger than for the
full vehicle. This is due to the fact that initially the lateral acceleration due to
the disturbance forces increases when the mass decreases, as can be shown by
applying Newtons law.
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time [g]

Figure 8.13: Simulation results for a full vehicle driving at 10 m/s subjected to

a wind disturbance
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Figure 8.14: Simulation results for an empty vehicle driving at 10 m/s sub jected
to a wind disturbance
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8.4 Backstepping controller

8.4.1 Introduction

In the design of the linearizing controller, the actuator dynamics were completely
neglected. In order to take these dynamics into account in a more formal way, a
so-called backstepping controller [44, 54] has been designed. The design of such
a controller consist of two steps. First, d; is considered as a directly accessible
input for the system

yMye + yCyYG + ycvwvx + yD = yBlat 61& + yBlongTdrv (811)

i.e. the steering dynamics are neglected in this step, as in principle has been
done with the feedback linearizing controller in the previous section. A stabi-
lizing controller will be designed based on this assumption. The outputs of this
controller will be denoted by dy,... Subsequently, a suitable Lyapunov function
for the system (8.11) with this controller in feedback will be selected.

In the next step, the steering actuators are taken into account and §; is
considered as a state of the total system. Therefore the Lyapunov function
is augmented with a term depending on the difference between §, and 6,,,..
Subsequently, a term is added to the controller that makes the derivative of
the resulting Lyapunov function negative definite, so that stability is proved for
the system (8.11) including the actuator dynamics (3.78). The outputs of the
Kalman filter of the previous chapter will be used as input of the back-stepping
controller.

8.4.2 Controller design

step 1
For d4,.., the feedback linearizing controller as discussed in the previous section
will be used, so that
Otaee = yBliat1 {ycny +YCy, v — yBlongTdr + 7D+ yMulst}v (8.12)
where
u,, = Kuy, + K,y + Kiz (8.13)
and
Z=Ys (8.14)

Assuming that all parameters are exactly known, substitution of §; = &4, into
equation (8.11) yields the closed loop dynamics

7 +Kai+ K,z + Kiz = 0, (8.15)

This can be written as
X = Ax, (8.16)
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where
[—Kd -K, —Ki-l
A:[ (I) (I) g J (8.17)
and
Z
x= |z |. (8.18)
Z

Given 8.16, A Lyapunov function
V; = xTPx, (8.19)

with P apositive definite constant matrix, can be constructed so that the deriva-
tive with respect to time

V= —xTQx, (8.20)

with Q constant and positive definite, is negative. For convenience, the matrix
Q has been selected to be equal to the identity matrix, so that

Vi, = —xTx, (8.21)

step 2
Now 4, will be considered as an extra state of the total system. Defining the
error variable w as 1!

w = (6 — 014..), (8.22)
the resulting closed loop dynamics can be written as
7 +Kg2 +Kpz + Kz =YM YB,w. (8.23)
This yields for the Lyapunov function V3

o]
Vi = —x"x+2x"P [ 0 [ YM "YBp,w. (8.24)
0

This is not necessarily negative. Augmenting the Lyapunov function V; as
L 7
Vo=V1i+ SV I'w, (8.25)

with I' a positive definite, symmetric and constant matrix, yields

Vo =Vi +w! Tw. (8.26)

1Other definitions of w are possible. The reason to define w as has been done here is that
the controller obtained according to this definition is the simplest
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Using equation (3.78) w can be written as
W= T;fl (ust - Jt) - 5tdes> (827)

so that

-

Vo = —xTx+2xTP { 0 -| YM ™ YBrw + (15, (ug —84) — 8y, )T T'w. (8.28)

[en]

Taking u,; as

H
Uy = 0 + Tot(8yy,. — 2T '(xTP | 0 [ YM WBy,,)" — Tyw), (8.29)
0

with T’y a positive definite symmetric matrix, such that T'gI" is positive
definite yields
Vo = —xTx — w/'T\T'w, (8.30)

which shows that the system formed by (8.11) and (3.78) in closed loop with
(8.29) is asymptotically stable.

To tune the backstepping controller, the same gain matrices K4, K, and K;
are chosen as for the linearizing controller presented in the previous section. The
term I'gw tries to make the difference between §; and d;,,. as small as possible.
To tune the gain matrix I'g, a trade off has been made between minimizing the
tracking errors and the amount of noise in the lateral accelerations. The final
choice for 'y was 100I.

The term including the inverse of the gain matrix I' in equation (8.29) is
only necessary to make the derivative of the Lyaponov function negative. The
higher the value of T, the less influence the term including the term I'~! has.
To make the influence of this term small, T was set equal to 100I.

The backstepping controller (8.29) depends on the derivative of §;q0s. Since
d:4es depends on Z = y,, the backstepping controller depends on the track-
ing accelerations ys. These accelerations can be estimated by using the model
(8.11). However, the estimates of ¥, then depend on the parameters of the
model (8.11), which depend amongst others strongly on the load of the vehicle,
as already explained. Moreover, the effect of lateral disturbances on y is com-
pletely neglected in this way. Both effects may result in an biased estimate of
Ys-

Another method to obtain ¥y, is to extract ¥, from the derivative of the state
of the Kalman filter, as calculated with equation (6.35). The advantage of this
method is that tracking accelerations obtained in this way are not influenced by
model uncertainty and the influence of lateral wind disturbances is also incor-
porated. The disadvantage of this method is that the measurement noise of the
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accelerometers is directly coupled to the actuator inputs. For the simulations,
¥s will be estimated according to this last method.

To make the backstepping controller robust, a robustifying term can be
added [28], as outlined in appendix G. For this term, the same approach has
to be followed as with the feedback linearizing controller. This means that also
in this case, a switching element has to be included in the controller, with the
same problems as discussed for the feedback linearizing controller. Also for this
type of the controller, simulations showed that the robustifying term causes
undesirably high oscillations of the lateral accelerations. For this reason, the
robustifying term will not be considered in this thesis. Extensive simulations
showed that the backstepping controller is robust without an extra robustifying
term.

8.4.3 Simulation results

To investigate the performance of the backstepping controller, extensive simu-
lations were performed under the same conditions as the simulations with the
feedback linearizing controller.

To start with, figure 8.15 shows the simulation results for a vehicle driving
at 5m/s entering and leaving a curve with 20m radius. The vehicle was full
during this simulation. The vehicle enters the curve at t = 1.9 s and leaves the
curve at t = 14s. As the figure shows, the maximum tracking error is about
2 em at the exit of the curve, which is slightly better compared with the feedback
linearizing controller. When the vehicle is completely in the curve or completely
at the straight road sections, the maximum tracking error is about 0.5 ¢m. The
accelerations of the accelerometers contain more high frequent signals than is
the case with the feedback linearizing controller.

To show that the controller is robust against parameter variations, figure
8.16 shows simulation results of the same maneuver but for an empty vehicle.
The simulation results are very similar to the simulation results for the empty
vehicle.

To investigate the influence of the measurement noise, the figures 8.17 and
8.18 show the spectra of the tracking errors and lateral accelerations for a full
and empty vehicle respectively. Compared to the feedback linearizing controller,
the spectra of the lateral accelerations show less low frequency signal contents,
but more high frequency contents. This is amongst others due to the fact
that the accelerometer noise is directly couple to the steering actuators by the
controller.
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Figure 8.15: Simulation results of a full vehicle driving at 5m/s entering and
leaving a 20 m radius curve
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Figure 8.16: Simulation results of an empty vehicle driving at 5m/s entering
and leaving a 20 m radius curve
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Figure 8.17: Frequency spectra for a full vehicle driving at 5m/s
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Figure 8.18: Frequency spectra for an empty vehicle driving at 5m/s
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To show that the backstepping controller performs well at high speed, simu-
lations were run for a vehicle driving at 20m/s, following a 300m radius curve.
Figure 8.19 shows the simulation results for a full vehicle, whereas figure 8.20
shows the simulation results for an empty vehicle. Both simulations show that
the backstepping controller rejects tracking errors well at high speed. The max-
imum tracking error is about 0.1 cm for both cases, which is satisfactory.

The figures 8.21 and 8.22 show the spectra of the lateral accelerations and
tracking errors for a full resp. empty vehicle driving at 20m/s at a straight
path sections. The spectra of the lateral accelerations show that the lateral
accelerations contain too high frequencies. This makes this controller with these
gains less suitable from a passenger comfort point of view. A possible way to
reduce the high frequency part of the lateral accelerations is to lower the control
gain I'g. This will however go at the cost of larger tracking errors.

To investigate the performance of the backstepping controller under the in-
fluence of lateral disturbances, simulations were run for the same disturbance
as in the previous section. Figure 8.23 shows the simulation results for a full
vehicle. As the plot of the tracking errors shows the maximum tracking error
is less than 3.5 ¢m, which is slightly less than was the case with the lineariz-
ing controller. The lateral accelerations again are subjected to high frequent
behavior, as was also observed with the simulation results of the curved path
sections.

Figure 8.24 shows the results for the same kind of simulation for an empty
vehicle. Again the controller shows good performance and suppresses this type
of disturbance very well. The maximum tracking error is slightly larger than for
the full vehicle. This was observed also for the feedback linearizing controller.
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Figure 8.19: Simulation results of a full vehicle driving at 20m/s entering and
leaving a 300m radius curve
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Figure 8.20: Simulation results of an empty vehicle driving at 20m/s entering
and leaving a 300m radius curve
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Figure 8.21: Frequency spectra for a full vehicle driving at 20m/s
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Figure 8.22: Frequency spectra for an empty vehicle driving at 20m/s



8.4. Backstepping controller 147

........ Mg T e et M Bt

Figure 8.23: Simulation results for a full vehicle driving at 10 m/s subjected to
a wind disturbance
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Figure 8.24: Simulation results for an empty vehicle driving at 10 m/s sub jected
to a wind disturbance
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8.5 Summary

A feedback linearizing and a backstepping controller have been designed. The
main difference between both controllers is that the linearizing controller ne-
glects the steering actuator dynamics, whereas these dynamics have been ac-
counted for in a more formal way in the backstepping controller. Both controllers
use an outer loop consisting of a PID controller.

The linearizing controller shows good tracking performance for both an
empty and a full vehicle and it shows robustness against large wind distur-
bances. The requirements on passenger comfort are fulfilled reasonably well.

Compared to the linearizing controller, the backstepping controller shows
improved tracking behavior, sacrificing passenger comfort. To improve passen-
ger comfort the gains of the controller can be reduced. However, this will result
in worse tracking behavior.
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9

Conclusions and recommendations

9.1 Conclusions 9.2 Recommendations and
ideas for further research

9.1 Conclusions

This thesis deals with the design of a lateral guidance system for steering a
multiple-articulated vehicle with all-wheel steering along a path. This lateral
guidance system forces such a vehicle follow to a path in a ’tram-like’ way. This
problem statement has been formalized in chapter 2 as controlling the distances
of n + 1 points to the path, with n the number of carriages, to zero. These
distances have been defined as the tracking errors.

9.1.1 Control model

The lateral guidance system is model based. Therefore, a nonlinear dynamic
vehicle model has been derived. This model describes the planar motion of
an all-wheel steered n + 1-carriage vehicle in the horizontal plane. The model
has the steering angles and driving torques applied to each wheel as inputs. A
linear relationship between tire slip angle and lateral tire force was assumed.
The derivation of the model is carried out in an inertial frame. To facilitate
the insight into the model, the model has been transformed into vehicle-fixed
coordinates. After showing that a dynamic vehicle model is required in or-
der to obtain good closed-loop performance at high speed, another coordinate
transformation has been carried out to express the model in the tracking error
dynamics.

9.1.2 Simulation model

To investigate the performance of the guidance system, a more complex vehicle
model is used. This simulation model describes, apart from the planar motion
of the vehicle, also the vertical motion due to the suspension system. Moreover,
a more complex tire model has been included in the model. This tire model
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includes the load dependency of the cornering stiffness and a nonlinear relation-
ship between tire force and tire slip angle. To simulate the influence of wind
disturbance forces, a wind model has been included in the model.

9.1.3 Magnetic referencing system

A measurement method has been developed to measure the distance from the
vehicle to the path. This measurement method is based on a magnetic referenc-
ing system. This system consists of discrete permanent bar magnets that are
buried in the road. By means of measuring the longitudinal and lateral field
component of the magnetic field produced by the magnets with a dual-axis mag-
netic field sensor, the distance of the sensor to the magnets can be determined.
In this way, the measurement method is independent of the measurement height
and the strength of the magnets that are used. A second dual-axes sensor is
added to cancel the influence of slant of the magnets and the vehicle in the lon-
gitudinal directions. With the addition of this extra sensor, the measurement
method is still sensitive for lateral slant of magnet and vehicle, but the effect
of this type of slant is sufficiently small. Measurement results, obtained from
a static measurement setup, show a maximum error of about 2c¢m in a mea-
surement range of plus and minus 50cm with 99 slant of the magnet in both
directions.

9.1.4 Observer design

With the help of the magnetic referencing system, the distance to the path can
only be obtained at discrete instances. For controlling the distance from the
vehicle to the path, continuous information about the distance to the path and
the rate of change of this distance is desirable. Therefore, an extended multi-
rate Kalman filter has been designed. This Kalman filter uses accelerometers as
input. In this way, the filter is almost independent of varying vehicle parameters.
Moreover, the effect of lateral disturbances can be predicted directly on the
basis of the accelerameter readings. This is desirable, since the influence of this
type of disturbance can be measured only by means of the magnetic referencing
system, which yields updates only at discrete time instances. When the time
till a next magnet is large, this could cause a large drift of the estimates, when
the influence of lateral disturbances would not be directly incorporated in the
prediction step of the Kalman filter.

To cancel out the effect of slant on the accelerometers, a susp ension system
model of the vehicle has been incorporated into the Kalman filter. In this way, a
good prediction of the roll angle of the vehicle can be obtained. The suspension
system parameters are estimated online. Moreover, the road banking angle is
also estimated online. In reality, accelerometers are subjected to sensor offsets.
An adaptation scheme has been included in the Kalman filter to estimate these
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offsets online.

The measurements of the magnetic fields of the magnetic referencing system
are incorporated in the Kalman filter to apply a correction to the predictions
based on the accelerometer readings. To deal with the asynchronous character
of this type of information, this measurement is implemented in a multi-rate
fashion. To be able to apply corrections to the estimates of the Kalman fil-
ter in between the magnets, rate gyroscopes, wheel encoders and articulation
angle sensors are proposed. In this way, redundancy is added to the Kalman
filter. This redundancy can be useful when one of the sensors fails. When
failure of this sensor is detected, the sensor can be switched off, resulting in a
smooth degradation of the performance of the Kalman filter. The performance
of the Kalman filter has been investigated by means of simulations. Under the
simulated circumstances, the maximum error in the tracking error estimates is
about 2cm when the estimated parameters of the Kalman filter have converged
to their final values.

9.1.5 Input and output selection

Since the vehicles considered in this thesis are equipped with independent drives
on each wheels, differential braking is an option for steering the vehicles. In
chapter 7, an analysis has been carried out to show that the influence of the
steering angles on the lateral behavior of the vehicle is much larger than the
influence of differential braking. Therefore, differential braking is not considered
as input for the controllers that have been designed for steering the vehicles. In
the same chapter, an analysis has been carried out to show the advantage of
all-wheel steering compared to front-wheel steering. This analysis shows that
also at high speed with front-wheel steering, the rear axles might have a large
off-tracking. With all-wheel steering, this off-tracking can, at least in theory, be
eliminated.

9.1.6 Controller design

For steering the vehicle, two types of controllers have been proposed. The first
controller is a feedback linearizing controller. In the ideal case, this controller
cancels all nonlinearities in the planar vehicle model and leaves a system con-
sisting of n+ 1 double integrators. To reject the influence of lateral disturbances
and model uncertainty, a PID controller has been used. Simulations show this
controller performs well for different scenario’s and for a large range of param-
eter variations.

For the design of the feedback linearizing controller, the actuator dynamics
have been completely neglected. To incorporate the actuator dynamics in a
more formal way in the controller, a backstepping controller has been designed.
This backstepping controller utilizes the same PID controller as the feedback



154 Conclusions and recommendations

linearizing controller. The same kind of simulations have been carried out to
show that the backstepping controller performs well for different scenarios and
is robust against a large range of parameter variations

9.2 Recommendations and ideas for further re-
search

9.2.1 Choice of Coordinate systems

The problem statement of this thesis was formalized in the path-fixed coordinate
frames pg;. As a direct result, the same coordinate frames where used to design
the lateral guidance system. In principle, it may not make any difference in
which coordinate system the lateral guidance system is expressed. For the im-
plementation, however, one type of coordinate systems might be more favorable
than the other, since it differs how the information of the path has to be used
in different coordinate systems. Therefore, it might be interesting to investigate
if it is advantageous to express the lateral guidance system in an inertial frame.
One of the problems that then has to be solved is to calculate the distance to
the path online when the Kalman filter is expressed in an inertial frame.

9.2.2 Measurement system

The Kalman filter presented in this thesis uses different types of sensors to apply
a correction to the prediction based on accelerometer readings. In this way the
Kalman filter still works when one of the sensors fails. The failure of this sensor
has to be detected. Detecting this failure was not considered in this thesis. It
is therefore an interesting direction to continue research on the lateral guidance
system as presented. Possible ways of detecting sensor failures is to compare
the sensor outputs of sensors measuring the same type of information. This
requires however three different sensors to be able to make a decision. Another
method is to compare the sensor readings with the estimates obtained with the
Kalman filter. In this way, no extra sensors are required to make a decision.

In the prediction step of the Kalman filter, there is no redundancy in sen-
sors, so that failure of one of the accelerometers means that the filter does not
work properly anymore (unless the accelerometers are implemented doubly).
To achieve redundancy against failure of one or more of the accelerometers,
the accelerometer signals can be predicted by the vehicle model as presented in
chapter 3. In case the accelerometers fail, the predicted accelerations can be
used as input for the Kalman filter. Since the predicted accelerations depend
strongly on varying vehicle parameters such as masses and cornering stiffnesses
and since the prediction does not include the influence of lateral disturbances,
it has to be investigated how using the predicted accelerations detoriates the
performance of the Kalman filter.
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9.2.3 Controller design

The closed-loop simulation results show oscillatory behavior of the lateral accel-
erations of the carriages. For passenger comfort, this is undesirable. A possible
way to reduce these oscillations is to use an H.,/Hs> based controller to re-
place the PID controllers. In this way, the outputs of the Kalman filter can
be pre-filtered, so that the influence of the measurement noise on the lateral
accelerations can be reduced.

Trials to prove robustness of the controllers yielded only conservative up-
per bounds for the allowed parameter variations. Therefore, robustness of the
controllers was shown by means of simulations. To get proven robustness of
the controller, different design directions of new controllers are possible. One
obvious direction is to incorporate robustness in the design of the H,, controller
as discussed above. Other design directions include robust adaptive controllers
as presented in [85]
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A

List of frequently used symbols

coordinate frames

ai vehicle fixed coordinate frame fixed at point a;

cj vehicle fixed coordinate frame fixed at the centre of gravity of the j** carriage
si vehicle fixed coordinate frame fixed at point s;

Pel frame moving along the path adjacent to coordinate frame cl

Psi frame moving along the path adjacent to coordinate frame si

m magnet fixed coordinate frame, with z-axis along magnet symmetry axis

Pai frame moving along the path adjacent to coordinate frame ai

w world fixed or inertial frame

wij frame fixed at the left wheel of the j** axle

Wa; frame fixed at the right wheel of the j* axle

kinematic parameters

iq vector with generalized coordinates related to coordinate frame
ixj,k position of point k with respect to point j expressed in coordinate frame i
Vg longitudinal velocity of tractor

Vy lateral velocity of tractor’s center of gravity

Qlapy tire slip angle at of wheel w;

Buwi; body slip angle at the origin of frame w;;

0 steering angle of wheels on axle j

015 steering angle of left wheel of axle of j

g steering angle of left wheel of axle of j

ie; orientation of frame j with respect to frame ¢

Pp curvature of path at point p

Op length of path between fixed reference point and point p

vehicle parameters

b; half the distance between the wheels of one axle

Cu; cornering stiffness of the tires on axle j
Dy total damping constant of suspension system
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drj distance between rear articulation point and centre of gravity of j

dy; distance between front articulation point and centre of gravity of j¥* carriage
lsi distance of points; to the center of gravity of the corresponding carriage

lai distance of pointa; to the center of gravity of the corresponding carriage

I distance between centre of gravity and front axle of tractor

Ly distance between centre of gravity and rear axle of j*" carriage

I;; central moment of inertia of j! carriage around vertical axis

K total spring constant of susp ension system

m; mass of j*" carriage

observer parameters

aaiy

lateral acceleration in horizontal plane of point a;
moment of inertia of j*" carriage around longitudinal axis
gravitational acceleration

sampling moment

offset of accelerometer at point a;

accelerometer reading of accelerometer at point a;
sampling time

measurement moment

road banking angle

vehicle roll angle
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Proof of shortest distance

This appendix will be used to prove that in two dimensions the shortest dis-
tance from a point s to a curve is measured along a line line through s that is
perpendicular to the tangent to the curve at.

Let P denote a twice differentiable curve in R? and let s denote a point.
Without loss of generality we can define a coordinate frame ps with its origin
ps such that the line connecting s and ps is perpendicular to the tangent to P
at ps. The orientation of p, is such that its y-axis coincides with this line and
the vector component P<y,,_ . is positive, as illustrated in figure B.1.

Let a point

— bs xps’p B.1
p DPs ( . )
Yps.p
on the curve be locally described by
P Ypep = P(P2p,p), (B.2)
with obviously P(0) = 0. Then there is an environment of p:
{"2pep : P22, p| < €} (B.3)
such that
(" Ypars — PPy ) + 70y 2 P05 (B.4)

Figure B.1: Definition of points



160 Proof of shortest distance

where the equality sign only applies at Psz,,_ , = 0. This means that the function

S 'S S S 2 S 2
fe Tp,p) = (* Yps,s — P(* xps,p))Z +7? Tpep — b Ype,s- (B.5)

has a minimum in ?*z,_, = 0. This implies that

1.
df Pozp, p) -0 (B.6)
dPs xps’p PSxpg p=0
2. )
d*f(Poxp, p) > 0. (B.7)
dpsx%s:p pS:]jpsﬁp:() -
The first condition yields
df(psxpsm) — 9Psy P(psxps,p) —0 (B.8)
drex,. , S Pes o, o
This indicates that
P(ps'rpsvp) _ O (Bg)
dPsxp p )

which shows that the tangent to the path is parallel to the z-axis of coordinate
frame pg, which in turn shows that indeed, the line connecting s and p; is
perpendicular to this tangent, since the y-axis of coordinate frame p; coincides
with the line s — p;.

The second condition yields

d? f(Ps d2p(rs
fp( ;Upsp) = 2Py p( fps,p) +2>0, (B.10)
dpaxy o [ — drsa®p, p
which shows that )
d2P(Psx, )
DPs Ps:D
Yps s ez, <1. (B.11)
For
dQP(pr )
L2 <0, (B.12)
dpsx?, T

condition (B.11) is certainly fulfilled. This actually corresponds to the situation
2 S
as depicted in figure B.1. For positive dTiile“ﬁl (B.11) yields
Ps P

1 ,
dZP(Pszp. p) > P Yps,s- (B.13)
dps x2

DPs,P
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The turning radius of the curve is given by [40]

dP(P*zp. p
(1 + Dol )3/2

Faemey (B.14)

dpszzl’svl’
In Pex,, , =0, this turning radius becomes

1

LTI
| dPS:E2p ‘

(B.15)
So (B.13) is fulfilled when the turning radius of the curve is larger than Psy,, .

Under this condition the extremum of f(P*z,,,) at P*z,,, = 0 is indeed a
minimum.
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C

Proof of uniqueness of orthogonal
projection

This appendix will be used to proof uniqueness of the orthogonal projection
of a point onto the path. This proof has been taken from [58]. To prove the
orthogonal projection is unique under some conditions, the Voronoi diagram of
a curve has to be defined.

Definition C.0.1 Voronoi diagram [58]

A point r € R? belongs to the Voronoi diagramV of a curve P € R? if and
only if there exist and open disc B, (p), such that

1. OB, (p) NP contains at least 2 points
2. B.(p)NnP =10

In words, this means that the Voronoi diagram V of a curve P is the set of
centers of circles that are tangent to P at at least 2 distinct points and have no
points of P inside itself.

Assume that the curvature of P is bounded by 1/d.uin, so that d(P,V) >

dmin .

Lemma C.0.2 [58] Let U denote the set U = {z € R? . d(z,P) < dpmin}-
Then every point x € R? has an unique orthogonal projection on P

Proof: The proof is based on the principle of contradiction. Let p; € U
and suppose that p; is projected orthogonaly in P onto the points A and B,
such that d(p1,P) = ||p1 — All2 = ||[p1 — Bll2 = 7. Let D represent the open
disc B, (p1). It is clear that D NP = (). If there would exist po € D NP, then
d(pz2,P) < ||p1 — p2|l2 < r, which contradicts the hypothesis d(p2, P) = r. On
the other hand, if A,B € 9D, then the center p; of D belongs to the Voronoi
diagram of P. This is a contradiction since the assumption d(V,P) > dpmin
means that UNYV = .
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D

System matrices

In chapter 3, the mass matrix “M (¥ q) has been defined as

UM(Yq) = ) IL(Ma)M;I (" q), (D.1)
j=1
where
’V 1 0 llj Sin“’ecl lnj sin wecn
Jej("q)=10 1 —ljjcos™eaq -+ —lpjcos™ec |- (D.2)
{0 0 O] Ofin] J
and
m; 0 0 ]
M;=1 0 m 0 |, (D.3)
[ 0 0 Iz] J

Elaboration of equation (D.1) yields

YMpq = Z my (D.4a)
J
YMpg = 0 (D.4b)
“Mpy = 0 (D.4c)
CMpy = Y my (D.4d)
J
UMy g = Z mylij sin “eq (D.4e)
j=1
“Mp 19 = Z —mlijcos ™ eq (D.4f)
j=1
“Mipro149) = Z mylyjlij cos Feq + Oy I, (D.4g)
j=1

for1 <k, l<n
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In chapter 3, the entries of the coriolis and centrifugal matrix “C(*q, q)

have been written as
=[O Mpy 19V Mpg) o,
> -5 k] (D.5)
WQ[;C] 2 0 qi]

k=1
This yields
“Cpy = 0 (D.6a)
“Cngy = 0 (D.6b)
“Cpy = 0 (D.6c)
“Cpg = 0 (D.6d)
“Cleyzy = 0 (D.6e)
“Cliy2z = 0 (D.6f)
YCliyey = Y myliycos(Veq)” éu (D.6g)
j=1
UClaiyy = Y mylysin (Vea) ey (D.6h)
j=1
YClhgagrz = Y —myliglysin(Feq)" é (D.6i)
j=1
(D.6)

for1 < k,l <n.
In 3.4 of chapter 3, The rows of the matrices “ Liong and “Li,; have been
defined as

T
bl (

leongl 9x T (D7)
W, w; w . .
l g ) Rotcj,l[:,l] ifj>1
0%y \ T e
w q [:,2]
Llati[jﬁ_] = 9Wx T . (D.8)
W, Wijg w . .
L<a—qu) ROth_l[zzl ifj>1
With
cos Ve, , sin“e.
wxw,cl - dwn [ SiIl wed ]+(_1)1b3 [ cos wtel ‘| fOI' Z = 1
w cl - cl
Xw,wi1 — .
w Jj—1 COS €l i sin €cj f .
l Xu},cl _lel dwlj Sinwel +(_1) b] _Coswe ' ori > 1
C cj

(D.9)
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%% 0w
(z—wé%) can be written as
O Xwwin  [1 0 digsineq--- dyjsin ey + (—1)" wicosVe; 0--- 0
ovq 0 1 —dyjcos¥eq -+ —dj;jcosVegj + (—1)'w;sinYe,; 0---0]’
(D.10)
for j > 1, so that
O xw.ow. . T T
(St ) Rot?, =
q “
CcOS8 wécj — sin“’ecj dlj sin Clecj tee djflj sin cj_lécj (—1)1177 0---0 r
sin Ye.; cos¥e, —dyjcosley o —dj_1jco89 e, —dj; 0---0
(D.11)
for j > 1. In the same way
"X ww,, g vRot? — cos®e,q —sin%ey (=1)Fb; 0 - 0 r
dvq 7| sin%e  cosWeq lf1 0 --- 0
(D.12)
Substitution of (D.12) and (D.11) into equation (D.7) and (D.8) yields
Llonggl’l] = 1 (D13a)
leong£1’1+l] = cos ey (D.l?)b)
"’Llong?,u = sin Yey (D.13c¢)
leong£2,1+l] = —sin%ey (D.134)
leongEg*l] = (_1)1b1 (Dlge)
ULyl =y sin Few + (—1)', (D.13f)
and
1"L1at£1,1] =0 (D.14a)
leat£1,1+l] = —sinYey (D.14b)
YLy 2 = cosVeq (D.14c)
leat[2,z+1] = cos ey (D.144)
leatES’l] = lfl (D.14e)
11)Llat£2+k’1+” = —dy,,,, cos ke, (D.14f)

for1 < k,l <n.
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E

Transformation matrices

In section 3.9, the transformation
Ys = Jpath (Clq)61éb (El)

has been introduced. To derive an expression for Jpaehn(°*q), equation (2.35)
will be used.

i w
w . — w _ COS €5
Xw,si Xw,ecl Z dsij |: sin wesj :| (E2)
j=1
(E.3)
where
—ls1 ifi=1,7=1
0 ifi>1,7=1
lsi ifi>1,j=1
dsij = . e j ) (E4)
dr ifi>2,j=2
dej +dpy fi>2,1<j5<4
0 ifj >
Differentiating equation (E.2) with respect to time and using
wxw,cl = ROtCl Xw cl ylelds
xw st w xw cl —sin wESj w -
= t ; E.
[ yw si :| Ro °l |: ol Yw,c1 :| 2:1 |: COSwESj :| €2 ( 5)

This equation can be written as

|: wi‘w’sl :| _ {COS wecl — Sinwecl d811 Sin wecl 0 e O:| Clq (EG)

T, s1 sin“e;; cosVenq —dg,co8Veq 0...0
and
WEysi | |cosWer —sin%eq  ds,sin"eer ... dsin+1 sin e, 01('1
YT, si sin e, cosWe —ds, cosYecy ... —dsm+1 cos ey,
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Transformation matrices

for ¢ > 1. Using (2.25) yields

Op., _ cosPsley —sinPsle,  dg sinPsiecy 0 ... 0| 4. (E.8)
Psty sin Pste cosPste —ds,, cosPsie,; 0 o] & '
Ypgi,sl cl cl S11 cl e
and
Opei | _| cosPsiecr —sinPeie,  dy,,sinPele,y As;pyq SN P, ey
LT sinPsie,; cosPsie,; —dg, cosPe —ds;, 11 CO8P %€y
(E.9)
for i > 1.
Stacking v, and the velocities P*'y,_, ; together in Y yields equation (3.67)
with
cl —
Jpatn (“'q) =
1 0 0 0
Sil’lp51€cl COSClepsl _dsll dSln
sin P2 e.o cos “Lep, o —d sy, cOSP % €s2 — sy, 4 COSP P €on 1
. 1
sin?*"*tlecn,  cos “ep,, . —ds,q5C087 " lesn ~s 4 1p g1 COSTT T Esn 41
(E.10)
analogous to equation (3.67), the transformations
Y cl el
Y,.=Ju:(“q9) q (E.11)
and
— cl
Vo = Jiong (1 Q), (E.12)

have been introduced chapter 6. The matrices Jia (1 q) Jiong (1 q) can be derived
in a similar way as the matrix Jpaen(“*q). This yields

cl _
Jlat( q) -
1 0 0 0
02 11 _da112 daln 5
sin ““ €. cos < €40 —d 455 COS T €q2 —dagp,11C08 “eani1

Iﬁin antle.,

1
—da,,415c08"" ey

1
—day, 4154 €08 ean+1J

2
(E.13)
and
cl _
Jlong ( q) -
0 0 0 0
1 0 0 Aoy,
a2 ocl d c a2 d a2
COS €c2 SIn T €q2 agg S €q2 A2n 41 Sl €an+1
cos " een  sineant1 day, o850 ean dayy1ns1SIDY T eanta

(E.14)
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Figure E.1: Definition of distances

with

—la ifi=1j5=1

0 ifi >1,j=1

lai ifi>1,7=1

daij: o 1 Z.> ’J. ! s (E'15)

dm ifi >2,j=2

dpj+dpy ifi>21<j<i

0 ifj >4

with l4;, dy; and d,i as defined in figure E.1.
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F

Robust feedback linearization

This appendix will be used to outline the design of a feedback linearizing con-
troller with robustifying term. Let the vehicle be described by

UMys + yCyYs + yCvmvx +YD = yBlat(sta (Fl)

and suppose 0; is directly accessible by the controller. Take this controller as

8, = VB, ("M(~Kuz— K,z — Kiz) + VCp¥, +VC, v, + 'Mvy), (F.2)

where the variables with a hat denote an estimate of the corresponding variables
in equation (F.1) and
Z=Yys. (F.3)

Furthermore, v denotes an artificial input. Substituting the controller (F.2) into
equation (F.1) yields

z +Koz+ K,z + Kz = vy + A, (F.4)
In this equation, the uncertainty term A, is given by

A, = "M (Bl !B, UM + YM)v, + VM~ BYB,, (Y Gy + VCy,v,)+
+¥Cyz +YC,y vy — (yBlatyB;ij +YM)(+K g%+ Kpz+ Kiz)},

(F.5)
with
M = YM-'M (F.6a)
vC; = YC,; —YC, (F.6b)
ve,, = YC,, —YC,, (F.6c)
YBlt = YBiag — YBias. (F.6d)

Equation (F.4) can be written as



174 Robust feedback linearization

where [ K, K, _K _|
A= I 0 0 , (F.8)
R
X = { Z -I . (F.9)
2]
Let
Vi =x"Px, (F.10)

denote a Lyapunov function candidate with P a positive definite matrix such
that

ATP +PA = -1 (F.11)
Then )
Vi = —xTx+x(A,+v1)
F.12
< —xTxt xvit Ixli A (F12)
where
2]
x=2x"P| 0 (F.13)
Lo]
Supp ose the uncertainties in the parameters are small enough, so that
1A floe < () + [V oo (F.14)
with hy(x) >0 and 0 < ky < 1, then
Vi < —x"x 4+ xvi + [Ixll (b1 (%) + k1 [[vi]loo)- (F.15)
Taking
h
Vi = fﬁsgn(x% (F.16)
1—k

with sgn(x) a n + 1 dimensional vector whose i*" component equals sgn(xj;),
yields
Vi =—-xTx <0, (F.17)

where the identity
—xsgn(x) = lIxl (F.18)

has been used. Equation (F.17) shows that the system (F.1) in closed loop with
(F.2) is asymptotically stable.
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The term including sgn(x) causes some practical and theoretical problems
[44]. To avoid these problems, the sgn(x) function has to be approximated. An
useful approximation is an tanh function '. In [28], it is shown that

0.2785h(z)x

0 < h(x)x sgn(z) — h(z)x tanh ( ) <, (F.19)
€
with h a scalar function of the variable x. Taking
h 0.2785h
vy = —Mtanh(ﬂ), (F.20)
1-— kjl €1

with tanh (%) an n+1 dimensional vector whose *" component equals
0.2785 h s
tanh (—— X0 611(X)>< ) yields

Vi< —x"x+ (n+ e, (F.21)

which shows that with the approximated sgn function, the solution of the closed-
loop system is ultimately bounded with an ultimate bound (n 4 1)e;. This,
however, means that the the tracking errors of the closed loop systems still can
oscillate with an maximum amplitude of (n 4 1)e;.

LOther approximatiors of the sgn function are possible. This one has been used since it is
differentiable, which is a requirement for robust backstepping as will be outlined in the next
appendix
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G

Robust backstepping

This chapter will be used to outline the design of an backstepping controller
with an robustifying term. The design follows the same path as the design of
a normal backstepping controller. To avoid unnecess ary calculations, the some
results of the previous appendix and from chapter 8 will be used.

Let the vehicle be described by

YMys +9Cyys +YCy v, +YD = YBia0 (G.1)
St = T;tl(ust — 5t) (GQ)

Describing the desired steering angles d;,,.. by
Srnee = "By ("M (~Koi — Kz — Kiz) + Y Cy¥, +YCy v, + UNvy),, (G.3)

with v; an imaginary input, yields the closed loop-dynamics

X = Ax + [ (I) W (Vi + Ags + YN VB W), (G.4)
Lo ]

where
W = 5t — 6tdes (G5)

and

Au2 = Au1+(yM71yBIat_yl\A/IilyM(l‘FyMilyM)_1yM71yB1at+yM71yB13t)V1,
(G.6)
where A, is given by equation (F.5). The expression for A, 5 has been obtained
by writing YM™ lme as
yMilyBlat = (UM + yM)il(yBlat + yBlat)
= (“N{1+ VN WM}~ ("Biay + ¥ Biay)
N NI N .
= (1N NI(L+ N NN (B + YBi)
A1~ N A1 L NS L
= YM  (YBiat + YBiat) — ‘M YM(1+YM  YM) 'YM  YBjy
(G.7)
Taking a candidate Lyaponuv function (F.10) as

1
Vo =xTPx + §WTI‘W (G.8)
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with I' positive definite, yields

Vo=—xTx+ X(Au2 +vi + yM_lyBlatW) +w'Tw. (G.9)
Utilizing .
W= T;l(ust —0¢) — Oy, (G.10)
with
(.Stdes = aaatx X

98,

= _af&(AX—Q— { (I) } (vi + Ay +yM_1yElatW)) (G.11)
0

this becomes

. aA—1 A
Vo = —xTx—I—x(Aug +vi+ M YBw)+
[ 1]
aA—1 .~
(75 (g — 8,) — Lo (Ax + [ 0 J (Vi+ A, + YN ¥Bw)) Tw
0
(G.12)

Taking

I —1

Uy = O+ 7 (Bl (Ax 4| 0 | (vi +VM VBpw))+
0 (G.13)

~ —1 ~
T(vo —T(x(M ¥Bpw))? — Tow)

with vy an second artificial input and I'y a positive definite matrix such that
T I is positive definite, yields

I
V2 = —XTX+X(Au2 +V1) +(V2 —B—%tim' { 0 } Aug)TFW—WTI‘OI‘W
0

< —x"x+xvi+ [Ixl1|Auzlloc + W Ty

I
961,
+||[WI[|1]| 2= | O J Al —WIToT'wW
0

(G.14)
Supp ose the uncertainties in the parameters are small enough, so that

[Auzlloc < ha(x, W) + k1| Vioo, (G.15)

with hy(x,w) > 0and 0 < k; <1 and

I
H 0044, ’V 0 | Auzlleo < ha(x, w), (G.16)
ox { 0 J
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with ha(x,w) > 0 Taking v, and vs as

and

yields

h .2 h
v = I w) tanh(0 7851 (x, W)X)7 (G.17)
1-— k’l €1
.2 h T
Vs = —hy(x, wtanh (22122 i(x’ ) ™, (G.18)
2
Vo < —xTx + (n+ e+ (n+1)ex + —wlToI'w, (G.19)

which shows that the solution of the closed-loop system is ultimately bounded,
with ultimate bound (n + 1)e; + (n + 1)ea. This, however, means that the the
tracking errors of the closed loop systems still can oscillate with an maximum
amplitude of (n + 1)e; + (n + 1)e.
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Samenvatting

Vandaag de dag zorgen verkeersopstoppingen voor een steeds groter wordend
probleem, dat zorgt voor toenemende economische verliezen als gevolg van de
resulterende vertragingen. Dit probleem kan gereduceerd worden door meer
mensen gebruik te laten maken van het openbaar vervoer. Om dit te bereiken,
dient het openbaar vervoer verbeterd te worden. De kwaliteit van het openbaar
vervoer kan worden verbeterd door de voordelen van railvoertuigen en stads-
bussen te combineren in een nieuw type voertuig. Dit type voertuig zou een
multi-gelede bus kunnen zijn, met onafthankelijke besturing op alle assen.

In Eindhoven zal in het jaar 2003 een nieuw openbaar vervoersysteem in
gebruik worden genomen, wat is gebaseerd op het gebruik van zulke voertuigen.
Om hetzelfde rijgedrag als trams te krijgen, worden deze voertuigen uitgerust
met een lateraal geleidingssysteem dat het voertuig langs een van tevoren be-
kende vrije busbaan moet sturen.

Dit proefschrift behandelt het ontwerp van zo’'n geleidingssysteem. Om een
goed spoor volgend gedrag te krijgen dient dit geleidingssysteem rekening te
houden met de planaire dynamica van het voertuig. Daarom is er een voertuig-
model afgeleid. Dit model geeft een beschrijving van de niet lineaire planaire
dynamica van een multi-gelede bus met een instelbaar aantal aanhangers. Om te
laten zien dat dit model het planaire voertuig gedrag voldoende goed beschrijft,
is het vergeleken met een 3-D multi-body model van een dubbel geleden bus dat
125 graden van vrijheid beschrijft. Verder is met een analyse aangetoond dat
voor een goedsp oor volgend gedrag een dynamisch voertuigmodel nodig is.

Om de positie van het voertuig ten opzichte van de te volgen baan te
bepalen, is een nieuwe meetmethode ontwikkeld. Deze meetmethode maakt
gebruik van rotatie symmetrische staafmagneten, die op een bekende plaats on-
der het wegdek zijn geplaatst. Door gebruik te maken van de rotatie-symmetrie
van de magneetvelden rondom de magneten, kan de positie van de magneet ten
opzichte van een op het voertuig geplaatste magneetveld sensor worden bepaald,
onafthankelijk van de meethoogte en sterkte van de magneet. In principe is 1
dubbel-assige magneet veld sensor voor deze meting voldoende. Analyse laat
echter zien dat deze methode, bij gebruikmaking van 1 dubbel-assige sensor
gevoelig is voor scheefstand van magneet en/of voertuig. Deze gevoeligheid kan
worden gereduceerd door gebruik te maken van een tweede dubb el-assige sensor.
Meetresultaten laten zien dat de afstand tussen magneet sensor en de magneet
kan worden bepaald met ongeveer 2 cm nauwkeurigheid.

De permanente magneten geven alleen positie-informatie op discrete mo-
menten. Voor het ontwerp van een regelaar is het gewenst om de totale (planaire)
toestand van het voertuig ter beschikking te hebben. Om deze toestand te schat-
ten iseen extended Kalman filter ontworpen. Versnellingsopnemers zijn gebruikt
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als ingangen van het Kalman filter om tot een voorspelling van de afstand tot het
pad te komen. Op deze manier is de invloed van variérende voertuigparameters
klein. Om correcties toe te passen op deze voorspelling, zijn geledingshoek sen-
soren, wiel encoders, rate-gyro’s en de permanente magneten gebruikt. Voordeel
van het gebruiken van meerdere sensoren is dat op deze manier redundan tie van
sensoren in het Kalman filter gebracht wordt. Deze redundantie kan worden ge-
bruikt om het filter robuust te maken tegen uitval van een of meerdere sensoren.
Het a-synchrone karakter van de permanente magneten is in rekening gebracht
door de magneetsensor signalen als multi-rate signalen te behandelen.

De voertuigen die in Eindhoven gebruikt zullen gaan worden, hebben naast
onafhankelijke besturing op alle assen ook onafhankelijke aandrijving op alle
achterwielen. Deze onafhankelijke aandrijvingen kunnen in principe ook ge-
bruikt worden om het voertuig te sturen. Een singuliere waarde analyse is
uitgevoerd om aan te tonen dat de normale stuuringangen meer invloed uit oe-
fenen op de uitgangen dan de aandrijfkoppels. Verder is aangetoond dat met
onafhankelijke besturing op alle assen, off-tracking van de achterassen kan wor-
den gereduceerd, en dat de gierdynamica van alle voertuigsegmenten beter onder
controle kan worden gehouden.

Twee verschillende regelaars zijn ontworpen om het voertuig langs de te
volgen baan te sturen. De eerste regelaar is een zogenaamde feedback lineairi-
serende regelaar. Deze bestaat in principe uit een binnenlus en een buitenlus.
De binnenlus lineairiseert de planaire voertuig dynamica, onder de aanname
dat de dynamica van de stuursystemen kan worden verwaarloosd. De buitenlus
dient om de gevolgen van verstoringen en model onzekerheid te onderdrukken.
Voor deze buiten lus is een PID-regelaar gebruikt. De tweede regelaar is een
zogenaamde backstepping regelaar. Bij deze regelaar is de dynamica van de
stuuractuatoren op een formele manier in rekening gebracht.

Om het totale geleidingssysteem te simuleren, is een 3-D voertuigmodel in
software geimplementeerd. Dit model beschrijft naast de planaire dynamica
ook het veersysteem van een multi-gelede bus. Verder is in dit model een niet
lineair band model opgenomen, dat ook de load athankelijkheid en saturatie van
de laterale bandkracht karakteristiek in rekening brengt.

Simulaties met dit 3-D simulatiemodel laten een goed spoorvolgend gedrag
zien voor de feedback lineairiserende en backstepping regelaar. Vergeleken met
de lineairiserende regelaar is het spoorvolgende gedrag van de backstepping
regelaar beter. Dit gaat evenwel ten koste van toenemend hoog frequent gedrag
van de laterale versnellingen,wat minder gewenst is voor passagierscomfort.



Dankwoord

Graag wil ik deze voorlaatste bladzijde van mijn proefschrift gebruiken om een
aantal mensen te bedanken die tijdens mijn promotie van belang zijn geweest.

In de eerste plaats wil ik Sandra bedanken voor haar mentale ondersteuning
en omdat ze mij vaak heeft moeten missen, doordat ik weer zonodig tot in de
kleine uurtjes of in het weekend aan mijn promotie moest werken. Daar dit
soms ten koste ging van mijn goede humeur, denk ik dat zij het meeste onder
dit werk te leiden heeft gehad.

Ook Paul van den Bosch wil ik hier vermelden. Zonder zijn medewerking
zou dit onderzoek niet van de grond zijn gekomen. Ad Damen ben ik veel dank
verschuldigd voor zijn inzet als copromotor tijdens de laatste anderhalf jaar van
mijn promotie. Tweede promotor en lid van de STW gebruikerscommissie Joop
Pauwelussen ben ik dankbaar voor zijn waardevolle discussies tijdens de gebruik-
erscommissiebijeenkomsten en voor het nauwkeurig lezen van mijn proefschrift.
Voor deze laatste reden ben ik ook de kern commissieleden Frans Veldpaus en
Maarten Steinbuch erkentelijk.

My visit to the University of Berkeley has been of essential importance for
my research. Therefore, I would like to thank Prof. Tomizuka for making this
visit possible. I also would like to thank Pushkar Hingwe, Frederick Bonnay,
Meihua Tai, Jeng-Yu Wang and Craig Smith for the valuable discussions and
the nice trips and evenings.

Dank ben ik ook verschuldigd aan APTS en de mensen van Nedcar en FROG
Navigation Systems die aan het Phileas- project werken. Zonder deze mensen
zou mijn onderzoek een stuk minder waarde hebben.

De afstudeerders Peter Chao, Peter Engelaar, Erol Enkur, Henri Visser en
Marco Dominicus ben ik erkentelijk voor hun bijdrage aan mijn onderzoek.
Uiteraard wil ik ook Willem-Jan Kok niet vergeten, die zijn TU-Delft stage op
de TU in Eindhoven heeft willen uitvoeren om simpele voertuigmodellen met
complexe Adams modellen te vergelijken.

Bijzondere dank ben ik verschuldigd aan mijn (ex)collega’s. Met name de col-
lega AIO’s Vick, Mario, Bart, Patrick, Leo, Patricia, Hardy, Andrei en Diederik
voor de gezelliglunches en lol die we gehad hebben. Leon en Maurice wil ik be-
danken voor het beschikbaar stellen van 'hun’ style file, hun hulp daarbij en de
leuke ’voetbal” avonden. Udo wil ik natuurlijk niet vergeten voor zijn computer-
ondersteuning en leuke 'modelbouw’ uitjes. Barbara wil ik bij deze bedanken
voor haar correcties op mijn engels en Paul Borghouts voor de administratieve
ondersteuning van mijn onderzoeks project. Will, Remi en Ton ben ik erken-
telijk voor hun hulp bij de experimenten die helaas te laat kwamen om op een
goede manier in dit proefschrift op te nemen.

Tot slot wil ik natuurlijk mijn familie en vrienden niet vergeten, die ook op
deze bladzij een plaats verdienen.



192 Dankwoord




Curriculum Vitae

Dik de Bruin was born in Geldermalsen in The Netherlands on December 12
in 1971. In 1992 he started a study in electrical engineering on the Eindhoven
University of Technology, in Eindhoven, The Netherlands. He carried out his
practical trainings and master thesis project in the field of semiconductor ma-
terials and devices. In August 1996 he obtained his master thesis on his work
on modeling of MOSFET transistors.

In september 1996, he started a postgraduate study in the field of mechatronics
on the Eindhoven University of Technology. In march 1997, he was employed
as Ph.D. student at the same university at the measurement and control group
of the Electrical Engineering department.

Dik de Bruin is currently employed by Philips Research in the Netherlands,
where he is working on plasma displays.



	Abstract
	Contents
	Chapter 1
	Chapter 2
	Chapter 3
	Chapter 4
	Chapter 5
	Chapter 6
	Chapter 7
	Chapter 8
	Chapter 9
	Appendix A
	Appendix B
	Appendix C
	Appendix D
	Appendix E
	Appendix F
	Appendix G
	Bibliography
	Samenvatting
	Dankwoord
	Curriculum vitae

