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Abstract

According to the special report Global Warming of 1.5◦C of the IPCC, climate action
is not only necessary but more than ever urgent. The world is witnessing rising
sea levels, heat waves, events of flooding, droughts and desertification resulting in
the loss of lives and damage to livelihoods, especially in countries of the Global
South. To mitigate climate change and commit to the Paris agreement, it is of the
uttermost importance to reduce GreenHouse Gas emissions coming from the most
emitting sector, namely the energy sector. To this end, large-scale penetration of
Renewable Energy Systems into the energy market is crucial for the energy transition
toward a sustainable future by replacing fossil fuels and improving access to energy
with socio-economic benefits. With the advent of Industry 4.0, Internet of Things
technologies have been increasingly applied to the energy sector introducing the
concept of smart grid or, more in general, Internet of Energy. These technologies
are steering the energy sector towards more efficient, reliable, flexible, resilient, safe,
and sustainable solutions with huge environmental and potential social benefits. To
realize these solutions, new information technologies are required and among the
most promising possibilities are Artificial Intelligence and Machine Learning which in
many countries have already revolutionized the energy industry. This thesis presents
different Machine Learning algorithms and methods for the implementation of new
strategies to make Renewable Energy Systems more efficient and reliable. It presents
various learning algorithms, highlighting their advantages and limits, and evaluates
their application for different tasks in the energy context. In addition, different tech-
niques are presented for the preprocessing and cleaning of time series data, nowadays
collected by sensor networks mounted on every Renewable Energy System. With
the possibility to install large numbers of sensors that collect vast amounts of data,
it is vital to detect and remove irrelevant, redundant, or noisy features, and alleviate
the curse of dimensionality, thus improving the interpretability of predictive models,
speeding up their learning process, and enhancing their generalization properties.
Therefore, this thesis discusses the importance of dimensionality reduction in sensor
networks mounted on Renewable Energy Systems and, to this end, presents two
novel unsupervised algorithms. The first approach maps time series data in the
network domain through visibility graphs and uses a community detection algorithm
to identify clusters of similar variables and select representative parameters. This
method can group both homogeneous and heterogeneous physical parameters, even
when related to different functional areas of a system. The second approach pro-
poses the Combine Predictive Power Score, a method for feature selection with a
multivariate formulation that explores multiple sub-sets of expanding variables and
identifies the combination of features with the highest predictive power over specified
target variables. This method proposes a selection algorithm for the optimal combi-
nation of variables that converges to the smallest set of predictors with the highest
predictive power. Once the combination of variables is identified, the most relevant
parameters in a sensor network can be selected to perform dimensionality reduction.
Data-driven methods open the possibility of supporting strategic decision-making,
resulting in a reduction of Operation and Maintenance costs, machine faults, repair
stops, and spare parts inventory size. Therefore, this thesis presents two approaches
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in the context of predictive maintenance to improve the lifetime and efficiency of
the equipment based on anomaly detection algorithms. The first approach proposes
an anomaly detection model based on Principal Component Analysis that is robust
to false alarms, can isolate anomalous conditions, and can anticipate equipment
failures. The second approach has at its core a neural architecture, namely a Graph
Convolutional Autoencoder, which models the sensor network as a dynamical func-
tional graph by simultaneously considering the information content of individual
sensor measurements (graph node features) and the nonlinear correlations existing
between all pairs of sensors (graph edges). The proposed neural architecture can
capture hidden anomalies in wind farms even when the turbines continue to deliver
the power requested by the grid and can anticipate equipment failures. Since the
model is unsupervised and completely data-driven, this approach can be applied to
any wind turbine equipped with a SCADA system. When it comes to Renewable
Energys, the unschedulable uncertainty due to their intermittent nature represents
an obstacle to the reliability and stability of energy grids, especially when dealing
with large-scale integration. Nevertheless, these challenges can be alleviated if the
natural sources or the power output of Renewable Energy Systems can be forecasted
accurately, allowing power system operators to plan optimal power management
strategies to balance the dispatch between intermittent power generation and load
demand. To this end, this thesis proposes a multi-modal spatio-temporal neural
network for multi-horizon wind power forecasting. In particular, the model com-
bines high-resolution Numerical Weather Prediction forecast maps with turbine-level
SCADA data and explores how meteorological variables on different spatial scales,
together with the turbines’ internal operating conditions impact wind power fore-
casts. The world is undergoing a third energy transition with the main goal of
tackling global climate change through decarbonization of the energy supply and
consumption patterns. This is not only possible thanks to global cooperation and
agreements between parties, power generation systems advancements, and Internet
of Things and Artificial Intelligence technologies but also necessary to prevent the
severe and irreversible consequences of climate change that are threatening life on
the planet as we know it. This thesis is intended as a reference for researchers that
want to contribute to the sustainable energy transition and are approaching the field
of Artificial Intelligence in the context of Renewable Energy Systems.
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Chapter 1

Introduction

1.1 Sustainable Energy Transition

According to the special report Global Warming of 1.5◦C of the Intergovernmental
Panel on Climate Change (IPCC), climate change impacts are worse than expected,
and climate action is not only necessary but also urgent [1]. More recently, the IPCC
report of 2021 indicated that several climate changes are already irreversible and
mostly caused by anthropogenic activities [2].
Modern society is heavily based on the combustion of fossil fuels for electricity and
heat generation in the energy and related sectors, manufacturing activities, industrial
operations, transportation, agriculture, forestry, and the building industry [3]. This
leads, inevitably, to the production and emission of GreenHouse Gases (GHGs) like
Carbon Dioxide (CO2), Methane (CH4), Sulphurdioxide (SO2), Nitrous Oxides
(NOx), which are the main causes of the global warming that is threatening the
very existence of humanity. It is well known that climate is important to mankind
and other living organisms on planet Earth, yet there is overwhelming evidence of
changing climatic conditions due to the greenhouse effect as demonstrated by the
increase in global average surface temperature, rising sea levels, heat waves, events
of flooding, droughts and desertification [4].
The greenhouse effect is a natural process that has taken place over millions of years
and consists in the long-term increase of the planet’s temperature resulting from
the interaction between solar energy and GHGs accumulated in the atmosphere [5].
These gasses can absorb and radiate thermal energy and, therefore, are necessary to
keep the global temperature above the freezing point, warm the planet, and maintain
life [6]. Nevertheless, global GHG concentrations have been growing drastically
during the last century due to anthropogenic activities, threatening life itself.
The overabundance of GHGs in the atmosphere is responsible for re-absorbing the
solar energy radiating from the earth’s surface back out to space. The trapped
heat energy and radiations are then radiated back to Earth, heating both the lower
atmosphere and the planet’s surface. This has led to serious long-term disruptions to
global weather and climate systems which are all interconnected and finely balanced.
As a result, extreme weather events and disasters have become more and more
frequent. Moreover, climate changes have created severe problems for plant and
animal species around the globe, some of which have not been able to adapt fast
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enough and are facing the risk of extinction [7].
The greenhouse effect was discovered by Jean Baptiste-Joseph de Fourier in 1827,
demonstrated experimentally by John Tyndall in 1861, and quantified by Svante
Arrhenius in 1896. Then, in 1957, Roger Revelle and Hans Suess remarked that
the accumulation of CO2 in the atmosphere should be monitored and controlled
because it represents a large-scale geophysical experiment whose consequences were
unknown [8]. Therefore, in 1958 Charles Keeling started the ongoing program of
continuous measurements of atmospheric CO2 levels at Mauna Loa (Hawaii) in the
United States, which demonstrated the steady rising of CO2 levels during the second
half of the last century [4]. Although CO2 is less potent than CH4 or NOx, it is
more abundant, lingers longer in the atmosphere, and, therefore, is responsible for
about two-thirds of the total temperature rise. Additionally, when dissolved in ocean
water, CO2 reacts with water molecules and produces carbonic acid which lowers
the PH of the body of water. This has already caused a 30% increase in the acidity
of the ocean since the beginning of the industrial revolution, leading to biological
effects that interfere with marine life [6].
Figure 1.1 shows the global CO2 emissions and concentrations from 1750 to 2022. It
is important to note that global emissions remained constant between 1750 and 1840,
after which they started to increase rapidly. The atmospheric concentration slightly
increased between 1750 and 1960, after which they strongly grew because of the
industrial activities powered by fossil fuels. It is evident that the industrialization
process triggered a rapid increase in CO2 levels, leading to a stronger greenhouse
effect, global warming, and, ultimately, climate change of anthropogenic nature [7].
Human activities have led to about 1◦C rise in average global temperature above
pre-industrial levels which are further projected to reach 1.5◦C between the year
2030 and 2052 if current GHG emission rates remain unaltered [9].

Figure 1.1. Concentration of carbon dioxide emissions between the year 1750 and 2020 [6].

The United Nations Conference on the Environment held in Stockholm, Sweden,
in 1972 was the first world conference to address the environment as a major
issue. Participants adopted several principles for sound environmental management
including the Stockholm Declaration and the Action Plan for the Human Environment.
The Stockholm Declaration placed environmental issues as a major international
concern and laid the foundation of dialogue between industrialized and developing
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countries on the connection between economic growth, pollution, and human well-
being. One of the most important outcomes of the Stockholm conference was the
creation of the United Nations Environment Programme (UNEP) [10].
Then, in 1992, Agenda 21, the Rio Declaration on Environment and Development,
and the Statement of Principles for the Sustainable Management of Forests were
adopted by more than 178 Governments at the United Nations Conference on
Environment and Development (UNCED), also known as Earth Summit, held in
Rio de Janeiro, Brazil. Agenda 21 is a comprehensive plan of global, national, and
regional actions to be taken by the United Nations (UN) system, governments and
major groups in all areas of human impact on the environment. The Commission on
Sustainable Development (CSD) was created in December 1992 to ensure effective
follow-up of UNCED, to monitor and report on the implementation of the agreements
[11]. The World Summit on Sustainable Development (WSSD) held in Johannesburg,
South Africa, in 2002 strongly reaffirmed its commitment to the full implementation
of Agenda 21, the Program for Further Implementation of Agenda 21, and the
Rio Principles [12]. During the Earth Summit, the United Nations Framework
Convention on Climate Change (UNFCCC) was signed by 154 states to combat
dangerous human interference with the climate system.
In 1997, 192 parties adopted the Kyoto Protocol, an international treaty that extends
the UNFCCC by committing countries to limit and reduce GHG emissions under
agreed individual targets. The Kyoto Protocol was based on the principle of common
but differentiated responsibilities, acknowledging that individual countries have
different capabilities in fighting climate change due to economic developments.
Therefore, it placed a heavier burden on developed countries to reduce emissions
since historically responsible for the current levels of GHGs in the atmosphere [13].
In December 2012, the Doha Amendment to the Kyoto Protocol was adopted in
Doha, Qatar, for a second commitment period, starting in 2013 and lasting until
2020 [14].
In 2015, the Paris Agreement was negotiated and adopted by 196 parties at the
21st United Nations Climate Change Conference of Parties (COP21) near Paris,
France. The Paris Agreement is a milestone in the multilateral climate change
process because, for the first time, a binding agreement led all nations to a common
purpose to make ambitious efforts to combat climate change and adapt to its
impacts. The ambition in the agreement is to maintain the increase in global average
temperature to well below 2◦C above pre-industrial levels and pursue efforts to limit
the temperature to 1.5◦C. The commitment to aim for 1.5◦C degrees is important
because every fraction of a degree of warming results in the loss of lives and damage
to livelihoods [15]. The Paris Agreement works on a 5-year cycle of increasingly
ambitious climate action carried out by countries. Delayed for a year due to the
COVID-19 pandemic, in 2021 countries updated their plans for reducing emissions
at the 26st United Nations Climate Change Conference of Parties (COP26), where
it became clear that commitments laid out in Paris 6 years earlier did not come
close to limiting global warming to 1.5◦C degrees, and that the time window for
achieving it is closing [16].
During the same year of the Paris Agreement, the 2030 Agenda for Sustainable
Development was adopted by all UN Member States, as a universal call to action to
end poverty, protect the planet, and ensure that by 2030 humankind as a whole can
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enjoy peace and prosperity. At its core are the 17 Sustainable Development Goals
(SDGs), which are an urgent call for action by all countries in a global partnership.
SDGs recognize that ending poverty and other deprivations must advance together
with strategies that improve health and education, and reduce inequality, all while
tackling climate change and working to preserve oceans, forests, and biodiversity
[17].
To reduce GHG levels most effectively and understand which emissions can and
cannot be eliminated with current technology, it is essential to first understand the
different sources of emission. The diagram in Figure 1.2 shows the global GHG
emissions by sector for the year 2016, where global emissions were 49.4 billion tonnes
CO2eq. About one-fifth comes from agriculture and land and 8% from industry
and waste. The remaining three-quarters of global emissions are, instead, produced
by the energy sector from a wide variety of sub-sectors, from power generation to
industrial manufacturing [18].

Figure 1.2. Global GHG emissions by sector, shown for the year 2016 where global GHG
emissions were 49.4 billion tonnes CO2eq [18].

Electricity is essential in modern society as it accounts for an increasing share
of energy production and consumption in all countries, and plays a vital role in
all important human activities and operations, either directly or indirectly [19].
Electricity demand has been growing over the past decades and is expected to
continue increasing due to rising household incomes, electrification of transport,
and increasing thermal energy applications, as well as continued growth in digitally
connected appliances and air conditioning [20]. In response, also the global energy
supply has been increasing steadily over the past years, as shown in Figure 1.3 where
the world total energy supply is plotted over time by source, from 1971 to 2019.
More specifically, the share of the world’s total energy supply more than doubled
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during the past 50 years, as reported in Figure 1.4, and the share of energy produced
by fossil fuels accounted for more than 80% of the total supply in 2019, making the
energy sector a leading source of GHG emissions causing global warming [21].

Figure 1.3. World total energy supply by source, 1971-2019 (EJ) [21].

Figure 1.4. Share of world total energy supply by source, 1973 and 2019 [21]. Notably, it
includes international aviation and international marine bunkers.

To mitigate climate change and protect the planet from irreversible consequences,
it is evident that part of the solution is to reduce emissions coming from the
energy sector. This can be achieved by deploying a large-scale Renewable Energy
(RE) supply in energy systems and corresponds to the SDG no. 7 accounting
for affordable and clean energy to substantially increase the share of RE by 2030.
Moreover, achieving 100% Renewable Energy System (RES) would also contribute to
the fulfillment of SDG no. 6 (clean water and sanitation), no. 9 (industry, innovation,
and infrastructure), no. 11 (sustainable cities and communities), no. 12 (responsible
production and consumption) and no. 13 (climate action) [22].
RE sources are derived from naturally occurring sources that replenish themselves
through natural forces. As an inexhaustible source of clean energy, RE sources
play a key role in the energy transition towards a sustainable future [23]. Not only
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RE sources can help mitigate GHG emissions, climate change, and environmental
pollution, but can also improve access to energy for a large part of the population
since locally available, and contribute to local socio-economic benefits through job
creation and improved local economies [24, 25].
With the increasing presence of distributed generation systems that are mainly
based on variable RE sources, centralized power transmission and distribution
networks that were initially conceived and designed to distribute electricity from
central power stations to consumers are no longer valid. Economies of scale are
starting to adapt to new distributed generation technologies that have increased
the viability of small-scale energy systems, and the use of information technology
has created new opportunities for a less hierarchical and more flexible energy and
infrastructure management model [26]. Decentralized small-scale energy systems
like Energy Community (EC) are becoming more and more important as a resilient
answer to the global energy crisis characterizing the current historical period, which
is witnessing the COVID-19 pandemic emergency and the war in Ukraine [27, 28].
The technical feasibility of 100% RE systems has been extensively scrutinized by
more than 180 publications and is gaining momentum among various stakeholders
[22]. Examples are Sweden, where the goal is to achieve net zero GHG emissions
by 2040, and Denmark with the target of net zero emissions by 2050 [29, 30]. In
addition, many countries, such as Bangladesh, Barbados, Cambodia, Colombia,
Ethiopia, Ghana, Mongolia, Vietnam, Hawaii, or California, are targeting 100% RE
by 2045 or 2050 [31]. Already today, some countries, such as Norway and Costa
Rica, derive their electricity almost exclusively from RE sources such as hydropower
[31]. Similarly, several cities have committed to using 100% RE for all energy
consumption by 2050. These cities include Copenhagen (2050), Denmark, Frankfurt
and Hamburg (2050), Germany, Malmö and Växjö (2030), Sweden, Oxford Country
(2050), Australia, Vancouver (2050), Canada, and The Hague (2040), Netherlands
[31].
The world has experienced two major energy transitions in the past. The first
replaced wood with coal, and, during the second, oil and gas replaced coal as
the main energy source. Today, the world is undergoing a third energy transition
with the main goal to tackle global climate change through decarbonization of the
energy supply and consumption patterns [32]. For most of history, the idea of a
broad-scale energy transition was unthinkable as decisions were made at the local,
regional or individual level, with limited or no coordination [33]. Today, it is not
only possible thanks to global cooperation and agreements between parties but also
necessary to prevent the severe and irreversible consequences of climate change that
are threatening life on the planet as we know it.
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1.2 Renewable Energy Systems

In 2020, RE use increased by 3% as demand for all non-renewable sources decreased
by more than 3%. The primary driver was an almost 7% growth in electricity gener-
ation from renewable sources, together with an overall decline in global electricity
demand caused by the COVID-19 emergency. Specifically, the share of renewables
in global electricity jumped from 27% in 2019 to 29% in 2020, led by wind and
solar PhotoVoltaic (PV), which grew by 12% and 23%, respectively [34]. These two
sources contributed to two-thirds of renewables expansion, reaching 10.7% of the
global power mix in 2021, and are witnessing the fastest growth since the 1970s, as
shown in Figure 1.5. Therefore, wind and solar PV will be discussed next as the
main energy sources instrumental in the sustainable energy transition.

Figure 1.5. Share of wind and solar PV in world electricity generation, 1971-2021 [34].

Wind Energy

In 2021, wind energy contributed to 6.6% of the global electricity generation and
is expected to continue growing with the possibility of becoming the main energy
resource in the near future. Moreover, offshore wind capacity additions more than
tripled in 2021 to nearly 56 GW [35].
In 1887, Professor James Bryce invented the world’s first Wind Turbine (WT) to
generate electricity from wind. Several months later, Charles F. Brish constructed
the first Horizontal-Axis Wind Turbine (HAWT) which has become the most common
type nowadays, making him the inventor of the modern WT industry. Then, in
1956, the first three-bladed turbine was built by Johannes Jul, namely, the Gedser
WT, which greatly inspired the development of later technologies. Moreover, Jul
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also designed a novel emergency aerodynamic tip break to slow the rotation of the
rotor when the blade is subjected to an excessive amount of centrifugal force, laying
the foundation for modern safety measures in WTs [36].
The development of WTs is progressing rapidly, and, in the past few decades, their
capacity, rotor diameter and height have been steadily increasing, as shown in Figure
1.6. Currently, the biggest WT in the world is the offshore MySE 16.0-242 turbine,
produced by MingYang Smart Energy, with a capacity of 16 MW, a 242-meter
diameter rotor, 118 m long blades, and a staggering 46000 m2 swept area equivalent
of more than six soccer fields [37]. Moreover, WTs are expected to grow even further
in the near future, as depicted in Figure 1.7, with an estimate of median turbine
capacity reaching 5.5 MW and 17 MW for onshore and offshore WTs, respectively,
in 2035 [38].

Figure 1.6. Average turbine nameplate capacity, hub height, and rotor diameter for
land-based wind projects in the US [39].

Figure 1.7. Expected turbine size in 2035 for onshore and offshore wind, compared with
2019 medians [38]. For offshore wind, a global 2019 median is provided, while for onshore
wind, a US median is shown given the lack of data to estimate a global median.

When the wind blows through a WT, the blades absorb some of the kinetic
energy and convert it into aerodynamic lift, creating a rotational momentum that
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enables the turbine to spin. The curved design of the blades also referred to as
airfoil shaped, deflects the airflow downwards, and, according to Newton’s Third
Law of Motion, creates an opposite force having two components, namely lift and
drag, as shown in Figure 1.8. The lift force is responsible for propelling the blade,
allowing it to rotate around the center of the turbine, called the hub. Notably, the
force response of the blades is governed by the geometry of the flow, better known
as the angle of attack α, and the relative speed of the wind. The rotating hub is
connected to the main shaft inside the nacelle which is linked to an alternator for
electricity generation.

Figure 1.8. Lift and drag force of a WT airfoil [40].

More specifically, the main components of a HAWT, shown in Figure 1.9, are
listed below.

1. Rotor Blades: the rotor blades are installed to provide angular momentum
that enables the turbine to spin, and, ultimately, to generate electricity.

2. Hub: the hub connects the rotor blades to the main shaft and is a rotating
component.

3. Control Monitoring System: also referred to as CMS, this system allows the
operators to monitor the overall performance of the turbine, together with the
status of all its components.

4. Main Shaft: the main shaft is composed of two components, namely the low-
speed shaft and the high-speed shaft. The low-speed shaft is connected to the
hub of the turbine and rotates at a lower speed compared to the high-speed
shaft. The high-speed shaft is connected to the generator. The higher speed
is required to increase the rotational speed of the magnetic field within the
generator, which allows for higher speed power generation.

5. Gearbox: this component connects the low-speed and high-speed shafts and
consists of multiple gears with different ratios that allow the rotating speed to
increase.

6. Disk Brake: the braking system is used to stop the WT for routine operations
or during emergencies. When strong winds blow, the turbine could spin too
fast or even out of control, causing an overload to the generator which could
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lead to an onboard fire. The disk brake is usually mounted on the high-speed
shaft.

7. Generator Coupling: this component is used to transmit the rotational power
from the high-speed shaft to the generator.

8. Cooling Radiator : the cooling radiator cools down the turbine to prevent
overheating inside the nacelle.

9. Wind Measuring System: this system, usually composed of an anemometer and
an air velocity meter, measures the wind speed and direction, allowing the WT
to align into the wind to maximize the absorbed kinetic energy. Modern designs
use digital measurements instead of conventional designs like, for example, the
Doppler LiDAR system [41].

10. Generator : the generator is typically an alternator that converts mechanical
energy to electrical energy in the form of alternating current. This is achieved
by a rotating magnetic field produced by a rotor with a fixed armature coil.
Specifically, the main shaft has multiple poles with permanent magnets and is
surrounded by a static armature coil fitted outside the rotor. When spinning,
the magnetic field intersects the armature coil and generates an altering current.

11. Yaw Drive: the yaw drive is responsible for the orientation of the rotor towards
the wind.

12. Hydraulic System: the hydraulic system is used for multiple functions in a
WT, which include blade pitch adjustment, yaw and rotor braking, cooling,
and lubrication.

13. Yaw Bearing: the yaw bearing is one of the most crucial components in a
WT since it has to support enormous static and dynamic loads during the
operation of the turbine, providing smooth rotation when orienting the nacelle
under all weather conditions.

14. Tower : the tower allows the blades to be elevated from ground level to an
altitude where winds are usually faster and smoother. The tower is also used to
support the whole system including the nacelle and all the other components.

The power that can be captured from the wind through a WT is equal to

P = 1
2ρairCpπr2v3, (1.1)

where ρair is the air mass density, Cp the power coefficient, r the rotor radius
(or the blade length), and v the wind speed. Notably, the power coefficient depends
on the specific design of the blade, the blade pitch angle θ, and the tip speed ratio
(blade tip speed divided by wind speed). The maximum possible value for the power
coefficient is Cp = 0.593, meaning that the efficiency of a WT can never exceed
59.3%. This is also referred to as the Betz Limit [43]. However, in practical designs,
due to various forms of energy loss, the Betz Limit is never reached, resulting in
efficiencies of around 30-40%.
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Figure 1.9. A cross-section of a HAWT showing its main internal components [42].
1. Rotor Blades, 2. Hub, 3. Control System Monitoring, 4. Main Shaft, 5. Gearbox, 6.
Disk Brake, 7. Generator Coupling, 8. Cooling Radiator, 9. Wind Measuring System,
10. Generator, 11. Yaw Drive, 12. Hydraulic System, 13. Yaw Bearing, 14. Tower.

Overall, WTs have little environmental impact compared to other traditional forms
of energy. When operating, they emit no waste that pollutes the air or water and do
not require water to cool the generator. Therefore, WTs play a key role in reducing
the use of fossil fuels in power generation, thereby tackling pollution and mitigating
GHG emissions.

Solar PV Energy

In 2021, solar energy was the fastest-growing RE contributing to 3.6% of the global
electricity generation and is expected to continue growing in the future [35].
The PV effect was observed for the first time in 1839 by Edmond Becquerel through
an electrode in a conductive solution exposed to light [44] and, in 1873, Willoughby
Smith discovered the photoconductive potential of selenium. Three years later, in
1876, William Grylls Adams and Richard Evans Day observed that selenium creates
electricity when exposed to sunlight [45, 46]. In 1883, the first solar cell made
from selenium wafers was invented by Charles Fritts, attracting the attention of the
scientific community and sparking further research and development, and, in 1904,
Wilhelm Hallwachs made the first semiconductor-junction solar cell with copper and
copper oxide [47, 48].
However, these discoveries were not based on a solid understanding of the science
behind the operation of the first PV devices, and a theoretical foundation was
formulated from 1905 to 1950. Key events were Einstein’s photon theory in 1905, for
which he later won a Nobel prize in physics, and, in 1918, Jan Czochralski’s method
to grow single crystals of metal, adapted decades later by Gordon Teal and John
Little to produce single-crystalline germanium and, later, silicon [49, 50].
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The solar era began in the 1950s when Bell Laboratory scientists focused on PV
developments and began utilizing silicon to produce solar cells. This breakthrough
is credited to Daryl Chapin, Calvin Fuller, and Gerald Pearson who created the
first silicon PV cell in 1954 [51]. This led the US government to invest in solar cell
technology from 1960 to 1980, first for applications on space satellites and then
for initial terrestrial applications. Another driver for PV investments was the oil
embargo in 1973 which drove the US to seek energy independence [52].
From the 1980s, solar technology developed also worldwide, and many companies
around the globe, especially in East Asian countries, started producing utility-
scale solar technology, leading to cost reduction, and efficiency improvements [48].
Nevertheless, solar energy generation became mainstream only in the mid-2010s,
when costs declined by about 90% over the decade, as shown in Figure 1.10, allowing
PV technology to become a deployable energy solution, also in the residential market
[53].

Figure 1.10. Average monthly solar PV module prices by technology and manufacturing
country sold in Europe, 2010 to 2021 [53].

The typical solar cell is composed of two types of semiconductor layers called
p-type and n-type silicon layers, obtained by introducing impurities into silicon
crystals. The p-type silicon layer is made by doping silicon with atoms having
one less electron in the outer energy level than silicon, like boron. By having one
less electron than needed to form a bond with the surrounding silicon atoms, an
electron vacancy or hole is created. The n-type silicon layer, instead, is made by
doping silicon with atoms that have one more electron in the outer energy level
than silicon, such as phosphorus. This last, for example, has five electrons in its
outer energy levels and bonds with neighboring silicon atoms. However, during the
bonding process, one electron does not participate and remains free to move within
the silicon structure.
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When stacked on top of each other, as shown in Figure 1.11, the excess of electrons
in the n-type layer and the lack of electrons (holes) in the p-type layer result in
electrons moving into holes near the junction of the two layers, also called depletion
zone. When all the holes in the depletion zone are filled in with electrons, the
p-type side of the depletion zone, originally having holes, will contain negatively
charged atoms (ions), and the n-type side, originally having an excess of electrons,
will contain positively charged ions. This results in an internal electric field that
prevents electrons in the n-type layer to fill in holes in the p-type layer.
When rays of photons strike the surface of the PV cell, electrons are liberated
from the neighboring silicon atoms and become free to move around within the
semiconductor. The electron excitation causes them to become released from the
previously formed bonds, allowing them to move through the junction, creating and
filling in holes in the cell. As there are billions of photons striking the cell every
second, plenty of electrons are knocked loose. When connecting the n-type and
p-type layers with a metallic wire, the electrons can travel from the n-type layer to
the p-type layer by crossing the depletion zone due to the collision with photons
and, then, go back to the n-type layer through the external wire, creating a flow of
electricity.

Figure 1.11. Schematic representation of a solar cell, showing the n-type and p-type layers,
with a close-up view of the depletion zone around the junction between the n-type and
p-type layers [54].

When assembling PV modules as a pre-wired, field-installable unit, it forms a
solar panel, with a standard output voltage of 12V or 24V . The area of modern
solar panels ranges from 1.7m2 to 3.12m2, with power outputs from 300W to more
than 680W , as shown in Figure 1.12 [55]. Multiple solar panels form a complete
power-generating unit named solar array which can be connected in series for a
higher voltage and in parallel for higher currents to achieve the desired power output.

The efficiency of a solar PV panel is measured under Standard Test Conditions



14 1. Introduction

Figure 1.12. Modern solar panel sizes and power [55].

(STC), considering a cell temperature of 25◦C, solar irradiance of 1000 W
m2 and

air mass of 1.5, and represents the amount of sunlight the panel can turn into
usable energy. Under STC, a 150W panel generates 150W of electricity when solar
irradiance is 1000 W

m2 , and the panel is at 25◦C. Specifically, the efficiency of a panel
is calculated as

η = Pmax

A · E
, (1.2)

where Pmax is the maximum power rating at STC, A the area of the solar panel,
and E the solar irradiance at STC, namely 1000 W

m2 . It is important to note the
importance of the area of the solar panel. For example, a 10% efficient 100W panel
and a 20% efficient 100W panel will both produce the same amount of power, even
though the 20% efficient panel is half the total size of the 10% efficient panel. Overall,
the efficiency of a solar panel is influenced by multiple factors like temperature,
irradiance level, cell type and design, and interconnection between cells.
The very first solar cell built by Bell Laboratory scientists in 1954 had an efficiency
of 6%. Then, between 1957 and 1960, several breakthroughs were made by Hoffman
Electronics, increasing the efficiency from 8% to 14% [48], and, in 1985, the University
of South Wales achieved 20% efficiency for silicon cells [56]. In 1999, Spectrolab, Inc.
and the National Renewable Energy Laboratory developed a PV solar cell having
32.3% efficiency, and, later in 2016, broke that record again reaching an efficiency
of 34.5% [57, 58]. The latest advancement in solar PV technology was achieved by
NREL researchers who developed a six-junction III-V solar cell with an efficiency of
47.1% [59]. These efficiencies are based on measurements taken in clean laboratory
environments under STC and do often not reflect what solar PV panels produce
when installed on the field. Many studies demonstrated the actual outputs could be
reduced by as much as 60% in a dusty or polluted climate without regular cleaning
[60].
As for wind energy, solar PV technology provides clean and renewable energy
with little environmental impact. When operating, PV systems do not pollute or
emit GHGs, providing distributed power generation. Differently from wind energy
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technologies, Operation and Maintenance (O&M) costs for solar PV are lower,
having almost no mechanically moving parts, and a very modular design. Moreover,
solar panels have enormous potential in residential areas since they are easy to
install on rooftops without any interference with people’s lifestyles. Other land-use
efficient solutions have been proposed like agrovoltaic systems, where shaded space
underneath solar panels is used to grow crops, making solar farms and agriculture
share ground, rather than making them compete against one another [61, 62]. As for
wind energy, also solar PV plays a key role in the ongoing energy transition towards
a sustainable future.
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1.3 From Internet of Things to Internet of Energy

In recent years, Internet of Things (IoT) has evolved into one of the most important
technologies of the last century. Everyday objects such as cars, kitchen appliances,
or thermostats, can now connect to the Internet through embedded devices, enabling
seamless communication between people, processes, and, in general, things. Figure
1.13 shows the number of IoT devices connected over the last decade, with 50.1
billion devices in 2020 [63].

Figure 1.13. Number of connected IoT devices (billions) from 2012 to 2020 [63].

In such a highly connected world, digital systems record, monitor, and coordinate
interactions between connected things making the physical and digital worlds meet
and collaborate. Moreover, low-cost computing, big data, the cloud, analytics, and
mobile technology, have allowed physical things to share and collect data with almost
no human intervention. In general, the IoT refers to the network of physical objects
(things) that are embedded with sensors, software, and other technologies to connect
and exchange data with other devices over the Internet [64].
During the last decades, smart sensors have been increasingly integrated into manu-
facturing machinery, energy systems and infrastructure, enabling industries to boost
their efficiency, productivity, and safety. This is referred to as Industrial Internet
of Things (IIoT), namely the application of IoT technology in industrial settings,
providing machinery control and optimization via communicating sensors. Moreover,
industries have recently adopted Machine to Machine (M2M) communications for
wireless control, reaching new levels of automation without any human intervention.
For these reasons, IIoT is often referred to as the fourth wave of the industrial
revolution (see Figure 1.14), namely Industry 4.0 (I4.0) [65].

The first industrial revolution began in the 18th century through the use of
steam power and the mechanization of production. The most iconic and significant
invention of this revolution was the power loom (or mechanical loom), developed by
Edmund Cartwright in 1784 and used to weave threads together to produce fabric,
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Figure 1.14. History of I4.0 [66].

which allowed to automatize a great share of the weaving process [67]. The second
revolution took place during the 19th century through the discovery of electricity
and the concept of assembly line production, introduced by Henry Ford during the
1870s in the automobile industry, leading to significantly faster manufacturing times
and lower production costs [68]. The third industrial revolution began in the 20th
century when informatics were incorporated into industrial processes laying the
foundations for modern automation. One of the most important inventions of this
revolution is the Programmable Logic Controller (PLC), proposed by Dick Morley
in 1968 and first deployed in the automotive sector in 1969. PLCs allow controlling
the functions of a system by using the internal logic programmed into them and
are nowadays considered the standard automated control system in manufacturing
industries [69].
Currently, we are witnessing the fourth industrial revolution characterized by the
application of information and communication technologies to industry. It extends
the developments of the previous industrial revolution by expanding network con-
nections among systems, introducing the concept of Cyber-Physical System (CPS)
where communication between the physical and virtual worlds is made possible
through sensors or actuators. The networking of all systems is leading to the concept
of smart industry driven by IIoT technologies, in which systems, components and
people communicate seamlessly and processes are nearly autonomous [65].
IIoT has become increasingly relevant for factory applications where sensors allow
monitoring the manufacturing process, analyzing variations, and acting accord-
ingly [70]. Some applications include automation to enable machines to perform
complicated tasks autonomously, logistics management for storage and distribu-
tion optimization, predictive maintenance to monitor the status of components
and predict equipment failure, and safety to ensure security for industrial work-
ers [71, 72, 73, 74]. IIoT finds other applications in smart transportation, where
distributed network technologies allow to control, track, and increase awareness of
traffic patterns of vehicles, pedestrians, metro, and train stations, contributing to
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the general concept of smart cities [75]. Another example of IIoT use case is smart
farming which aims at making farming organized, self-learned, and self-aware, with
improved productivity. This is made possible by integrated IoT devices that sense
light, temperature, humidity, soil, and moisture by fulfilling the energy requirements
[76].
Nevertheless, one of the most important applications of IIoT is the energy sector
where a variety of solutions are adopted to increase flexibility, reliability, efficiency,
and security, giving birth to the concept of smart grids. The smart grid, regarded as
the next-generation power grid, is an intelligent electricity distribution infrastructure
that uses two-way flows of electricity and information to create a widely distributed
automated energy delivery network [77]. In 2008, Jeremy Rifkin extended the
concept of smart grids by coining the term Internet of Energy (IoE) which refers
to an internet-style solution for electricity based on bidirectional information and
power flow [78]. In general, IoE refers to a new paradigm for the operation of many
power system elements such as distributed RE sources, plug-in Eletric Vehicles
(EVs), Factory Energy Management (FEM) systems, Buildings Energy Management
(BEM) systems, Home Energy Management (HEM) systems, and energy storage
technologies, which can be monitored or optimized through the Internet [79]. A
comprehensive architecture of the IoE communication network is presented in Figure
1.15.

Figure 1.15. Overview architecture of the IoE communication network [80].

The general idea is that energy goes from source to load, with a direct analogy
to the routing of information on the Internet, as shown in Figure 1.16. Different
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detailed architectures have been proposed to implement the concept of IoE and the
underlying key technologies include energy routers, storage devices, distributed RE
sources, plug-and-play interfaces, and EVs [81].

Figure 1.16. Analogy between the IoE and the Internet [81].

Energy routers are essential for an IoE network to dynamically and efficiently
manage the energy supply and demand. These devices have the role to improve the
reliability, efficiency, and safety of the power grid, and optimizing energy usage by
processing information, dispatching electricity, and converting voltage. Moreover,
energy routers are designed to communicate with each other to balance energy supply
and demand on a wider scale and sell surplus energy to the grid when the local
supply exceeds the local demand. This is made possible by their ability to receive,
process, and transmit grid status information regarding current generation capacity,
and current demand. More specifically, energy routers consist of three modules,
namely a solid-state transformer for voltage conversion, a distributed grid intelligent
control unit to optimize energy generation and distribution, and a communication
unit for communicating with other energy routers [82].
Storage systems are fundamental to increasing grid robustness by improving the
stability of grid operations and by providing a reliable energy supply. These systems
are particularly useful when the grid is under stress during peak demand periods
and is not able to effectively balance supply and demand. In such a scenario, storage
systems can support power generation systems to meet the electricity demand,
thereby preventing possible blackouts by smoothing the energy supply. This becomes
crucial when power generation systems are distributed and based on RE sources,
due to their intermittent nature. When the sun does not shine or the wind is too
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weak, and, therefore, distributed RE systems do not deliver power, storage devices
can provide previously-stored excess power to the grid. Some of the most common
storage devices include batteries, supercapacitors, fuel cells, flywheels, compressed
air, and pumped hydro [83].
Plug-and-play interfaces facilitate the connection of distributed REs, storage devices,
and loads to the IoE network. Just like regular plug-and-play devices, such as USB
flash drives, which are automatically recognized by the computer when plugged
in, IoE plug-and-play devices are automatically recognized when connected to the
energy network. These interfaces have different interface types, namely Alternating
Current (AC) or Direct Current (DC), to allow a wide variety of components to
seamlessly connect to the network. This is made possible by open-standard com-
munication protocols which allow plugged-in devices to be immediately recognized.
When, for example, a RE system is plugged into the network to provide power, the
plug-and-play interface sends an energy generation request to the closest energy
router which checks the local power demand and decides whether granting access to
the system. Similarly, when RE systems do not deliver power, the plug-and-play
interface sends a stop signal to the energy router, thus disconnecting the generation
system from the grid [84].
EVs can be both a source or a load on the grid, and therefore have the potential
to either support or burden the electricity grid depending on their state of charge
and usage patterns. These devices can support the grid by providing power supply
during peak demand periods, acting like batteries that increase the stability of the
network. Since the number of EVs has been steadily growing over the past years,
intelligent EV energy management systems are crucial to properly integrate these
devices into the IoE network and benefit from their potential [85].
The concept of IoE has been attracting attention among academics, companies, and
governments. Examples are the ARTEMIS IoE project where 38 partner companies
from 10 EU countries developed IoE solutions for electric mobility infrastructure
and smart grid communications, and the Future Renewable Electric Energy De-
livery (FREEDM) Center funded by the US National Science Foundation where
an electric power distribution system suitable for plug-and-play of distributed RE
and distributed energy storage devices was created [86, 87]. In 2008, the E-Energy
project was launched in Germany to motivate the development of efficient energy
systems based on information and communication technology and, in 2015, China
funded the Global Energy Internet (GEI) project to extend the Chinese smart grid
and integrate RE using the Internet [88, 89]. Another example is Japan where, in
2011, the Digital Grid Consortium (DGC) proposed the concept of a digital grid
composed of asynchronous and addressable digital grid routers capable of sending
discrete energy packets over existing transmission lines to any location using IP
addresses [90].
IoT, IIoT, and especially IoE are steering the industry towards more efficient, reli-
able, safe, and sustainable solutions with huge environmental and social potential
benefits. The future of smart power grids depends more and more on the Internet
for monitoring and control of distributed RE systems but can only be realized when
substantial changes to electricity infrastructure, business models, and regulations are
implemented. These are not only technical challenges and, therefore, require a col-
lective and political effort to transform the current energy market into a sustainable
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alternative.
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1.4 The Role of Artificial Intelligence

Humankind continues to struggle when it comes to transforming human activities
into a sustainable long-term alternative that ensures existential survival. Climate
change is presenting complex challenges threatening life on the planet and all the
available technological expertise is required to develop long-term solutions immedi-
ately, especially for energy systems which are the backbone of modern society [91, 92].
Among the most promising possibilities is Artificial Intelligence (AI) which in many
countries has already revolutionized the energy industry by incorporating learning
algorithms to perform different types of tasks, such as controlling, forecasting, and
operating energy systems [93].
AI is often related to the concept of Machine Learning (ML), a sub-field that allows
computer systems to automatically build mathematical models based on sample data,
dating back to the late 1950s when many algorithms were proposed for classification
and regression problems. Before the 1980s, almost all learning methods were based
on linear models, like Linear Regression (LR) or logistic regression and, during
the 1990s, researchers started to propose efficient learning algorithms for nonlinear
functions, based on computational learning, mathematical and probabilistic theories.
One example is Support Vector Machines (SVM)s, a discriminative two-class classifier
that outputs a hyperplane as an optimal decision boundary to separate different
classes, maximizing the distance between data points and the hyperplane itself [94].
Another example are ensemble methods, meta-algorithms that combine several ML
techniques to improve predictions [95].
In 1999, when computers started becoming faster at processing data and Graphics
Processing Unitss (GPUs) were developed, computational speed increased by many
orders of magnitude. This allowed Artificial Neural Networks (ANNs) to compete
with classical ML algorithms, leading to a new sub-field of AI, namely Deep Learning
(DL). The theory was already developed in the past years but was never successfully
used in real applications because of its computational requirements. ANNs were
already proposed in 1943 and the backpropagation algorithm required to train them
in 1974 [96, 97] . An ANN is a biologically-inspired model based on a collection
of connected basic units called neurons or perceptrons. Neurons are grouped into
layers and multiple layers form a Deep Neural Network (DNN). In general, an
ANN is considered a Universal Function Approximator since it can approximate any
function, even if highly nonlinear, given enough neurons and layers, and represented
a breakthrough for AI [98].
Then, in 1979, a hierarchical and multilayered network named Neocognitron was
introduced to deal with the processing of images and recognize visual patterns [99].
This network can be considered the first Convolutional Neural Network (CNN) that
laid the foundations of DL in the field of Computer Vision [100]. Many more CNNs
were developed during the years reaching state-of-the-art performances in tasks like
object recognition. One example is AlexNet, a neural architecture that won several
international competitions during 2011 and 2012 [101].
Since standard ANNs are not able to take into account the order and the temporal
correlation between successive inputs, in 1991, Recurrent Neural Networks (RNNs)
were introduced, a variant of ANNs with a memory cell able to capture temporal
dependencies [102]. With RNNs, temporal sequences of data are considered as inputs
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for the model, making the neural architecture suitable in the context of time series
forecasting or sequence learning.
To increase the flexibility of the predictive model, Sequence-to-Sequence (S2S) archi-
tectures were proposed, allowing to generate predictions for multiple time steps [103].
The architecture is composed of two components named encoder and decoder that
allow predicting multiple time steps given the same input sequence. Since RNNs
are often unreliable due to optimization problems, the Long Short-Term Memory
(LSTM) cell was proposed as a replacement for the standard memory cell [104].
RNNs dealing with temporal sequences often suffer from the incapability to process
long sequences, forgetting or ignoring useful information. Attention mechanisms
tackle this problem by allowing the model to look at the entire input sequence and
assign more importance (or attention) to the most relevant elements [105]. One of
the most effective and successful attention mechanisms is Self-Attention, heavily
used in neural architectures like the Transformer which reached state-of-the-art
performances in various sequence learning tasks [106].
In 1997, the Bidirectional Recurrent Neural Network (BRNN) was proposed, a neural
architecture able to output predictions taking into account separately both future
and past information in the sequence [107]. One of the most recent and promising
neural architectures was proposed in 2016, namely Graph Convolutional Networks
(GCNs), which leverages and exploits the topological structure of knowledge graphs
[108].
AI experienced a continuous expansion in a wide variety of applications and con-
tributed to the automation of important but repetitive and time-consuming tasks,
allowing humans to focus on higher-value work. Moreover, learning algorithms
proved their ability to reveal insights hidden in massive quantities of unstructured
data that would require an amount of human management and analysis that is
not only unavailable but also unfeasible. In fact, AI can integrate thousands of
machines and other resources to solve complex problems almost without any human
intervention [91].
As discussed in the previous chapters, RE represents one of the most promising
and immediate ways to tackle climate change by reducing the impact of the energy
sector on the global emission rates. Therefore, the potential and capabilities of AI
become essential to allow RE systems to penetrate the energy market by mitigating
the variability of RE sources, thus balancing the offset between supply and demand
in the energy grid. Moreover, AI technologies support the RE industry by providing
better O&M decisions, monitoring the power infrastructure, increasing the security
of system operations, and new market designs [109].
One of the main applications of AI in the context of REs is predictive maintenance
which is becoming an essential component in modern I4.0 environments and ap-
plications [110, 111]. Compared to classical retrospective and reactive approaches
of quality control and condition monitoring that recognize problems after their
occurrence, predictive maintenance aims at isolating untypical system behaviors and
undesired patterns at an early stage [112]. In this way, when extreme or catastrophic
system failures occur, any severe damage to the infrastructure, the machines, or the
whole system can be avoided, together with any severe risks for operators working
with the system. Moreover, predictive maintenance is important for guaranteeing a
higher quality of production items, thus reducing repair and production costs, waste
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and pollution of the environment [113].
Manual supervision is usually unrealistic to be conducted in a reasonable amount of
time with reasonable efforts and costs for companies and is, therefore, considered
a bottleneck. Moreover, it is affected by human inconsistencies caused by fatigue,
uncertainty, boredom, or different cognitive abilities during different workloads or
daytimes [114]. To increase the level of automatization and consistency of predictive
maintenance, AI models based on ML algorithms are employed since capable of
automatically and permanently producing forecasts to isolate arising problems and
faults at an early stage or conducting a diagnosis about a predicted upcoming
abnormal behavior. Even though data-driven models generate consistent outputs
over time and are not affected by human errors, they may still suffer from low
experience when designed for only very particular system operating conditions or
when trained on insufficient or outdated historical data. Therefore, these models
must be regularly re-calibrated or have the ability to self-adapt over time using
routinely collected data [115].
Predictive maintenance is particularly relevant for wind energy, where difficult
access to wind farms and their remote location, especially when offshore or in
mountainous areas, the considerable height of WTs, and the size of the required
equipment, give rise to high O&M costs. Many works broadly agree that O&M
costs of wind farms account for approximately 25% to 35% of the total cost of power
generation, and could increase by recurring failures of different WT components
[116, 117, 118, 119, 120, 121]. Therefore, early detection of potential failures and
appropriate CBM strategies are vital for operators and manufacturers for better
dispatch, maintenance planning, and determination of required operating equipment.
ML algorithms can contribute to reducing O&M costs with predictive models able
to monitor and detect scenarios that might trigger maintenance, when WTs behave
differently from the expected normal operating conditions. Moreover, the use of
Supervisory Control And Data Acquisition (SCADA) systems for historical data
generation has led to a variety of approaches based on data-driven ML techniques
for effective CBM strategies [122, 123]. A review of ML methods for WT CBM was
written by Stetco et. al in which the authors cover different works dealing with
various tasks, for example, blade fault detection, generator temperature monitoring,
or power curve monitoring [124]. They state that most models in the literature use
SCADA or simulated data to train classification and regression models. Specifically,
NNs, SVM, and Decision Tree (DT) are the most commonly used methods. Moreover,
the authors highlight the importance of DNNs since capable of learning complex
non-linear functions, thus achieving better performance than more traditional models
as data volume grows [124].
Even though the O&M costs of solar PV are lower compared to wind power, they
can still be significant enough to consider and develop reliable anomaly detection
and maintenance strategies. Many believe that the PV systems require almost no
maintenance and regular monitoring due to many research and reliability studies
around PV panels and cells but this is not necessarily the case for PV systems as a
whole [125]. In fact, many factors can cause PV systems’ performance to deviate
from the expected one. For example, the design or installation of the system could
be flawed, leading to overall system performance degradation. Moreover, the power
output and efficiency of the entire system can be already reduced when only an
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individual cell of a single panel is compromised. Another problem is the long-term
accumulation of dirt and debris on the panels which can significantly reduce the
power output, especially when not mounted at an angle that allows adequate water
runoff or in drier climates [126, 127]. This problem can greatly impact maintenance
costs when the panels are mounted in remote locations making routine cleaning
more difficult. Another critical component is the inverter which can lead to lower
conversion efficiency or even fail when incorrectly sized [128].
If failures and performance degradation are not properly monitored and handled, it
can lead to loss of energy generation and the failure of components, thus increasing
O&M costs. For this reason, many predictive maintenance and anomaly detection
strategies based on ML algorithms have been recently developed. For example,
Platon et al. developed a fault-detection approach developed and validated using
data measured from a real PV system. The proposed model aims at identifying
values not representative of normal PV system operation by comparing the measured
AC to the model’s prediction and achieves a fault detection rate greater than 90%
for different irradiance intervals [129]. Another example is the work by De Benedetti
et al. in which the authors developed a model to predict the AC power production
using an ANN taking in input solar irradiance and panel temperature measurements.
They compared the model’s prediction to the live trend data collected from the PV
system and analyzed the resulting residual vector to detect anomalies and produce
daily predictive maintenance alerts [130].
Another important application of AI for WTs is wind power forecasting since it can
increase wind reliability by dealing with its intermittent nature. In fact, when accu-
rate wind power forecasts are available, the power output of WTs can be scheduled
accordingly and have a significant economic and technical impact on the energy
grid, where a balance is highly desired between the power supply and demand [131].
A critical review of wind power forecasting methods is provided in the work of
Hanifi et al. in which the authors discuss physical methods, ML models, and hybrid
approaches for very short- (few minutes to 30 seconds), short- (30 minutes to 6
hours), medium- (6 hours to 1 day), or long-term (1 day to a month) forecasting [132].
The most frequently used ML models for wind power forecasting are NNs and SVMs,
due to the ability to adapt to many specific cases. These two families of models can
be computationally demanding, therefore also the K-Nearest Neighbors (KNN) and
the Random Forest (RF) algorithms have been extensively used to forecast wind
with lower computational time [133].
When it comes to solar PV systems, their power output is directly affected by the
variability of meteorological parameters like air temperature, solar irradiance, hu-
midity, or cloudiness, and the current state of the systems which can be, for example,
dusty, inefficient, or damaged. Therefore, it becomes essential to design accurate
and reliable models for PV systems, usually described by non-linear equations that
are computationally demanding to solve. Recently, data-driven models have been
gaining momentum since able to provide satisfactory results comparable to the
physical models without requiring the same amount of computational power [134].
For example, Yaïci et. al used an ANN to predict the performance parameters of a
thermal collector used for domestic hot water and space heating, and Ahmad et al.
proposed a data-driven model to predict the hourly useful solar thermal energy in a
thermal system using Support Vector Regression (SVR) and tree-based algorithms
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[135, 136].
As for wind power, also in the case of solar PV, it is important to accurately forecast
the renewable source, namely solar radiation, to balance the energy demand and
supply. A review of ML methods for solar radiation forecasting was written by
Voyant et al. in which the authors discuss many types of available algorithms [137].
Specifically, the most commonly used methods to estimate solar radiation are ANNs,
Autoregressive Integrated Moving Average (ARIMA), SVM, SVR, k-mean, and
tree-based algorithms.
Even though these are the main applications in the context of RE systems, AI
has potentially limitless other applications in the energy sector, especially with the
concept of smart grids and IoE, as discussed in the previous section. For example,
since batteries do not have enough capacity to store large amounts of energy yet,
load forecasting is crucial to ensure an adequate energy supply. ML techniques have
been extensively implemented for load forecasting since providing satisfactory results
while dealing with high volatility, complexity, and irregularity. Many approaches
have been proposed for both residential buildings and industrial-scale electric loads,
employing a wide variety of ML algorithms including ANNs, DNNs, CNNs, SVMs,
and LSTMs [138, 138, 139]. Smart grids are usually coupled with the idea of a
decentralized power grid and, therefore, optimization techniques in the context of
both large-scale electrical grids and microgrids are required to balance supply and
demand. Many ML algorithms have been proposed as distributed grid controllers,
from supervised learning methods to Reinforcement Learning (RL), a sub-field of AI
dealing with learning agents [140, 141, 142, 143]. Other RL algorithms have been
employed to set prices in multi-microgrid settings for power grid balancing purposes,
and ML models have been developed to enhance current structural designs and
materials of batteries, PV cells, or solar thermal systems [141, 144, 145, 146]. Figure
1.17 presents an overview of many other sustainable energy systems applications
where ML has been applied.

The next chapters discuss and propose data-driven approaches based on AI in
the context of RE systems, and more in general, for the energy sector. Specifically,
Chapter 2 deals with the most important preprocessing techniques used for time
series collected from RE systems and covers the most commonly used ML algorithms
and techniques. Then, Chapeter 3 presents novel algorithms together with their
application in energy systems. In particular, Chapter 3.1 deals with the topic of
dimensionality reduction for sensor networks, crucial in modern energy systems
where hundreds of quantities are continuously monitored. Chapter 3.2 discusses
predictive maintenance approaches in the context of RE systems, and Chapter 3.3
deals with energy forecasting as an important aspect for current smart energy grids.
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Figure 1.17. An overview of sustainable energy systems applications where ML has been
applied, alongside common ML paradigms used within each setting [92].
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Chapter 2

Methodology

2.1 Data Preprocessing Methods for Time Series

A large amount of data collected from sensor networks in energy systems is stored
in the form of time series. However, time series can have un-ordered and missing
timestamps, missing values, noise, or outliers, and, therefore, preprocessing becomes
an essential part of time series analysis for cleaning real data. Moreover, different
signals can be difficult to compare when having different distributions or scales.
Preprocessing is essential not only to improve the quality of data but also to increase
the performance of predictive models trained on time series [147]. This chapter
covers the most commonly used techniques for handling missing values, outlier
detection, denoising, transformations, and sliding windows.

2.1.1 Handling Missing Values

Since time series models work with complete data, missing values must be replaced
with meaningful ones before the actual analysis. Broadly speaking, this problem is
handled in two ways, namely by deleting or replacing missing values, or by erasing
the entire time series. However, removing missing values can be a poor solution due
to the temporal ordering of the data and the correlation between observations in
successive time steps. Estimating missing values without distorting the components
of the series is desirable. Figure 2.1 presents an example of time series having missing
values that will be used to demonstrate different methods to handle missing values.

Mean/Median/Mode Imputation Mean imputation replaces missing values
in a time series by estimating the mean of the available values in the sequence as
shown in Figure 2.2 [148]. Median and mode imputation replace missing values with
the median and mode of the time series, respectively. All three methods are fast
and simple to implement but can introduce distortions to the signal.

Last Observation Carried Forward The Last Observation Carried Forward
(LOCF) method imputes a missing value by replacing it with the first available
value previous to the current missing one [149]. This imputation method can also
introduce distortions as demonstrated by Figure 2.3.
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Figure 2.1. An example of time series having missing values, namely from 1998 to 1999
and from 2004 to 2005.
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Figure 2.2. An example of mean imputation.

Next Observation Carried Backward The Next Observation Carried Backward
(NOCB) method imputes a missing value by replacing it with the first available
value next to the current missing one [150] and can introduce distortions as shown
in Figure 2.4.

Linear Interpolation Linear interpolation imputes a missing value by looking
at both the first past and the first future available values in the time series [151].
In particular, this method connects these values with a straight line to impute the
missing value in between. If too many subsequent values are missing and linearly
interpolated, a strong distortion can be introduced in the time series as shown in
Figure 2.5.
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Figure 2.3. An example of LOCF imputation.
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Figure 2.4. An example of NOCB imputation.

Spline Interpolation Spline interpolation fits a piecewise cubic polynomial which
is twice continuously differentiable to the available points around the missing value
[151]. This method can be very slow but can also provide smooth and meaningful
missing value replacements. An example of spline interpolation is provided in Figure
2.6.

Feature Removal When too many values are missing, it can become impossible to
replace them with meaningful values without introducing distortion or inconsistencies.
In this case, a possibility is to erase the entire time series from the dataset. This
operation has to be performed carefully and could be adopted when there is a large
pool of available signals that contain similar information with respect to the involved
one. When the signal is irrelevant, redundant, or duplicate, it can be removed with
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Figure 2.5. An example of linear interpolation for missing values imputation.
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Figure 2.6. An example of spline interpolation for missing values imputation.

no further risks.

2.1.2 Outlier Detection

When performing outlier detection in time series data, the goal is to identify un-
expected or rare instances which deviate excessively from the distribution of sam-
ples. Outliers can be caused by sensor measurement errors, noise, data acquisition
problems, or anomalies in the system generating the time series. For this reason,
depending on the application, it is important to handle outliers properly. When
performing a forecasting task, for example, outliers can be deleted or corrected to
clean the dataset before training a learner. When, instead, the aim is to detect
anomalous patterns in the context of predictive maintenance, outliers have to be
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isolated and analyzed carefully on their own.
Outliers can be divided into three main categories, namely global or point-wise
outliers, contextual or conditional outliers, and collective outliers. Global outliers
are data points having a value far outside the entirety of the dataset. Contextual
outliers are samples that significantly deviate from the rest of the dataset when
considering the same context. In this case, the same value can be classified as an
outlier in one specific context and a normal sample in a different one. In time series,
the context usually depends on time and a good example is when having seasonalities
in the data. A collective outlier is a subset of samples that deviates significantly
from the dataset, where the value of individual observations is neither a global nor a
contextual outlier. This kind of outlier usually involves multiple time series which
together are classified as outliers as a result of their unusual combination.

Sigma Rule A common method to isolate global outliers is the so-called sigma
rule of thumb [152]. This is a conventional heuristic that assumes that the time
series has a normal distribution and expresses that nearly all values lie within k
standard deviations σ of the mean µ. When k = 3, a µ ± 3σ range is defined as
containing 99.73% of the data. Points that fall outside this range are classified as
anomalies. Figure 2.7 shows the percentage of samples included by the k-sigma rule
for different values of k.

Figure 2.7. Percentage of samples included by the k-sigma rule for different values of k
[153].

Rolling Sigma Rule The sigma rule isolates outliers by computing a static
interval for the whole time series. For this reason, a rolling sigma rule can be
adopted by defining a µ± kσ range on a rolling basis, where the lower and upper
limits are computed for every subsequent subset of observations. In this way, the
rolling sigma rule is applied locally by considering the surrounding measurements of
every sample, making this method useful to detect contextual anomalies.

Boxplot A boxplot is a method for graphically analyzing the locality, spread and
skewness of data through their quartiles [154]. Specifically, a boxplot displays a
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five-number summary composed of the following:

• median (Q2/50th Percentile): the middle value.

• first quartile (Q1/25th Percentile): the middle observation between the lowest
value and the median.

• third quartile (Q3/75th Percentile): the middle observation between the median
and the highest value.

• upper limit: Q3 + λ · IQR

• lower limit: Q1− λ · IQR

IQR represents the InterQuartile Range computed as the distance between the third
and first quartiles (Q3 − Q1). A boxplot can be used to detect global outliers by
considering values smaller than the lower limit or greater than the upper limit.
These limits depend on the parameter λ which is usually set to 1.5. An example of
a boxplot is provided in Figure 2.8.

Figure 2.8. Example of a boxplot [155].

Isolation Forest Isolation Forests (IFs) are based on Decision Tree (DTs) (see
Section 2.2.1.2) that are created in an unsupervised manner since there are no labels
indicating which samples are outliers and which are not [156]. The idea behind this
method is that anomalies are few and isolated data points deviating from the vast
majority of the observations.
The IF algorithm constructs an ensemble of DTs by selecting a random subsample
of the data for each tree. As for standard DTs, each tree structure breaks down the
subsample into incrementally smaller subsets that contain instances with similar
values. Specifically, each tree splits observations by randomly selecting a feature
and, then, randomly selecting a split value between the maximum and minimum
values of the selected feature. The number of splittings required to reach leaf nodes
is equivalent to the path length from the root node to the leaf node itself. Since
random partitioning produces noticeably shorter paths for anomalies, the average
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path length over the ensemble is a measure of how likely is it that a sample is
anomalous. Samples ending in short branches are considered anomalies because
the DT could easily separate them from other observations. On the other hand,
subsamples that require many branches in the tree to become homogeneous are
unlikely to be anomalous. A graphical representation of an IF is presented in Figure
2.9.

Figure 2.9. A graphical representation of an IF used to perform anomaly detection for
WTs [157].

Density-based Clustering The Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) algorithm (see Section 2.2.2.1) can be employed to detect
collective outliers involving different time series. This can be achieved by classifying
as outliers all the data points that do not belong to dense clusters at the end of the
algorithm.
Another option is to consider as outliers all the points that do not belong to the
densest cluster, depending on the application. An example is provided in Figure
2.10, where the power curve of a wind turbine is cleaned from outliers by filtering
the data points that do not belong to the densest cluster, namely the main power
curve.

2.1.3 Smoothing

Time series smoothing is essential when dealing with signals that contain noise
or short-term fluctuations. The goal of the smoothing procedure is to filter out
the irregular roughness of the time series and make the signal clearer to analyze.
Specifically, smoothing attempts to remove the higher frequency components of a
signal so that the lower frequency patterns can emerge.

Simple Moving Average When using a simple moving average, each point in
the time series is smoothed by computing a weighted average of the values that



36 2. Methodology

Figure 2.10. An example of outlier detection using the DBSCAN algorithm on the power
curve of a WT. Points that do not belong to the densest cluster, namely the main power
curve, are classified as outliers.

surround it [158]. In particular, given a time series x1, · · · , xT , the simple moving
average computes the smoothed value of each point xt as

x̂t = 1
p

i−l+p∑
k=i−l

xk, (2.1)

where p is the window (or filter) size defining how many samples are averaged. The
parameter l controls the alignment of the moving average and different values lead
to different smoothing methods, specifically:

• l = p: the smoothing procedure is referred to as backward moving average.
Each point is computed by averaging all previous values within the time
window. This method is suitable for real-time data since newly recorded values
can immediately be smoothed using previous data in the time series. In this
way, however, all information only comes from the left side of the point and
can lead to poor results if the data has different trends on the left and right
sides of the smoothed point.

• l = 0: the smoothing procedure is referred to as forward moving average. The
smoothed value is computed by averaging all subsequent values within the
time window. Similarly to the backward moving average, all information only
comes from one side of the smoothed value. Moreover, this method is not
suitable for real-time applications since the time window is not available for
newly recorded values.

• l = [p/2]: the smoothing procedure is referred to as centered moving average,
where [p/2] is an integer division. Each point is computed by averaging all
values within the time window, where the value being smoothed is at the
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center of the window. In this way, half of the window contains previous values
and half of the window subsequent values. Differently from the other two
methods, information comes from both sides of the smoothed point, making
this procedure more stable and with a smaller bias. As for the forward moving
average, this method is not suitable for real-time applications since the right
side of the window is not available for newly recorded values.

Figure 2.11 provides a visual representation of the backward moving average, forward
moving average, and centered moving average.

Centered Moving Average 

Forward Moving Average 

Backward Moving Average 

Figure 2.11. A visual representation of the backward moving average, forward moving
average, and centered moving average.

Savitzky-Golay Filter The Savitzky-Golay filter is a method used to remove
higher-frequency components of time series and has the characteristics of a low-pass
filter [159]. As for simple moving averages, this filter smooths each data point by
considering values in a time window p. For every window, a polynomial of order
k is fitted by minimizing the distance between the values in the window and the
polynomial. Then, the smoothed value is computed by evaluating the polynomial
at the point of interest. An example of smoothing using the Savitzky-Golay filter
considering different polynomial orders is provided in Figure 2.12.

2.1.4 Transformations

It is often the case that time series require some prior transformation before being
modeled by predictive algorithms. For example, many ML models require signals
to have a Gaussian distribution to be more robust and reliable. The goal of time
series transformations is to simplify the time series by removing known sources of
variation or by making the patterns more consistent across time. It is important
to remember that when transforming an input signal, an inverse transformation is
required for the model predictions to have a meaningful output.

Difference Transform The difference transform can be used to remove the trend
or seasonal patterns from a signal to simplify the time series [161]. A first-order
differencing can be used to remove the trend by subtracting the previous value from
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Figure 2.12. An example of the Savitzky-Golay filter used to smooth the active power
signal of a wind turbine considering different window lengths k with the same polynomial
order p [160].

each value in the series. This procedure can be repeated on the obtained differenced
series to remove second-order trends, and so on. Similarly, seasonal patterns can
be removed by subtracting the value from the prior season from each value in the
series. Given a time series x1, · · · , xT , the difference transformation replaces each
point xt with

xt = xt − xt−k, (2.2)

where k defines the interval of differencing. When k = 1, it performs a first-order
differencing and, when dealing with seasonalities, k should coincide with the length
of the seasonal cycle. An example of first-order differencing applied to a time series
with a trend is provided in Figure 2.13.
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(a) Time series before first-order differencing.
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(b) Time series after first-order differencing.

Figure 2.13. An example of first-order differencing applied to a time series with a trend.

Power Transform The power transformation is a family of methods to stabilize
the variance of a signal across time that removes a shift from the data distribution
to make it more normal-like [162]. The power transformation replaces each data
point by calculating its log, square root, or inverse to remove the skewness in the
data. A generalized version of the power transformation finds a parameter λ that
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best transforms a variable to a Gaussian-like probability distribution as
x̂t = xλ

t , (2.3)
where xt is the original value and x̂t is its transformed version. An example of a
power transformation applied to time series with a skewed distribution is shown in
Figure 2.14.

Figure 2.14. Example of a power transformation applied to a time series having a skewed
distribution [163].

Box-Cox Transform The Box-Cox transformation [164] belongs to the familiy of
power transformations and replaces each data point xt with

x̂t(λ) =


xλ

t −1
λ , λ ̸= 0.

log(xt), λ = 0.
(2.4)

The translation by −1 and scaling by λ for λ ̸= 0 is performed so that the trans-
formation is continuous, making it easier for theoretical analysis. When λ = 0, the
natural logarithm is applied.
The Box-Cox transformation can be used only when xt > 0. For this reason, a
second parameter λ2 can be introduced to allow this transformation to work with
both negative and positive values. The Box-Cox transformation can be rewritten
accordingly as

x̂t(λ) =


(xt+λ2)λ1−1

λ1
, λ ̸= 0.

log(xt + λ2), λ = 0.
(2.5)

where λ1 represents the λ parameter in the previous Equation 2.4. The parameters
λ1 and λ2 can be estimated using the profile likelihood statistical method [165].
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Yeo-Johnson Transform The Yeo-Johnson transformation [166] is another power
transformation method that replaces each data point xt with

x̂t(λ) =



(xt+1)λ−1
λ , xt ≥ 0, λ ̸= 0.

log(xt + 1), xt ≥ 0, λ = 0.

− (−xt+1)2−λ−1
2−λ , xt < 0, λ ̸= 2.

−log(−xt + 1), xt < 0, λ = 2.

(2.6)

As for the Box-Cox transformation expressed in Equation 2.5, the Yeo-Johnson
transformation also allows negative values of the input. Moreover, when λ = 1 it
produces the identity transformation. If xt is strictly positive, then the Yeo-Johnson
transformation coincides with the Box-Cox transformation of (xt + 1) expressed in
Equation 2.4. When strictly negative, it is a Box-Cox transformation of (−xt + 1),
but with power 2− λ. For all other values, the Yeo-Johnson transformation results
in a mixture of the previous two transformations.

2.1.5 Scaling

Comparing and combining different time series is a reoccurring challenge when
dealing with multi-variate datasets, and many ML algorithms perform better when
the input variables have a consistent scale or distribution. For this reason, scaling
time series is an essential preprocessing step and is critical in guaranteeing that each
variable does not bias predictions. Figure 2.15 presents an example of raw time
series that will be used to demonstrate different scaling methods.
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Figure 2.15. An example of raw time series before being scaled.

Min-Max Scaling The Min-Max scaling is a method that rescales a time series
from its original range to a new range between 0 and 1 [167]. Specifically, each value
xt in the time series is rescaled as

x̂t = xt − xmin
xmax − xmin

. (2.7)
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Notably, the Min-Max scaler requires an accurate estimate of the minimum xmin
and maximum xmax values in the time series which can be obtained from the
available data. It is important to notice that, when dealing with outliers, these
values could impact the estimate of both minimum and maximum, and result in a
poor normalization as shown in Figure 2.16. Moreover, when dealing with trends,
minimum and maximum could be difficult to estimate. This scaling method is
suitable when the range of original values is known a priori. This is the case with
most measurements collected from sensor networks in energy systems, where the
minimum and maximum values of a variable are bound by physical constraints.
The Min-Max scaler can be generalized to map the original range to a new range
between any arbitrary values a and b as

x̂t = a + (xt − xmin)(b− a)
xmax − xmin

. (2.8)
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Figure 2.16. An example of time series scaled using the Min-Max scaler.

Standardization Standardization rescales the data by subtracting the mean and
dividing the result by the standard deviation of the data sample [167]. In this way,
the time data has a zero mean (centered), with a standard deviation of 1. The
resulting distribution is called a standard Gaussian distribution, hence the name of
the scaling method. Specifically, each sample xt is scaled as

x̂t = xt − µ

σ
, (2.9)

where µ is the mean and σ the standard deviation of the data sample.
Standardization assumes that the data has a Gaussian distribution and works best
for samples having such a distribution. This scaling method can still be applied
to time series not having a Gaussian distribution but results might be unreliable
or poor. Differently from the Min-Max scaler which considers the minimum and
maximum estimates, the mean and standard deviation estimates are more robust
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towards outliers, making the Standardization method more reliable. Figure 2.17
presents an example of time series scaled using the Standardization method.
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Figure 2.17. An example of time series scaled using the Standardization method.

Robust Scaling Even when using the Standardization scaling method, outliers
can often influence the estimate of the sample mean and variance. For this reason,
the Robust scaling method scales each sample xt by using statistics that are robust
to outliers, namely the median xmedian and the IQR, as

x̂t = xt − xmedian
IQR . (2.10)

An example is provided in Figure 2.18 where it can be seen that the scaled time
series approximately lies in the range (−1, 1).

2.1.6 Sliding Windows

A simple ML algorithm could take in input the current value xt at time t and predict
the next value xt+1 at t + 1. Nevertheless, more complex models like NNs can take
in input a window of past measurements from time t− a to t and as target sequence,
a window of future samples from time t + 1 to t + b, depending on the task [168].
When extracting windows of inputs and outputs from a time series x1, . . . , xT for
each time step t, it is possible to define an input sliding window

st,i = (xt−a, . . . , xt), (2.11)

and an output sliding window

st,o = (xt+1, . . . , xt+b), (2.12)

where a ≥ 0, b ≥ 0, and t = 1, 1 + p, 1 + 2p, . . . , T .
The length of the input sliding window li = a + 1 (the +1 is due to the inclusion
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Figure 2.18. An example of time series scaled using the Robust scaler.

of the current measurement at time t) and the output sliding window lo = b highly
depends on the application. For example, a model that forecasts the next 10 time
steps (lo = 10) of a time series given the past 19 observations and the current
observation (li = 20) considers sliding windows with a = 19 and b = 10.
The other important parameter is the stride p which determines the number of time
steps between extracted windows. Depending on the size of the window and the
stride parameter, subsequent input windows and subsequent output windows can
have an overlap. When setting p = 1, there is maximum overlap and this can be
seen as a form of data augmentation. A visual explanation of the sliding window
approach with overlap is shown in Figure 2.19.
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Window 4Stride

Figure 2.19. A visual explanation of the sliding window approach with overlap.

2.2 Machine Learning Algorithms

Machine Learning (ML) is a subfield of Artificial Intelligence that uses algorithms
to learn and extract patterns from data. ML methods are usually divided into
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broad categories based on how feedback is provided to the model during the training
process. The most common classification includes supervised learning when dealing
with labeled datasets and unsupervised learning when analyzing unlabeled datasets.
Deep Learning (DL), instead, is a subfield of ML that uses biologically-inspired
artificial NNs to automate as much as possible the feature extraction process, thus
eliminating the need for manual human intervention and enabling the use of larger
datasets.
This chapter provides a description of the ML and DL algorithms employed in the
applications described in Chapter 3.1, 3.2 and 3.3 for dimensionality reduction in
sensor networks, predictive maintenance in energy systems and power forecasting.

2.2.1 Supervised Learning

Supervised learning algorithms try to learn a function mapping input features to
known targets exploiting a labeled dataset. Both classification and regression tasks
fall in this category [169].

2.2.1.1 Classification

ML algorithms trained for a classification task learn how to assign a categorical
label to examples from the problem domain D, defined as

D = {(xi, yi)}ni=1, (2.13)

where xi ∈ Rd, yi ∈ {1, 2, . . . , k}, n is the number of samples, d the number of input
features, and k the number of classes. A classification algorithm tries to approximate
a function f : x −→ y mapping the input feature vector x to its discrete output class
y. The model is trained on a training set S ∈ D and can successively be used to
perform predictions over unseen data (xi, yi) /∈ S as

ŷi = f(xi), (2.14)

where ŷi is the prediction of the model.
Classification is a common task in ML and many algorithms have been proposed,
like Logistic Regression, Decision Trees, Random Forests, Support Vector Machines
or K-Nearest Neighbors [170, 171, 172, 94, 173].

2.2.1.2 Regression

Regression models are used to predict a continuous value, approximating a function
mapping input features to real-valued outputs. The domain formulation is the same
as in Equation 2.13, with the difference that yi ∈ R. A regression algorithm tries to
approximate the function y = f̂(x) + ϵ that generated the observations (ϵ indicates
a random error) by learning a function f : x −→ y that maps the input feature
vector x to its real-valued output y. Also in this case, predictions over unseen data
(xi, yi) /∈ S can be computed using Equation 2.14, where ŷi ∈ R.
A wide variety of algorithms belong to this category, like Linear Regression, Lasso
Regression, Ridge Regression, Polynomial Regression, Decision Trees, Random
Forests, Support Vector Regression or K-Nearest Neighbors [174, 175, 176, 177, 171,
172, 178, 173].
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Linear Regression Linear Regression (LR) is a linear model that assumes a
linear relationship between the input variables and the single output variable [174].
It approximates the real function producing the observations by using a polynomial
and calculates the output y as a linear combination of the input variables x. Given
a dataset as expressed in Equation 2.13 with yi ∈ R, LR can be formulated as

y = β0 + xT β, (2.15)

where β = (β1, . . . , βd) are the regression coefficients and β0 the intercept (the
predicted value of y when x is a zero vector).
The most common approach for fitting LR is the least-squares method, which
computes the best-fitting coefficients for the observed data by minimizing the sum
of the squared deviations of the observations from the fitted polynomial as

β0, β = arg min
β0,β

n∑
i=1

(yi − β0 + xi
T β)2. (2.16)

An example of LR between density-corrected monthly average wind speed and 30-day
normalized available energy from a wind plant is shown in Figure 2.15.

Figure 2.20. Example of LR between density-corrected monthly average wind speed and
30-day normalized available energy from a wind plant [179].

Decision Trees A Decision Tree (DT) is a model that can be used for solving both
classification and regression tasks [171]. As for LR, DTs predict a target variable
based on the value of the input variables. As the name suggests, this model has a
tree structure that breaks down the dataset into incrementally smaller subsets that
contain instances with similar values, while associating decisions to each branch. The
final result is a tree with decision nodes and leaf nodes, which represent the possible
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predictions of the model. DT estimates the output by asking a series of boolean
questions about the data, each question narrowing the possible outcomes until the
model is confident enough to make a prediction. The answer to each question (true
or false) generates a new branch in the tree.
The algorithm starts from the root node representing the whole sample space and
selects the feature that partitions the data into subsets having the highest homo-
geneity by minimizing their standard deviation (also known as variance reduction
criteria). If a numerical sample is completely homogeneous its standard deviation
is zero. The partitioning of the sample space is performed by the condition f < v,
where f is the selected feature and v is the mean value of f , thus generating a
decision node having two new branches with subsets of data. For each subset, the
same process is repeated recursively until reaching a stopping condition, namely a
maximum tree depth, a minimum number of nodes in a subset or a minimum value
of standard deviation. When reaching a leaf node, the algorithm predicts the mean
value of the target associated with the subset of samples in that node.
An example of fault diagnosis of Wind Turbine (WT) structures is provided in Figure
2.21. It is evident that the tree structure has a natural visualization, with its nodes
and edges, and is very suitable for interpretability since it allows to analyze "what
if" scenarios.

Figure 2.21. Example of a DT used for fault diagnosis of WT structures [180]. Notably,
the predictions of a DT can be discrete (classification) as in this case, or continuous
(regression).

2.2.1.3 Ensemble Methods

It is important to mention ensemble methods, meta-algorithms that combine several
ML techniques into one predictive model to improve predictions [95]. There are
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various ensemble families, but the two most widely used are bagging and boosting.
BAGGing, or Bootstrap AGGregating, combines bootstrapping, namely a resampling
technique used to estimate statistics on a population by sampling a dataset with
replacement (bootstrap sample), and an aggregation algorithm to form the final
ensemble model. Sampling with replacement ensures each bootstrap sample is
independent of the others, as it does not depend on previously chosen samples. In
particular, multiple independent models (weak learners) are trained on different
bootstrap samples, and their predictions are combined by an aggregation algorithm,
for example by averaging their outputs. The prediction F (x) produced by M weak
learners can be formulated as

F (x) =
M∑

i=1
fm(x), (2.17)

where fm(x) is the prediction of the m-th model. The aggregation of many weak
learners usually outperforms a single learner over the entire dataset. A popular
example of bagging is the Random Forest algorithm, which trains multiple DTs and
aggregates their output to perform predictions [172].
In contrast to bagging, where multiple models are trained in parallel, boosting meth-
ods train them sequentially, with each new model trying to correct its predecessor.
The final ensemble model is composed of several weak learners having different
accuracies, which together can provide better overall performance. The prediction
F (x) of the ensemble model is a weighted sum of M weak learners and can be
formulated as

F (x) =
M∑

i=1
αmfm(x) (2.18)

where fm(x) is the prediction of the m-th learner and αm its weight coefficient.
Finding all together the best coefficients and weak learners is a difficult optimization
problem since each model depends on the previous one. Therefore, an iterative
optimization process is adopted, where the best coefficient αm and weak learner fm

are computed for each iteration m and incrementally added to the current ensemble
model as

Fm(x) = Fm−1(x) + αmfm(x), (2.19)

where Fm−1(x) is the prediction of the ensemble model without the m-th weak
learner. At each iteration, αm and fm are computed as

αm, fm = arg min
αm,fm

n∑
i=1

L(yi, Fm−1(xi) + αmfm(xi)), (2.20)

where
L(yi, Fm(xi)) = 1

2(yi − Fm(xi))2 (2.21)

when considering the commonly used squared error as loss function L for the
optimization process.
One of the most popular boosting algorithms is Gradient Boosting (GB) [181]. When
training a new weak learner, it is useless to uncover the same pattern in the data as
the previous model. For this reason, GB trains the next learner to fit the gradient of
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the error with respect to the predictions of its predecessors. When using the Mean
Squared Error (MSE), the gradient is proportional to the residuals of the previous
learner. In particular, GB applies a gradient descent step to the minimization
problem expressed in Equation 2.20 to find a local minimum of the loss function
L defined in Equation 2.21 with respect to the predicted value Fm(xi). The local
maximum-descent direction of the loss function is the negative gradient and can be
written as

−∂L(yi, Fm(xi))
∂Fm(xi))

= −
∂ 1

2(yi − Fm(xi))2

∂Fm(xi))
= yi−Fm(xi) = yi−Fm−1(xi)−αmfm(xi).

(2.22)
In order to minimize the loss function, it is necessary to set the gradient to zero as

yi − Fm−1(xi)− αmfm(xi) = 0, (2.23)

which leads to the equation

αmfm(xi) = yi − Fm−1(xi), (2.24)

meaning that the prediction αmfm(xi) of the m-th weak learner is, ideally, equal to
the residual

rim = yi − Fm−1(xi) (2.25)

of the previous learner when considering the MSE as loss function. Except for the
first learner, which predicts the mean value of y as

F0(x) = 1
2 arg min

ŷ

n∑
i=1

L(yi, ŷ), (2.26)

the next weak learners are, therefore, trained to predict the residuals rim of their
predecessors. GB reformulates the Equation 2.19 as

Fm(x) = Fm−1(x) + ναmfm(x), (2.27)

where ν ∈ (0, 1], the learning rate, should be sufficiently small to guarantee the
validity of the linear approximation adopted for the gradient descent optimization
step towards the local minimum of the loss function. Finally, figure 2.22 illustrates
the difference between a single learner, bagging and boosting methods.

XGBoost Regressor XGBoost, which stands for Extreme Gradient Boosting, is
an optimized distributed gradient boosting library designed to be highly efficient,
flexible and portable [183]. It implements ML algorithms under the GB framework
and uses DTs as weak learners. In particular, XGBoost provides a parallel tree
boosting (also known as GBDT, GBM) that solves many data science problems in
a fast and accurate way. The same code runs on major distributed environment
(Hadoop, SGE, MPI) and is the leading ML library for regression, classification, and
ranking problems.
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Figure 2.22. Difference between a single learner, bagging and boosting methods [182].

2.2.2 Unsupervised Learning

Unsupervised learning employs algorithms to analyze, cluster, and discover hidden
patterns in unlabeled datasets [184]. Since data labeling requires manual intervention,
it is often the case that the data is unlabelled, especially when dealing with large data
streams coming from sensor networks. Unsupervised learning includes clustering and
dimensionality reduction. Moreover, this chapter introduces concepts of Complex
Network Analysis used to perform unsupervised dimensionality reduction in sensor
networks.

2.2.2.1 Clustering

In clustering, the goal is to discover hidden structures within the data by grouping
similar samples together. Specifically, clustering tries to divide the population into
multiple groups so that data points in the same group are more similar to each other
than points in other groups. Partitional and density-based methods are two of the
most widely used families of algorithms when dealing with clustering.

DBSCAN The Density-Based Spatial Clustering of Applications with Noise (DB-
SCAN) algorithm groups data points together that are spatially close and have many
nearby neighbors based on the assumption that clusters are dense regions in the
multidimensional space separated by lower density regions [185]. DBSCAN has two
main hyperparameters, namely ϵ and m, and classifies data points into core points,
border points, and noise points as shown in Figure 2.23.
For each data point, the algorithm creates a hypersphere with ϵ as the radius (neigh-
borhood) and checks whether at least m points fall inside it using the Euclidean
distance. If the condition is satisfied, the point is classified as a core point, if the
number of points is less than m, it is considered a border point and if no points
fall inside the hypersphere it is classified as a noise point. When a core point is
identified, a new cluster is created composed of all points within its hypersphere. If
another core point is included, its neighborhood is added also to the cluster. During
the algorithm, a noise point can be revisited multiple times while exploring different
neighborhoods and eventually assigned to a cluster.

DBSCAN is very sensitive to the hyperparameter choice and slight variations can
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Figure 2.23. 2D example of the DBSCAN algorithm presenting core points, border points
and noise points [186].

significantly change the results produced by the algorithm. The minimum number
of neighbors m should be at least one greater than the number of dimensions of
the dataset and is usually set as twice the number of dimensions, even though it
can strongly depend on the domain application. ϵ, instead, can be chosen looking
at the k-distance graph, generated by plotting the average distance between each
point and its k = m − 1 closest neighbors in ascending order [187]. As shown in
Figure 2.24, the point of maximum curvature (knee) corresponds to a sharp change
in the gradient of the k-distance curve and can be considered as the optimal value
of ϵ. If the chosen value is too small, a higher number of clusters is created, and too
many points are classified as noise. If instead, ϵ becomes too large, smaller clusters
are merged into bigger ones until, eventually, all points belong to the same cluster,
thus losing detail about previous groupings and outliers. The value of ϵ associated
with the point of maximum curvature of the k-distance point represents the optimal
tradeoff between the number of clusters, their density, and outliers.

Unlike most partitional algorithms as K-means [189], DBSCAN is not bound to
a fixed number of centroids but computes the number of clusters based on the shape
of data which can be arbitrary. For this reason, the algorithm is very flexible and
can also be used to detect outliers by considering noise point that are not included
in any cluster at the end of the algorithm as shown in Figure 2.25.

Time Series Clustering Conventional clustering algorithms are unable to capture
temporal dynamics and sequential relationships among data [190]. For these reasons,
tremendous research efforts have been devoted to identifying time series-specific algo-
rithms. The most common approaches involve modifying the conventional clustering
algorithms to adapt them to deal with raw time series or to convert time series into
static data (feature vectors or model parameters) so that conventional clustering
algorithms can be directly applied. The former class of approaches includes direct
methods, also called raw data-based [191, 192, 193, 194], while the latter refers to
indirect methods that can be distinguished between model-based [195, 196, 197] and
feature-based [198, 199, 200].
In addition, according to the way clustering is performed, the algorithms can be
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Figure 2.24. Example of k-distance plot used to identify the optimal value of ϵ [188].
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Figure 2.25. Example of the DBSCAN algorithm with a 2D dataset. Points in purple are
outliers or noise points, while the other points belong to different clusters.

grouped into whole time-series clustering and subsequence clustering, a valid al-
ternative to reduce the computational costs by working separately on time series
segments. Detailed reviews of clustering algorithms for time series can be found in
[201, 202, 203].
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2.2.2.2 Dimensionality Reduction

Dimensionality reduction is a popular sub-field of unsupervised learning that has the
goal to transform data from a high-dimensional space into a low-dimensional space
retaining properties of the original data. It is often the case that data collected from
control monitoring systems in engineered processes and machines have redundant
measurements related to physical quantities when sensors are mounted at different
points of the system and monitor the same parameters. For this reason, large data
streams collected from sensor networks usually contain an overabundant number of
features, some of which can be redundant or even useless. Moreover, high-dimensional
data becomes difficult to analyze and visualize since the sample density decreases
exponentially with the increase of the dimensionality. It is also important to mention
that high-dimensional datasets imply more computational power requirements when
training ML algorithms and can impact the learner’s performance, especially when
dealing with redundancies or noisy data.
All these phenomena are referred to as curse of dimensionality [204] and can be
tackled following two possible approaches: feature selection and feature extraction
[205].

2.2.2.3 Feature Selection

Feature selection is the process of selecting a subset of relevant features for the
problem. In general, there are three groups of feature selection methods: filters,
wrappers and embedded methods [206]. While filters do not rely on ML but on fea-
tures’ correlation thresholds, wrappers use ML techniques and the selection process
is based on the (out-of-sample) performance of a learning algorithm.
The most commonly used techniques under wrapper methods are the Sequential
Selection algorithms, e.g., Sequential Forward Selection (SFS) and Sequential Back-
ward Selection (SBS) [207, 208]. The SFS begins the search with an empty set of
features, adding one feature at a time while trying to find the best set of combined
selected parameters according to the evaluation criteria. The SBS, instead, refers to
a search that begins with the full set of features, including all independent variables,
and then removes the unimportant features until achieving the final set of selected
significant parameters. Even though this latter approach may capture interacting
features more easily, it is not fast nor computationally cost-effective [209]. Finally,
embedded methods are a combination of filters and wrappers, where filters are
integrated into the learner construction process [208]. This class includes the large
family of DT methods. To mention but a few, XGBoost, or RF [183, 172].
Feature selection approaches can be further categorized into supervised and unsuper-
vised. The former performs feature selection by data class labels, while the latter
relies on the intrinsic properties of the data. Recently, unsupervised feature selection
methods are attracting an ever-growing interest due to the widespread occurrence of
unlabeled datasets in many applications [210, 211].

2.2.2.4 Feature Extraction

Feature extraction methods reduce the dimensionality of data by combining input
features into derived values while preserving most of the original information content.
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Principal Component Analysis Principal Component Analysis (PCA) is a
popular feature extraction method for dimensionality reduction that produces a
reduced number of latent variables by linearly combining the input features of the
data [212].
In particular, PCA computes a new set of orthonormal (and hence linearly inde-
pendent) dimensions, ordered in descending order according to the variance of data
when projected on them. Therefore, the goal of the algorithm is to find a projection
matrix W such that the projected data has the maximum possible variance in the
lower dimensional space. Given a dataset

X = (x1, . . . , xi, . . . , xn)T , (2.28)

where xi ∈ Rd is the i-th multivariate sample, its projection on W can be written as

Z = XW. (2.29)

In order to compute W such that the variance of Z is maximized, PCA computes
the eigenvectors and eigenvalues of the covariance matrix of X which is defined as

C = 1
n

n∑
i=1

(xi − x̄)(xi − x̄)T , (2.30)

where x̄ is the mean vector of X, or as

C = 1
n

XXT , (2.31)

when the data is centered in zero (x̄ = 0). This can be achieved using the eigende-
composition method and, after sorting the eigenvectors in decreasing order according
to the magnitude of their corresponding eigenvalues, the first k eigenvectors (or prin-
cipal components) are selected as the k < d directions of the new feature space. The
eigenvalues, instead, determine the importance of each new dimension by explaining
the variance of the data after projection. Another popular method for computing the
eigenvectors and eigenvalues of the data matrix is the Singular Value Decomposition
(SVD) algorithm [213].

2.2.2.5 Complex Network Analysis

Complex Network Analysis (CNA), even though not classified as unsupervised
learning, is discussed in this section since it is employed for unsupervised feature
selection and extraction.
CNA studies how to analyze, describe and visualize complex networks that display
substantial non-trivial topological features, with patterns of connection between
their elements. Many real systems have been modeled as complex networks, like
telecommunication networks, social networks, or public transport networks. Recently,
they have also been adopted for the study of time series, making them suitable
for the analysis of data streams collected from sensor networks [215]. The next
paragraphs will describe principles of graph theory to better understand CNA and
how it can be used for time series.
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Figure 2.26. 2D example of the PCA algorithm showing the first two principal components
maximizing variance [214].

Basic Principles A graph is a pair G = (V, E), where V and E are the set of
nodes and edges, respectively. Nodes represent elements composing the network,
while edges are the relationships between pairs of nodes which are typically expressed
as an N ×N adjacency matrix A, where N is the number of nodes. The element
aij of the matrix A is associated with the edge that connects nodes i and j, and
assumes real values when dealing with weighted graphs or binary values (0 or 1) when
considering unweighted graphs as shown in Figure 2.27. In the first case, weights
quantify the relationship between nodes on a continuous scale, while, in the second,
they simply indicate if the connection exists or not.
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(a) Unweighted graph.
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(b) Weighted graph.

Figure 2.27. Example of an unweighted and weighted graph.

Moreover, when the graph is unidirected, the condition aij = aji holds, but not
necessarily when dealing with directed graphs, where connections are not symmetrical.
Figure 2.28 shows an example of undirected and directed graphs.

Networks can be composed of many nodes and edges, making the analysis and
the unveiling of hidden relationships very challenging. For this reason, global and
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(b) Directed graph.

Figure 2.28. Example of an unidirected and directed graph.

local network measures are used, respectively, to extrapolate synthetic topological
information from the whole network and study the role nodes play in its structure.

Local Network Measures Local network measures are used to extract node-
specific properties of the graph. The first historically proposed one is the degree
centrality which allows detecting the most influential nodes within the network [216].
This measure is based on the simple concept that the centrality of a vertex in a
network is closely related to the total number of its connections. In particular, the
weighted degree centrality of a node i in a graph reads as

ki =
∑
j∈L

wij , (2.32)

where L is the number of nodes, wij is the weight of the edge connecting nodes i and
j, and k = (k1, k2, . . . , kL) is also called the degree sequence of the graph. When
dealing with a weighted graph, this local measure is called weighted degree centrality,
and an example is provided in Figure 2.29.

Another measure is the eigenvector centrality, which is used for determining
elements that are related to the most connected nodes [217]. The betweenness
centrality, instead, can highlight which nodes are more likely to be in the network
communication paths, and, finally, the closeness centrality measures how quickly
information can spread from a given node [218, 218].

Global Network Measures Global network measures are used to extract general
characteristics from networks that can be employed to classify a graph, analyze
its structure, or compare different networks [219]. These metrics are based on the
evaluation of the topology of the entire network and provide information about the
node arrangement and the edge connectivities from a global perspective.
Modularity is one of the most important global network measures and evaluates
the strength of the division of a network into groups (or communities) [220]. High
values of modularity correspond to dense connections between the nodes composing
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Figure 2.29. Example of weighted degree centrality as local network measure. Notably,
the size of the nodes is proportional to their centrality.

communities and sparse connections between nodes in different groups, and an
example is shown in Figure 2.30.

Figure 2.30. Example of network topology characterized by high modularity where three
different communities are connected by sparse edges [221].

Modularity can be expressed as

Q =
n∑

c=1
[Lm

m
− γ( kc

2m
)2], (2.33)

where n is the number of communities, m is the number of edges, Lc is the number
of intra-community links for community c, kc is the sum of degrees of the nodes in
community c, and γ is the resolution parameter [222]. This last regulates the tradeoff
between intra- and inter-group edges and is commonly set to 1. Modularity is often
used in optimization methods for detecting community structures in networks as
discussed in the next section.
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Community Detection Community detection algorithms are used to identify
groups of nodes (communities) that are strongly connected by edges (relations),
sharing common properties or playing similar roles in the network. In particular,
nodes that are central in a community may be strongly influential on the control
and stability of the group, while boundary nodes are crucial in terms of mediation
and exchanges between different communities as shown in Figure 2.31 [223].

Figure 2.31. Example of community detection where six communities are identified [224].

Many community detection methods have been proposed to date and a possible
classification includes traditional, modularity-based, spectral, and statistical inference
algorithms.
Traditional methods include graph partitioning, which selects groups of predefined
size by minimizing the number of inter-group edges [225, 226]; distance-based
methods, where a distance function is minimized starting from local network measures
[227]; and hierarchical algorithms that produce multiple levels of groupings evaluating
a similarity measure between vertices [228].
Modularity-based methods, instead, try to maximize the modularity measure, which
evaluates the strength of division into communities [229, 230, 231, 232]. One of
the most popular algorithms is Louvain’s method which is based on a bottom-up
approach where groups of nodes are iteratively created and aggregated in larger
clusters. In particular, nodes are initially considered independent communities and
the best cluster partition is identified by moving single nodes to different communities
searching for local maxima of the modularity measure. Then, a new network is
constructed by modeling clusters as graph vertices and by computing edge weights
as the sum of the connection weights between adjacent nodes belonging to different
communities. These steps are iteratively repeated until convergence, corresponding
to a local maximum in modularity.
Another category of community detection methods are the spectral algorithms
[233], which detect communities by using the eigenvectors of matrices such as the
Laplacian matrix of the graph. Finally, statistical inference algorithms aim at
extracting properties of the graph based on hypotheses involving the connections
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between nodes [234, 235].

Visibility Graph The visibility graph algorithm is a method to transform time
series into complex network representations. This concept was originally proposed
in the field of computational geometry for the study of mutual visibility between
sets of points and obstacles, with applications such as robot motion planning [236].
The idea was extended to the analysis of univariate time series, making it possible
to map a time series into a network that inherits several properties of the time series
itself [237]. Moreover, visibility graphs are able to capture hidden relations, merging
complex network theory with nonlinear time series analysis [238].
In particular, the visibility graph algorithm maps a generic time series s = (s1, s2, . . . , sL)
into a graph by considering a node (or vertex) for every observation si for i = 1, . . . , L,
where L is the length of the time series. The edges of the graph, instead, can be
generated using two different algorithmic variants: the natural visibility graphs and
the horizontal visibility graphs.
The natural visibility graph algorithm generates an edge with a unitary weight
between two nodes if their corresponding observations in the series are connected by
a straight line that is not obstructed by any intermediate observation [237]. Formally,
two nodes a and b have visibility if their corresponding observations sa = (ta, va)
and sb = (tb, vb) satisfy the condition

vc < vb + (va − vb)
tb − tc

tb − ta
(2.34)

for any intermediate observation sc = (tc, vc) such that a < c < b. ta and tb represent
the timestamps of the two samples, while va and vb are the actual observed values. A
computationally more efficient algorithmic variant is the horizontal visibility graph,
based on a simplified version of Equation (2.34) [239, 240].
Visibility graphs can be enhanced by considering its weighted version [241], where
the weight between any pair of nodes sa = (ta, va) and sb = (tb, vb) reads as

wab =
√

(tb − ta)2 + (vb − va)2. (2.35)

A schematic illustration of the weighted visibility graph construction is shown in
Figure 2.32, while its graph representation is presented in Figure 2.33.

Visualization Exploratory tools for visualization are essential to study the com-
position of a network, by revealing structural relationships that may otherwise be
missed. As described by Sakkalis, there is a large variety of specialized exploratory
network layouts (e.g., force-directed, hierarchical, circular, etc.) based on different
criteria [243]. Among them, force-directed layouts are extensively applied to identify
communities with denser relationships and capture the modularity of the network.
An example of force-directed layout is the Frushterman–Reingold algorithm, shown
in Figure 2.34, which considers nodes as mass particles and edges as springs between
the particles [244]. The algorithm minimizes the energy of this physical system to
find the optimal configuration. This process is only influenced by the connections
between nodes, thus, in the final configuration, the position of a node cannot be
interpreted on its own but has to be considered related to the others.
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Figure 2.32. A schematic illustration of the algorithm for the construction of the weighted
natural visibility graph. Notably, the time series is represented as a bar chart and si is
the i-th observation [242].

Figure 2.33. The results of the visibility graph algorithm in terms of graph representation
[242].

2.2.3 Deep Learning

Deep Learning (DL) is a subset of ML that uses biologically-inspired Artificial Neural
Network (ANNs) to extract meaningful patterns from data. Classical ML algorithms
leverage structured data to make predictions and usually require some pre-processing
steps before they can be trained. DL algorithms, instead, can ingest and process
unstructured data, like text and images, thus automating feature extraction and
reducing the dependency on human experts.
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Figure 2.34. An example of force-directed layout based on the Frushterman–Reingold
algorithm [245].

2.2.3.1 Artificial Neural Networks

An ANN is a biologically-inspired model based on a collection of connected basic
units called neurons or perceptrons [96, 246]. A perceptron is nothing more than a
simple linear classifier that takes in input a real-valued vector x = (x1, x2, . . . , xn)T ,
computes a weighted sum of the inputs and produces a real-valued output after
applying an activation function.
The output of a neuron can be formalized as

o = σ(
n∑

i=1
wixi + b) = σ(w · x + b), (2.36)

where w = (w1, w2, . . . , wn) is a vector of real-valued weights, and b is an additional
bias independent from the inputs used to shift the output. σ is the activation
function and resembles the firing system of biological neurons. Several activation
functions can be chosen based on the requirements, for example, the step function,
the sigmoid, the hyperbolic tangent, the ReLU and many others. All these activation
functions will be discussed in detail in Section 2.2.3.2. The perception is shown
graphically in Figure 2.35.

Neurons are grouped into layers. Layers that receive input data are called input
layers, the ones that produce the prediction of the network are called output layers
and all the layers between the input and the output layers are called hidden layers.
Every layer has the role of producing a new representation for the inputs it received.
In general, layers that have dense connections between all the neurons are also called
Fully-Connected (FC) or dense layers. ANNs with exactly one hidden layer are
called shallow Neural Networks (NNs), while networks having more than one hidden
layer are called Deep Neural Network (DNN).
A DNN (shown in Figure 2.36) is a ML model that uses a hierarchical composition
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Figure 2.35. Graphical representation of the perceptron.

of n parametric functions to model an input x. Each function fi (i = 1, . . . , k) is
modeled using a layer of neurons, which are elementary units applying an activation
function to the previous layer’s weighted representation of the input to generate a
new representation. Each layer is parameterized by a weight vector wi representing
the weights applied to the outputs of the previous layer fi−1. In general, the output
of a DNN can be written as

o = fn(wk, fn−1(wn−1, . . . , f2(w2, f1(w1, x)))). (2.37)

Figure 2.36. Example of DNN with three hidden layers [247].

A NN where the information only flows from the input in the direction of
the output is called feedforward network. In general, these networks perform a
feedforward step to obtain a prediction for some input vector x.
The training phase of a NN learns values for its parameters W = (w1, . . . , wk). This
is done by adjusting the weight parameters to reduce a cost function quantifying
the error between the prediction of the network (obtained through the feedforward
step) and the correct output associated with the input vector x. The adjustment is
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typically performed using techniques derived from the backpropagation algorithm
(described in Section 2.2.3.5) which successively propagate error gradients with
respect to network parameters from the network’s output layer to its input layer
[248]. The amount of weights adjustment performed at every training step is defined
by the learning rate hyperparameter.
During the evaluation phase the set of parameters W is fixed to make predictions of
inputs unseen during training and only the feedforward step is performed.

2.2.3.2 Activation Functions

Since activation functions have been mentioned multiple times in the previous section,
they will be discussed here. As previously said, activation functions resemble the
firing system of biological neurons and are responsible for the flow of information.
They decide which information flows to the next layer and how much of it. Given
an input space, they can map it into a completely different (usually smaller) output
space.
These functions, when non-linear, are very important because they allow a network
to model an arbitrarily complex function. In general, NNs are considered Universal
Function Approximators since they can approximate any function, even if extremely
non-linear, given enough layers and parameters [98]. If instead only linear activation
functions are chosen, this property does not hold since the NN would just be a
composition of n linear functions and so a linear function itself, unable to capture
non-linearities.
Moreover, these function have to be differentiable, so that the backpropagation
algorithm can be applied through the computation of gradients.
Some of the most common activation functions will be discussed next.

Step Function

The step function (shown in Figure 2.37) is a threshold-like function defined as

f(x) =
{

1, if x ≥ 0
0, otherwise

(2.38)

When the input is greater or equal to zero, the neuron fires and outputs the unitary
value, otherwise no information passes. This function is avoided in practice since it
is not differentiable and is limited to output only two values, namely 0 or 1.

Linear function

The linear function (Figure 2.38) outputs a weighted combination of the inputs,
based on the slope c, defined as

f(x) = c · x. (2.39)

It is more expressive than the step function because it can output continuous values.
Nevertheless, its derivative is a constant that coincides with the slope c and does
not depend on the input. For this reason, this function is not suitable to adjust the
weights of the network through the backpropagation algorithm. In fact, when all the
activation functions are linear, the NN becomes a linear function itself.
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Figure 2.37. Step function.
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Figure 2.38. Linear function.

Sigmoid

The sigmoid function is defined as

σ(x) = 1
1 + e−x

(2.40)

and outputs a real value between 0 and 1. Differently from the previous functions,
this function is non-linear, as evident from Figure 2.39. The sigmoid function allows
a NN to model non-linear mappings between inputs and outputs, and is suitable for
the backpropagation algorithm since always continuously differentiable.
On the other hand, the sigmoid function has small variations in the output inde-
pendently from the input around its saturation values, i.e. 0 and 1. This is because
the value of the exponent −x becomes infinitesimally small around those values,
making this function a slow learner when the gradients are small. This problem is
also known as the vanishing gradient problem.
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The sigmoid function is commonly used when the output is required to be between
0 and 1, making it very suitable to capture a probability distribution, for example
in a binary classification model.
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Figure 2.39. Sigmoid function.

Softmax

The softmax function is the generalization of the sigmoid and is defined as

f(x, i) = exi∑N
j=1 exj

. (2.41)

This function can model a probability distribution over N different classes (or more
in general outcomes), making the sum of the probabilities of all classes sum up
to 1. It provides a probability distribution between 0 and 1 for every class and
is commonly used in multi-classification models. In particular, the formula 2.41
expresses the probability relative to the i-th class.

Hyperbolic Tangent

The hyperbolic tangent is a variant of the sigmoid function defined as

tanh(x) = 2
1 + e−2x

− 1 = 2 · σ(2x)− 1 (2.42)

where the output values are limited between -1 and 1 as shown in Figure 2.40. This
function is non-linear and continuously differentiable. Even though the gradient
is stronger for the hyperbolic tangent than the sigmoid, it still suffers from the
vanishing gradient problem. Since the two functions are very similar, the choice
between the sigmoid and the hyperbolic tangent highly depends on the application
requirements.
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Figure 2.40. Hyperbolic tangent function.

Rectified Linear Unit

The Rectified Linear Unit (ReLU) is defined as

ReLU(x) = max(0, x) (2.43)

and is shown in Figure 2.41. For negative inputs, it outputs 0, while for positive
inputs it becomes the identity function. ReLU is non-linear even though it has
a linear component for positive inputs and can be used to learn and model non-
linearities. Moreover, since half of the input space maps to zero, this function allows
fewer neurons to fire, making the network computationally lighter.
When inputs approach zero or are negative, the gradients become zero, preventing
the network to learn through the backpropagation algorithm. When this happens,
the involved neurons will stop responding to input variations, causing them to "die"
and making part of the network passive and unresponsive. This problem is also
known as the dying ReLU problem.

Leaky ReLU

To overcome the dying ReLU problem, other activation functions were proposed like
the Leaky ReLU (shown in Figure 2.42) which is defined as

f(x) =
{

x, if x ≥ 0
αx, if x < 0

(2.44)

For non-negative input values, it becomes the identity function (same as ReLU),
while, in the negative region, it outputs a scaled version of the negative inputs based
on the slope α (usually in the order of 0.01) of the function. In this way, the weights
of the network can be adjusted even when the inputs approach zero or are negative,
preventing neurons from dying.
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Figure 2.41. ReLU function.
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Figure 2.42. Leaky ReLU function.

Exponential Linear Unit

The Exponential Linear Unit (ELU), shown in Figure 2.43), is defined as

ELU(x) =
{

x, if x ≥ 0
α(ex − 1), if x < 0

(2.45)

This function lies in between the ReLU function and the Leaky ReLU function.
It has a positive linear component and for negative inputs, it produces negative
outputs. Differently from the Leaky ReLU, ELU, after a slow smoothing produced
by its exponential component, will converge to −α and the gradients will become
zero like ReLU.
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Figure 2.43. ELU function.

2.2.3.3 Loss Functions

To train a NN it is fundamental to define a proper loss function quantifying the
difference between the ground truth and the predictions produced by the model. Also
referred to as cost function or error function, it provides insight into the performance
of the network, where higher values reflect poor predictions and lower values better
ones. The cost function reduces the performance of the whole model down to a
single number, a scalar value, which allows candidate solutions to be ranked and
compared. Importantly, the choice of the loss function is directly related to the
activation function used in the output layer of the NN. Therefore, it becomes crucial
that the activation function can map the extracted features to a space where the
loss function can properly quantify the network’s prediction error.
The objective during the training process is to minimize the chosen loss function
by computing its gradients with respect to the network weights which are adjusted
accordingly. How weights are updated at each iteration is discussed in Section 2.2.3.4.
Many different loss functions can be chosen depending on the application domain
and the task.

Mean Squared Error

The Mean Squared Error (MSE), also known as L2 loss, is used in regression tasks
where the targets and the model’s predictions are real-valued. The MSE is computed
as the average of the squared differences between the predicted values ŷi and target
values yi and is formulated as

MSE = 1
n

n∑
i=1

(yi − ŷi)2. (2.46)

The result is always non-negative independent from the sign of the predicted and
actual values. Since the errors are squared, large deviations from the ground truth
generate large errors, thus punishing the model for making large mistakes.
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It is important to choose a proper activation function for the output layer of the
network to map the predictions to the same space as the target values. If, for example,
the target values range between -1 and 1, the Sigmoid function (see Equation 2.40)
would be unsuitable since mapping the predicted values between 0 and 1. When
target values are negative, the MSE would be greater or equal to the squared of
the target values since the predictions can assume 0 as the smallest value. In this
case, the hyperbolic tangent (see Equation 2.2.3.2) would be more suitable since
mapping the outputs between −1 and 1, which coincides with the range of target
values. These considerations are valid for all losses used in regression tasks.

Mean Absolute Error

The Mean Absolute Error (MAE), also known as L1 loss, is a loss function for
regression problems. The MAE is defined as the average of the absolute difference
between the actual and predicted values and is computed as

MAE = 1
n

n∑
i=1

(yi − ŷi). (2.47)

Differently from MSE, the MAE does not square the errors and, therefore, is more
robust to outliers. On the other hand, the magnitude of the gradients is not
dependent on the error size, but only on its sign, leading to large gradients even
when the error is small, which can potentially lead to convergence problems for the
network.

Huber Loss

The Huber loss is also typically used in regression problems. This function is less
sensitive to outliers than the MSE as it squares the errors only inside a predefined
interval. The error of a prediction ŷi with respect to the ground truth yi can be
written as

Lδ =
{

1
2(yi − ŷi)2, if |yi − ŷi| < δ
δ((yi − ŷi)− 1

2δ), otherwise (2.48)

For loss values less than δ, the MSE is computed. For errors greater than δ, instead,
the MAE is considered. In this way, the Huber loss function combines the advantages
of both MAE and MSE, where the hyperparameter δ regulates the range of values
for which the MAE and the MSE are computed. Figure 2.44 presents the MSE,
MAE and Huber loss plotted together.

Binary Cross Entropy

The Binary Cross-Entropy (BCE) is a loss function used for binary classification
problems where the target values can assume only two categorical values (0 or 1).
The BCE calculates a score that summarizes the average difference between the
actual and predicted probability distributions for predicting class 1 and can be
expressed as

BCE = − 1
n

n∑
i=1

yi · log ŷi + (1− yi) log(1− ŷi). (2.49)
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Figure 2.44. MSE, MAE and Huber losses [249].

Sigmoid is the only activation function compatible with the BCE loss function since
this last needs to compute the logarithms of ŷi and (1− ŷi), which are only defined
when ŷi is between 0 and 1. For this reason, the output layer of the network should
have the sigmoid function (see Equation 2.40) when using the BCE loss function.

Categorical Cross Entropy

The Categorical Cross-Entropy (CCS) can be seen as a generalization of the BCE
when the target classes are more than two. In fact, this loss function is used in multi-
class classification tasks where a sample belongs to one of many possible categories.
The CCS calculates a score that summarizes the average difference between the
actual and predicted probability distributions for all classes in the problem and can
be written as

CCS = −
n∑

i=1
yi · log ŷi. (2.50)

The softmax function defined in Equation 2.2.3.2 is the most suitable activation
function to use with the CCS since the output of the network needs to be positive so
that the logarithm of every output value ŷi exists. Moreover, the softmax activation
function also provides a proper probability distribution for all classes.

Kullback Leibler Divergence

The Kullback Leibler Divergence (KL-Divergence) measures the similarity between
two probability distributions [250]. This loss function calculates how much informa-
tion is lost if the predicted probability distribution is used to approximate the target
distribution. A zero KL-Divergence loss suggests the distributions are identical.
The KL-Divergence between two distributions Q and P of a discrete random variable
X can be written as

KL(P ||Q) =
∑
x∈X

P (x) log P (x)
Q(x) , (2.51)
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For distributions Q and P of a continuous random variable, instead, the KL-
Divergence is expressed as

KL(P ||Q) =
∫ +∞

−∞
p(x) log p(x)

q(x)dx, (2.52)

where q and p are the probability density functions of Q and P , respectively.

2.2.3.4 Optimizers

Optimizers are widely used in the field of DL to minimize the loss functions defined in
Section 2.2.3.3 and adjust the network weights based on the model prediction errors.
The process of parameter optimization is usually associated with the image of a hiker
trying to get down a mountain with a blindfold on, where the mountain represents
the chosen loss function. The hiker is unable to see the destination downhill (global
minima) but can tell if going down (making progress) or going up (losing progress).
Eventually, if the hiker keeps taking small steps that lead downwards, it will reach
its destination or a plateau (local minima).

Gradient Descent

Gradient Descent (GD) is one of the first algorithms employed for NN optimization
and is very popular. GD is a first-order optimization algorithm that considers the
first-order derivative of the loss function to compute the weight adjustment necessary
to reach a minimum of the error function. The value of a weight wt,i in the network
is updated at every iteration t as

wt+1,i = wt,i − α
∂L

∂wt,i
, (2.53)

where ∂L
∂wt,i

is the partial derivative of the chosen loss function L with respect to the
weight wt,i. The weights of the whole network are optimized as

wt+1 = wt − α∇wtL, (2.54)

where ∇wtL is the gradient of L and denotes the direction of the maximum rate
of change of the loss function. The hyperparameter α is the learning rate which
represents the step size during the optimization process. Without the learning rate
as a scaling factor for the gradients, the optimizer could take steps that are too large
and skip over the optimal value for a given weight. For this reason, the learning
rate has to be sufficiently small to allow convergence, but also sufficiently large to
converge to the optimum as fast as possible. This parameter is usually set in the
order of 0.001. Figure 2.45 shows how different learning rates can lead or not to
convergence.

The GD algorithm computes the gradients on the whole dataset and, therefore,
is extremely demanding both in terms of time and memory when the dataset is too
large.
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Figure 2.45. Comparison between different learning rates [251].

Stocastic Gradient Descent

Stochastic Gradient Descent (SGD), instead of considering the whole dataset, ran-
domly selects a subset of the training samples at each iteration [252]. Frequent
adjustments computed for random subsets of the dataset can lead to high variance
in the network’s weights and cause high loss fluctuations when using SGD.

Mini-Batch Stocastic Gradient Descent

Mini-Batch Stochastic Gradient Descent (Mini-Batch SGD) splits the dataset into
multiple batches and updates the network weights after every batch. This creates
a balance between the robustness of GD and the efficiency of SGD, reducing the
variance of the parameters and stabilizing convergence. Since the algorithm uses
batching, the entire dataset is not required to be loaded in the memory, thus making
the process more efficient to implement.

Stocastic Gradient Descent with Momentum

SGD with momentum accelerates the convergence towards the relevant direction,
thus reducing loss fluctuations and the number of iterations required to reach the
optimal minimum. To do so, it adds a momentum term to regular SGD, simulating
the inertia of an object in movement. In this way, the direction of the previous
update is retained to a certain extent during the update, while the current gradient
is used to correct the final direction. The network weights are updated as

wt+1 = wt − vt, (2.55)

where the velocity vector v is computed as

vt = βvt−1 + α∇wtL (2.56)

β is an extra hyperparameter regulating the amount of momentum considered in
the optimization process and can be interpreted as friction to control the velocity.
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Adaptive Gradient Descent

All the optimizers discussed previously are limited by the fact that a single constant
learning rate is used to update all parameters during the entire optimization process.
Adaptive Gradient Descend (AdaGrad), instead, adapts the learning rate with larger
updates for those parameters that are related to infrequent features and smaller
updates for frequent ones [253]. AdaGrad updates the network weights as

wt+1 = wt −αt∇wtL, (2.57)

where the adaptive learning rate vector is computed as

αt = α√
ϵ +

∑t
j=1(∇wj L)2

, (2.58)

α is the initial learning rate hyperparameter and ϵ is a simple smoothing term that
avoids division by zero.
With AdaGrad the learning rate decreases aggressively and monotonically because
the squared gradients in the denominator keep accumulating at each iteration. In
this way, due to small learning rates, the model eventually becomes unable to learn
and the accuracy of the model is compromised.

Root Mean Square Propagation

Root Mean Square Propagation (RMSProp) is a special case of AdaGrad since the
learning rate is an exponential average of the gradients instead of the cumulative sum
of squared gradients. RMSProp combines the concept of momentum with AdaGrad
and updates the parameters as

wt+1 = wt −αt∇wL, (2.59)

where the adaptive learning rate vector is computed as

αt = α√
ϵ + vt

(2.60)

and the vector vt as
vt = ρvt−1 + (1− ρ)(∇wtL)2. (2.61)

ρ is the hyperparameter regulating the exponential smoothing and is usually set in
the order of 0.9.

Adaptive Moment Optimization

Adaptive Moment Optimization (Adam) is an extension of SGD that updates the
learning rate for each weight individually as done by AdaGrad or RMSProp [254].
In addition, instead of adapting learning rates based on the first moment of the
gradients, it also uses the second moment, meaning that it computes not only the
exponential average of the gradient but also the exponential average of the square
gradients. Adam updates the weights as

wt+1 = wt − α
m̂t√
ϵ + v̂t

, (2.62)



2.2 Machine Learning Algorithms 73

with
m̂t = mt

1− βt
1

(2.63)

v̂t = vt

1− βt
2

(2.64)

and
mt = β1mt−1 + (1− β1)∇wtL (2.65)

vt = β2vt−1 + (1− β2)(∇wtL)2 (2.66)

Since the exponential average of gradients mt and the exponential average of square
gradients vt are both initialized as 0 at the first iteration, they will be biased towards
0 as both β1 and β2 are usually chosen close to 1. That is why the Adam algorithm
uses m̂t and v̂t in the update formula, namely a bias-corrected version of mt and vt.
The hyperparameters β1 and β2 which regulate the decay rate of the average of the
gradients are usually set to 0.9 and 0.999, respectively.
Adam is extensively used in countless applications and is adopted as a benchmark
for DL papers and recommended as a default optimization algorithm. Moreover,
the method is straightforward to implement, has a fast running time, low memory
requirements, and requires less tuning than most of the other optimization algorithms.

2.2.3.5 Backpropagation Algorithm

This section discusses the backpropagation algorithm, the most popular method
used to compute the gradients during the optimization process of a NN [255]. The
algorithm follows the use of the chain rule and product rule in differential calculus.
These rules depend on the differentiation of the activation functions, therefore
discontinuous and non-differentiable ones like the step function discussed in Section
2.2.3.2 are avoided.
The derivation of the backpropagation algorithm begins by applying the chain rule
to the partial derivatives of the error function L. Given the weight wl

ij for node j
in layer l for the incoming node i, the partial derivative of the loss function L with
respect to the weight can be written as

∂L

∂wl
ij

= ∂L

∂zl
j

∂zl
j

∂wl
ij

, (2.67)

where zl
j is the weighted sum of node j in layer l before it is passed to the activation

function and is expressed as

zl
j =

ml−1∑
k=1

wl
kjal−1

k + bl
j , (2.68)

being ml−1 the number of neurons in layer l − 1 and bl
j the bias. The activation al

j

of neuron j in layer l is defined as

al
j = σ(zl

j), (2.69)

where σ is a generic activation function. An example of a 3-layer network is provided
in Figure 2.46.
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Figure 2.46. Example of a NN with two hidden layers.

Equation 2.67 says that the change in the loss function due to the weight wl
ij is

equal to the product of the change in the loss function due to the weighted sum zl
j

times the change in the weighted sum zl
j due to the weight wl

ij .
The first term is referred to as error term and can be written as

δl
j = ∂L

∂zl
j

, (2.70)

while the second term as

∂zl
j

∂wl
ij

= ∂

∂wl
ij

(
ml−1∑
k=1

wl
kjal−1

k + bl
j) = al−1

i . (2.71)

In this way, Equation 2.67 can be rewritten as

∂L

∂wl
ij

= δl
jal−1

i (2.72)

so that the partial derivative of wl
ij is the product of the error term δl

j at node j in
layer l, and the activation al−1

i of node i in layer l − 1.
The error term δl

j at layer l depends on the errors δl+1
k at the next layer l + 1 as

follows

δl
j =

ml+1∑
k=1

wl+1
jk δl+1

k σ′(zl
j), (2.73)

where σ′ is the derivative of the activation function used in the network layers. Due
to this recursive formulation, the errors flow backwa1rd, from the last layer to the
first layer.
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2.2.3.6 Vanishing and Exploding Gradients

As the backpropagation algorithm propagates the errors from the output layer toward
the input layer, the gradient can become smaller and approach zero, thus leaving
the weights of the first layers nearly unchanged. This phenomenon is referred to as
vanishing gradients and can lead the optimization algorithm to never converge to
the optimum [256].
On the contrary, when the gradients get larger as the backpropagation algorithm
progresses, large weight updates can occur and cause the optimization algorithm
to diverge. This is known as the exploding gradients problem [257]. One way to
tackle this problem is the gradient clipping technique, where gradients larger than a
specific threshold are clipped and set to another value.

2.2.3.7 Initalizations

When designing a NN, the weight initialization is usually considered a minor concern,
even though it has serious effects on the learning phase. Tuning hyperparameters
like the number of layers, neurons and activation functions is fundamental when
defining a NN, together with the choice of the loss function and the optimizer.
Nevertheless, the initialization of the network’s weights can determine whether
the algorithm converges at all, with some initial points being so unstable that the
algorithm encounters numerical difficulties and fails altogether [258]. The goal is
to prevent exploding or vanishing gradients during the training phase of the NN.
Current weight initialization techniques vary based on the activation function used
in the nodes that are being initialized.

Uniform Xavier The standard initialization of the weights belonging to nodes
that use the sigmoid or hyperbolic tangent activation functions is called Glorot or
Xavier [257]. This initialization computes the initial value of the weight w of a node
as

w ∼ U [− 1√
n

,
1√
n

], (2.74)

where U is the uniform probability distribution and n is the number of inputs to
the node.
To ensure that the variance of the outputs is roughly equal to the variance of the
inputs with the goal to avoid the vanishing or exploding gradients problems, the
initial value of the weight w of a node can be computed as

w ∼ U [−
√

6√
n + m

,

√
6√

n + m
], (2.75)

where U is the uniform probability distribution, n is the number of inputs to the
node (the number of nodes in the previous layer) and m is the number of outputs
from the layer (the number of nodes in the current layer).

Normalized Xavier The normalized Xavier initialization is a variant of the
Uniform Xavier initialization that computes the initial value of the weight w of a
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node as
w ∼ N (0,

2
n + m

), (2.76)

where the value is drawn from a Gaussian distribution with zero mean and
√

2
n+m

as standard deviation.

He The Xavier initialization was found to be problematic when used in combination
with the ReLU activation function, popular in the hidden layers of many NNs. For
this reason, a modified version of the Xavier initialization was developed specifically
for nodes and layers that use the ReLU activation function, called the He initialization
[259]. This initialization computes the initial value of the weight w of a node as

w ∼ N (0,
2
n

), (2.77)

where the value is drawn from a Gaussian distribution with zero mean and
√

2
n as

standard deviation, being n the number of inputs to the node.

2.2.3.8 Multi-Task Learning

Considering a single task during the training of a network can lead the model
to ignore relevant information. When the network is trained to perform different
tasks and shares representations and weights among tasks, the model might better
generalize on the original task. This approach is called Multi-Task Learning (MTL)
[260] [261]. In general, dealing with more than one loss function can be considered
as MTL.
This approach can be interpreted as a way of introducing an inductive bias which
induces a model to prefer some hypotheses over others. In the case of MTL, the
inductive bias is provided by the auxiliary tasks and leads the model to prefer
hypotheses that satisfy multiple tasks, generally leading to solutions that generalize
better. When the model is a DNN, MTL is usually performed with either hard or
soft parameter sharing between hidden layers.

Hard Parameter Sharing Hard parameter sharing works by sharing the hidden
layers between all tasks, while every task has a separate output layer on its own, as
shown in Figure 2.47. When learning multiple tasks simultaneously, the network
has to adjust its parameters to capture all tasks at the same time. For this reason,
hard parameter sharing can reduce the risk of overfitting.

Soft Parameter Sharing Soft parameter sharing consists in having separate
parameters for every task as shown in Figure 2.48. To force the parameters of
all separate tasks to be similar, the distance between the weights of the model is
regularized, for example through a L2 regularization (explained in Section 2.2.4.2).
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Figure 2.47. MTL with hard parameter sharing [262].

Figure 2.48. MTL with soft parameter sharing [262].

2.2.3.9 Types of Neural Networks

This section discusses different families of networks and provides an overview of the
most popular types of NNs.

2.2.3.10 Feedforward Neural Networks

The Feedforward Neural Networks (FNN) was the first and simplest type of ANN
where the information only flows in one direction (forward), from the input nodes to
the output nodes passing through the hidden nodes. There are no cycles or loops in
the network’s connections.

Multi-layer Perceptron A Multi-Layer Perceptron (Multi-Layer Perceptron) is
a FNN which is composed of a series of fully connected layers of neurons. MLPs
are very flexible and can be used to learn a mapping from inputs to outputs for
multiple tasks, from classification to regression. The number of neurons in each
layer, the number of layers and the activation functions used in the network are
hyperparameters that have to be tuned. An example of a MLP having one hidden
layer with five neurons is provided in Figure 2.49.

2.2.3.11 Recurrent Neural Networks

FNNs are not designed to take into account the temporal correlation between inputs.
This family of networks can not take into account the order in which the inputs are
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Figure 2.49. Example of MLP having one hidden layer with five neurons [263].

fed and, therefore, is unable to capture the correlation between successive inputs.
It is sufficient to think about a video composed of frames. A FNN would produce
an output for every single frame, but would not capture the correlation between
successive frames.
In order to overcome this problem, Recurrent Neural Network (RNN) were introduced
[102]. A RNN can model a sequence of t inputs and at every time step i of the
sequence it takes into account not only the i-th element of the input sequence but
also the state of the network from the previous time step. This allows the network
to capture the temporal correlation between inputs of the same sequence.
A RNN could be seen as a FNN having a self-loop, as shown in Figure 2.50, which
allows the network to feed itself its internal state across time steps. The internal state
can be considered the memory of the network used to capture temporal dependencies.

Figure 2.50. RNN with a self-loop [264].

It is possible to unroll the RNN self-loop, as shown in Figure 2.51, and consider
the network as a FNN which takes in input each element of the input sequence
together with the hidden internal state of the previous time step.

At every time step t we have that:

• xt is the t-th element of the input sequence, i.e. the input at time step t.

• ht−1 is the hidden state of the network at the previous time step t− 1.
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Figure 2.51. Unrolled RNN [264].

• ht = σ(U · xt + W · ht−1) is the new hidden state at time step t, where σ is
an activation function.

• ot = σ(V · ht) is the output of the network at time step t, where σ is an
activation function.

• U, V, W are trainable weight matrices shared across all the time steps.

RNNs are trained using an extension of the backpropagation algorithm called back-
propagation through time [265]. The temporal component is reduced to ordered
series of calculations linking one time step to the following, allowing the backpropa-
gation algorithm to optimize the network’s weights. This is because a RNN, when
unrolled, is nothing more than nested composite functions. Introducing the temporal
component only extends the series of functions for which derivatives are calculated
through the chain rule.

Bidirectional Recurrent Neural Networks A Bidirectional Recurrent Neural
Network (BRNN) is obtained by combining two separate RNNs as shown in Figure
2.52 [107].

Figure 2.52. Structure of a BRNN.

The original input sequence is fed to one of the RNNs, and the sequence in
reverse time order is fed to the other one. The outputs of the two networks are
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usually concatenated, generating a single merged output at every time step. This
particular structure allows the network to have both information from the past and
the future of the sequence simultaneously at every time step. The RNN that receives
the original sequence as input and provides information about the past is called
the backward network, while the one receiving in input the sequence in reverse time
order providing information about the future is called the forward network.
With this structure, at every time step t we have that:

• xt is the t-th element of the input sequence, i.e. the input at time step t. xt
is fed to both the RNNs.

• ht−1 and h′
t−1 are, respectively, the hidden states of the backward and forward

networks at the previous time step t− 1.

• ht = σ(U · xt + W ·ht−1) and h′
t = σ′(U ′ · xt + W ′ ·h′

t−1) are the new hidden
states of the networks at time step t, where σ and σ′ are activation functions.

• ot = Concat(σ(V · ht), σ′(V ′ · h′
t)) is the output of the whole network at time

step t, obtained by concatenating the output of the two networks at time step
t.

• U, V, W are the trainable weight matrices shared across all the time steps of
the backward network, while U ′, V ′, W ′ are the weight matrices of the forward
network.

BRNNs are trained similarly to normal RNNs since the two networks are separated
and do not interact with each other. However, during backpropagation, some
attention is required since updating input and output layers can not be done at once.

Long-Short Term Memory As discussed in Section 2.2.3.2, activation functions
can map large input spaces into small input spaces, e.g. between 0 and 1. Therefore,
a large change in the input of the activation function may cause a small change in
the output, leading to small derivatives. Considering a DNN with multiple hidden
layers all having a final activation function, small derivatives are multiplied together
at every step of the backpropagation algorithm. This leads the gradient to decrease
exponentially the more it propagates back to the input layers. This phenomenon
is also known as the vanishing gradient problem (discussed in Section 2.2.3.6 and
affects both FNNs as well as RNNs when dealing with long sequences [102, 266].
In general, the gradient expresses how much the weights of the network need to
be adjusted with respect to the variation of the error. When the gradients are too
small to adjust the weights significantly, it becomes very difficult for the optimizer
to move in the direction where the error decreases, preventing the network to learn.
Another issue that affects these networks is the so-called exploding gradient problem
(also discussed in Section 2.2.3.6). When gradients are too large and cumulate across
layers, they produce large updates to the weights of the network and can lead to an
unstable model with poor performance. Proper training is possible when gradients
are small (but not too small) and controlled.
T face these problems, Long Short-Term Memory (LSTM) cells were proposed [104].
These particular cells replace the standard memory cell of a standard RNN (as shown



2.2 Machine Learning Algorithms 81

in Figure 2.53) and help to preserve and control the gradient when backpropagated
through time.

Figure 2.53. On the top the standard RNN. On the bottom, a RNN with an LSTM cell
[267].

LSTMs use a gating system which allows them to store, write or read from the
memory of the cell. Gates block or pass on information based on its magnitude and
importance, through a filtering system composed of their own sets of weights which
are adjusted during training. The internal structure of an LSTM cell is shown in
detail in Figure 2.54.

Figure 2.54. Internal structure of an LSTM cell [268].

At every time step, the cell decides how much information to keep or to discard
from the cell state in the previous time step ct−1. This operation is performed
through the forget gate

ft = σ(Wf · [ht−1, xt] + bf ) (2.78)
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which outputs a number between 0 and 1 and determines the amount of information
to keep. σ is the sigmoid activation function, ht−1 the output of the cell in the
previous time step and [ht−1, xt] the concatenation of ht−1 and xt which is the
current element of the input sequence. The output of the forget gate is multiplied
by the previous cell state ct−1.
Then, the LSTM cell decides what and how much information to store in the current
cell state. This is achieved by the input gate

it = σ(Wi · [ht−1, xt] + bi) (2.79)

which also outputs a number between 0 and 1 that determines how much information
to add to the new cell state.
The candidate information that will be added to the new cell state is computed as

ĉt = tanh(Wc · [ht−1, xt] + bc) (2.80)

and the new cell state is computed as

ct = ft · ct−1 + it · ĉt (2.81)

The new candidate cell state vector ĉt is weighted by the input gate it and added to
what remains of the previous cell state ct−1 after passing through the forget gate ft.
Finally, the output ht of the cell is computed as a filtered version of the new cell
state ct. First, ct is passed through a tanh function to push the values between -1
and 1 and, then, it is multiplied by the output gate

ot = σ(Wo · [ht−1, xt] + bo) (2.82)

which determines how much of the filtered version of the cell state ct will contribute
to the output vector. All the weights Wf , bf , Wi, bi, Wo, bo are adjusted during the
training phase.

Gated Recurrent Unit The Gated Recurrent Unit (GRU) is a streamlined
version of the LSTM cell that often achieves comparable performance but with the
advantage of being faster to compute since having fewer parameters to train [269].
Differently from an LSTM cell, GRU lacks the output gate as shown in Figure 2.55.

At every time step, the cell decides how much information to keep or to discard
from the previous hidden state ht−1. This operation is performed through the reset
gate

rt = σ(Wr · xt + Ur · ht−1 + br) (2.83)

where σ is the sigmoid activation function. When off (rt close to 0), the reset
gate effectively makes the unit act as if it is reading the first element of the input
sequence, allowing it to forget the previously computed state. This effectively allows
the hidden state to drop any information that is found to be irrelevant later in the
future, thus, allowing a more compact representation.
Then, the cell decides how much of the previous state ht−1 will contribute to the
new state ht. This is achieved by the update gate

zt = σ(Wz · xt + Uz · ht−1 + bz) (2.84)
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Figure 2.55. Internal structure of GRU [268].

The candidate information that will be added to the new hidden state is computed
as

ĥt = tanh(Wh · xt + Uh · (rt ⊙ ht−1) + bh), (2.85)

where ⊙ is an element-wise multiplication. Finally, the new hidden state is computed
as

ht = zt · ht−1 + (1− zt) · ĥt (2.86)

All the weights Wr, Ur, br, Wz, Uz, bz, Wh, Uh, bh are adjusted during the training
phase.

2.2.3.12 Attention Mechanism

Networks that deal with sequences often suffer from the incapability to remember
long sequences. It is common that after a certain number of time steps it forgets part
of the information relative to earlier elements in the sequence. Attention mechanisms
were introduced to address this issue [270, 271].

Self-attention Self-attention allows the network to look at past and future in-
formation, even if far away, to help the network to produce better encodings for
the elements in the input sequence [106]. To compute self-attention it is necessary
to create 3 matrices W Q, W K , W V which are trainable during the learning phase.
Then, a Query vector (qi), a Key vector (ki) and a Value vector (vi) are computed
for each of the input vectors xi as

qi = xi ·W Q, (2.87)

ki = xi ·W K , (2.88)

and
vi = xi ·W V . (2.89)

These three vectors are abstractions necessary for calculating and understanding the
concept of attention.
A score for every element xi against every element in the sequence is computed by
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performing the dot product between the Query vector qi of the i-th element and the
Key vectors of all the elements, one at the time. This score determines how much
focus to place on other elements in the input sentence to produce an encoding for
the current element. The score between the current element i and another element
j of the sequence is computed as

si,j = qi · kj, (2.90)

where i = 1, . . . , n and j = 1, . . . , n, being n the number of elements in the sequence.
Then, all the scores are divided by a constant

√
dk which is the square root of the

dimension of the Key vectors to provide more stable gradients as follows

ni,j =
qi · kj√

dk
. (2.91)

For every input xi, all the scores ni,j are passed through a softmax function which
normalizes the scores making them positive and sum up to 1 as

s′
i,k = eni,k∑n

j=1 eni,j
, (2.92)

where s′
i,k is the softmax score of the k-th element with respect to the current input

element xi. For every input, the softmax score determines how important each
element in the sentence is with respect to the current element. Of course, the most
important score will be s′

i,i, i.e. the importance of the input xi with respect to itself.
Afterward, normalized softmax scores are multiplied by the Value vectors of the
elements in the sequence as

v′
i,j = s′

i,j · vj (2.93)

In this way, v′
i,j represents the original Value vector of the j-th element of the

sequence scaled by its importance with respect to the current element of interest xi.
The importance is established by the previously computed softmax score.
Finally, all the scaled Value vectors are summed up together to compute the new
encoding for the input element xi as

zi =
n∑

j=1
v′

i,j. (2.94)

All these computations can be performed through matrix calculations as shown in
Figure 2.56. First, it is necessary to stack all the input vectors xi to obtain a single
matrix representation as

X = [x1x2 · · ·xn]T (2.95)

Then, compute the Query, Key and Value matrices as

Q = X ·W Q, (2.96)

K = X ·W K , (2.97)

and
V = X ·W V . (2.98)
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Finally, the new encodings are computed as

Z = softmax(Q ·KT

√
dk

) · V (2.99)

where
Z = [z1z2 · · · zn]T . (2.100)

Figure 2.56. Matrix calculations to compute self-attention [272].

Multi-Head Attention Multi-Head Attention (MHA) is a module for attention
mechanisms which computes self-attention several times in parallel [106]. The main
idea is that there are multiple triples of Query, Key, and Value matrices, all randomly
initialized. Every triple is used to project the input vectors to different representation
subspaces which are combined to produce the final encodings.
Each triple (Qi, Ki, Vi) is used to calculate a separate self-attention referred to as
head. Considering h heads, the i-th head computes a different encoding of the input
sequence as

Zi = softmax(Qi ·KT
i√

dk
) · Vi. (2.101)

It is now necessary to condense the h encoding matrices by concatenation as

Zc = Concat(Z1, Z2, . . . , Zh). (2.102)

This new condensed matrix is multiplied by an additional weight matrix WO, which
linearly projects it to the final output space as

Z = Zc ·W0. (2.103)

Notably, the final projected matrix

Z = [z1z2 · · · zn]T (2.104)

contains the encodings for all the elements in the original input sequence.
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2.2.3.13 Convolutional Neural Networks

A Convolutional Neural Network (CNN) is a family of NNs that can process data
having a regular and structured grid-like topology, such as images [273]. In fact,
every image can be represented as a matrix of pixel values where channels refer to
the components of an image. Standard images have three channels, namely red,
green and blue (RGB), which can be imagined as three stacked 2D matrices, each
having pixel values ranging from 0 to 255.
As for neurons in biological vision systems which respond only to stimuli in the
restricted region of the visual field called the receptive field, also neurons in a CNN
process data only in its receptive field. A CNN is structured in such a way that
simpler patterns are detected in the shallow layers, like lines or curves, and more
complex patterns in deeper layers, like faces or objects. Typically, a CNN has three
kind of layers: convolutional, pooling, and FC.
Convolutional layers perform a dot product between the matrix of learnable parame-
ters referred to as kernel and the restricted portion of input image delimited by the
receptive field as shown in Figure 2.57.

Figure 2.57. Operation performed in a convolutional layer [274].

The kernel is spatially smaller than the original image but extends to all channels.
For example, if the image has three channels, the kernel height and width are spatially
limited to the size of the receptive field, but the depth extends up to all three channels.
During the forward pass, the kernel slides across the image from left to right until
the complete width is parsed. Then, it slides down and continues from right to left
and so on. This operation produces a new representation of the input that takes into
account the locality of spatial features. The output is a 2D representation of the
image known as an feature map that represents the response of the kernel at each
spatial subregion of the input image. The sliding size of the kernel is called stride.
To ensure that the output has the same width and height as the input image, it is
common to use what is known as padding which consists of the addition of extra
pixels on the borders of the input image (usually zero-values). The padding is
typically one less than the kernel size. For example, if the kernel has size 3× 3, a
2-pixel padding would be used, 1 pixel on each side of the image. Without padding,
the border pixels are lost from the output as they participate in only a single receptive
field instance. In Figure 2.57 the input image has size 8× 8 and the output 6× 6 if
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no padding is added.
Being the kernel typically smaller than the input, instead of having a weight for
each input value as for dense layers, fewer parameters are stored and shared among
different receptive field instances, leading to sparse interaction in convolutional layers.
In this way, not only the memory requirement of the model is reduced but also the
statistical efficiency is improved. Due to parameter sharing, these layers have the
property of equivariance to translation, meaning that if the input is changed, the
output changes accordingly.
Pooling layers are responsible for reducing the spatial size of the feature maps. Not
only do they reduce the complexity of the model, but also contribute to extracting
dominant features which are rotational and positional invariant. The main types
of pooling layers are Max Pooling and Average Pooling. Max Pooling returns the
maximum value from the portion of the image covered by the kernel, while Average
Pooling computes the average.
FC layers serve the purpose to map the extracted representation of the convolutional
and pooling layers to the output space according to the task of interest. The final
feature maps are usually flattened into a column vector and then fed to one or
multiple FC layers to produce predictions. The general structure of a CNN is shown
in Figure 2.58.

Figure 2.58. Structure of a CNN [275].

The number of layers, the number and size of the kernels, the type of pooling
and the whole structure of the CNN can be chosen arbitrarily. Many different
architectures have been proposed in the last years and have proven to be very
successful among researchers and industrial applications. Some examples are ResNet,
EfficientNet, and MobileNet for classification, YOLOv5, RetinaNet, and Faster
R-CNN for object detection, SegNet and Mask R-CNN for semantic segmentation
[276, 277, 278, 279, 280, 281, 282, 283].

1D Convolution When the input data has no 2D grid-like topology but instead
is 1-dimensional like in time series, 1D CNNs can be used [284]. Each kernel has one
dimension less with respect to 2D CNNs and slides across the data from left to right.
The kernel is spatially smaller than the original input, extends to all channels, and
shares the weights across different receptive field instances as shown in Figure 2.59.

As for 2D CNNs, 1D CNNs have convolutional, pooling and FC layers.
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Figure 2.59. Operation performed in a 1D convolutional layer [285].

2.2.3.14 Graph Neural Networks

Graph Neural Networks (GNNs) are a class of NNs designed to perform inference
on data described as graphs by leveraging their topological information [286]. In
general, a graph consists of a set of nodes and a set of edges. Each node can have a
fixed-length feature vector associated with it and the same goes for each edge in the
graph. The basic idea behind most GNN architectures is graph convolution as an
extension of the convolution operation performed in CNNs.
Even though images are usually considered as regular grids with channels, as
discussed in the previous section, they can also be seen as graphs having a regular
structure, where each pixel is a node and neighbors are determined by the kernel
size. In this way, a 2D convolution is performing a weighted average of neighbor
pixels of a node which are ordered and have a fixed size. GNNs can be thought of
as a generalization of CNNs where the input can have a non-regular structure and
a complex topology. In fact, in GNNs a convolutional operation can be performed
by taking the average value of the node features along with its neighbors which
are unordered and variable in size. The difference between the 2D and the graph
convolutional operations is graphically shown in Figure 2.60.

Figure 2.60. 2D convolution versus graph convolution [286].

Graph convolution computes a new latent feature vector for each node in the next
layer as a function of the neighbors’ features in the previous layer of the network. As
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for any NN, latent representations can be used to compute predictions and, usually,
GNNs are employed to perform node, edge, or graph classification/regression.
A large number of GNN architectures fall in the family of spectral methods which
deal with the representation of a graph in the spectral domain. These methods are
based on graph signal processing and define the convolution operator in the spectral
domain using the Fourier transform F . The graph "signal" x is transformed to the
spectral domain as

F (x) = UT x. (2.105)

Then, the transformed graph signal is multiplied by a filter g in the spectral domain
as

F (g) · F (x), (2.106)

and, finally, the result is transformed back to its original domain using the inverse
graph Fourier transform F −1 as

F −1(x) = UT x. (2.107)

Given feature matrix X, an adjacency matrix A indicating whether pairs of vertices
are adjacent or not, and a filter G, the graph convolution can be written as

G ∗X = F −1(F (G) · F (X)) = U(UT G · UT X). (2.108)

U is a matrix defined by the eigenvectors of L = UΛUT , being Λ a diagonal matrix
containing the eigenvalues of L. L is the graph Laplacian and is computed as

L = D −A, (2.109)

being D the diagonal node degree matrix where

Dii =
∑

j

Aij . (2.110)

The diagonal elements of L will have the degree of the node if A has no self-loops.
The non-diagonal element Lij = −1 (i ̸= j) if there is a connection. If there is no
connection Lij = 0 (i ≠ j). Calculating the eigenvectors of the Laplacian returns
the Fourier basis for the graph.
However, computing eigenvalues and eigenvectors requires a SVD of L, which is
computationally demanding. Moreover, being the filter applied on the entire graph,
the notion of locality is lost for standard convolutions. Therefore, the graph con-
volution operation is usually approximated by a Chebyshev expansion [287]. This
approximation is a recurrent expansion that is used to estimate the k-the power of
L which has a direct interpretation: it traverses nodes that are up to k steps away,
thus introducing the notion of locality. The bigger the power the bigger the local
receptive field of the graph convolution.
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Graph Convolutional Networks A Graph Convolutional Network (GCN) is a
GNN belonging to the spectral family that uses the Chebyshev expansion approxi-
mation with k = 1 (it considers only direct neighbors for each node at every layer)
[108]. The input of a GCN is a graph G = (V, E), where V and E are the set
of nodes and edges respectively. V is represented as an N × F feature matrix X,
composed by the feature vectors of length F associated with each of the N nodes.
The structural information of the graph enclosed in E is, instead, represented as an
N ×N adjacency matrix A.
GCNs produce a node-level output O in the form of an N ×K matrix, where K is
the number of output features computed for each node. This matrix can be written
as a function of the feature matrix X and the adjacency matrix A as

O = f(X, A) = σ(AXW ), (2.111)

where W is a F ×K trainable weight matrix.
When multiplying by A, a weighted sum is computed for each node between the
feature vectors of all direct neighboring nodes excluding itself. For this reason, self-
loops are added by defining Â = A+I, where I is the N×N identity matrix. Since A
is typically not normalized, the matrix multiplications defined in Equation 2.111 can
cause a change of scale in the feature vectors. To prevent numerical instabilities and
vanishing/exploding gradients, the adjacency matrix can be normalized by computing
D

1
2 ÂD

1
2 , where D is the diagonal node degree matrix defined in Equation 2.109.

Considering the previous adjustments, the output of a GCN layer can be rewritten
as

O = f(X, A) = σ(D
1
2 ÂD

1
2 XW ). (2.112)

It is possible to define a multi-layer GCN by feeding the output feature matrix of a
layer together with the adjacency matrix A as input for the next layer.

2.2.3.15 Autoencoders

An Autoencoder (AE) is a NN trained to learn a compressed representation for a
set of data in an unsupervised manner [288]. First, it produces a reduced encoding
for the input data. Then, it tries to reconstruct the original input from the reduced
encoding. In particular, it aims at learning an identity function under specific
constraints, for example with a limited number of neurons in the hidden layers. An
AE consists of two parts, namely an Encoder and a Decoder.
The Encoder maps the input x ∈ Rn to a latent space and, by considering a FC
network, the output he

(l+1) of the l-th layer can be written as

he
(l+1) = σ(W (l)

e · he
(l)), (2.113)

where We
(l) are the trainable weights of the layer and σ is a non-linear activation

function. Considering an Encoder with Le layers, we have that he
(0) = x and that

he
(Le) = h, where h ∈ Rk is the compressed version of the input.

The Decoder, instead, maps the compressed representation h back to its original
space and, by considering again a FC network, we have that

hd
(l+1) = σ(W (l)

d · hd
(l)), (2.114)
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where hd
(l+1) is the output of the l-th layer, Wd is the trainable weight matrix and

σ is a non-linear activation function. Considering Ld layers, we have that hd
(0) = h

and that h(Ld) = x′, where x′ is the reconstruction of the input vector x
Since the goal of an AE is to reconstruct the input as accurately as possible (ideally
x′ = x), it is trained by minimizing the reconstruction error L(x′, x) = ∥x′ − x∥.
It is important to notice that, based on the specific application, other neural
architectures different from FC networks can also be considered as Encoder or
Decoder with an arbitrary number of hidden layers.

2.2.4 Training and Evaluation

This section covers data splitting for training and evaluating a ML or DL model,
and the problem of overfitting and underfitting. Finally, the most commonly used
evaluation metrics used to estimate the performance of a model are presented,
together with data validation techniques for assessing its generalization capabilities
over an out-of-sample data set.

2.2.4.1 Data Split

A dataset used to fit a model is generally split into three disjoint subsets, namely:

• Training set: samples used to train the model. This set is usually between
60% and 80% of the original sample.

• Development set: samples used to periodically evaluate the model during
the training phase to select the best model. The model’s parameters are not
adjusted to fit this data. This set is usually between 10% and 20% of the
original sample.

• Test set: after the whole training is completed, this set is used to perform a
final evaluation of the model on unseen data. This set is usually between 10%
and 20% of the original sample.

Monitoring the performance of the algorithm on the training set and the validation
set (during the training phase), and on the test set (after the training phase), allows
us to assess the convergence of the optimization process, the accuracy of the model,
its robustness and its ability to generalize.

2.2.4.2 Overfitting and Underfitting

ML algorithms try to adjust their parameters to learn a function mapping inputs
to outputs. It can happen that models adjusted their parameters excessively to
correctly predict samples used for training while providing poor predictions for
unseen samples in the validation and/or test set. This means that the model is
unable to generalize correctly. If the predictions are excessively good on the training
set and poor on the other sets, it means the parameters of the network have been
excessively adjusted to fit only a subset of the data. This phenomenon is called
overfitting.
If instead, the model can neither predict well on the training set nor generalize to new
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data, it suffers from underfitting, thus having poor performance on the training data
and the other sets. Figure 2.61 presents an example of underfitting and overfitting
in a 2D scenario.

Figure 2.61. A 2D example of overfitting and underfitting [289].

When dealing with algorithms that optimize their parameters using a loss function,
overfitting and underfitting can be tackled through regularization techniques which
allow the model to better generalize. The most commonly used regularizations are
L1, L2 and dropout.

L1 Regularization Given a loss function L quantifying the error between the
prediction of the model and the correct output associated with the inputs, the L1
regularization computes the sum of the absolute values of all the parameters of the
model and adds them to the original loss as follows

Lreg = L + λ
k∑

i=1
|wi|, (2.115)

where k is the total number of parameters and λ is the regularization parameter
used as scaling factor for determining how much the regularization term

∑k
i=1 |wi|

influences the total loss function [290].

L2 Regularization The L2 regularization, instead, adds the sum of the squared
parameters to the original loss as

Lreg = L + λ
k∑

i=1
w2

i . (2.116)

When minimizing the new loss function Lnew, the model is encouraged to keep its
parameters small, preventing overfitting and allowing it to better generalize [291].

Dropout One of the most popular techniques used to prevent overfitting in NNs
is dropout [292]. At every training step, a certain number of nodes are randomly
selected and "deactivated", as shown in Figure 2.62, making the network ignore all
their incoming and outgoing connections with other neurons.

In this way, at every iteration, the network adjusts only a random subset of its
weights to generalize better. This is because the network is forced not to rely too
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Figure 2.62. Example of a NN before (left) and after (right) dropout regularization [293].

much on any specific subset of neurons since they might be deactivated at any time.
The amount of dropout, i.e. the percentage of deactivated neurons, is determined by
a hyperparameter named dropout or dropout rate.

2.2.4.3 Evaluation Metrics

After training a model, it is essential to evaluate it using proper metrics. In this
way, the accuracy and robustness of an algorithm can be quantified and compared
to other models. The next sections describe the most popular evaluation metrics
for classification and regression tasks, together with evaluation metrics used for
unsupervised feature selection.

2.2.4.4 Evaluation Metrics for Classification

Metrics that quantify and compare discrete output predictions are adopted to
evaluate the performance of classification models. Before diving into the different
metrics, it is important to define what true positives, true negatives, false positives
and false negatives are in the context of multi-class classification:

• True Positive (TPX): number of samples belonging to class X correctly pre-
dicted as belonging to class X.

• False Positive (FPX): number of samples belonging to class X incorrectly
predicted as not belonging to class X.

• True Negative (TNX): number of samples not belonging to class X correctly
predicted as not belonging to X.

• False Negative (FNX): number of samples not belonging to class X incorrectly
predicted as belonging to class X.

Confusion Matrix The Confusion Matrix is a tabular visualization of the ground-
truth labels compared to the model predictions. The entry (i, j) of the matrix
represents the number of samples that belong to class i and are predicted as class
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j. Ideally, the matrix has only positive values on the main diagonal (where i = j),
meaning that the ground-truth class always coincides with the predicted class. The
Confusion Matrix is not a proper performance metric but is used to compute other
classification evaluation metrics. An example of normalized confusion matrix to
evaluate fault classification in power systems is provided in Figure 2.63.

Figure 2.63. An example of normalized confusion matrix to evaluate fault classification in
power systems [294]. Notably, it is a multi-class classification task with 20 classes.

Accuracy Accuracy is the ratio between the number of correct predictions and
the total number of samples and can be computed for a class X as

AccuracyX = TPX
TPX + FPX + TNX + FNX

. (2.117)

To compute the overall accuracy of the model for all classes, three different approaches
can be considered, namely macro, weighted and micro averaging [295]. A macro-
average computes the metric independently for each class and then takes the average,
thus treating all classes equally as

Accuracy = 1
k

∑
X

AccuracyX, (2.118)

where k is the number of classes and the sum goes over all possible classes. A
weighted average computes the accuracy metrics for each label and finds their
average weighted by support (the number of samples belonging to each label) as

Accuracy =
∑
X

nX
n

AccuracyX, (2.119)
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where n is the total number of samples and nX is the number of samples belonging
to class X. A micro-average aggregates the contributions of all classes to compute
the average metric as

Accuracy =
∑

X TPX∑
X(TPX + FPX + TNX + FNX) . (2.120)

The macro, weighted and micro-averaging approaches can also be used to compute
the overall performance of a classifier when using the other metrics covered in the
next paragraphs. When dealing with binary classification, all metrics lose the X
subscript.

Precision Precision for a class X is the ratio between the number of correct
predictions for class X and the total number of samples that were predicted as
belonging to class X and can be computed as

PrecisionX = TPX
TPX + FPX

. (2.121)

In the context of predictive maintenance, this metric is used to assess what percentage
of alarms triggered by the model for a specific failure is true. A Precision value of
1 indicates that the algorithm is very robust and reliable, meaning that no false
alarms are triggered. A model can be extremely precise, even though predicting
a specific failure only a few times. For this reason, the following Recall metric is
complementary to Precision.

Recall Recall for a class X is the ratio between the number of correct predictions
for class X and the total number of samples that belong to class X, and can be
computed as

RecallX = TPX
TPX + FNX

. (2.122)

In the context of predictive maintenance, this metric is used to assess what percentage
of occurrences of a specific failure is correctly predicted by the model. A Recall value
of 1 indicates that the algorithm can predict all failure events of a specific category.
The limit case is when the model predicts all events as belonging to that specific
class, thus resulting in maximum Recall. This is, of course, not a high-performing
model and, therefore, Recall is usually considered together with Precision using the
F1-score discussed next.

F1-Score The F1-Score is the harmonic mean between Precision and Recall and
ranges between 0 and 1. This metric expresses how precise the model is in predicting
a specific class, as well as how robust it is. The F1-Score for a class X can be
computed as

F1-ScoreX = 2
1

PrecisionX
1

RecallX
= 2 · PrecisionX · RecallX

PrecisionX + RecallX
. (2.123)

This metric represents a balance between Precision and Recall and is recommended
when dealing with imbalanced classification problems.
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Area under Receiver operating characteristics curve The Area Under
Receiver Operating Characteristics curve, better known as AUC-ROC curve, makes
use of the concept of true positive rate and false positive rate for a class X which
are defined as

TPRX = TPX
TPX + FNX

(2.124)

and
FPRX = FPX

FPX + TNX
. (2.125)

The TPRX corresponds to the proportion of samples correctly classified as belonging
to class X with respect to the total number of samples belonging to class X. The
FPRX corresponds to the proportion of samples incorrectly classified as belonging
to class X with respect to the total number of samples not belonging to class X.
The TPRX and FPRX can assume different values based on a threshold applied to
the output of the predictive model. High threshold values can lead to both a low
false positive rate and a low true positive rate since the model avoids predicting
class X. Low thresholds, instead, can lead to both a high true positive rate and a
high false positive rate since the model most likely predicts X as output label. For
this reason, different thresholds are considered to generate a graph where the FPRX
is plotted on the x-axis and the TPRX on the y-axis as shown in Figure 2.64.

Figure 2.64. Example of an AUC-ROC curve [296].

The top left corner of the plot is the ideal point where the false positive rate is
zero and a true positive rate is one. This is unrealistic, but a larger area under the
curve (AUC-ROC) is usually better. This value ranges from 0 to 1 and the greater
the value, the better the performance of the classifier.

2.2.4.5 Evaluation Metrics for Regression

Many evaluation metrics commonly adopted for regression tasks coincide with the
loss functions used to train a NN (see Section 2.2.3.3).
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Mean Squared Error The MSE is the average of the squared difference between
the target value and the predicted value as defined in Equation 2.46. Due to the
squaring of errors, this metric is sensitive to outliers which produce large errors, and
small errors are penalized, leading to an underestimation of the model’s performance.
The interpretation of the MSE has to be done by keeping in mind the squaring factor
of the errors.

Root Mean Squared Error The Root Mean Squared Error (RMSE) corresponds
to the square root of the average of the squared difference between the target value
yi and the value predicted ŷi and is computed as

RMSE =

√√√√ 1
n

n∑
i=1

(yi − ŷi)2. (2.126)

This metric does not penalize smaller errors as the MSE and is less sensitive to
outliers since it uses the square root. The interpretation is easier than the MSE
since the scale of the errors is the same as the variable.

Mean Absolute Error The MAE is the average of the difference between the
ground truth and the predicted values as defined in Equation 2.46. This metric
is robust towards outliers since it does not square the errors as for the MSE. The
MAE, since computing the absolute value, does not take into account the sign of the
error and does not provide information about under-predicting or over-predicting
the data. The interpretation of this metric is straightforward as the magnitude of
the MAE matches the original scale of the variable.

2.2.4.6 Evaluation Metrics for Unsupervised Feature Selection

To evaluate an unsupervised feature selection method for time series, two main
indicators are widely used: redundancy and information gain.

Redundancy The redundancy of information among a set of time series y =
(y1, y2, . . . , yN ) is quantified by the metric WI , which reads as

WI(y) = 1
|y|2

∑
yi,yj∈y

MI(yi, yj), (2.127)

where MI(yi, yj) is the mutual information between time series yi and yj [297]. A
low value of WI is associated with a set of time series that are maximally dissimilar
to each other. It is also possible to consider the rate of variation of this metric,
represented by the Redundancy Reduction Ratio (RRR)

RRR = WI(y)−WI(ȳ)
WI(y) , (2.128)

where ȳ is the set time series after the feature selection.
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Information Gain The information gain is computed in terms of the Shannon
entropy H [298], which reads as

H(X) =
∑

i

p(xi) log2(xi), (2.129)

where X is the data matrix associated with the set of time series y, being every row
a sample of the observations and every column a different time series, and xi is the
i-th row of the matrix. The information gain is computed as the variation of entropy
between the original time series and the time series after the feature selection ȳ. If
the rate of variation is considered, it is possible to define the Information Gain Ratio
(IGR):

IGR = H(X)−H(X̄)
H(X) (2.130)

where X and X̄ are the data matrices associated to y and ȳ.

2.2.4.7 Model Validation

Model validation is essential to assess that a model is robust enough to generalize
to an unseen data set, without overfitting on the training data and achieving
approximately the same performance on both samples.
As seen in Section 2.2.4.1, the available dataset is usually split into training, validation
and test sets. However, by partitioning the available data into three sets, the number
of samples that can be used to train the model is reduced and can lead to a problem
of underfitting. Moreover, the results can depend on a particular random choice
for the training and validation sets, thus generating a bias. Even though a test
set should still be held out for final evaluation, the validation set is no longer a
limitation when performing a procedure called Cross-Validation (CV) [299].

2.2.4.8 K-Fold Cross-Validation

In K-Fold Cross-Validation (KFCV), the training data is divided into k subsets
referred to as folds [300]. Then, a model is trained using k−1 of the folds as training
data and validated on the remaining part of the data. This operation is performed
k times, one for each of the folds as shown in Figure 2.65.

Finally, the overall performance of the model is calculated by averaging the
values computed for the k trials. Training k separate models can be computationally
expensive but prevents the reduction of the training sample size as when fixing an
arbitrary validation set once.

2.2.4.9 Leave-One-Out Cross-Validation

When the number of folds k is equal to the number of samples n (k = n), then
KFCV takes the name of Leave-One-Out Cross-Validation (LOOCV) [302]. LOOCV
provides a much less biased measure of the performance since n models are trained
and their scores averaged, each considering n− 1 observations as training set and a
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Figure 2.65. A visual representation of how KFCV operates considering 5 folds [301].

single sample as validation set. When n is large and/or the model is complex and
takes longer to train, LOOCV can become extremely demanding both in terms of
time and computational resources.

2.2.4.10 5× 2-fold Cross-Validation

5× 2-fold Cross-Validation (5x2CV) is a very popular approach for comparing the
performance of two different models, especially when performing model selection
[303]. 5x2CV computes 5 iterations of KFCV with k = 2 and, at each iteration,
the available data is randomly partitioned into two equal-sized sets S1 and S2.
Each learning algorithm (A or B) is trained on each set and tested on the other
set and four error estimates are computed: p

(1)
A and p

(1)
B (error of model A and B,

respectively, trained on S1 and tested on S2) and p
(2)
A and p

(2)
B (error of model A

and B, respectively, trained on S2 and tested on S1). Subtracting corresponding
error estimates produces two estimated differences

p(1) = p
(1)
A − p

(1)
B (2.131)

and
p(2) = p

(2)
A − p

(2)
B . (2.132)

From these two differences, the estimated variance is

s2 = (p(1) − p̄)2 + (p(2) − p̄)2 (2.133)

where
p̄ = p(1) + p(2)

2 (2.134)
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Let s2
i be the variance computed for iteration i, and let p

(1)
1 be the p(1) for the very

first of the 5 iterations. Then, it is possible to define the following t statistic

t = p
(1)
1√

1
5

∑5
i=1 s2

i

. (2.135)

The null hypothesis is that both models have the same performance and that the
score difference between the two algorithms for each fold is assumed to follow a
normal distribution centered in zero. With this assumption, statistic t is assumed
to follow a t distribution with 5 degrees of freedom. To test the null hypothesis
the value of t is computed to check if it satisfies a t distribution with 5 degrees of
freedom or if it is an outlier. When the t value is close enough to zero, the null
hypothesis can not be rejected and the models are assumed to be equal. Otherwise,
one of the models performs better than the other.
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Chapter 3

Framework for Energy
Applications

3.1 Dimensionality Reduction in Energy System Sensor
Networks

Recent advances in wireless communications and electronics allowed the development
of low-cost, low-power, multi-functional sensor nodes that are small in size and
communicate over short distances. Each of these sensor nodes consists of sensing,
data processing, and communicating components, and, when interconnected with
other nodes, composes a sensor network [304].
Sensor networks usually count a large number of tiny sensor nodes that are deployed
either inside the phenomenon of interest or very close to it, where each sensing device
is capable of monitoring specific quantities, (e.g. temperature, pressure, vibration,
etc.). One of the main advantages of sensor networks is that the location of each
sensor node is not predetermined and can be engineered strategically, allowing
monitoring of any quantity of interest. Moreover, since sensor nodes are fitted with
an onboard processor, instead of sending the raw collected data, they use their
processing abilities to locally carry out simple computations and transmit only what
is useful [305].
In many energy systems, sensor networks are interfaced with a SCADA system,
which stands for Supervisory Control And Data Acquisition [306]. SCADA systems
are evolving rapidly and are nowadays considered a vital element penetrating the
energy market that allows operators to supervise the behavior of energy systems as
a whole. These systems record measurements coming from the underlying sensor
network regularly (usually every 10 minutes) and allow the operator to determine if
corrective actions are required. Moreover, SCADA systems also record the energy
output, availability and error signals, providing a database of insightful data which
can be analyzed or used to train predictive models.
On the other hand, with the possibility to install large numbers of sensors that collect
measurements over months or even years, vast amounts of time series are generated
and stored in databases. Moreover, when monitoring different points of an energy
system, it can happen to measure redundant information or record signals that are
strongly correlated or present similar trends even though having a different nature
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[307]. The existence of redundant and noisy data not only makes it significantly
more difficult to analyze the available data but also contributes to the degradation of
the performance of learning algorithms, making them less scalable and reliable [308].
For these reasons, it is vital to detect and remove irrelevant, redundant, or noisy
features, and alleviate the curse of dimensionality in the context of sensor networks
installed in energy systems, allowing to improve the interpretability of predictive
models, speed up their learning process, and enhance their generalization properties
[297, 207].
The next sections present two papers we published in the context of dimensionality
reduction for sensor networks. Specifically, the work in Section 3.1.1 [242] proposes
an unsupervised algorithm based on time series clustering to group similar signals
together, opening the possibility to reduce their dimensionality by selecting repre-
sentative variables for each identified cluster. Even though the use case is not a,
strictly speaking, RES, it involves a CHP plant using natural gas. By recovering
and using heat from on-site electricity production, these systems typically achieve
total system efficiencies from 65% to 80% and can reach 90%, making them suitable
and necessary during the transition towards a sustainable future. Moreover, the
proposed algorithm can be applied to any RE system to reduce the dimensionality
of the monitored signals. The second paper presented in Section 3.1.2 [309] proposes
a novel algorithm for unsupervised feature selection that leverages the predictive
power of combinations of variables to assess their overall importance.

3.1.1 Time Series Clustering: A Complex Network-Based Approach
for Feature Selection in Multi-Sensor Data

Introduction

The primary goal of industrial Internet of Things (IoT) has been linking operations
and information technology for insight into production dynamics. This potential
flexibility entails a floor of technologies made of distributed networks of physical
devices embedded with sensors, edge computers, and actuators used to identify,
collect, and transfer data among multiple environments. Such IoT-based Cyber-
Physical Systems (CPS) establish a direct integration of engineering systems into
digital computer-based ones, where the measurement or sensing technologies play an
essential role in capturing the real world. Data collected are then the main ingredient
to lift efficiency, accuracy, and economic benefits with the added merits of minimum
human intervention [310, 311].
A consequence of such transformation is that the sensor layer, customarily used
to measure, is now the means to map the actual status (of the process) into the
cyber-world to derive process information, collect it in databases, and use it as a
basis for the models which can be adapted (ideally by self-optimization) to the real
situations. In this vein, the CPS provides a holistic view of the engineering systems
and enables a bi-directional physical to digital interaction via multi-modal interfaces
[312, 313]. Unlike the classic concepts derived from control theory, CPS forms the
basis to describe even complex interactions and thus anticipate process deviations
or interpretation and prediction of system behavior, diagnosis of exceptional events,
explanation of causal mechanisms, and reactive response to urgent events [314].
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On the other hand, CPS are disclosing large quantities of data to create augmented
knowledge about process control. These high-dimensional datasets typically include
heterogeneous measures acquired through a large variety of sensors which may have
different sampling rates and communication protocols [315]. Following this trend,
in recent years, there has been a rapid development of mathematical modeling
techniques and analytical tools able to address the aforementioned problems, while
meeting the new IoT requirements to assist process decision-makers.
In this scenario, AI is playing a major role to support the development of intelligent
systems in process control engineering [316]. Examples are data preprocessing
tasks, such as outlier removal [317], the replacement of missing values [318], and the
definition of machine learning models for predictive and prescriptive maintenance [319,
320, 321]. Moreover, AI can be used to model a system without the computational
complexity of a full simulation or a physical analysis, learning functional dependencies
between system components from the data [322]. Even though most AI models are
data-driven, overabundant high-dimensional data can have a negative impact on
model behavior and efficiency, not only because of the computational complexity
but also in terms of accuracy [315]. The existence of redundant and noisy data
contributes to the degradation of the performance of learning algorithms, making
them less scalable and reliable [308].
Remedial strategies must fundamentally select the most representative features of
the original dataset, by using feature selection techniques. Feature selection, part
of the larger family of dimensionality reduction approaches, aims at extracting a
smaller set of representative features that retains the optimal salient characteristics
of the data, especially in terms of global information content.
The dimensionality problem is particularly evident in data collected from control
monitoring systems in engineered processes and machines, due to the strong presence
of redundant data related to physical quantities, with similar trends, monitored
in different points of the system, or to parameters of different nature but strongly
correlated [307]. By detecting and removing irrelevant, redundant, or noisy features,
feature selection can alleviate the curse of dimensionality from industrial sensor
networks, improving model interpretability, speeding up the learning process, and
enhancing model generalization properties [297, 207].
Feature selection techniques can be both supervised and unsupervised depending on
the availability of the data class labels used for guiding the search for discriminative
features [323]. Recently, unsupervised feature selection has been attracting an ever-
growing interest, especially in the control and monitoring field, because of the lack
of ground truth data in many real-world applications [324].
Traditional unsupervised feature selection methods based on dependence measures,
such as correlation coefficients, linear dependence, or statistical redundancy, are
already widely used [324]. Recently, feature clustering demonstrated its merit in
terms of accuracy with respect to other unsupervised approaches [325]. In addition,
clustering algorithms outperform state-of-the-art methods in detecting groups of
similar features [326, 327], as well as in selecting metrics (one or more features) out
of every cluster to reduce the dimensionality of the data with more or less granularity
based on the application.
It has been recently demonstrated that network approaches can provide novel insights
for the understanding of complex systems [238, 328], outperforming classical methods
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in the ability to capture arbitrary clusters [329]. In particular, the weakness of
conventional techniques resides in the use of distance functions that allow finding
clusters of a predefined shape. In addition, they identify only local relationships
among neighbor data samples, being indifferent to long-distance global relationships
[329]. Examples of network methods for time series clustering can be found in the
literature, making use of Dynamic Time Warping (DTW) and hierarchical algorithms
[330] and community detection algorithms [329].
In this paper, we propose an unsupervised feature selection algorithm based on a
novel feature clustering technique tailored to time series collected from real industrial
IoT sensor networks. The clustering approach complements different tools from
complex network theory, which are becoming promising in the field of nonlinear
time series analysis for their ability to characterize the dynamical complexity of a
system [238]. In particular, we used visibility graphs [237] to map time series in the
network domain, then node degree sequences extraction [331] to characterize them,
and, finally, community detection algorithms [332] to perform time series clustering.
The proposed method was tested on the sensor network of a 1 MW Combined Head
and Power (CHP) plant central monitoring system. The heterogeneous dataset
includes measurements from the engine, the auxiliaries, the generator, and the
heat recovery subsystem. Finally, we compared with other traditional time series
clustering methods in terms of redundancy and information content for feature
selection.
The rest of the paper is organized as follows. First, we present the unsupervised
feature selection method, then, describe the case study. After, we report experimental
results to support the proposed approach and, finally, summarize our work and draw
some conclusions.

Methods

This section discusses the proposed method, starting from the problem of time series
clustering up to the task of unsupervised feature selection. Given a set of N time
series y = y1, y2, . . . , yN , the main steps of the proposed clustering approach are
here summarized.

a) Remove time series noise through a low-pass filter.

b) Segment time series yn into consecutive non-overlapping intervals s1
n, s2

n, . . . , sT
n

corresponding to a fixed time amplitude L, where T is the number of segments
extracted for each time series.

c) Transform every signal segment st
n (t = 1, . . . , T and n = 1, . . . , N) into a

weighted natural visibility graph Gt
n.

d) Construct a feature vector kt
n = ((kt

n)1, (kt
n)2, .., (kt

n)L) for each visibility graph
Gt

n, where (kt
n)i is the degree centrality of the ith node in the graph and kt

n

the degree sequence of the graph.

e) Define a distance matrix Dt for every tth segment (t = 1, . . . , T ), where the
entry dt

ij is the Euclidean distance between the degree centrality vectors kt
i
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and kt
j . Every matrix gives a measure of how different every pair of time series

is in the tth segment.

f) Compute a global distance matrix D that covers the entire time period T where
the entry (i, j) is computed as dij = 1

T

∑T
t=1 dt

ij , averaging the contributions
of the individual distance matrices associated to every segment.

g) Normalize D between 0 and 1, making it possible to define a similarity matrix
as S = 1−D, which measures how similar every pair of time series is over the
entire time period.

h) Build a weighted graph C considering S as an adjacency matrix.

i) Cluster the original time series by applying a community detection algorithm
on the graph C and visualize the results through a force-directed layout.

Figure 3.1 illustrates the flowchart of the methodology.
After the initial stages of data filtering (Step a) and time series segmentation

(Step b), for the transformation of every signal into the network domain (Step d),
we used the natural weighted visibility graphs. The natural variant was preferred
to the horizontal one because it can capture properties of the original time series
with higher detail, avoiding simplified conditions. The weighted variant, on the
other hand, is used to magnify the spatial distance between observations that have
visibility and thus avoid binary edges in favor of weighted edges in the visibility
graph.
Since we used natural weighted visibility graphs to map time series into networks, for
the extraction of a feature vector for each signal segment (Step e), we considered the
weighted degree centrality sequence of the network, as suggested in [333], because
it can fully capture the information content included in the original time series
[331, 334].
Then, after the construction of the segment distance matrices Dt and the normalized
global similarity matrix S together with its graph representation C (Steps f–h), we
used the modularity-based Louvain’s method (Step i) for community detection since
fast and well-performing in terms of modularity.

To achieve a modular visualization of the clusters detected by the discussed
method and their mutual connections, we used a force-directed algorithm, namely
the Frushterman–Reingold layout, as a graphical representation.
Finally, for specific unsupervised feature selection purposes, we considered a rep-
resentative parameter for each cluster. Such parameters were identified based on
their importance within the communities, by considering the signals with the highest
total degree centrality in their respective groups.
Every part of the proposed approach was developed in Python 3.6 [335], using the
Numpy [336] and NetworkX [337] packages.

Case Study

This section deals with the case study considered for the applications of the proposed
method, which is an internal combustion engine used in industrial cogeneration (or
CHP).
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Figure 3.1. Flowchart of the proposed time series clustering methodology.

The CHP system consists of a four-stroke ignition engine (P = 1032 kW) fueled
with vegetable oil, coupled to a three-phase synchronous generator. The electricity
produced is used to meet the self-consumption of the plant and the production
surplus is fed into the grid.
The heat recovery takes place both from the engine cooling water circuit and from
the exhaust gases. In particular, the heat exchange with engine cooling water
(t = 65− 80 ◦C) is used both to meet part of the plant heating requirement and for
the preheating of the fuel before the injection phase. The return water from the
plant is cooled by a ventilation system consisting of four fans (P = 15 kW).
The exhaust gases, after being treated in a catalyst, are conveyed inside a boiler
of 535 kW thermal power, which is used to produce steam at about 90 ◦C useful
for different production lines. A schematic representation of the system is shown in
Figure 3.2.

The system is equipped with a sensor network for condition monitoring and
control purposes that samples every minute for a total of 90 physical quantities at
different points.
The data used for the case study go from 25 June 2014 to 5 May 2015.
The early preprocessing phase involved the removal of the constantly flat parameters
and the cumulative signals, thus reducing the number of the starting parameters to
78. The final list of monitored CHP plant variables considered for the analysis is
reported in Table 3.1.
In the preprocessing phase, the outliers caused by sensor errors were also removed.
To deal with unusual dynamics linked to system shutdowns, observations with zero
active power were filtered out. Afterward, we resampled the data every 15 min to
filter constant signal intervals and reduce the number of measurements processed
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Figure 3.2. Schematic block diagram of the CHP system with measuring points.

by the algorithm. The resulting data matrix used as input for the analysis had
30,240 rows and 78 columns. Finally, we built time series segments including 24 h of
observations to capture the typical daily cycle of the plant.

Results

This section provides a detailed discussion of the experimental results obtained by
the proposed approach, followed by a comparison with two traditional time series
clustering methods.
Figure 3.3 shows the plot of the 78 standardized signals during a representative
period of about two months. Data were extracted during a total measuring time of
almost 11 months.

The dataset was then analyzed by applying the method described in Section
3.1.1. After the application of a low-pass filter for noise removal, Steps b–d of the
workflow, time series were segmented into non-overlapping intervals st

n, then mapped
into natural visibility graphs Gt

n, and finally feature vectors were extracted in terms
of degree sequences kt

n. Afterward, in Steps e–g, a global distance matrix D was
computed by combining the contribution of all the distance matrices Dt, followed
by the definition of the similarity between all the pairs of time series. The resulting
similarity matrix S is shown in Figure 3.4.

As per Step h, the similarity matrix S is represented in the form of a weighted
graph, also called similarity graph C, where each node corresponds to a specific
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Table 3.1. List of monitored CHP plant parameters.

ID Variable ID Variable ID Variable

T0 Condenser Temp. [◦C] T26 Engine 1 Out Temp. [◦C] H52 Gen Frequency [Hz]
T1 Hot Water Temp. [◦C] T27 Engine 2 Out Temp. [◦C] V53 Gen L1-L2 Concat. Volt. [V]
F2 Steam Flow Rate [m3/h] L28 Tank 1 Level [%] V54 Gen L2-L3 Concat. Volt. [V]
P3 Steam Out Pressure [bar] T29 Tank 1 Temp. [◦C] V55 Gen L3-L1 Concat. Volt. [V]
P4 Steam Pressure [bar] L30 Tank 2 Level [%] A56 Gen Phase 1 Current [A]
T5 Steam Temp. [◦C] T31 Zone 4 Temp. [◦C] V57 Gen Phase 1 Volt. [V]
W6 Steam Thermal Power [kW] L32 Tank Level [lt] A58 Gen Phase 2 Current [A]
T7 Cold Water Temp. [◦C] P33 Tank Pressure [bar] V59 Gen Phase 2 Volt. [V]
W8 Thermal Power [kW] T34 Zone 1 Temp. [◦C] A60 Gen Phase 3 Current [A]
F9 Water Flow Rate [m3/h] T35 Zone 2 Temp. [◦C] V61 Gen Phase 3 Volt. [V]

T10 Casing Out Temp. [◦C] T36 Zone 3 Temp. [◦C] S62 Gen Power Factor
T11 Cylinder 1A Temp. [◦C] T37 Tank 2 Temp. [◦C] VR63 Gen Reactive Power [Var]
T12 Cylinder 1B Temp. [◦C] T38 Zone 5 Temp. [◦C] W64 Grid Active Power [W]
T13 Cylinder 2A Temp. [◦C] T39 Zone 6 Temp. [◦C] VA65 Grid Apparent Power [VA]
T14 Cylinder 2B Temp. [◦C] P40 Carter Pressure [mbar] H66 Grid Frequency [Hz]
T15 Cylinder 3A Temp. [◦C] P41 Oil Pressure [bar] V67 Grid L1-L2 Concat. Volt. [V]
T16 Cylinder 3B Temp. [◦C] L42 Sump Level [%] V68 Grid L2-L3 Concat. Volt. [V]
T17 Cylinder 4A Temp. [◦C] T43 Oil Temp. [◦C] V69 Grid L3-L1 Concat. Volt. [V]
T18 Cylinder 4B Temp. [◦C] T44 SCR Out Temp. [◦C] V70 Grid Phase 1 Volt. [V]
T19 Cylinder 5A Temp. [◦C] T45 DX Turbine In Temp. [◦C] A71 Grid Phase 2 Current [A]
T20 Cylinder 5B Temp. [◦C] T46 DX Turbine Out Temp. [◦C] V72 Grid Phase 2 Volt. [V]
T21 Cylinder 6A Temp. [◦C] T47 SX Turbine In Temp. [◦C] V73 Grid Phase 3 Volt. [V]
T22 Cylinder 6B Temp. [◦C] T48 SX Turbine Out Temp. [◦C] T74 Intercooler In Temp. [◦C]
S23 Speed [rpm] L49 Urea Tank Level [%] T75 Plant Delta Temp. [◦C]
T24 Supercharger Temp. [◦C] W50 Gen Active Power [W] T76 Plant In Temp. [◦C]
T25 Engine 1 In Temp. [◦C] VA51 Gen Apparent Power [VA] T77 Plant Out Temp. [◦C]

signal and the edge weights quantify pairwise similarities between time series. To
carry out the community detection phase, only the most important edges were taken
into account. In particular, we performed edge pruning by filtering the pairwise
similarities lower than the second quantile of their probability distribution.
Then, as for Step i, using Louvain’s algorithm (see Section 2.2.2.5), we identified 12
different communities within the filtered similarity graph, which globally cover 70
parameters. Table 3.2 provides the detail of the variables contained in each cluster
with reference to the parameter IDs presented in Table 3.1.

Table 3.2. Clusters obtained through Louvain’s algorithm.

Cluster ID Variable ID

Cluster 1 T29, T34-T39
Cluster 2 L28, L30
Cluster 3 T11-T22, T44-T48
Cluster 4 T7, T10, T24-T27, T31, T43, T74, T76
Cluster 5 W8, F9
Cluster 6 T0, F2, P3, P4, T5, W6
Cluster 7 T1, T75, T77
Cluster 8 S23, H52, H66
Cluster 9 V53-V55, V57, V59, V61, V67-V70, V72, V73
Cluster 10 W50, VA51
Cluster 11 A56, A58, A60
Cluster 12 W64, VA65, A71

The eight signals shown in Figure 3.5 were not clustered since they were charac-
terized by independent dynamics. This subset includes engine lube oil parameters,
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Figure 3.3. Overall standardized time series sampled from 6 September 2014 to 21
November 2014.

Figure 3.4. Similarity matrix represented as a heat map where the entry (i, j) quantifies
the similarity between signals i and j.

i.e., carter pressure, sump level, and pressure; generator parameters, i.e., power
factor and reactive power; parameters in the fuel primary storage, i.e., tank level
and pressure; and parameters in the exhaust gas treatment, i.e., urea tank level.

Time series clustering results are illustrated with reference to the functional
groups shown in the block diagram in Figure 3.2. Most of the fuel parameters were
grouped into two distinct homogeneous clusters (see Figure 3.6). Fuel temperatures
from the primary storage to the output of tanks 1 and 2 are included in Cluster 1
(Figure 3.6a), while Cluster 2 (Figure 3.6b) groups the fuel levels in the two tanks.

Engine sensor signals fall, together with other strictly related parameters, into
two distinct clusters (see Figure 3.7). In particular, Cluster 3 (Figure 3.7a) includes
all the cylinder temperatures and the exhaust temperatures, while Cluster 4 (Figure
3.7b) includes the casing temperatures, the supercharger temperatures, and the
temperatures monitored at the engine auxiliaries, e.g., cooling water, lube oil, and
intercooler subsystems. Cluster 4 also contains some parameters by the heat exchange
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Figure 3.5. Signals that were not included in clusters: lube oil carter pressure (P40), lube
oil sump level and pressure (L42 and P41), generator power factor (S62) and reactive
power (VR63), fuel tank level and pressure (L32 and P33) in the primary storage, and
urea tank level (L49).

(a) Cluster 1 (b) Cluster 2

Figure 3.6. Fuel parameters: (a) the trends of the time series included in Cluster 1, i.e.,
temperatures of the fuel in the storage area (T29 and T34–T39); and (b) the trends of
the time series included in Cluster 2, i.e., fuel levels in tank 1 (L28) and tank 2 (L30).

with the engine cooling, such as water inlet temperatures of the process heat circuit
and inlet fuel temperature.
All the parameters of the high-temperature heat recovery circuit (process steam
demand) were, instead, separated into two distinct groups (see Figure 3.8). In
detail, Cluster 5 (Figure 3.8a) includes the thermal power and hot water flow rate,
monitored at the boiler inlet, while, in Cluster 6 (Figure 3.8b), all the specific steam
parameters are grouped together, such as steam flow rate, pressure, and thermal
power, as well as the temperature of the condensed water.

As mentioned above, low-temperature heat circuit sensor signals, measured at
the plant inlet, are part of Cluster 4 together with other engine and auxiliaries
signals (see Figure 3.7b), while the water temperatures at the plant outlet and the
delta in–out temperature are in Cluster 7 (see Figure 3.9).

The two principal properties of the electric power supply, frequencies and voltages,
were divided into two clusters (see Figure 3.10). Notably, in Figure 3.10a, it is
possible to note how the engine speed was included in Cluster 8 together with
the generator and grid frequencies. On the other hand, Cluster 9 includes all the
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(a) Cluster 3 (b) Cluster 4

Figure 3.7. Engine sensor signals and strictly related parameters: (a) the trends of the
time series included in Cluster 3, i.e., temperatures of the cylinders (T11–T22) and
temperatures of the exhaust gases (T44=-T48); and (b) the trends of the time series
included in Cluster 4, i.e., temperatures referred to the external casing of the engine
(T10 and T24), engine auxiliaries (T25–T27, T43, and T44) and parameters influenced
by the heat exchange with the cooling water (T7, T76, and T31).

(a) Cluster 5 (b) Cluster 6

Figure 3.8. Process high-temperature user parameters: (a) the trends of the time series
included in Cluster 5, i.e., thermal power (W8) and flow rate (F9) of the hot water at
the boiler inlet; and (b) the trends of the time series included in Cluster 6, i.e., steam
parameters such as flow rate (F2), pressure (P3), temperature (T5), and thermal power
(W6) as well as the condensed water temperature (T0).

generator and grid voltages.
Other electrical parameters, such as powers and currents, have instead been

divided into three different clusters (see Figure 3.11). In particular, Cluster 10
(Figure 3.11a) and Cluster 11 (Figure 3.11b) distinguish, respectively, the generator
powers from the generator currents, while Cluster 12 (Figure 3.11c) groups together
the grid powers and currents. The latter refers only to Phase 2 current because
the Phase 1 and 3 currents were removed in the preprocessing phase due to sensor
malfunctions.
The clustering results show that the proposed approach is independent of the nature
of the monitored parameters and their functionality within the system. For example,
Clusters 1, 2, 7, 9, 10, and 11 (Figures 3.6a, 3.9a, 3.10b, and 3.11a,b) include only
homogeneous variables (e.g., temperatures) belonging the same functional area (e.g.,
engine). Among those, it is interesting to note how the parameters within Cluster 2,
i.e., the fuel levels in the tanks for primary storage, seem to be very different from the
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Figure 3.9. Process low-temperature user parameters: the trends of the time series included
in Cluster 7, i.e., water temperatures at the plant outlet (T1, T77) and delta in–out
temperature (T75).

(a) Cluster 8 (b) Cluster 9

Figure 3.10. Generator and Grid frequencies and voltages: (a) the trends of the time series
included in Cluster 11, i.e., respectively engine speed (S23), and frequencies monitored
both at the generator (H52) and at the grid (H66); and (b) the trends of the time series
included in Cluster 12, i.e., voltages monitored both at the generator (V53–V55, V57,
V59, and V61) and at the grid (V67–V70, V72, and V73).

Euclidean point of view, but the method identified a similarity in their global trends.
On the other hand, Clusters 5, 6, and 12 (Figures 3.8a,b, and 3.11c) represent some
examples of communities populated by heterogeneous physical parameters recorded
in the same functional area.
Finally, a particular interest derives from the hidden relationships identified between
parameters characteristic of different functional areas. Examples are Cluster 3
(Figure 3.8a), which includes temperatures of cylinder and exhaust; Cluster 4 (Figure
3.8b), which groups together temperatures referred to the engine external casing,
the engine auxiliaries, heat recovery, and fuel pre-heating systems and the inlet fuel;
and Cluster 8 (Figure 3.10a), which is composed by frequencies and voltages related
to both the generator and the grid.
After the identification of clusters, exploratory network analysis was used to render a
graphical representation of their degree of similarity (the higher the similarity between
nodes, the smaller their spatial distance), thus improving the cluster visualization.
The Frushterman–Reingold layout applied to the similarity graph C, after edge
pruning, provided the results shown in Figure 3.12.
The force-directed layout gives evidence of a central core of strongly connected
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parameters, which includes, respectively, most of the fuel temperatures in the storage
area (Cluster 1), all the temperatures of cylinders and exhaust (Cluster 3), all the
process low-temperature parameters (Cluster 7), and most of the generator and grid
parameters (Clusters 8–11).

(a) Cluster 10 (b) Cluster 11

(c) Cluster 12

Figure 3.11. Generator and Grid electric powers and currents: (a) the trends of the time
series included in Cluster 10, i.e., generator parameters such as active power (W50) and
reactive power (VA51); (b) the trends of the time series included in Cluster 11, i.e.,
generator electric currents Phase 1 (A56), Phase 2 (A58), and Phase 3 (A60); and (c)
the trends of the time series included in Cluster 12, i.e., grid parameters such as active
power (W64), reactive power (VA65), and electric current Phase 2 (A71).

Notably, only two parameters of Cluster 3 are outside the central core, namely
T29 and T34, measuring, respectively, the fuel temperature in the primary storage
and in tank 2 (the latter being a backup tank). It is also possible to notice how
the temperatures of engine cooling water (T25–T27) and lube oil (T43) subsystems
represent a key group in bridging the central core to the other variables of Cluster 4.
Similarly, the steam parameters in the high-temperature heat recovery (Cluster 6),
although not directly included in the central core, appear to be strictly connected
to it. As expected, no correlation is active among the fuel levels inside the tanks
(Cluster 2), the power and flow rate of the hot water at the boiler inlet (Cluster 5),
the grid power and currents (Cluster 12), and the rest of the network.
To improve the interpretation of the results by adding quantitative information to
the exploratory analysis, we calculated the cumulative percentage distribution of
the average degree centrality of each cluster (see Figure 3.13).

The bar chart in Figure 3.13 attributes a specific ranking to the clusters according
to their average contribution to the degree centrality of the network. Overall, the
results confirm the considerations made so far in relation to the core communities
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Figure 3.12. Frushterman–Reingold layout applied to the similarity graph after performing
edge pruning.

(Clusters 1, 3, 7, and 8–11), to the boundary communities (Clusters 4 and 6), and
the communities unrelated to the network (Clusters 2, 5, and 12).
As for the communities included in the central core, it is possible to obtain a distinc-
tion between the roles played in the network. In detail, Cluster 10, which groups
engine speed and generator and grid frequencies together, is the most influential on
the control and stability of the global systems, followed by Cluster 3, which includes
cylinder temperatures and exhaust gases.
Finally, after cluster identification and analysis, feature selection was performed by
selecting in each cluster the representative signal as the one with the highest degree
contribution in its group. Table 3.3 shows the selected variables associated with
each cluster, together with their degree centrality in the similarity graph, and their
share contribution to the sum of the degree centralities within the reference cluster.
The representative parameters shown in the table are visually confirmed by the
force-directed layout in Figure 3.12. For example, variable T0 (condense tempera-
ture) appears to be the most influential node of Cluster 6 (process high-temperature
user parameters), having a high number of connections not only with variables of
its cluster but also with those belonging to the central core of strongly connected
signals. Another example is the parameter T43 (oil temperature) with respect to
Cluster 4 (parameters strictly related to the engine).
As reported in the case study, the data matrix considered as input for the analysis
has 30,240 × 78 dimensions. After the application of the proposed method, by
considering the 12 representative cluster variables, listed in Table 3.3, together with
the 8 independent signals shown in Figure 3.5, we obtained a final data matrix of
size 30,240 × 20, thus reducing the dimensionality by 74.4%.
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Figure 3.13. Cumulative percentage distribution of the average degree centrality of clusters.

Performance Metrics

An exhaustive evaluation of the proposed method can be obtained by appropriate
measures of clustering partitioning and feature selection information content.
The lack of ground truth data in the present condition monitoring application
precluded the evaluation of the clustering results through classical external indices.
In addition, since we used a modularity-based method for community detection,
modularity was identified as the most appropriate metric for the final clustering. A
first evaluation of the clustering results was performed using the modularity measure,
which quantifies the goodness of the communities on a scale that goes from −1 to 1.
In particular, we obtained a modularity index of 0.72, representative of good-quality
results.
Since the proposed approach belongs to the category of unsupervised feature selection
methods, the final evaluation was performed in terms of Redundancy Reduction
Ratio (RRR) and Information Gain Ratio (IGR), defined, respectively, in Equations
(2.128) and (2.130).
The proposed method was compared with standard approaches for time series
clustering (see Table 3.4). In particular, a raw data-based method was considered,
which uses the Euclidean distance as time series similarity measure and a partitioning
clustering, namely K-Means, for grouping variables. In addition, we included a
feature-based method in the comparison, which involves the extraction of statistical
parameters characteristic of the time series (i.e., average, median, standard deviation,
skewness, and kurtosis) and the subsequent application of the K-Means algorithm
for clustering.

Table 3.4 shows that the time series clustering approach seems to be particularly
efficient in terms of feature selection, allowing a total redundancy reduction of 29.05%
in the starting dataset by obtaining, at the same time, a global information gain of
10.60%.

It is also interesting to note that both performance metrics are better than those
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Table 3.3. Representative signals chosen for every cluster according to their node degree
centrality.

Cluster ID Number
of Ele-
ments

Most Represen-
tative Variable
ID

Absolute
Degree
Value

Within Cluster
Degree Contribu-
tion

Cluster 1 7 T38 29.44 19.51%
Cluster 2 2 L30 1.00 50.00%
Cluster 3 17 T19 34.62 6.61%
Cluster 4 10 T43 18.20 15.34%
Cluster 5 2 W8 1.00 50.00%
Cluster 6 6 T0 9.03 23.50%
Cluster 7 3 T75 25.83 33.96%
Cluster 8 3 H66 31.06 34.18%
Cluster 9 12 V72 30.91 8.70%
Cluster 10 2 VA51 31.67 50.30%
Cluster 11 3 A56 30.67 35.31%
Cluster 12 3 W64 2.00 33.33%

Table 3.4. Comparison of the feature selection performances between the proposed approach
and two standard methods: a raw data-based method and a feature-based one. The
evaluation was performed by considering the RRR and IGR indices.

Method Optimal
Clusters

RRR IGR

Proposed approach 12 29.05% 10.60%
Raw-data based 12 9.52% 8.39%
Feature based 10 20.96% 7.90%

obtained with the standard approaches considered. In particular, the proposed
method outperforms the raw data-based clustering approach in terms of both RRR
and IGR indices, with an overall performance improvement of 19.53% and 2.21%,
respectively. Looking at the results obtained with the feature-based method, also in
this case the proposed approach provides better results with an increase of 8.09%
and 2.70% for the RRR and IGR indices, respectively.

Conclusions

With the advent of I4.0 the increasing availability of sensor data is leading to the
rapid development of models and techniques able to deal with it. In particular,
data-driven AI models are becoming essential to analyze complex systems based on
large data streams.
State-of-the-art models fail when dealing with overfitting in the data and suffer from
performance loss when variables are highly correlated with each other. Many feature
selection methods have been introduced to address these problems. Notably, it has
been demonstrated that clustering-based methods for unsupervised feature selection



3.1 Dimensionality Reduction in Energy System Sensor Networks 117

outperform traditional approaches in terms of accuracy.
The complexity of nonlinear dynamics associated with data streams from sensor
networks makes standard clustering methods unsuitable in this context. For these
reasons, in this paper, we propose a new clustering approach for time series useful
for unsupervised feature selection, exploiting different complex network tools. In
particular, we mapped time series segments in the network domain through natural
weighted visibility graphs, extracted their degree sequences as feature vectors to
define a similarity matrix between signals, used a community detection algorithm to
identify clusters of similar time series, and selected a representative parameter for
each of them based on the variable degree contributions.
The analysis of the results highlights two advantages deriving from the proposed
method. The first is the ability to group together both homogeneous and hetero-
geneous physical parameters even when related to different functional areas of the
system. This is obtained by capturing time series similarities not necessarily linked
to the Euclidean distance. In the feature selection perspective, the approach, by
considering 12 representative variables for the identified clusters and 8 independent
signals that were not clustered, reduced the dimensionality of the dataset by 74.4%.
Second, as an additional advantage for feature selection purposes, the method allows
the discovery of hidden relationships between system components enriching the
information content of the signal roles within the network.
Since the construction of a natural weighted visibility graph has time complexity
O(L2), being L the number of samples in a time series interval, the proposed ap-
proach was intended as an offline filtering tool. In particular, being the visibility
graph the bottleneck of the algorithm, the global time complexity is in the order of
O(TL2), where T is the number of consecutive non-overlapping segments. Running
the algorithm on a dataset of 11 months with time windows of 24 h took approxi-
mately 15 min. The idea is to consider the whole dataset at disposal to identify the
overall most relevant signals, by averaging the contributions of all intervals. Thus,
the resulting reduction in the dimensionality of data streams opens the possibility
to simplify the condition monitoring system and its data.
If instead, a real-time tool for feature selection or time series clustering is of interest,
it is possible to imagine the integration of the proposed algorithm into sensor network
now-casting models, e.g., on a sliding window of 24 h the algorithm runs in less than
3 s.

3.1.2 Unsupervised Feature Selection of Multi-Sensor SCADA Data
in Horizontal Axis Wind Turbine Condition Monitoring

Introduction

WT control and monitoring are based on multi-level Supervisory Control And
Data Acquisition (SCADA) systems, able to connect individual turbines, wind farm
substations, and meteorological stations to a central computer [338]. As WTs and
farms grow in terms of size and complexity, SCADA systems are established as an
industry standard of vital importance to guarantee effective operation, monitoring,
control and reporting.

Since SCADA systems collect hundreds of data, several studies introduced health
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status metrics of wind generators [339], or prediction algorithms for the power
output to be used in combination with weather forecasts within the framework
of non-programmable renewable power trading [340]. However, the low temporal
resolution of SCADA data, together with the averaging effect, negatively affects the
capabilities of SCADA-based monitoring approaches to detect some of the significant
operating dynamics. In addition, the development of standardized data analytics
on SCADA system may be difficult for two reasons. First, such a large amount
of data might suffer from overfitting problems and, second, it may be affected
by the individual evolution of turbine life cycles [341]. As a consequence, these
circumstances encourage the development of data analytics approaches to determine
and choose the most representative variables (from the SCADA infrastructure) that
characterize WT operations.

Feature selection is typically considered a critical preprocessing step of input
data sets to increase learners’ performance [342]. The variable selection can be
accomplished using either heuristic rules or automatic approaches based on a variety
of techniques [124]. In general, there are three groups of feature selection methods:
filters, wrappers and embedded methods [206]. While filters do not rely on ML but
on features’ correlation thresholds, wrappers use ML techniques and the selection
process moves from the (out-of-sample) performance of a learning algorithm. The
most commonly used techniques under wrapper methods are the Sequential Selection
algorithms, e.g., Sequential Forward Selection (SFS) and Sequential Backward
Selection (SBS) [207, 208]. The SFS begins the search with an empty set of features,
adding one feature at a time while trying to find the best set of combined selected
parameters according to the evaluation criteria. The SBS, instead, refers to a search
that begins with the full set of features, including all independent variables, and then
removes the unimportant features until achieving the final set of selected significant
parameters. Even though this latter approach may capture interacting features
more easily, it is not fast nor computationally cost-effective [209]. Finally, embedded
methods are a combination of filters and wrappers, where filters are integrated into
the learner construction process [208]. This class includes a large family of DT
methods. To mention but a few, XGBoost regressor [343], or RF [206].

In wind energy applications, the largest interest in feature selection algorithms
is driven by the demand for forecasting wind speed as well as wind power output.

Limiting the attention to recently published papers, the survey of the literature
proposes several unsupervised embedded method applications. To this end, Li
Song et al. [344] proposed a Conditional Mutual Information feature selection in
combination with a feedforward NN to determine wind farm generation predictors.
Li Guo et al. [206] proposed the use of RF algorithm as a selector in combination
with recurrent NN. A recent trend regarding wind power curve analysis involving
feature selection has been presented in [345]. In this paper, the feature selection was
performed through a sequential algorithm, and the results showed how the most
important feature was the average wind speed on active power. In addition, the
authors carried out tests on different WTs inferring that the selected features were
peculiar to each turbine model.

In the context of short-term wind power forecasting, Zheng and Wu in [343]
proposed the use of the XGBoost model with weather similarity analysis supported
by Pearson correlation selector. Wind speed and wind direction turned out to be
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the first two most influential variables. Another approach has been advanced by
Qin et al. [346] where wind power prediction was weather division-based day ahead
with the support of a filter feature selection. In particular, the analysis was carried
out to compare the performance of six different filters. In [347] an exploration of
feature selection influence on a 1 to 24-hour ahead forecast using a list of atmospheric
variables was done through the SVR algorithm, varying the hyper-parameters to
optimize the error. It was shown that wind prediction could be improved by more
than 10% by adding and combining relevant input influential parameters. Recently,
Huang et al. [342] suggested the concertation of three strategies including Maximal
Information Correlation, along with Pearson and Spearman correlations for short-
term wind power forecast. They showed that rotor speed, wind speed, and wind
direction were the model input variables better reflecting the key features of the
turbine-generated power.

The present paper proposes a novel unsupervised method for feature selection in a
genuinely multivariate formulation, named Combine Predictive Power Score (CPPS).
The method is cast as an embedded method combining a Pearson correlation filter
with a learner based on MLP. Here the filter is intended to group homogeneous
variables in the input data set to reduce the dimensionality of the search logic. The
new method can be interpreted as an extension of the Predictive Power Score (PPS)
approach [348], proposed as a data-type-agnostic wrapper. The CPPS augmentation
resides in the selection of multi-variate WT predictors for different targets. Moreover,
the search in the multi-dimensional feature space is carried out in a SFS fashion
explored using q expanding subsets of variable combinations. The paper illustrates
the CPPS method and the data preparation steps. Then, the case study is described
which includes 9 WTs in an Italian on-shore wind farm. Finally, the results compare
the performance of CPPS with the PPS baseline in the prediction of key target
parameters.

Methodology

In this section, we present the workflow of the proposed methodology. In particular,
we discuss data preparation which includes the creation of derived variables, outlier
removal, time series clustering and scaling. Then, we introduce the PPS, a method
for variable importance on which the proposed feature selection algorithm is based,
namely CPPS.

Data Preparation

This phase is preliminary for the proposed feature selection method, essential to
clean, enhance, and format the data properly.

Derived Variables In addition to the variables monitored by the SCADA system,
we compute two derived variables, namely turbulence t and the yaw offset angle θo
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between the wind direction θw and the nacelle direction θn, defined as:

t = vSD

v
θo = (θw − θn + 180)%360− 180

where vSD and v are the wind speed standard deviation and mean in meters/seconds
over the last 10 minutes.

Outlier Removal We applied both monovariate and multivariate outlier removal.
First, we define a 6-hours sliding window for each signal and filter samples outside
the interquartile range of the window. Then, we perform a density-based clustering
[185] on the power curve of each turbine, filtering samples not belonging to the main
power curve cluster, as shown in Fig 3.14.

Figure 3.14. The figure shows how the density-based clustering identifies samples belonging
to the power curve (cluster 0), thus isolating outliers (cluster -1).

Time Series Clustering To avoid highly correlated variables being selected as
important features for each other, similar signals have been grouped using a time
series clustering algorithm. In particular, we compute the correlation matrix using
the Pearson correlation coefficient between pairs of variables. Then, we build a
weighted graph considering the correlation matrix as an adjacency matrix and apply
the Louvain method for community detection to cluster the original time series in
homogeneous groups.

Figure 3.15 presents the output of time series clustering through a force-directed
algorithm, namely the Fruchterman-Reingold layout. Each node is associated with a
variable, while edges represent the mutual correlation between signals.

Moreover, the proposed methodology considers groups of homogeneous variables
instead of single features for the process of feature selection.
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Figure 3.15. The Fruchterman-Reingold layout shows groups of homogeneous variables with
the same color, as the output of the time series clustering algorithm. Grey nodes don’t
belong to any cluster. It is important to notice that some variables are not included in
the graph since edge pruning was applied to weak connections for visualization purposes.

Time Series Scaling Since the proposed algorithm is based on a NN having
multiple inputs and multiple outputs, it is necessary to scale the time series of the
monitored variables. In particular, this was achieved by using the RobustScaler
[349] which scales variables using statistics that are robust to outliers by removing
the median and scaling data according to the interquartile range.

Feature Selection

In the next section, we describe the PPS for feature selection. Then, we present an
original algorithm, namely CPPS, which extends PPS taking into account the effect
of combining multiple variables.

Predictive Power Score PPS is an asymmetric, data-type-agnostic score that
can detect linear or non-linear relationships between two variables [348]. The score is
calculated using only one variable trying to predict another one and can be employed
to select features as predictors for a target.

Since we are dealing with the regression of real-valued variables, the PPS considers
the MAE as an evaluation metric. As baseline score, we calculate the MAE of a
naive model (MAEft

naive) that always predicts the median of the target variable ft.
Then, we select a candidate variable fi as input for a model regressing the target
variable ft and compute the MAE (MAEmodel

fi,ft
). In this way, we can define the PPS
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for a candidate feature ft and the target variable ft as:

PPS(fi, ft) = 1−
MAEmodel

fi,ft

MAEnaive
ft

(3.1)

The authors of the PPS selected DT as regression model [350].
The PPS ranges from 0 to 1 and assumes values close to 1 when the candidate

input feature of the model has a high predictive power over the target. Otherwise,
values close to 0 indicate that the candidate feature has low predictive power.

Combined Predictive Power Score In this paper, we propose a feature selection
algorithm, namely the CPPS, that extends PPS by considering combinations of
candidate input features Fg = {fi} ⊆ F for the prediction of multiple targets features
T = {ft}, where F is the set containing all input features, fi is a candidate input
and ft a target.

In this way, the CPPS can detect linear or non-linear relationships between
different groups of variables. The model employed for the definition of the CPPS
has, therefore, to regress a multivariate output by considering multivariate inputs.
We used a MLP having one hidden layer with 5 · |Fg| units and ReLU activation
[351].

Similarly to Equation 3.1, the CPPS for a candidate group of variables Fg and a
target group T is defined as:

CPPS(Fg, T ) = 1−
MAEmodel

Fg ,T

MAEnaive
T

where MAEmodel
Fg ,T is the MAE of the MLP regression model and MAEnaive

T is the
MAE of the naive model that always predicts the median of each target variable in
T .

The pseudocode in Algorithm 1 shows how the combination of input variables as
predictors for a specific target group T are selected by maximizing the CPPS.

Being C a set containing combinations of variables, CPPS_k(C, T, k) computes
the score CPPS(Fg, T ) for each combinations of variables Fg ∈ C with respect to
the target group T , sorts them in descending order and selects the k-th group.

The inputs of the algorithm are F , T , q and ϵ, namely the set of original input
features, the set of target features, the number of best combinations of variables to
consider during each iteration and the minimum increase of the CPPS required to
avoid early stopping.

At each iteration we consider the q combinations of variables in C that achieve
the highest CPPS and merge them with the original features one at a time, thus
generating new combinations Fg for the next iteration. At the beginning of the
algorithm, C is initialized with combinations that coincide with the single variables
in F .

The algorithm stops when an iteration achieves a CPPS improvement with
respect to the previous iteration lower than ϵ.

To consider the output of the time series clustering algorithm previously discussed,
for each feature fi added to a new combination Fg, all variables belonging to the
same homogeneous groups are added to the combination.



3.1 Dimensionality Reduction in Energy System Sensor Networks 123

Data: F, T, q, ϵ
Result: Fopt

C ← {{fi}, fi ∈ F};
do

Cnew ← {};
for k ← 1 to q do

Fk = CPPS_k(C, T, k);
foreach fi ∈ F do

Fg = Fk ∪ {fi};
Cnew = Cnew ∪ {Fg};

end
end
Cold ← C;
C ← Cnew;

while CPPS(CPPS_k(C, T, 1), T )− CPPS(CPPS_k(Cold, T, 1), T ) > ϵ;
Fopt = CPPS_k(C, T, 1);

Algorithm 1: The algorithm shows how the predictors for a target group are
selected by maximizing the CPPS.

The selection process of predictors presented in Algorithm 1 provided an average
speedup of 18x with respect to trying random combinations of features up to triplets.

Case Study

The dataset considered for the proposed methodology of feature selection is gathered
from the SCADA system of 9 WTs belonging to the same wind farm. The data
is collected every 10 minutes over one year of operation and is composed of 36
monitored variables shown in Table 3.5.

The next section will present the results relative to three of the turbines, as
representative of the whole wind farm.

Results and Discussion

In this section, we present the results obtained by the proposed CPPS method,
comparing them with the PPS on data collected from three turbines, namely Turbine
1, Turbine 2 and Turbine 3, as representative for the whole wind farm in terms of
predictors.

Figure 3.16 shows the results for Turbine 1 in terms of CPPS evaluated for
the target variable Active Power. The score is cumulative, meaning that each new
variable (or group of homogeneous variables) on the x-axis is added to the previous
ones, defining incremental combinations of features.

As can be seen, considering the cumulative contribution of the group consisting
of the Generator RPM and Rotor RPM parameters together with the Blade Pitch
Angle, a CPPS score of 0.913 is achieved. The optimal trade-off between the number
of selected features and the predictive power corresponds to the point of maximum
curvature of the CPPS curve, where the further addition of parameters does not
improve the score significantly. It is important to note that, to avoid a signal highly
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Table 3.5. Parameters monitored by the WT SCADA system.

Variable ID Description

Active Power Total active power
I2 Current

Wind Speed Wind speed
Ambient Temp Ambient temperature
Spinner Temp Spinner temperture

Controller Hub Temp Controller hub temperature
Bearing Temp HSS gearbox bearing temperature
Gearbox Temp Gearbox oil temperature
BusBar Temp Busbar temperature

VCP Temp Temperature on the VCP
Generator Phase1, 2, 3 Temp Generator temperature in stator windings phase 1, 2, 3

Generator Temp NDE generator bearing temperature
Generator RPM Generator RPM

Rotor RPM Rotor RPM
HVTrafo Phase1, 2, 3 Temp Temperature in HV transformer phase 1, 2, 3

Inverter Phase1 Temp Inverter phase 1 temperature
Rotor Inv Phase1, 2, 3 Temp Rotor inverter phase 1, 2, 3 temperatures

Blade Pitch Angle Blade pitch angle
Controller Top Temp Temperature in the top nacelle controller

Generator SlipRing Temp Temperature in the split ring chamber
Grid Choke Temp Grid choke temperature

Hydraulic Pres Hydraulic pressure
Hydraulic Temp Hydraulic temperature

Nacelle Temp Temperature in nacelle
V2 Voltage

Nacelle Dir Nacelle direction
Wind Dir Wind direction

Turbulence (t) Wind turbulence
Offset Angle (θo) Offset between the wind and nacelle directions
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Figure 3.16. CPPS computed for Turbine 1 considering the Active Power as a target. Each
new variable on the x-axis adds to the previous ones, forming the combined input group
for which the CPPS is computed. The dashed line is drawn in correspondence to the
point of maximum curvature of the scores.

correlated to a target being selected as its predictor, we filtered variables belonging
to the same homogeneous group. In the case of the Active Power, the current I2
and the Wind Speed were filtered since trivial predictors. Combining one of these
two variables with any other feature did not improve the CPPS significantly, thus
leading to their selection as the only predictor. After removing the Wind Speed and
I2, instead, multiple features were selected as predictors for the Active Power to
achieve a similar CPPS, showing the importance of variable combinations.

Figure 3.17, on the other hand, presents the same results for the Active Power
of Turbine 1 in terms of the PPS. Also in this case the variable with the highest
predictive power with respect to the selected target is the Generator RPM, but the
scores highlight an overall lower predictive power when compared to the proposed
method. In fact, by considering the individual contribution of the three main
predictors obtained with the CPPS method, we see that the Generator RPM, Rotor
RPM, and Blade Pitch Angle achieve, respectively, a PPS of 0.75, 0.74 and 0.14.
This means that the CPPS method achieves a score 0.16 higher than the standard
PPS.

In terms of MAE, we compared the selected features by both methods using
the same MLP model as a regressor. Considering the optimal combination selected
using the CPPS composed by Generator RPM, Rotor RPM, and Blade Pitch Angle,
the model achieves an error of 0.045. When considering, instead, the three most
important features selected using the standard PPS, namely Rotor RPM, Generator
RPM, and Bearing Temp, the MAE reaches 0.11, more than doubling. This confirms
that, by considering the right combination of variables as input, a regression model
can achieve higher performances.
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Figure 3.17. PPS computed for Turbine 1 considering the Active Power as a target.

Table 3.6 presents the CPPS scores for the three turbines. As for the plot in
Figure 3.16, the variable (or group of homogeneous variables) in each row adds to the
previous ones, forming the combination of features for which the CPPS is computed.

After the point of maximum curvature in correspondence with the Blade Pitch
Angle, the proposed method selects the Turbulence, reaching a higher CPPS and
a better performance of the predictive model. On the other hand, including this
variable in the set of predictors for the Active Power only adds 0.023 points to
the CPPS at most, contributing an order of magnitude less than the Blade Pitch
Angle. The trade-off between the number of variables and model performance
highly depends on the application. It is interesting to notice that the CPPS and
the model performances start to degrade when adding too many variables to the
predictors, making the feature selection process essential for the definition of an
accurate regressor.

For comparison purposes, we compute the PPS for the same turbines and the
results are shown in Table 3.7. The scores highlight that the Generator RPM and
Rotor RPM are among the variables with the highest predictive power, reaching
a maximum score of 0.796. It is worthwhile noting that the Blade Pitch Angle,
included in the optimal combination of features by the CPPS method, achieves low
scores, from 0.14 for Turbine 1 to 0.002 for Turbine 2. In fact, this variable on its
own has almost no predictive power for the Active Power, but, when combined with
the Generator RPM or Rotor RPM, achieves a CPPS over 0.9.

Notably, the multivariate output formulation of the proposed CPPS is useful
when considering as target a group of correlated variables, like the Rotor RPM and
the Generator RPM, the temperature in the HV transformer for all three phases of
the generator temperature in the stator windings for all three phases. In this way, it
is possible to select predictors for the target variables altogether, without having to
compute a representative signal for the group.
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Table 3.6. CPPS computed for three turbines in the same farm considering the Active
Power as a target. Each new line refers to a variable that adds to the previous ones,
forming the combined input group for which the CPPS is computed.

Turbine 1 CPPS Turbine 2 CPPS Turbine 3 CPPS

Generator RPM
Rotor RPM

0.712 Generator RPM
Rotor RPM

0.74 Generator RPM
Rotor RPM

0.74

Blade Pitch Angle 0.913 Blade Pitch Angle 0.875 Blade Pitch Angle 0.903
Turbulence 0.919 Turbulence 0.898 Turbulence 0.923

Ambient Temp 0.922 Controller Hub Temp
Spinner Temp

0.901 Nacelle Dir, Wind Dir 0.921

Generator SlipRing Temp 0.926 Generator Phase1, 2, 3 Temp 0.9 Controller Hub Temp
Spinner Temp

0.913

BusBar Temp 0.916 Offset Angle 0.902 V2 0.903
VCP Temp 0.918 Nacelle Dir

Wind Dir
0.905 Generator Phase1, 2, 3 Temp 0.9

Nacelle Dir
Wind Dir

0.908 Nacelle Dir, Wind Dir 0.893 Offset Angle 0.9

Gearbox Temp 0.901 HVTrafo Phase1, 2, 3 Temp 0.89 Gearbox Temp 0.895
Nacelle Temp 0.905 Hydraulic Temp 0.883 Bearing Temp 0.893

Grid Choke Temp 0.897 V2 0.881 Nacelle Dir
Wind Dir

0.896

Offset Angle 0.892 Bearing Temp 0.864 Generator Temp 0.892
Inverter Phase1 Temp

Rotor Inv Phase1, 2, 3 Temp
0.888 Nacelle Temp 0.878 Hydraulic Temp 0.878

To provide an example of the proposed algorithm in a multivariate output
scenario, the predictors for the Rotor RPM and Generator RPM were computed. As
can be seen in Figure 3.18, the group composed by the Active Power, Wind Speed
and I2 retains the highest CPPS of 0.89 and, by adding the Blade Pitch Angle,
the score reaches 0.948. After the point of maximum curvature, the addition of
further variables like V2 or Turbulence to the set of predictors degrades the CPPS,
confirming that the optimal trade-off between the number of selected features and
predictive power is achieved.

Being the standard formulation of the PPS limited to the computation of the
predictive power with respect to a single target variable, the comparison was carried
out considering both the Rotor RPM and the Generator RPM as targets. Figure
3.19 and 3.20 show that the predictors for the two variables are the same and that
the scores are very similar, belonging the two features to the same homogeneous
group.

Also in this case the variables with the highest scores are the Wind Speed, Active
Power, and I2, with a PPS of 0.89, 0.88, and 0.88, respectively. Differently from the
CPPS results, the next most important feature is the Bearing Temp with a score of
0.68 and not the Blade Pitch Angle which has no predictive power at all.

The variables selected by the CPPS and PPS methods were also compared in
terms of MAE using the same MLP regressor model for the prediction of the Rotor
RPM and Generator RPM. By considering the Active Power, Wind Speed, I2 and
Blade Pitch Angle as predictors, the model achieves a MAE of 0.023. Training a
regression model considering the Active Power, Wind Speed, I2 and Bearing Temp,
instead, leads to a MAE of 0.046. The process of feature selection has improved the
performance of the model and also the prediction of the Generator RPM and Rotor
RPM.

These results highlight the advantages of the CPPS method which can consider
multiple combinations of variables as predictors and select the optimal combination



128 3. Framework for Energy Applications

$F
WLY
H�
3R
Z
HU
�

:
LQ
G�
6S
HH
G�
�,
�

%O
DG
H�
3L
WF
K�
$Q
JO
H

9�

7X
UE
XO
HQ
FH

%H
DU
LQ
J�
7H
P
S

2
II
VH
W�
$Q
JO
H

*
HD
UE
R[
�7
HP
S

*
UL
G�
&
KR
NH
�7
HP
S

%X
V%
DU
�7
HP
S

*
HQ
HU
DW
RU
�6
OLS
5
LQ
J�
7H
P
S

9&
3�
7H
P
S

*
HQ
HU
DW
RU
�3
KD
VH
��
��
��
��
7H
P
S

*
HQ
HU
DW
RU
�7
HP
S

$P
EL
HQ
W�
7H
P
S

,Q
YH
UW
HU
�3
KD
VH
��
7H
P
S�

5
RW
RU
�,
QY
�3
KD
VH
��
��
��
��
7H
P
S

���

����

����

����

����

����

9DULDEOH

&
3
3
6

&336�������

Figure 3.18. CPPS computed for Turbine 1 considering the Rotor RPM and Generator
RPM as a target group. Each new variable on the x-axis adds to the previous ones,
forming the combined input group for which the CPPS is computed. The dashed line is
drawn in correspondence to the point of maximum curvature of the scores.
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Figure 3.19. PPS computed for Turbine 1 considering the Rotor RPM as a target.

to maximize the score.
The CPPS was computed for all WTs in the wind farm and it is always the

case that the score converges after finding the optimal combination of variables
incrementally when the addition of further variables does not improve significantly
the results in terms of MAE.
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Figure 3.20. PPS computed for Turbine 1 considering the Generator RPM as a target.

Conclusions

In this paper, we propose an unsupervised method for feature selection of multi-sensor
SCADA data in horizontal axis WTs.

The preliminary data preparation phase includes the definition of derived vari-
ables, outlier removal, and time series clustering for the identification of homogeneous
signals and scaling of the sensor signals.

Then, we propose the CPPS, a method for feature selection with a multivariate
formulation. This approach allows selecting combinations of features considering
their predictive power with respect to a group of target variables. In particular, the
CPPS is based on the error of a neural model that regresses the target variables by
considering a combination of the input features. In this work, we also propose an
algorithm for the selection of the combination of variables.

The methodology was tested on a year of data gathered from the SCADA system
of 9 WTs belonging to the same wind farm and the results are reported considering
the Active Power, Rotor RPM and the Generator RPM as target variables.

The results show that the CPPS method outperforms the PPS, achieving higher
scores by considering combinations of features and allowing the improvement of the
performance of regression models. The proposed algorithm converges to the smallest
set of predictors with the highest predictive power, exploring multiple sub-sets of
expanding variable combinations.

Moreover, the CPPS method is also more flexible than PPS, allowing to consider
multivariate inputs and multivariate outputs.

Finally, the proposed unsupervised approach for feature selection can be applied
to any set of multivariate time series, making it suitable, for example, also for other
energy systems.
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Table 3.7. PPS computed for three turbines in the same farm considering the Active Power
as a target.

Turbine 1 PPS Turbine 2 PPS Turbine 3 PPS

Generator RPM 0.752 Generator RPM 0.796 Generator RPM 0.795
Rotor RPM 0.743 Rotor RPM 0.788 Rotor RPM 0.783

Bearing Temp 0.66 Generator Phase1 Temp 0.613 Generator Phase3 Temp 0.664
Generator Phase1 Temp 0.653 Generator Phase3 Temp 0.613 Generator Phase1 Temp 0.663
Generator Phase3 Temp 0.653 Bearing Temp 0.572 Bearing Temp 0.656
Rotor Inv Phase1 Temp 0.568 Generator Phase2 Temp 0.462 Generator Phase2 Temp 0.53
Rotor Inv Phase3 Temp 0.553 Grid Choke Temp 0.384 HVTrafo Phase3 Temp 0.522
Generator Phase2 Temp 0.539 HVTrafo Phase1 Temp 0.306 Grid Choke Temp 0.504
HVTrafo Phase1 Temp 0.533 Rotor Inv Phase1 Temp 0.295 Rotor Inv Phase1 Temp 0.488
HVTrafo Phase3 Temp 0.533 Rotor Inv Phase3 Temp 0.293 HVTrafo Phase1 Temp 0.487

Grid Choke Temp 0.521 HVTrafo Phase3 Temp 0.246 Rotor Inv Phase3 Temp 0.484
Rotor Inv Phase2 Temp 0.518 Rotor Inv Phase2 Temp 0.2 Rotor Inv Phase2 Temp 0.447
HVTrafo Phase2 Temp 0.433 Gearbox Temp 0.196 HVTrafo Phase2 Temp 0.435

Generator Temp 0.393 BusBar Temp 0.153 Generator Temp 0.368
Gearbox Temp 0.385 Generator Temp 0.129 Gearbox Temp 0.343

Inverter Phase1 Temp 0.334 HVTrafo Phase2 Temp 0.095 BusBar Temp 0.253
BusBar Temp 0.29 Inverter Phase1 Temp 0.053 Inverter Phase1 Temp 0.165

VCP Temp 0.144 VCP Temp 0.038 VCP Temp 0.134
Blade Pitch Angle 0.14 Hydraulic Temp 0.019 Blade Pitch Angle 0.084

Hydraulic Temp 0.101 Generator SlipRing Temp 0.008 Hydraulic Temp 0.043
Hydraulic Pres 0.06 Blade Pitch Angle 0.002 Ambient Temp 0.0

3.2 Predictive Maintenance for Renewable Energy Sys-
tems

The big amount of data collected by sensor networks, as discussed in the previous
chapter, can contain information about processes, events and alarms, and provide
valuable knowledge and insight into the underlying dynamical systems. In fact, by
applying data-driven methods, it is possible to support strategic decision-making,
resulting in a reduction of O&M costs, machine faults, repair stops, and spare parts
inventory size. Moreover, predictive algorithms trained on collected data streams
can increase the life of critical components, production, and safety [352, 353, 354].
All the mentioned advantages are strongly linked to maintenance procedures which
directly affect the lifetime and efficiency of equipment by identifying faults and
avoiding shutdowns. Nowadays, these procedures have become vital for industries,
due to the growth in complexity of the interactions between different systems.
Generally, maintenance is divided in four categories [355, 356], namely:

• Corrective Maintenance (CM): maintenance procedure applied only when
equipment stops working. This is the simplest maintenance strategy since it
requires stopping the process and repairing/replacing the faulty components.

• Preventive Maintenance (PvM): maintenance procedure performed periodically
with a planned schedule in time or process iterations to anticipate equipment
failures. Also referred to as scheduled maintenance, this strategy can increase
O&M costs by scheduling unnecessary corrective actions.

• Predictive Maintenance (PdM): maintenance procedure that uses predictive
algorithms to determine when maintenance actions are necessary. PdM lever-
ages data collected from sensor networks describing the equipment condition
and overall operational state of the systems, allowing the early detection of
failures based on historical data.
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• Prescriptive Maintenance (RxM): maintenance procedure that provides useful
advice for making decisions and determining what actions to take to improve
and optimize the process, such as mobilizing personnel and order spare parts.
Not only RxM employs data-driven algorithms to predict the occurrence of
failures as for PdM but also recommends which actions to take to prevent such
failures.

A good maintenance strategy should improve the equipment condition, reduce failure
rates and minimize O&M costs while maximizing the life of the equipment and the
overall efficiency of the process. For this reason, PdM is the adopted strategy in
many scenarios, due to its ability to optimize the use and management of assets
[357, 358]. Moreover, since RxM is an extension of PdM that highly depends on the
underlying process and the set of possible available maintenance actions, PdM is
considered the preferred strategy to avoid failures and improve efficiency when it
comes to directly harness data coming from sensor networks.
Many works that propose PdM strategies have been putting increasing attention
on what is referred to as anomaly detection [359]. In the context of PdM, anomaly
detection has to goal to identify anomalous patterns that deviate from the normal
behavior of the system. Such patterns can represent early signs of failure and, if not
timely addressed, can lead to breakdowns and the failure of equipment. Over the
last years, PdM has been gaining prominence in multidisciplinary research groups,
becoming a key component in the context of I4.0 and the RE sector [123, 130, 360].
The next sections present two papers we published in the context of predictive
maintenance for RE systems. Specifically, the work in Section 3.2.1 [361] presents an
algorithm for anomaly detection in a production factory of photovoltaic cells, while
the paper in Section 3.2.2 [362] proposes an original unsupervised deep anomaly
detection framework based on GCNs and AEs to isolate and anticipate failures in
WTs.

3.2.1 Anomaly Detection in Photovoltaic Production Factories via
Monte Carlo Pre-Processed Principal Component Analysis

Introduction

In the last years, PdM has been receiving ever-increasing attention and is considered
fundamental in industrial applications. In fact, it contributes to guaranteeing healthy,
safe and reliable systems, as well as to avoiding breakdowns that could potentially
lead to a whole system shutdown.
As known, the main benefit of PCA lies in its capability to reduce the dimensionality
of data by selecting the most important features that are responsible for the highest
variability in the input dataset. PCA allows us to concentrate the analysis on a
compressed version of the original dataset without compromising the reliability and
robustness of a predictive model. Among other factors, a key quality in PCA is
the inherent capability of processing large multivariate datasets as customary in
industrial equipment sensor networks. As a result, PCA formed a field of choice in
predictive analytics in several use cases, e.g. maritime and transport applications,
as well as decision support systems in healthcare [363, 364].
On the other hand, the well-known disadvantage of PCA stems from the sensitivity
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to outliers in the data. In this respect, in the literature four known algorithms have
been very recently devised to sort outliers’ observations out, namely the spherical
principal component-based algorithm, PCA based on robust covariance matrix esti-
mation, robust PCA and the PCA projection pursuit algorithm [365].
To this end, based on measurements collected by the sensor network of a PV
production plant, the paper proposes Monte Carlo (MC) simulation as the prepro-
cessing stage to deal with outliers before applying PCA [366, 367]. In this respect,
the proposed approach is shown to be a valid alternative to relying on the classi-
cal IQR method to omit outliers when applying PCA for anomaly detection purposes.

Related works Recently, the scientific community has devoted much attention to
the use of data analytics and machine learning models in the operation domains,
e.g. manufacturing and energy management. In particular, many applications have
focused on PdM and anomaly detection [368, 369, 370].
In this context, industrial systems have adopted PCA for detecting anomalous
scenarios in their operational processes. In particular, Key Performance Indicators
(KPIs) are usually defined starting from the PCA model in order to trigger alarms
and prevent failures [371].
Many works focus on fault isolation techniques which are employed to classify
different occurring errors and to isolate the system variables mostly affected by them
[372]. Specifically, they often propose statistical methods for fault detection, like
Hotelling T 2 or squared prediction errors Q [373, 374].
Even though plenty of these works deal with error classification and isolation in
the context of anomaly detection and PdM, other papers and practical experiments
shed light on innovative strategies to preprocess the input data that will feed the
predictive model. To this end, MC simulation has been largely applied for data
preprocessing to define more robust models. For example, in [375] the authors
process geodetic data by applying MC simulation to perform uncertainty modelling
[376].
However, choosing the statistical method for MC simulation becomes difficult when
the involved dataset is highly affected by the presence of outliers. In this respect,
a robust estimation procedure has been investigated in [377]: the authors exploit
the median since it provides an estimator with the highest breakdown point and it
always guarantees a feasible solution for the considered optimization problem.
In general, MC simulation is used as a valid preprocessing strategy to successfully
manage uncertainty concerning experimental use cases in manufacturing and energy
management, namely for PdM [378, 379, 380, 381] or predictive analytics purposes
[382].
Moreover, the number of data points sampled by MC simulation is another crucial
parameter, since it could lead to inaccurate outputs [383]. This parameter is
particularly challenging to optimize since it strongly depends on the use case and
the quality of data. In [384] the authors test different MC simulations to determine
the relationship between the sample size and the accuracy of the sample mean and
variance.
Even though larger samples could provide for a better estimation of the input



3.2 Predictive Maintenance for Renewable Energy Systems 133

distributions, in [385] the authors demonstrated that a number of MC runs larger
than the sample size can be unnecessary or even harmful to the modeling of the
data.
Despite the clear advantage of such approaches, they often still need to be validated
in practice. So, to the best of the authors’ knowledge, this paper proposes the
application of MC simulation to a real PV production scenario, as an effective way
to preprocess the data stream coming from the sensors deployed throughout the
production site.
The related literature also reports preprocessing techniques for similar anomaly
detection scenarios based on the IQR method (e.g., [386]), which, however, offers only
the property of outlier removal and not the additional benefit of outlier replacement
that is consequential to applying MC simulation, as further discussed in Section
3.2.1.
The nex sections provide the use case description and the problem setting, followed
by our contribution in terms of exploiting MC simulation as an innovative approach
to data preprocessing with respect to the considered anomaly detection and PdM
application. Then, we discuss PCA for anomaly detection, present the experimental
setup and numerical results, and, finally, conclude the paper.

Problem setting

Enel Green Power needs to implement, in the production line of solar cells in the
3SUN Factory, an AI application capable of predicting faults relative to a piece of
process equipment – the so-called Automatic Wet Bench (AWB) machine –, namely
of predicting any malfunctioning of the fans that ventilate the different stations
within the machine. The data collected on the Manufacturing Execution System
(MES) are fed as input to the predictive analytics engine to predict faults.

Figure 3.21. PV cell production line in the 3SUN Factory.

Use Case In Figure 3.21 we show the process steps involved in cell production.
Each process equipment has a specific purpose: raw wafers enter the first machine
in the line, the so-called Wafer Inspection System (WIS), to check the quality of
the input wafers; then, they are subject to texturization and cleaning through the
AWB equipment; next, the Plasma Enhanced Chemical Vapor Deposition (PeCVD)
equipment is used for the deposition of a doped and un-doped layer of Amorphous
Silicon (aSi on both side of the wafers. Then, the Physical Vapour Deposition (PVD)
equipment is used for the sputtering process. Finally, the Screen Printer, Tester
and Sorter equipment are responsible, respectively, for collecting the electric charge
of the cell (fingers) and letting the flow between one cell and the other (Bus Bar)
in the assembled modules, testing the electrical I-V measurements of the cells and
classifying them depending on their performance.
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The process equipment we refer to in this paper to predict the occurrence of faults is
the AWB, where the wafers are chemically etched to roughen the surface to maximize
the quantity of absorbed light and therefore the cell efficiency.
Along the production line, two parallel AWB machines are installed, each consisting
of a loading station (the first one) and an unloading station (the last one) and,
midway between the two, several stations where the chemical processes are performed.
Within the AWB stage, the wafers are loaded onto specific containers called carriers,
which move from one station to another until the process ends; the carriers do
not enter all stations but only some of them, as the same task can be carried out
indifferently by one station or another, so that the carrier is moved by the automation
system to the first available station that can carry out the required task.
More specifically, the stations composing the production line serve three main
purposes: pre-conditioning, texturing and cleaning. Each station is equipped with a
sensor that records measurements when carriers enter and exit the station.
We now provide a brief description of the most frequently occurring fault inside the
AWB and for which we design a suitable predictive analytics strategy. Such a fault
is generally due to the malfunctioning of the fans that ventilate the different stations
within each AWB stage.
For each AWB stage, there exist two drying tanks that must work properly in
parallel and can never break down (not even alternatively), otherwise, the AWB
throughput would be halved, thus compromising the whole production line. Since
the fault episode is generally preceded by the occurrence of anomalous vibrations,
there is room for a suitable predictive analytics strategy aimed at anticipating the
occurrence of the fault through the detection of such vibrations. At a specific time
slot, an unexpected error may happen in one of its machines and block production
completely for several days.

Sensor Measurements The sensors mounted onto the production line stations
measure several relevant parameters characterizing each station, such as station
temperature, pump speed, flow speed, and ozone concentration level.
The measurements recorded by the sensors were collected only during the enter, exit
and dosing phases of each carrier, thus leading to a non-constant sampling frequency.
This produced many discontinuities of variable length in the sensor data streams,
making standard time series analysis impossible. For this reason, the collected
measurements were treated as an ordered set of samples rather than time series. To
capture the time evolution of carriers going through a line, each sample is composed
of the measurements coming from all the stations, collected during the enter, exit
and dosing phases of a carrier.
Let k stations out of the total number N account for the main path drawn by a
carrier entering the AWB stage to undergo pre-conditioning, texturing and cleaning.
The remaining (N − k) stations are parallel to the k principal ones and ensure the
robustness of the whole AWB stage in the following way: if one of the k stations fails,
there is at least a redundant station among the available (N − k) that is properly
working and can thus be entered by the carrier to undergo the whole production
process.
For the sake of simplicity and without loss of generality, we assume to have k stations
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only, and we neglect the remaining ones. Each station contains m sensors. Each
sensor measures the carrier up to t times.
The considered dataset collects the t measurements carried out by the m sensors in
the k stations over n batches or carriers, assuming a batch to account for a couple
of wafers flowing through the whole production line.
So we wrap all the available data into a structured dataset represented by a matrix
X with n rows and y := k ×m× t columns.
As our approach is completely data-driven, without losing generality and for the
scope of the model, hereinafter we assume k = 7 and m = 6. Moreover, we assume
t = 3, because each sensor measures the carrier three times while it is inside the
considered station.

Monte Carlo based pre-preprocessing

In this section, we illustrate a novel preprocessing approach based on MC simulation
and compare it with a commonly used method based on the IQR. This last is
considered as a reference and the goal is to prove that our approach is a valid
alternative to the IQR method. Since both these methods concern only the outlier
removal phase, we also briefly describe the preliminary preprocessing steps required
to standardize the data and handle missing values or flat signals.

Preliminary data cleaning Independently on the method, a preliminary data
cleaning and preparation stage is required before removing outliers. The following
steps are applied:

• signal filtering when the missing values are above 5% of the total number of
measurements. Above this threshold, data interpolation can lead to distortions
so we preferred to discard the involved signals.

• linear interpolation of signals when the missing values are less than 5% of the
total number of measurements.

• flat signals removal when the derivative is zero for at least 50% of the signal
length since constant measurements do not provide any meaningful information.

• signal standardization to make the scales of the different signals comparable.
This operation was achieved by subtracting the mean value and dividing it by
the standard deviation.

In the next sections, we describe the reference IQR method, followed by the
discussion of the proposed approach based on MC simulation.

IQR method The InterQuartile Range (IQR) method is a simple but effective
method used to identify outliers by isolating samples below the 25th percentile or
above the 75th percentile [387].
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Monte Carlo method In this paper, we propose an innovative method for
removing outliers based on MC simulation, which has been largely applied in
other scenarios like an estimation of sum, linear solvers, image recovery, matrix
multiplication, low-rank approximation, etc. [388]. In our case, the idea is to
generate new data points providing a more robust dataset by applying an estimator
to random samples extracted from the original dataset.
By using the median estimator, there is no need to remove outliers from the raw
data since this estimator is proven not to be affected by outliers [389].
Moreover, the size of the estimator dataset can be chosen arbitrarily, and can even
be greater than that of the original one.
In the next sections we discuss the choice of the proper estimator, the number
of samples used for MC simulation and the sliding window approach adopted
to preserve the temporal locality of the sensor signals. Finally, we present the
pseudocode illustrating the general preprocessing approach used to generate the new
estimator dataset as input to the PCA model.

Mean versus Median The mean and the median are considered to be the most
reliable estimators of the central tendency of a frequency distribution. Choosing
the appropriate estimator is a challenging issue when using MC simulation since
different results can lead to different correlations between signals, and thus different
principal components when applying PCA. Let

xi = (xp,z,w) p = 1,··· ,k
z = 1,··· ,m
w = 1,··· ,t

(3.2)

denote the i-th row of the n× y data matrix X accounting for the measurement
of sensor z during phase w in station p relative to batch i. In this way, each column
fj (j = 1, · · · , k×m× t) of X describes the temporal evolution of the measurements
recorded by a specific sensor in a station during the processing of the batches.
Let

RIQR = [rIQR
ij ] (3.3)

with i, j ∈ {1, . . . , n}, i ̸= j, −1 ≤ rIQR
ij ≤ 1 and

rIQR
ij =

σfifj

σfi
σfj

(3.4)

denote the correlation matrix computed between the columns of the dataset resulting
from the IQR preprocessing. Recall that σfifj

denotes the covariance between the
columns fi and fj , whereas σfi

denotes the variance of the i-th column.
Let

RMC,median = [rMC,median
ij ] (3.5)

and
RMC,mean = [rMC,mean

ij ] (3.6)

with (i, j ∈ {1, . . . , n}, i ̸= j), formulated as above, denote the correlation matrix
computed between the columns of the dataset resulting from the median-based and
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the mean-based MC simulation preprocessing methods, respectively.
Let

∆ := [δij ] = RIQR −RMC (3.7)

account for the deviation between the two matrices, letting RMC denote alterna-
tively the correlation matrix relative to the median-based or the mean-based MC
preprocessing method.
To evaluate which estimator suits our purpose best, we run the following statistical
hypothesis test: {

H0 : δij < α ∀i, j

H1 : δij ≥ α ∀i, j,
(3.8)

considering the difference between the correlation matrix computed after the appli-
cation of the IQR method and the correlation matrix of the new dataset resulting
from the previous section (that is, the MC dataset).
We can state that there exists a significance level α such that δMC,median

i,j < α, ∀i, j,
and ∃(i, j) : δMC,mean

i,j ≥ α, allowing us to choose H0 only under the median-based
MC method.
In particular, in the considered use case, the difference in the correlation matrices
considering the median-based MC method is less than α = 6 · 10−2 in absolute
value and this proves to be a consequence of the median insensitivity to outlier
observations.

Choosing the size of the Monte Carlo sample Choosing the proper number
of samples has a significant effect on MC simulation since it considerably improves
estimation reliability. We recall that samples are chosen out of the data matrix
X, where xi, as defined in (3.2), represents a generic row of X accounting for the
measurement of sensor z during phase w in station p relative to batch i.
Up to the authors’ knowledge, the literature claims that increasing the sample
size reduces the variance and decreases the noise of the simulation results method
[390]. Calibrating the sample size depends on many factors such as dataset size, the
pursued objective and the complexity of the phenomenon the designer is modeling
[391]. Therefore, we have tested different sample sizes before defining a methodology
aimed at finding a suitable number of samples for each round in MC simulation.
By comparison with the highly dispersed original dataset, by increasing the number
of samples we obtain a proportional decrease in variance. The desired sample size
will allow the removal of only the outliers and at the same time preserve the rest of
the information contained in the original dataset.
By excessively increasing the number of samples, the risk is that a significant part
of the information is lost, thus affecting the accuracy of the PCA model. To select
the proper sample size for MC-based outlier removal, we evaluate the impact this
parameter has on the PCA model. To demonstrate that MC preprocessing is a
valid alternative to the IQR-based preprocessing method, we compared the PCA
models resulting from both approaches for different sample sizes, ranging from 1
to 100. In particular, we measured the proportion of the variance of the MC-PCA
components that are explained by the IQR-PCA components in terms of R2. In
this way, high values of R2 correspond to similar PCA models, thus confirming the
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equivalent performance of the two preprocessing methods.
From Figure 3.22, it is evident that by considering 3 samples we obtain the highest
value of R2 (around 97.5%), thus demonstrating that, by choosing the proper sample
size, the MC preprocessing method achieves very similar results to those obtained
by the IQR-based preprocessing method.
Figure 3.22 presents the results of the previous steps where it is experimentally
proven that PCA with 3-sample size has the best results.

Figure 3.22. Testing R-squared for different sample sizes.

Preserving Trend Properties through a Suitable Choice of the MC Sample
Since PCA is based on the linear correlation among variables, any trends intrinsic
to the signals themselves will not be considered. For this reason, random sampling
among all the batches for median computation may result in the loss of the temporal
dependencies characterizing signals.
Therefore, we refined the procedure for the MC sample selection accordingly. In
particular, for each batch in the original dataset, we considered a time window
centered around the batch itself. Samples considered for the median computation
were therefore extracted inside the window, thus preserving the temporal locality
among subsequent batches.

Pseudocode for the Preprocessing Method based on MC Simulation The
pseudocode reported in Algorithm 2 illustrates the steps required to generate a new
estimator dataset by using a preprocessing procedure based on MC simulation.

Principal component analysis for anomaly detection

PCA is a well-known method commonly used to reduce the dimensionality of a
dataset, by transforming the original set of variables into a smaller one that still
contains most of the information in terms of variance. In particular, it is a linear
dimensionality reduction method based on SVD that projects the data on a lower
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Input X : The original n× y data matrix
Output X̂ : The new estimator n̂× y data matrix
Parameter n̂ : The size of the new estimator dataset
Parameter b : The number of samples considered for MC simulation
i ← 0
while i < n̂ do

idx ← generateRandomInteger[b, n− b− 1]
for j in range[0, y − 1] do

window ← X[idx− b : idx + b, j]
X̂[i, j] = ← median(window)

end
i ← i + 1

end
Algorithm 2: Preprocessing algorithm based on MC simulation.

dimensional space.
Being n̂ the number of samples and let y the number of variables, the n̂× y data
matrix X̂ is centered (by removing the mean of every feature) and SVD is applied
on its covariance matrix, thus leading to a subset of orthonormal dimensions, namely
the Principle Components (PCs) [392]. Since SVD computes PCs incrementally,
their number depends on the pre-defined stopping criterion in searching for the
next PC. A common strategy is to define the number of PCs as a function of the
minimum variance information to be preserved with respect to the original dataset
to compress the data sufficiently without losing too much information.
In this paper, we use PCA to perform anomaly detection. For this purpose, it is
necessary to isolate a subset of data points associated with the normal behavior of
the equipment. This subset is used as input to the PCA algorithm to compute a
set of PCs considering as a stopping criterion high variance preservation (at least
90%). Having defined the y × z projection matrix Π composed by the z PCs, it is
now possible to project each data point x̂i on a lower dimensional space as

ci = x̂iΠ, (3.9)

where ci is the z-dimensional compressed version of x̂i. Then, we transform ci back
to its original space by multiplying it by the inverse of the matrix Π (being Π or-
thonormal, the inverse coincides with its transpose), thus obtaining the reconstructed
version of the input data

x̂′
i = ciΠT . (3.10)

Finally, we compute the reconstruction error of the sample x̂i as

ei = |x̂′
i − x̂i|, (3.11)

where the vector ei contains the residual of every input feature. Since the model is
trained on normal behavior data, the reconstruction error should be low for samples
belonging to the same distribution. However, during an anomalous scenario, the
error is expected to be high since the associated samples will deviate from such
distribution. By considering these vectors as KPIs for the stations in the production
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lines, it is not only possible to detect anomalies when high errors occur, but also go
back to the sensors mostly involved by inspecting the residuals of each single input
feature.

Remark. Thanks to the property of outlier replacement, the median-based approach,
the optimal choice of the sample size and the preservation of any temporal dependen-
cies characterizing the input signals, the proposed MC-based preprocessing approach
turns out to be a robust alternative to IQR preprocessing. In fact, as can be seen
from the experimental results, using median-based MC simulation in place of the IQR
method for the preprocessing stage yields very similar results, although the number
of PCs obtained when applying PCA after MC simulation is slightly higher than the
number of PCs obtained when applying PCA after the IQR method.

Remark. The proposed preprocessing approach based on MC simulation is more
suitable to the scenario of energy plants whose data require extensive cleaning. In
this respect, if the input data are not cleaned enough, the IQR method, by isolating
samples below the 25th percentile or above the 75th percentile, may end up removing
a significant part of the original dataset, thus potentially compromising the quality of
the subsequent data analytics task. Instead, MC simulation overcomes this obstacle
by enabling the data scientist to tune the dimension of the dataset resulting from
preprocessing according to the technical specifications of the considered task.

Experimental Results of Anomaly Detection

In the experimental phase, we compared the results of the proposed anomaly
detection approach considering both the IQR and MC preprocessing methods. In
both scenarios, the relevant data were collected from the MES of the 3SUN Factory
and a set of normal behavior samples was defined for training the PCA model.

Training and test sets According to the data format of the matrix X specified
in Equation (3.2), we isolated a week of normal condition samples as training set,
going from July 8th, 2020 to July 15th, 2020. This period was labeled as a period
of standard operation by the operators working in the plant, together with other
periods going from November 1st, 2020 to November 14th, 2020 and from May 1st,
2020 to May 8th, 2020, respectively, which we considered as test sets. The operators
reported a fault in the plant on July 4th, 2020, so we isolated 24 days of data before
the fault as a further test set to see if the proposed model detects the anomaly,
possibly in advance.

Preprocessing Phase Before the application of the anomaly detection approach
based on PCA, we preprocessed the dataset as described in Section 3.2.1. In
particular, 10 signals were filtered since they were completely flat, 12 signals were
discarded since they presented an excessive rate of missing values, and 8 signals were
linearly interpolated. After this phase, the dataset counted 36 variables to which
the two outlier removal methods were applied.
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Outlier Removal Results From the results, it is evident that both the IQR
and MC methods were able to filter outliers successfully. In Figure 3.23(a), the
original sensor signals are plotted to highlight the presence of outliers, while in Figure
3.23(b) and Figure 3.23(c), respectively, the preprocessed signals after the IQR and
MC outlier removal methods are presented. It is important to notice that the IQR
method does not handle the substitution of outliers (e.g., by interpolation) and it
is limited to their identification and filtering. The MC method, instead, handles
the presence of outliers by replacing all data points with the median over a sliding
window, without requiring any additional substitution phase for the filtered values.

Anomaly Detection Results The PCA algorithm was run onto the two scenarios,
namely considering an IQR and MC preprocessing phase, by setting as stopping
criterion a minimum of 90% of explained variance. In the case of IQR, the PCs
computed by the PCA algorithm were 16, while using the MC method led to 19 new
dimensions.

Testing in Normal Operating Conditions The robustness of the anomaly
detection model has been tested on normal behavior conditions (Figure 3.24) in
a period going from November 1st, 2020 to November 14th, 2020, namely on the
data collected during the week following the training period. Figure 3.24(a) plots
the reconstruction errors of the model without preprocessing, while Figure 3.24(b)
and Figure 3.24(c) display, respectively, the residuals considering IQR and MC
for preprocessing. In all scenarios, the reconstruction errors are never persistently
exceeding a threshold of 20 units, which was taken as a reference considering the errors
computed on the training data. In fact, the operating conditions are very similar to
the normal behavior period on which the model was trained and demonstrate that
there are no substantial differences between the two preprocessing methods.

Testing in Anomalous Conditions As a final step, we evaluated the model
in a critical period going from June 20th, 2020 to July 8th, 2020, during which a
technical problem led to equipment failure, as reported by the operators. Figure
3.25 shows the residuals of the model considering no outlier removal phase (Figure
3.25(a)), the IQR (Figure 3.25(b)) and the MC (Figure 3.25(c)) preprocessing
methods. In the proximity of the failure event (on July 4th, 2020), the anomaly is
detected by the residuals drastically exceeding the training reference threshold of 20
units, anticipated by another reconstruction error spike on July 3rd, 2020. Without
outlier removal, the residuals never persistently exceed the threshold in the period
preceding the fault. When considering the IQR and MC methods, instead, residuals
above 20 units are already frequent starting from June 20th, 2020, anticipating the
fault by more or less two weeks. As for the normal behavior scenario, also in an
anomalous period, the two preprocessing methods demonstrated their similarity by
achieving comparable results.
It is important to notice that it is possible to isolate the sensors of the stations that
are mostly related to anomalous conditions by inspecting the residual of each input
feature of the model. In this anomalous period, stations 12 and 13 were isolated
by looking at the large residuals two weeks before the fault. During the fault itself,
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(a)

(b)

(c)

Figure 3.23. Figure (a) shows the sensor signals without the removal of outliers, while
Figure (b) and Figure (c) represent the signals over time after the IQR and MC methods
were applied respectively for the outlier removal phase.

instead, stations 19 and 20 were involved according to the model reconstruction
errors. The residuals two weeks before the fault and the residuals during the fault are
associated with different stations since the failure of the system caused measurement
errors not only to the most involved stations, namely 12 and 13, but also to other
stations, namely 19 and 20.
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(a)

(b)

(c)

Figure 3.24. Figure (a) shows the KPIs associated with all sensors without the removal of
outliers in a normal operating condition period, while Figure (b) and Figure (c) represent
the KPIs (3.11) over time after the IQR and MC methods were applied respectively for
the outlier removal phase.

Discussion

The proposed method for data preprocessing based on MC simulation exhibits the
following features:

• preserving temporal locality with respect to the training dataset;



144 3. Framework for Energy Applications

(a)

(b)

(c)

Figure 3.25. Figure (a) shows the KPIs (3.11) associated to all sensors without the removal
of outliers before and after the break, while Figure (b) and Figure (c) represent the KPIs
(3.11) over time after the IQR and MC methods were applied respectively for the outlier
removal phase.

• outlier removal;

• outlier replacement, by contrast with traditional methods which are limited to
outlier detection only (for example methods based on z-scores [393] or IQR
techniques [394]).
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As discussed in Section 3.2.1 and confirmed in [389], the median was chosen as
the most accurate estimator to obtain a suitable dataset using MC simulation to be
provided as input to the PCA-based model. In particular, the median-based MC
method proved to be more effective against outlier observations with respect to the
mean estimator.
Moreover, we selected the optimal sample size for MC simulation by measuring the
proportion of the variance of the MC-PCA components that are explained by the
IQR-PCA components in terms of R2, thus confirming the equivalent performance
of the two preprocessing methods. This was motivated by many considerations in
the literature which report preprocessing techniques for similar anomaly detection
scenarios based on the IQR method [386]. This analysis led to an optimal value of 3
samples to be considered for the median computation. In particular, we adopted a
sliding window sampling approach to preserve the temporal locality of subsequent
batches.
From the results in Section 3.2.1 it is evident that the IQR and MC-based preprocess-
ing methods produce similar results, demonstrating their capability to successfully
deal with outliers. Nevertheless, they present substantial differences. In fact, a
standard method like IQR is limited to isolating outliers and possibly removing
them from the dataset. This is a limitation because filtered observations generate
missing values which require a substitution algorithm (e.g. mean imputation [395],
KNN [396], linear interpolation [397]). The MC method, instead, intrinsically deals
with outlier substitution by computing the median of randomly selected points, thus
generating a new estimator dataset with an arbitrary number of samples.
The PCA models for anomaly detection demonstrated their capability to successfully
anticipate a fault in the equipment as shown in several other works and practical
experiments [368, 369, 370]. In particular, two PCA models were trained, respec-
tively, on the IQR and MC preprocessed datasets. Both models highlighted an
anomalous condition almost two weeks before the equipment failure by producing
KPIs (residuals) above a reference threshold which was used to discriminate between
healthy and anomalous states of the equipment as done in [398].
Moreover, it is important to notice that, without any preprocessing, the algorithm
is unable to detect the anomalies with such an advance and is limited to spotting
only the occurrence of the actual fault, which is also detected by the IQR and MC
approaches.
Both models were also tested in standard operating conditions to prove their robust-
ness to false alarms. In fact, in normal conditions, the residuals of the models never
exceed the reference threshold persistently.
Finally, by inspecting the residual of each input feature of the model, the proposed
approach allows the isolation of the sensors of the stations that are subject to
anomalous conditions.
The authors have selected a reference period to calculate the average downtime for
the AWB stage of the production line shown in Figure 3.21, and then to compute
an estimate of the AWB downtime reduction resulting from the adoption of our
predictive model.
Considering that only 50% of the predicted machine-down events can be avoided –
in fact, only in some cases it is possible to take advantage of scheduled preventive
maintenance to repair the equipment in advance –, the authors measured a reduc-
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tion in AWB downtime by 0.55%. Assuming to extend the implementation of the
predictive model to the entire equipment of the 3SUN production line (as shown in
Figure 3.21), the authors expect an overall downtime reduction between 1% and 2%,
which corresponds to an increase in the annual PV panel’s production in the order
of approximately 1-2 megawatts.

Conclusion

In this paper, we have presented a use case of robust anomaly detection applied to
the scenario of a PV production factory – namely, Enel Green Power’s 3SUN solar
cell production plant in Catania, Italy – by considering a MC based preprocessing
technique.
The proposed preprocessing algorithm demonstrated its ability to handle outliers
like other standard methods, with the additional advantage of intrinsically dealing
with outlier substitution and taking into account the temporal locality of subsequent
samples.
After preprocessing, we trained an anomaly detection model based on PCA and
defined a KPI for each sensor in the production line based on the model errors. In
this way, by running the algorithm on unseen data streams, it was possible to isolate
anomalous conditions by monitoring the KPIs and virtually trigger an alarm when
exceeding a reference threshold.
The proposed approach was tested on both standard operating conditions and an
anomalous scenario. In particular, it successfully anticipated a fault in the equipment
with an advance of almost two weeks, but also demonstrated its robustness to false
alarms during normal conditions.
Finally, given the data-driven nature of the approach and its robustness to outliers
and irregular sampling frequencies, this approach could be applied to multiple lines
in the production plant. In fact, as future work, we look forward to testing the
proposed method on multiple types of equipment to further validate its scalability.

3.2.2 Deep Anomaly Detection in Horizontal Axis Wind Turbines
using Graph Convolutional Autoencoders for Multivariate
Time Series

Introduction

Wind energy is possibly one of the game-changer in future decarbonization scenarios,
because of a plurality of factors. To mention but a few, incoming generations of
multi-MW Wind Turbines (WTs) [399], the maturity of technology and infrastruc-
tures, and the cost competitiveness even in off-shore applications [400, 401, 402].
As reported in Hameed et al. [403], the most critical elements in WT energy convert-
ers reside in powertrain components, subject to highly irregular loads driven by wind
turbulence and extreme weather conditions. As such, the fatigue loading of major
structural components can be remarkably greater and peculiar when compared to
other rotating machines.
Therefore, second to CAPEX investments are Operation and Maintenance (O&M)
costs, being the most frequent faults on electric and control systems, followed by
blades and hydraulic groups [404, 405]. In addition, failures (typically in generators
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and gearboxes) entail high repair and replacement costs and result in long downtimes
with significant loss of production. Remedial approaches to face O&M challenges
advocate Condition-Based Monitoring (CBM) strategies capable of early detection
and isolation of incipient faults. CBM is a key ingredient to enable condition-based
maintenance, able to outperform the on-schedule state-of-the-art, in a view to identi-
fying (at early stages) component degradation and limit unnecessary outage of WTs.
In mechanical systems, CBM is typically based on the acquisition of high-frequency
data (e.g., vibrational analysis), possibly processed through a variety of methods
(see [124] for a recent review). However, this strategy suffers from several limitations
as it requires the installation of additional sensors on WTs and specific data in-
frastructure, in fact, discouraging the implementation of high-frequency acquisition
systems [403, 406].
On the other hand, modern WTs are integrated with sensor networks as part of
SCADA systems for monitoring power-train status (e.g. bearing temperature, lube
oil sub-system, etc.) with standard practice to record 10-minute averaged values
and other statistics of the sensor time series. CBM of wind power generation plants
through analysis of routinely collected SCADA data is envisaged as a viable means of
forestalling expensive failures and optimizing maintenance through the identification
of faults at the earliest possible stage [407, 408]. The challenge to operators is, there-
fore, in identifying the signature of failures within data streams and disambiguating
those from other behavioral factors. The strong heterogeneity of signals, together
with the loss of high-frequency temporal dependencies caused by the 10-minute
averaging, makes the task very demanding [409].
In view of the lack of a comprehensive physical or mathematical model of WT
operations, many data-driven methods based on 10-minute SCADA were recently
proposed (see [122] for a systematic review). Probabilistic methods fail in modeling
the proper temporal dependencies (and dynamics) in sensor networks [410]. For this
reason, to take into account signals of mutual non-linearity and causal dependencies
among WT components, most of the methods appeared to date rely on the use of
NNs [411].
In the field of early fault detection, NNs are often employed to learn the normal
operating conditions of the system and detect incipient faults by monitoring the
real-time deviations from the standard behavior. The common assumption is that
failure occurrences reflect a change of correlation among signals, causing a high
multivariate reconstruction error.
To this end, several neural architectures have been proposed to capture anomalous
scenarios based on prediction errors, where the neural models regress a target variable
on a multivariate input. For example, approaches based on CNNs [409] have been
developed, together with space-time fusion NNs combining convolutional kernels
with recurrent units, such as LSTM or GRU, to extract multi-scale spatial and
temporal correlations [412, 413, 414].
However, as reported in [415, 416], the standard convolutional operation of CNNs
restricts the model to consider only local spatial structures in the signal time series
rather than the general domain of the process. In addition, recurrent NNs for se-
quenced learning require iterative training, which may suffer from error accumulation,
difficult training, and an increase in computational costs [415].
As a promising alternative to regression models, AE architectures have been recently
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employed in unsupervised anomaly detection, given their ability to extract salient
features characteristic of normal operating conditions. Examples of such architec-
tures include deep AEs, denoising AEs, LSTM-based AEs, and CNN-based AEs
[417, 157, 418, 419].
In this paper, we propose an original unsupervised deep anomaly detection framework
that has at its core a neural architecture combining AEs and GCNs. Both AEs
and GCNs have recently been employed for traffic forecasting or shape coding of
buildings in maps where the graph formulation is intrinsic in the application domain
[420, 421, 422]. Instead, we propose to adapt the formulation to multivariate time
series, by modeling the sensor network as a graph where each node represents a
sensor with specific feature vectors extracted from its time series. Owing to its
multivariate formulation, we advocate the method to be able to analyze contextual
anomalies in sensor networks [419].
In detail, we introduce a Graph Convolutional Autoencoder for Multivariate Time
series (MTGCAE), composed by an encoder and a decoder based on GCNs adapted
to multivariate time series. By representing the data as graphs, the structural
information can be encoded to model the relations among entities and furnish more
promising insights underlying the sensor data measurements, outperforming standard
CNNs, especially in modeling arbitrarily structured systems like sensor networks
[423, 424, 425].
To perform anomaly detection, the network is trained to learn the normal behavior
of the system in an unsupervised fashion. By defining local and global indicators
based on the model reconstruction errors, the framework triggers warnings after
the application of a four-stage threshold method that aims at minimizing false
alarms during normal operating conditions. In fact, only significant model errors
are considered by filtering individual spikes and transient disturbances, allowing the
generation of sensor-level warnings that isolate the assembly/sub-assembly mostly
involved in the anomaly.
We tested the model on SCADA data gathered from 4 WTs belonging to the same
wind farm, with a nominal power of 2 MW each [426]. The results showed that the
proposed model can anticipate 10 SCADA log alarms with an average time to failure
of about 23 days involving some of the most critical components, without trigger-
ing any false alarms. Furthermore, to validate the effectiveness of the model, two
recently proposed neural architectures have also been applied to the same dataset,
one based on an LSTM AE [418] and one on the combination of CNNs, LSTM cells
and attention mechanisms [414]. The comparison confirms that the proposed model
outperforms these two approaches in terms of evaluation metrics.
The rest of the paper presents the proposed MTGCAE neural architecture and
discusses the building blocks of the deep anomaly detection framework. Then, we
describe the case study and the obtained results, and, finally, we summarize the
present work and draw our conclusions.

Neural Architecture

In this chapter, we describe the proposed neural architecture, namely a Graph
Convolutional Autoencoder for Multivariate Time series, which is formulated as a
combination of GCNs and AEs adapted for multivariate time series.



3.2 Predictive Maintenance for Renewable Energy Systems 149

Graph Convolutional Autoencoder for Multivariate Time Series (MT-
GCAE) We propose a neural architecture based on the combination of GCNs
and AEs, namely a Graph Convolutional Autoencoder for Multivariate Time series
(MTGCAE), to exploit the extraction of multi-scale spatial and temporal correlations
by encoding data as graphs.
In particular, as shown in Figure 3.26, the neural architecture consists of a multi-layer
GCN which uses as input a graph representation of the sensor network. Each node
in the graph represents one of the N signals and the edges quantify the degree of
correlation between pairs of time series. More specifically, as input feature matrix
X we consider a sliding window which is a N × F matrix. In this way, the feature
vector xi associated with the i-th node (i.e. the i-th sensor in the SCADA system)
is composed by the values of the i-th time series in a time window of length F . As
for the adjacency matrix A, we define the entry (i, j) as the Mutual Information
(MI) between the i-th and j-th signals or nodes in the graph sensor network [427].
The layers of the GCN are divided into an Encoder and a Decoder, each of which
can be composed of multiple layers. Following the typical structure of AEs, the
Encoder compresses the input to a latent representation, while the Decoder tries to
reconstruct the original input as accurately as possible. Unlike standard AEs, here
we adapt the formulation given in Equation 2.113 and 2.114 in order to consider as
input a feature matrix instead of a vector.
With reference to the GCN layer formulation in Equation (2.112), the output He

(l+1)

of the l-th Encoder layer can be written as function of the previous layer output
He

(l) and the adjacency matrix A as:

He
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1
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where We
(l) is the trainable weight matrix of the layer and σ is the ReLu activation

function [428]. Considering an Encoder with Le layers, we have that He
(0) = X and

that He
(Le) = H, where H is an N ×K matrix representing the compressed version

of the input feature matrix (K < F ) after passing through the Encoder.
The Decoder, instead, maps the compressed feature matrix back to its original space
and can be formulated in a mirrored way as:

Hd
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where the subscript d is adopted to discriminate Decoder matrices. Considering Ld

layers, we have that Hd
(0) = H and that H(Ld) = X′, where X′ is the reconstruction

of the input feature matrix X.
Similarly to AEs, the reconstruction error L = ||X′ − X||2F is minimized during
training using the Backpropagation algorithm.
The MTGCAE is trained to reconstruct the sensor signals assuming a reference state.
When reapplying it to unseen data during anomalous conditions, we expect the
prediction of the trained network to deviate from the actual signals, thus generating
residuals.

Deep Anomaly Detection Framework

In this chapter, we discuss the main steps of the proposed deep anomaly detection
framework shown in Figure 3.27. First, we describe how the monitored signals
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Figure 3.26. Detail of the proposed MTGCAE neural architecture. Starting from N
sensor signals, the adjacency matrix A is computed through MI and a sliding window
X of length F is extracted as input for the GCN Encoder. The compressed output
representation H, together with the adjacency matrix A, are used by the GCN Decoder
to produce a reconstruction of the input signals X′.

are preprocessed and the proposed MTGCAE model application. Then, we define
global and local health indicators together with a four-stage threshold approach for
anomaly detection.

Figure 3.27. Diagram of the proposed framework for deep anomaly detection.
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Signal Preprocessing Before the training of the proposed neural architecture,
all monitored signals are preprocessed by deleting the records having missing values.
When few isolated points, a linear interpolation was applied without introducing
distortion in the data [151].
Then, signals presenting high levels of noise were smoothed using the Savitzky–Golay
filter [429].
Finally, extreme outliers were filtered using the 5-sigma rule and data was scaled
using the min-max normalization.

MTGCAE Model To take into account the temporal dependencies in time
series, data are explored using sliding windows. Given the data matrix Z =
(z1, . . . , zi, . . . , zT)T , where zi is the i-th N -dimensional multivariate sample, with
N the number of signals and T the number of time observations, the i-th sliding
window is an N × F matrix defined as:

Si = (zi−F, zi−F+1, . . . , zi)T , i = (F, F + 1, . . . , N) (3.14)

where F is the length of the window. As a consequence, the dataset S is structured
in successive w = T − F + 1 sliding windows:

S = (S1, . . . , Si, . . . , Sw)T (3.15)

To isolate the reference period used to train the proposed MTGCAE model for
anomaly detection, as discussed in [419], we employed an unsupervised approach
based on the assumption that the hidden layers of deep AEs are capable of capturing
intrinsic properties of the majority of the data, representing the normal operation.
In detail, to sample a subset Sn of normal behavior windows, we trained the proposed
MTGCAE architecture on all windows in S to learn the most common patterns in
the data. Downtimes caused by failures are not captured by the model since rare
operating conditions, thus generating high model residuals during their occurrence.
In this way, it is possible to isolate outages in an unsupervised manner and exclude
them from Sn.
To prevent fault precursors from being included in the dataset of standard behavior
Sn, we exclude all windows falling in a potentially anomalous time period preceding
each downtime consisting of half the Mean Time Between Failure (MTBF), since
further away from the last repair.
Once the normal operating conditions are isolated, the MTGCAE model is trained
on Sn and employed for anomaly detection and early fault prediction.
Based on the above, we split Sn into training Strain and validation Sval both
containing only standard behavior windows, and a testing set Stest which includes
both normal and anomalous windows. In particular, the model is trained for E
epochs using the Adam optimizer, considering early stopping to avoid overfitting
[430].
It is important to notice that the latent representation H of the MTGCAE directly
depends on the parameter K, which should be smaller than the window size F to
compress the inputs properly but should also be large enough to capture the most
common patterns in the data.
Another crucial parameter is the window size F , which defines the temporal depth
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of the model. If too small, it will capture only small-scale local patterns and, if
too large, it will process excessively wide time windows and fail to capture their
temporal patterns.

Global Mahalanobis Indicator (GMI) and Local Residual Indicators (LRIs)
The errors of the MTGCAE model are used to specify a rule to warn as early as
possible about incipient anomalies. To this end, we define the Global Mahalanobis
Indicator (GMI), reflecting the operating status of the whole sensor network, and a
Local Residual Indicator (LRI), for each monitored variable.
The GMI is computed as the distance between the model multivariate reconstruction
error and the reference multivariate probability distribution of the errors obtained
on the validation set Sval using Minimum Covariance Determinant [157]. The LRI
for each signal is, instead, defined as its specific reconstruction error.

Four-stage Threshold To generate a prompt warning before the occurrence
of failures and, at the same time, reduce false alarms during normal operation,
a multi-stage threshold is designed for the GMI and LRIs. In particular, as in
[410], it evaluates the magnitude of the model errors to detect deviations from
standard conditions but also considers their duration in time to attenuate the effect
of individual spikes and transient disturbances. To make the warnings produced by
the model more robust to false alarms, we apply a four-stage threshold, considering
first the GMI and, then, the LRIs.
The four sequential filtering steps applied to the local and global indicators are the
following:

Two-stage threshold on GMI:

1. filter GMI values below a threshold dm to consider only significant multivariate
reconstruction errors;

2. filter GMI values that have a duration less than F to consider only residuals
persistent in time for at least the length of the model input sliding window;

Two-stage threshold on LRI:

3. for each signal i, filter LRI values below a threshold di to consider only
significant reconstruction errors;

4. for each signal i, filter LRI values that have a duration less than F to consider
only residuals persistent in time for at least the length of the model input
sliding window.

When the conditions of all four stages are satisfied in the presented order, the
model triggers a warning for the sensor having the highest LRI.

Experimental Results

In this section, the proposed fault detection framework is validated using the open
dataset available at [426]. More details can be found below.
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Dataset Description The data is collected from four WTs belonging to the same
wind farm, each having a diameter of 90 m, a maximum rotor speed of 14.9 rpm,
and a maximum rated power of 2 MW at a nominal wind speed of 12 m/s. The wind
farm is ranked class 2 according to the standard IEC 61400 [431]. The complete
description of the technical information of the WTs is given in Table 3.8.

Table 3.8. Technical information of each turbine.

Rated power (kW) 2000
Cut-in wind speed (m/s) 4
Rated wind speed (m/s) 12
Cut-out wind speed (m/s) 25
Rotor diameter (m) 90
Rotor swept area (m2) 6362
Number of blades 3
Max rotor speed (rpm) 14.9
Rotor tip speed (m/s) 70
Rotor power density 1 (W/m2) 314.4
Rotor power density 2 (m2/kW) 3.2
Gearbox Type Planetary/spur
Gearbox stages 3
Generator type Asynchronous
Max generator speed (rpm) 2016
Generator voltage (V) 690
Grid frequency (Hz) 50
Hub height (m) 80

All WTs are equipped with a SCADA system for the monitoring of multiple
parameters collected from the main components together with ambient measurements.
In particular, for each WT we considered a separate dataset composed of 30 monitored
parameters listed in Table 3.9. The dataset covers a period of about 20 months
(from January 1, 2016, to September 1, 2017).

In addition to the sensor signals, we considered the event log that includes all
alarms recorded by the SCADA system on the four WTs during the reported period.
These events include all potential operational risks, which can be seen as anomalies
reducing the remaining useful life of components. In fact, the SCADA system
supervises the operating status of the wind turbines and protects them from extreme
loads. In this way, when a critical signal exceeds predefined operating thresholds, an
event is triggered and recorded in the log file.
Concerning the Reliawind turbine taxonomy presented in [432], the event log available
in [426] mainly contains the details of the anomalies recorded at the assembly and
sub-assembly levels, and only for some alarms at the component/part level. Starting
from this, we filtered out all false alarms and minor events that did not lead to
repair or replacement actions for the component.
Table 3.10 lists all the events we considered for this study, detailing the turbine IDs,
the assembly/sub-assembly involved, the date and time of the alarm recorded by
the SCADA system and the type of action taken by the operators to restore proper
operation (repair or replacement). Figure 3.28, instead, shows the time distribution
of the alarms for each WT over the investigated period.

From the analysis of the logs contained in Table 3.10 and Figure 3.28 it is
possible to notice that most of the recorded alarms concern the drive train and
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Table 3.9. Parameters monitored by WT SCADA system.

Signal ID Description Component

Gen_Bear_Temp Temperature in generator bearing 1 (Non-Drive End) Generator Bearings
Gen_Bear2_Temp Temperature in generator bearing 2 (Drive End) Generator Bearings
Gen_RPM Generator rpm Generator
Gen_Phase1_Temp Temperature inside generator in stator windings phase 1 Generator
Gen_Phase2_Temp Temperature inside generator in stator windings phase 2 Generator
Gen_Phase3_Temp Temperature inside generator in stator windings phase 3 Generator
Gen_SlipRing_Temp Temperature in the split ring chamber Generator
Hyd_Oil_Temp Temperature oil in hydraulic group Hydraulic
Gear_Oil_Temp Temperature oil in gearbox Gearbox
Gear_Bear_Temp Temperature in gearbox bearing on high-speed shaft Gearbox
Nac_Temp Temperature in nacelle Nacelle
Nac_Direction Nacelle direction Nacelle
Rtr_RPM Rotor rpm Rotor
Amb_WindSpeed Wind speed Ambient
Amb_WindDir_Relative Wind relative direction Ambient
Amb_WindDir_Abs Wind absolute direction Ambient
Amb_Temp Ambient temperature Ambient
Prod_TotActPwr Total active power Production
Prod_TotReactPwr Total reactive power Production
Grd_Prod_PsblPwr Grid Power Request Grid
HVTrafo_Phase1_Temp Temperature in HV transformer phase L1 Transformer
HVTrafo_Phase2_Temp Temperature in HV transformer phase L2 Transformer
HVTrafo_Phase3_Temp Temperature in HV transformer phase L3 Transformer
Cont_Top_Temp Temperature in the top nacelle controller Controller
Cont_Hub_Temp Temperature in the hub controller Controller
Cont_VCP_Temp Temperature on the VCP-board Controller
Cont_VCP_ChokcoilTemp Temperature in the choke coils on the VCS-section Controller
Cont_VCP_WtrTemp Temperature in the VCS cooling water Controller
Spin_Temp Temperature in the nose cone Spinner
Blds_PitchAngle Blades pitch angle Blades

power sub-systems. In particular, two repairs were carried out on the T01 turbine,
one involving the gearbox and the other the transformer, in response to component
level anomalies detected respectively on the gearbox pump (July 18, 2016) and the
transformer fan (August 11, 2017).
As for the three alarms recorded on the T06 turbine, they refer to generator anoma-
lies that occurred in the period June-November, 2016, and two of these required a
full replacement at the assembly level.
The alarms of the T07 turbine, on the other hand, concern two episodes of high
temperature recorded in the transformer on July 10, 2016, and August 23, 2016, and
an anomaly in the generator that occurred about a year later (August 21, 2017),
which required specific repair interventions.
Finally, in turbine T09, four distinct alarms were recorded on the generator bearings,
two of which concerned high-temperature events on June 7, 2016, and August 22,
2016, requiring a repair of the damaged parts. The other two alarms, instead, were
triggered on October 17, 2016, and January 25, 2017, and involved major damages
that led to the replacement of the components.

MTGCAE Parameter Setting The analysis was carried out for each wind
turbine, from the preprocessing and data preparation to the training of the model.
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Table 3.10. Main alarms reported in the maintenance log file available in ref. [426].

Turbine ID Alarm ID Alarm timestamp Assembly/Sub-assembly Type of alarm Type of action
Repair Replacement

T01 A01GX 18/07/2016; 02:10 Gearbox Gearbox pump damaged x
T01 A01T 11/08/2017; 13:14 Transformer Transformer fan damaged x
T06 A06G1 11/07/2016; 19:48 Generator Generator damaged x
T06 A06G2 04/09/2016; 08:08 Generator High temperature generator error x
T06 A06G3 27/10/2016; 16:26 Generator Generator damaged x
T07 A07T1 10/07/2016; 03:46 Transformer High temperature transformer x
T07 A07T2 23/08/2016; 02:21 Transformer High temperature transformer x
T07 A07G 21/08/2017; 14:47 Generator Generator damaged x
T09 A09GB1 07/06/2016; 16:59 Generator bearings High temperature generator bearing x
T09 A09GB2 22/08/2016; 18:25 Generator bearings High temperature generator bearing x
T09 A09GB3 17/10/2016; 09:19 Generator bearings Generator bearings damaged x
T09 A09GB4 25/01/2017; 12:55 Generator bearings Generator bearings damaged x

Figure 3.28. The time distribution of logs recorded by the SCADA system at sub-assembly
and part level for the four WTs.

The MTGCAE was trained for E = 50 epochs considering early stopping to avoid
overfitting. Specifically, we considered one layer for the Encoder having K output
features as latent representation and one layer for the Decoder to reconstruct the
input data. A single layer was sufficient for the autoencoding process and stacking
more layers did not significantly improve the performance of the model.
The parameter K was set to be proportional to F so that the number of neurons
scaled with the length of the input sliding window, allowing the model to increase
its complexity for larger windows. In particular, we set K = F

6 to compress the
inputs to a lower dimension (K < F ) and at the same time provide the network
with enough neurons to reconstruct the inputs. The sliding window size F was set
to 144 (24 hours) using grid search aimed at minimizing the MAE on the validation
set. This configuration allowed the model to capture the daily patterns which are
also highlighted by the autocorrelation function of the signals.
To determine the standard operating conditions, we applied the unsupervised ap-
proach discussed in Section 3.2.2 by considering a MTBF of 75 days as reported
in [433]. In this way, as confirmed by the event logs, the main failures and periods
preceding outages were excluded from the standard behavior data which was, then,
split into a training set Strain (70%) and validation set Sval (30%). The test set
Stest, instead, was defined by selecting periods including failure occurrences reported
in the log files.
Based on the reconstruction errors, warnings were triggered by the model according
to the four-stage threshold method presented in Section 3.2.2, allowing to consider
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only significant residuals both in terms of magnitude and duration. In particular,
the GMI threshold dm was set to the 3rd quantile of the validation set distribution
of Mahalanobis distances, and the LRI threshold di for the i-th signal to the 3rd
quantile of its reconstruction error distribution.

Reconstruction Errors The MTGCAE model was compared in terms of recon-
struction error for all SCADA signals with two other promising neural architectures
recently applied for anomaly detection in wind turbines, namely LSTM-AE (intro-
duced in [418]) and CNN-LSTM (introduced in [414]). The first is based on LSTMs
and AEs, and the other is a regression model based on the combination of CNNs
and LSTMs.
Table 3.11 shows the scores achieved by the three architectures, by evaluating the
MAE, MSE, RMSE and the MDAPE.

Table 3.11. The table shows the reconstruction errors in terms of MAE, MSE, RMSE
and MDAPE for the proposed MTGCAE model, comparing it with the LSTM-AE and
CNN-LSTM architectures.

Model MAE MSE RMSE MDAPE

MTGCAE 0.038 0.004 0.061 0.058
LSTM-AE 0.053 0.007 0.085 0.08
CNN-LSTM 0.051 0.007 0.082 0.075

Even though MTGCAE performs better, the reconstruction errors of all three
models are low, being the highest error 0.085, reached by the RMSE of the LSTM-AE
model.
Since the training is performed on standard operating condition data, low errors
are expected because all input windows are drawn from the same normal behavior
distribution. High residuals are, instead, expected during anomalous conditions and
failures, as confirmed by the next section.

Deep Anomaly Detection Results As a first result of the proposed deep
anomaly detection framework, Figure 3.29 shows the trend of the GMI and LRIs
in the period that goes from September 26 to November 6, 2016, in the proximity
of the IDA06G3 alarm. This alert notifies of damage on the T06 turbine generator
detected by the SCADA system on October 27, 2016, at 16:26 (see Table 3.10 for
details).
From Figure 3.29a, it can be seen that the GMI detects a possible anomaly from
September 29 to October 3, 2016, identified by indicator values exceeding the global
threshold dm for at least 24 hours (the first two filtering steps of the four-stage
threshold discussed in Section 3.2.2).
Then, looking at Figure 3.29b, we can observe high values of the LRIs in the same
period as for the GMI, relative to the three phases of the generator stator windings
(Gen_Phase1_Temp, Gen_Phase2_Temp, Gen_Phase3_Temp) and also to the
temperature measured in the split ring chamber (Gen_SplitRing_Temp). Therefore,
by applying all the filtering steps provided by the four-stage threshold, the model
triggers a warning associated with the sensor having the highest LRI, namely the
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Gen_Phase1_Temp. This anomaly, detected on the temperature of the first phase
of the generator stator winding, anticipates by about 28 days the SCADA alarm
related to the damage of the generator assembly.
It is interesting to notice that, when comparing the grid power request (Figure 3.30)
and the total active power produced by the T06 turbine (Figure 3.30b), no significant
mismatch is found in the proximity of the precursor (dashed box on the left), thus
showing the ability of the model to capture hidden anomalies even when the turbine
continues to deliver the power requested by the grid.
On the other hand, looking at the dashed box on the right after the SCADA alarm
in Figure 3.30b, a long outage of about six days can be observed, needed to replace
the damaged generator. This results in an anomaly in terms of expected power,
which also generates significant residuals in the MTGCAE model indicators (see
Figure 3.29).

As a second result, Figures 3.31a and 3.31b show the evolution of the GMI and
LRIs during a period of about three months (i.e., from May 22 to July 24, 2016),
during which a high temperature anomaly was reported by the SCADA system on
July 10, 2016 at 03:46 (alarm ID A07T1 in Table 3.10).
In this case, after the application of the four-stage threshold to the reconstruc-
tion errors of the MTGCAE model, an anomaly on the temperature of the T07
transformer windings (HVTrafo_Phase1_Temp, HVTrafo_Phase2_Temp, HV-
Trafo_Phase3_Temp) is isolated about 9 days before the SCADA alarm.
As for the previous example, also in this case the model is able to detect an opera-
tional anomaly even if the total active power of the T07 turbine matches the power
required by the grid (see the first dashed box on the left in Figure 3.32).
About one week after the investigated event, anomalous behavior in the power deliv-
ered by the turbine T07 is observed for two days (dashed box on the right), during
which significant residuals are produced by the deep anomaly detection framework
at the assembly level of both the transformer and the generator (see Figure 3.31b).

As the last application, Figure 3.33 details the results in terms of the MTGCAE
global and local indicators in the vicinity of a T09 generator bearing damage,
reported by the SCADA system on October 17, 2016, at 09:19 and labeled as alarm
ID A09GB3 in Table 3.10.
Looking at the GMI and LRIs shown, respectively, in Figure 3.33a and Figure
3.33b, the first warning is triggered about 18 days before the SCADA alarm and is
associated with an anomaly isolated by the generator bearing temperature residuals
(Gen_Bear2_Temp). Also during this anomalous period, turbine T09 seems to be
unable to deliver the power required by the grid (see the first dashed box on the left
in Figure 3.34).
After the SCADA alarm, Figure 3.34 shows a period of forced turbine downtime (the
rightmost dashed box) required to replace the damaged generator bearings, during
which high reconstruction errors are produced by the model.

Deep Anomaly Detection Assessment The best performance corresponds to
the early detection of the greatest number of anomalies and faults recorded by the
SCADA system that required repair or replacement at the assembly/sub-assembly
level, with the minimum false alarms and the maximum time advance.
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(a) GMI

(b) LRI

Figure 3.29. 3.29a and 3.29b show, respectively, the trend of the Global Mahalanobis
Indicator (GMI) and the Local Residual Indicators (LRIs) in correspondence of the alarm
ID A06G3. This alarm reports a damage of the T06 generator, detected by SCADA on
October 27, 2016 at 16:26. In particular, Figure 3.29a shows the trend of the global
indicator and the threshold dm applied in the first step of the four-stage filtering method.
Figure 3.29b, on the other hand, reports the local residuals that satisfy all the conditions
necessary to trigger an alarm based on the four-stage threshold. The vertical red line
in the LRI plot represents the MTGCAE model warning associated with possible fault
precursors.

In particular, we considered a discrete event evaluation of the performance where
a True Positive (TP) corresponds to triggered model warnings associated with the
assembly/sub-assembly that presents a SCADA alarm (with reference to the logs
reported in Table 3.10) in the next time window consisting of Tf = 4320 samples (1
month). False Positives (FP), on the other hand, are model warnings that are not
followed by a SCADA alarm associated with the involved assembly/sub-assembly.
Finally, SCADA alarms not anticipated by a model warning within the reference
time window are considered as False Negatives (FN).
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(a) Grid Power Request

(b) Total Active Power

Figure 3.30. 3.30a and 3.30b show, respectively, the trend of the Grid Power Request and
the Total Active Power of the T06 WT in correspondence of the alarm ID A06G3. The
dashed boxes detail the periods in which anomalies were detected by the proposed deep
anomaly detection framework (see Figure 3.29).

At this point, we quantified the performance of the model through classification
metrics typically used in the field of Machine Learning:

Precision (P) = TP
TP + FP (3.16)

Recall (R) = TP
TP + FN (3.17)

F1-score (F1 ) = 2 · Precision · Recall
Precision + Recall (3.18)

In addition, we also consider the average time advance (Avg Advance), which
represents the time between the warnings triggered by the model and the reference
SCADA alarm.
Based on these metrics, as for the model reconstruction errors discussed in Section
3.2.2, the deep anomaly detection capabilities of the proposed MTGCAE were
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(a) GMI

(b) LRI

Figure 3.31. 3.31a and 3.31b show, respectively, the trend of the Global Mahalanobis
Indicator (GMI) and the Local Residual Indicators (LRIs) in correspondence of the alarm
ID A07T1. This alarm reports a high-temperature anomaly of the T07 transformer
detected by the SCADA system on July 10, 2016, at 03:46. In particular, Figure 3.31a
shows the trend of the global indicator and the threshold dm applied in the first step
of the four-stage filtering method. Figure 3.31b, on the other hand, reports the local
residuals that satisfy all the conditions necessary to trigger an alarm based on the
four-stage threshold. The vertical red line in the LRI plot represents the MTGCAE
model warning associated with possible fault precursors.

validated against the LSTM-AE and the CNN-LSTM architectures. It is important
to notice that the same framework for anomaly detection presented in Section 3.2.2
was applied when considering LSTM-AE and CNN-LSTM, to make their outputs
comparable with MTGCAE.
Table 3.12 presents the evaluation metrics for the three models on the same test set.

Results show that MTGCAE can detect 10 out of 12 anomalous events without
triggering any false alarm. LSTM-AE, while achieving the same TPs, counts 4
FPs, thus reducing the Precision and F1-score. Finally, the CNN-LSTM model only
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(a) Grid Power Request

(b) Total Active Power

Figure 3.32. 3.32a and 3.32b show, respectively, the trend of the Grid Power Request and
the Total Active Power of the T07 WT in correspondence of the alarm ID A07T1. The
dashed boxes detail the periods in which anomalies were detected by the proposed deep
anomaly detection framework (see Figure 3.31).

detects 9 events and presents 4 false alarms, producing lower scores also in terms of
the Recall metric.
Even though MTGCAE achieves a lower average time advance (23 days) with respect
to the other two models, the proposed approach seems to be more reliable given the
lack of FPs, and robust provided the number of FNs.

Conclusions

In this paper, we present an original unsupervised deep anomaly detection framework
in the context of horizontal axis WTs based on SCADA data. The core of the method
is the proposed neural architecture, namely a Graph Convolutional Autoencoder
for Multivariate Time series (MTGCAE), which models the sensor network as a
dynamical functional graph. The main advantage with respect to standard AEs
lies in the capability to simultaneously take into account the information content
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(a) GMI

(b) LRI

Figure 3.33. 3.33a and 3.33b show, respectively, the trend of the Global Mahalanobis
Indicator (GMI) and the Local Residual Indicators (LRIs) in correspondence of the
alarm ID A09GB3. This alarm reports damage to the T09 generator bearings, detected
by the SCADA system on October 17, 2016, at 09:19 (see Table 3.10). In particular,
Figure 3.33a shows the trend of the global indicator and the threshold dm applied in the
first step of the four-stage filtering method. Figure 3.33b, on the other hand, reports
the local residuals that satisfy all the conditions necessary to trigger an alarm based on
the four-stage threshold. The vertical red line in the LRI plot represents the MTGCAE
model warning associated with possible fault precursors.

of the individual sensors measurements (graph node features) and the nonlinear
correlations existing between all pairs of sensors (graph edges).
The proposed neural architecture is trained to learn the normal behavior of the system
without providing any kind of data labeling and, based on the model reconstruction
errors, multiple monitoring indicators are defined, namely a GMI for the whole
sensor network, and a LRI for each monitored variable. All indicators are evaluated
by considering both their magnitude and duration in time by a four-stage threshold
method. In this way, only significant model errors are taken into account, allowing
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(a) Grid Power Request

(b) Total Active Power

Figure 3.34. 3.34a and 3.34b show, respectively, the trend of the Grid Power Request and
the Total Active Power of the T09 WT in correspondence of the alarm ID A09GB3. The
dashed boxes detail the periods in which anomalies were detected by the proposed deep
anomaly detection framework (see Figure 3.33).

the attenuation of the effect of individual spikes and transient disturbances, thus
reducing false alarms during normal operating conditions. After the four-stage
threshold, a warning is triggered for the sensor having the highest reconstruction
error, allowing the isolation of the assembly/sub-assembly mostly involved in the
anomaly for troubleshooting purposes.
The proposed method was validated on 10-minute SCADA data collected from four
WTs belonging to the same wind farm, with a rated power of 2 MW each. The
dataset counts 12 failures on the most critical components (generator, gearbox, and
transformer) that occurred during 20 months of operation. The model was trained
on normal behavior data isolated using an unsupervised method and was tested on
anomalous periods selected using the maintenance logs.
The presented model was compared with other two promising approaches, namely
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Table 3.12. Results of MTGCAE, LSTM-AE and CNN-LSTM models.

Model TP FN FP Avg Advance (Time) P R F1

MTGCAE 10 2 0 23 days, 0:05:42 1.0 0.83 0.91
LSTM-AE 10 2 4 27 days, 12:55:18 0.71 0.83 0.77

CNN-LSTM 9 3 4 28 days, 16:10:20 0.69 0.75 0.72

an architecture based on LSTMs and AEs (LSTM-AE) and one that combines CNNs
and LSTMs (CNN-LSTM). To guarantee a reliable and robust analysis, we trained a
separate model for each WT and considered all 12 anomalies for the final evaluation
metrics.
The results show that the MTGCAE outperforms the other two neural architectures
in terms of Precision (1.0), Recall (0.83) and F1-score (0.91). It is important to
notice that the MTGCAE demonstrates the ability to capture hidden anomalies
even when the turbine continues to deliver the power requested by the grid.
Since the model is unsupervised and completely data-driven, we expect it to be
independent of the specific use case and potentially applicable to any WT equipped
with a SCADA system.

3.3 Power Forecasting for Renewable Energy Systems

Renewable Energy (RE) is considered to be the most promising alternative to fossil
fuels because of its low-carbon impact. However, RE sources bring unschedulable
uncertainty due to their intermittent nature, which is an obstacle to the reliability
and stability of energy grids, especially when dealing with a large-scale integration
[434]. Nevertheless, the challenges coming with the penetration of RE can be
alleviated if the natural sources or the power output of Renewable Energy System
(RES) can be forecasted accurately [435, 436].
When reliable forecasts are available, power system operators can plan an optimal
power management strategy to balance the dispatch between the intermittent power
generations and the load demand while satisfying all system constraints at minimal
operating costs [437, 438]. Without power forecasting, the system would suffer from
over-commitment of generation and higher rates of curtailment, which would cause
a rise in net generation costs. Modern dispatch decisions and scheduling strategies
based on power forecasts play a significant role in Microgrid (MG) which act as local
energy grids with control capability able to disconnect from the traditional grid and
operate autonomously [439, 440].
When operating MGs, the uncertainties that come with REs can be compensated
by performing an optimal sizing of the generation units and the Energy Storage
Systems (Energy Storage Systems) as backup power supply at the time of generation
deficiency [441, 442]. Moreover, since storage is the most costly element in MGs,
estimating the size of the generation units and the ESSs is essential for an optimal
and cost-efficient grid design. Even though the sizing of power systems is still an
open problem for grid operators, research shows that better results are achieved
when forecasts are included in the problem formulation [443, 444].
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Finally, RE forecasting has a strong impact on energy markets and policies [445, 446].
In fact, optimal bidding strategies that incorporate power forecasts are adopted to
improve trading practices and energy market policies that maximize the social welfare
of the market participants [447, 448]. In particular, optimal bidding strategies can
improve the competitiveness of renewable power generation and, therefore, accurate
forecasts play an essential role to guarantee a rapid integration of REs in the energy
market.
The next section presents a paper we submitted proposing a multi-modal spatio-
temporal NN to forecast the output of multiple WTs composing a wind farm.
Specifically, this work presents a neural architecture that takes in input several
data sources, namely turbine-level SCADA data and Numerical Weather Prediction
(NWP) maps covering a mesoscale geographical area surrounding the wind farm.

3.3.1 Multi-horizon Wind Power Forecasting Using Multi-Modal
Spatio-Temporal Neural Networks

Introduction

Wind energy is promoted worldwide as a core energy source for the mitigation
of climate change, allowing for the reduction of carbon emissions while having
declining capital costs driven by Wind Turbine (WT) technological advancements
[449, 450]. However, the rapid increase of wind power energy production on a global
scale has created new challenges when it comes to grid integration, due to the
non-stationarity, randomness, and intermittency of wind [451]. Accurate real-time
forecasting algorithms can help to mitigate these problems and reduce the cost
impacts of wind to a large extent by making wind power more schedulable. Hence,
forecasting models have a significant economic and technical impact on the system by
increasing wind power penetration and allowing efficient operation and maintenance,
planning of unit commitment, and scheduling by system operators [131].
Wind power forecasting methods can generally be grouped into physical, data-driven,
and hybrid methods, and a detailed classification is provided by [452]. This work
focuses on data-driven methods, specifically approaches based on Machine Learning
(ML), which have proven their ability to capture non-linear wind patterns in many
recent works (see the paper of [133] for an overview). In particular, it is of interest
to explore how the combination of different data sources, i.e. multi-modal data, can
impact and improve predictions of data-driven algorithms. Since a single modality
rarely provides complete knowledge of the phenomenon of interest, performing
data fusion starting from multiple modalities can provide insights and benefits to
forecasting models by contributing to a more unified picture and global view of the
system [453].
Recently, multi-modal approaches are employed in a wide variety of applications
concerning climate and energy forecasting. Boussix et al. [454] introduce a ML
framework for tropical cyclone intensity and track forecasting, and show that, when
combining historical storm data, reanalysis maps and historical operational forecasts,
prediction errors comparable to current operational forecast models can be achieved
while computing in seconds. Yang et al. [455] propose a multi-modal Deep Learning
(DL) method for forecasting the daily power generation of small hydropower stations.
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In this work, the authors combine daily power generation and precipitation data,
together with the spatial distribution of precipitation observed by meteorological
satellite remote sensing, and conclude that a multi-modal Neural Network (NN) can
effectively improve the accuracy of forecasts. The work of Haputhanthri et al. [456]
employs two Long Short-Term Memory (LSTM) networks that process a stream of
sky images, time series of past solar irradiance readings, and cloud cover readings
as inputs for irradiance nowcasting. Du et al. [457] present an ensemble ML-based
method to forecast wind power production, which uses both the wind generation
forecasted by a Numerical Weather Prediction (NWP) model and the meteorological
observation data from weather stations. The experimental results show that the
proposed ensemble method based on an Artificial Neural Network (ANN), Support
Vector Regression (SVR), and Gaussian processes can improve the performance of
3-hour ahead wind forecasting with respect to NWP forecasts.
The present work casts the task of wind power forecasting in a multi-modal framework
by considering the NWP data provided by the European Centre for Medium-Range
Weather Forecasts (ECMWF) and the data collected from the Supervisory Control
And Data Acquisition (SCADA) systems of the "La Haute Borne" wind farm, made
publicly available by Engie [458]. Other papers have combined NWP and SCADA
data but never considered NWP on a mesoscale level as input to the model together
with turbine operational measurements. For example, Donadio et al. [459] proposed
an ANN that takes in input meteorological variables (temperature, pressure, wind
speed, and direction) interpolated at the WT locations and uses SCADA signals as
turbine-level power outputs rather than predictors for the model. Another example
is the work of Zheng et al. [460], where the authors use meteorological predictions
obtained in the vicinity of the wind farm installation site to predict wind speed and,
then, train a second model to map wind predictions to power outputs. Also in this
case, the SCADA data is employed only as ground truth for the model.
This paper, instead, considers High-RESolution (HRES) NWP forecasts in the form
of incrementally larger maps and SCADA time series as input for the predictive
model to investigate how the area surrounding a wind farm and the turbine’s internal
operating conditions can impact the forecasts of the power output. NWP maps
are in the form of regular square grids on a mesoscale level centered around the
wind farm, and the choice of including a larger area and not only the meteorological
data closest to the specific farm location was motivated by the presence of patterns
that evolve both in time and space. Meteorological variables on different spatial
scales, from full grids to cardinal point features, are not just downscaled to the
farm location, but mapped directly to turbine-level power outputs by training a
data-driven model able to capture wind patterns over larger areas. In this way, the
model learns the downscaling transfer function and the power curves of the turbines
altogether.
In detail, this paper proposes a spatio-temporal NN for wind power forecasting
with a lead time of up to 90 hours. The model is composed of two sub-networks
based on stacked Recurrent Neural Networks (RNNs) with LSTM cells that process,
respectively, the SCADA and the HRES data. The outputs of the two modules are
combined using a non-linear gating mechanism that regulates the flow of HRES
information used for wind power forecasting based on the turbine’s behavior.
The model is tested on four WTs with a rated power of 2050 kW, part of the "La
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Haute Borne" wind farm, for a period that covers four years of operation.
The rest of the paper is organized as follows. Section 3.3.1 describes the different data
sources and Section 3.3.1 presents the architecture of the proposed spatio-temporal
NN, together with the performance metrics used to evaluate the model. Finally,
Section 3.3.1 presents and discusses the wind power forecasting results, and Section
3.3.1 summarizes the present work and draws some conclusions.

Multi-modal data

As we aim to build a forecasting model that uses several data sources, this section
introduces the multi-modal data considered to train and validate the model. Namely,
the first source consists of turbine-level time series collected from SCADA systems,
and information is provided about the wind farm size, location, and layout, together
with turbine-specific details and the monitored variables. The second source consists
of high-resolution NWP maps and information is provided about their size, resolution,
centering position, and the variables considered for the analysis.

SCADA data The SCADA data considered is the open data of the "La Haute
Borne" wind farm made available by Engie [458], located in the Meuse department
of northeastern France. The wind farm is composed of four identical MM82 WTs
produced by Senvion (identified as R80711, R80721, R80736, and R80790 in Figure
3.35), each having a rated power of 2050 kW. All turbines have a hub height of 80 m,
a rotor diameter of 82 m, and an altitude of 411 m. The dataset includes SCADA
signals collected from all four WTs sampled every 10 minutes. In addition to active
power, other variables are monitored, such as wind speed, ambient temperature, or
gearbox temperature.
This study considers 4 years of operation, ranging from January 2014 to December
2017. In particular, the first two years are selected as training set, the third as
validation set, and the last as test set (2:1:1 ratio). In this way, each set contains a
complete seasonal cycle.

NWP data The NWP data explored in this work is provided by the ECMWF.
Specifically, this work considers the highest-resolution atmospheric model providing
10-day forecasts [461], which uses observations and prior information about the
Earth system in the form of physical and dynamic representations of the atmosphere.
This model produces 4 forecast runs per day (midnight, 6 am, noon, and 6 pm) with
hourly steps to step 90 for all four runs, 3-hourly steps from step 93 to 144 and
6-hourly steps from step 150 to 240 for the midnight and noon runs. Forecasts are
available on a regular grid for different variables like temperature, total precipitation,
and wind speed.
In this paper, midnight runs are considered on a 0.25◦ × 0.25◦ resolution grid up to
step 90, thus having hourly high-resolution forecasts. In particular, a 17× 17 map
centered around the "La Haute Borne" wind farm (approximately a 308 km × 445
km patch as shown in Figure 3.36) is considered with the variables horizontal speed
of air moving towards the east (U wind speed component) and the north (V wind
speed component), at a height of 100 m above the surface of the Earth, together
with wind gusts at 10 m height, at each grid point.
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Figure 3.35. Layout of the "La Haute Borne" wind farm in France. The farm is composed
by four identical MM92 WTs produced by Senvion identified as R80711, R80721, R80736,
and R80790.

Data processing

Both data sources are preprocessed and augmented before the training of the proposed
spatio-temporal NN.
The SCADA sensor signals are standardized, namely by removing the mean and
scaling to unit variance. Then, outlier removal is carried out using the 6-sigma rule
to filter out only extreme outliers caused by sensor measurement errors [462]. Since
the proposed model integrates turbine-level knowledge into the forecasts, it is also of
interest to include anomalous samples and conditions in the training set to capture
possible machine inefficiencies and failures. Finally, SCADA signals are linearly
interpolated to deal with missing values and resampled hourly to match the NWP
prediction step.
Normalization is applied to the HRES variables, considering samples from the whole
grid at all prediction steps. Since weather data has a clear daily periodicity, two
extra synthetic signals are generated as input for the NN. In particular, they are
sine and cosine transformations of time and read as

fsin(s) = sin(s · 2π

86400),

fcos(s) = cos(s · 2π

86400),

where s represents time measured in seconds and 86400 is the total number of
seconds in a day. These two synthetic signals are added as extra features to each
HRES grid point.
Since the dataset presents only a few short periods of turbine shutdowns compared
to normal operating conditions, the training set is augmented to allow the model to
capture these scenarios. In fact, for each training year, data is duplicated and the
active power is set to zero. The monitored wind speed is left unaltered, enforcing a
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308 km

445 km

Figure 3.36. Map centered around the "La Haute Borne" wind farm in France. The blue
dots represent the HRES 17 × 17 grid, while the red dot refers to the location of the
wind farm.

condition in which turbines do not produce power even though the wind speed falls
between the cut-in and cut-off range. The spatio-temporal NN is, then, trained on
both the original and the augmented versions of the data.

Spatio-temporal neural network

The proposed multi-modal NN processes and combines the two different data sources
previously discussed to produce wind power forecasts. The first includes variables
monitored by the SCADA system in the form of time series and provides the model
information about the internal behavior and performance of the WTs. The second
source includes HRES forecasts in the form of regular square maps centered around
the wind farm of interest, one for each lead time. In this way, the network can access
the meteorological forecasts associated not only with the location of the wind farm
but also with the surrounding area, thus capturing patterns that evolve both in time
and space.
The network is composed of two sub-networks, referred to as SCADA sub-network
and HRES sub-network, that process, respectively, the two data sources, and combine
them using a gating mechanism, as shown in Figure 3.37. The building block of each
sub-network is a RNN with a LSTM cell [463]. Even though the HRES maps are in
the form of images, an LSTM-based neural architecture is preferred over standard
Convolutional Neural Networks (CNNs) since the latter require longer training time
and leads to worse results, probably due to the small map sizes. Even more complex
architectures like Convolutional LSTM networks [464] perform worse on this type of
data with respect to the proposed architecture.
The network is trained using the Backpropagation algorithm considering the L1

loss function, the Adam optimizer, and early stopping to avoid overfitting. Next,
the neural architecture is described in detail.
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Figure 3.37. The complete architecture of the proposed spatio-temporal NN.

LSTM LSTMs use a memory cell and a gating mechanism that contains three
non-linear gates, namely, an input gate it, an output gate ot and a forget gate
ft. These gates allow regulating the flow of information into and out of the cell,
to capture both short and long-term dependencies. LSTM cells are formulated as
follows

ft = σ(Wf · xt + Uf · ht−1 + bf )

it = σ(Wi · xt + Ui · ht−1 + bi)

ot = σ(Wo · xt + Uo · ht−1 + bo)

c̃t = tanh(Wc · xt + Uc · ht−1 + bc)

ct = ft ◦ ct−1 + it ◦ c̃t

ht = ot ◦ tanh(ct),

where xt, ht and ct are the input, hidden state vector and cell state vector at time
step t, respectively, σ and tanh are the sigmoid and hyperbolic activation functions,
and ◦ denotes the Hadamard product. Wf , Uf , bf , Wi, Ui, bi, Wo, Uo, bo, Wc, Uc,
bc represent the trainable weights of the network. Moreover, residual connections
are added as follows

h̄t = xt + ht, (3.19)

where h̄t represents the output of the LSTM cell at time step t, as shown also in
Figure 3.38. In this way, gradients can flow through the network directly, without
passing through non-linear activation functions, thus preventing gradients to explode
or vanish. It is possible to stack multiple LSTM layers by feeding the output h̄t of
the previous layer as input xt for the next.
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Figure 3.38. LSTM cell internal structure.

SCADA sub-network The SCADA sub-network is composed of an encoder and
a decoder, as shown in Figure 3.39. The encoder takes x = (x1, . . . , xt, . . . , xT )
as input, where xt represents a multivariate sample of SCADA measurements at
time step t, being T the length of the input window. The encoder has L stacked
LSTM layers and produces h̄enc = (h̄enc

1,L, . . . , h̄enc
t,L , . . . , h̄enc

T,L) as output, together with
a hidden state vector henc

T,l and a cell state vector cenc
T,l for each layer l. The decoder

has a symmetrical formulation with respect to the decoder. In fact, it is composed
of L layers and the LSTM cell of layer l is initialized using the hidden state vector
and the cell state vector produced by the encoder at layer L− l. The decoder takes
xdec = (h̄enc

T,L, . . . , h̄enc
T,L, . . . , h̄enc

T,L) as input, namely the output of the last encoder
layer L at the last time step T repeated for each time step t, where t goes from 1 to
the forecast horizon H. The decoder produces h̄SCADA = (h̄dec

1,L, . . . , h̄dec
t,L , . . . , h̄dec

H,L)
as output, where h̄dec

t,L is the output vector computed for time step t.
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Encoder LSTM
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Encoder LSTM
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Decoder LSTM
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Decoder LSTM
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Figure 3.39. The neural architecture of the sub-network processing SCADA data, composed
of an encoder (left) and a decoder (right).

HRES sub-network The HRES sub-network has no decoder component since
the input sequence length matches the output length H. It takes in input m =
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(m1, . . . , mt, . . . , mT ), where mt represents a HRES multivariate forecast map or a
spatial sub-section of it at time step t = 1, . . . , H. The network has L stacked LSTM
layers and produces h̄HRES = (h̄1,L, . . . , h̄t,L, . . . , h̄H,L) as output, where h̄t,L is the
output vector computed for time step t.
Both sub-networks are bidirectional to allow the model to retain information from

Encoder LSTM
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Encoder LSTM
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Encoder LSTM
Layer 1

Encoder LSTM
Layer L

Encoder LSTM
Layer L

Encoder LSTM
Layer L

Figure 3.40. The neural architecture of the sub-network processing HRES data.

past (backward) and future (forward) time steps. In fact, the outputs of two separate
networks, one processing the original input sequences and one the input sequences
in reversed order, are concatenated.

Gating mechanism If the output tensors h̄SCADA and h̄HRES have the same
dimension, they can be combined as

h̄ = σ(h̄SCADA) ◦ h̄HRES,

where σ is the sigmoid activation function and ◦ denotes the Hadamard product. In
this way, the SCADA hidden vector acts as a non-linear gate, allowing the regulation
of the flow of HRES information considered for wind power forecasting based on
the turbine operating conditions. This gating mechanism is possible when the two
sub-networks have the same number of neurons in the last layer.

Output Layer Finally, h̄ passes through a 1D Convolutional layer and is mapped
to the output dimension. Wind power forecasts are produced for each lead time up
to step H, making the proposed NN effectively a multi-horizon model.

Spatial features analysis

To explore the spatial input features, different incremental map sizes are considered
in the form of regular grids and then for each map size, a subset of features is
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selected to train different models, thereby reducing the input’s dimensionality and
improving the learner’s performance.
Considering different map sizes helps to evaluate and understand how the area
surrounding the wind farm impacts wind power forecasting, and nine separate
models can be trained using incrementally larger HRES forecast maps, with sizes
from 1× 1 to 17× 17. Figure 3.41 shows an example of a map of size 9× 9, where
thus a square grid of 81 points is provided as spatial features to the NN. In addition

&RQVLGHUHG�IHDWXUHV ,JQRUHG�IHDWXUHV

Figure 3.41. An example of a 9× 9 square grid centered around the wind farm. Features
belonging to the selected grid are considered input features for the model, while the
others are ignored.

to changing the whole grid size, the number of features considered from the grid
can also be reduced. For each incremental square grid, alternative models can be
trained using a subset of features belonging to the perimeter of the forecast map or
features relative to the main wind directions (one for each cardinal point), as shown
in Figure 3.42.
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Figure 3.42. Perimeters of incrementally larger features maps (dark-colored and light-
colored) and features associated with the main wind directions (dark-colored), one for
each cardinal point.
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Evaluation

This section presents the evaluation of the wind power forecasting model on the
"La Haute Borne" wind farm. The proposed spatio-temporal NN was trained and
evaluated on all four turbines, identified as R80711, R80721, R80736, and R80790,
considering lead times up to 90 hours.
The model is evaluated with respect to both the spatial and operational input
features. To evaluate the spatial input features, different map sizes and reduced
maps are analyzed, while for the operational input features the SCADA data is
considered. All evaluations are quantified using the same set of error metrics, which
are therefore introduced in the following.

Evaluation metrics The performance of the proposed spatio-temporal NN for
wind power forecasting is evaluated using different metrics. In particular, the Mean
Absolute Error (MAE), the Root Mean Squared Error (RMSE), and the Median
Absolute Error (MDAE) are considered. Each metric is computed for all lead times
individually to provide a better insight into the model prediction errors and, then,
normalized by the nominal power of the WTs which is 2050 kW. Considering n
samples for each lead time t, the error measures can be described as

MAEt = 1
2050n

n∑
i=1
|yi,t − ŷi,t|,

RMSEt = 1
2050

√√√√ 1
n

n∑
i=1

(yi,t − ŷi,t)2,

MDAEt = 1
2050Median(|y1,t − ŷ1,t|, . . . , |yn,t − ŷn,t|),

where yi,t is the ground truth wind power and ŷi,t is the proposed model prediction
for sample i at lead time t. Finally, to evaluate the overall model performance with
respect to a baseline, a Skill Score (SS) is computed with

SSt = 1− 1
n

n∑
i=1

|yi,t − ŷi,t|
|yi,t − ȳi,t|

,

where ȳi,t is the prediction of the Extreme Gradient Boosting (XGBoost) regressor
proposed by [465], widely used in many applications involving regression tasks,
including wind power forecasting as done by [466], [467] or [468]. This evaluation
metric expresses the percentage of improvement achieved by the proposed model
with respect to a baseline, which in this case is the XGBoost regressor. When
computing overall performance metrics, each measure is averaged over all lead times.

Evaluation of spatial input features Having trained the model with different
map sizes and different amounts of features as described in Section 3.3.1, the
performance on the forecasting task can then be compared. The comparison between
full maps, perimeters, and cardinal points is carried out to investigate if a subset
of features covering all wind directions is sufficient to produce accurate forecasts.



3.3 Power Forecasting for Renewable Energy Systems 175

This preliminary analysis is performed without considering the SCADA data and
sub-network to focus exclusively on the spatial information included in the forecast
maps.
The HRES sub-network used for this task counts 11 layers with 64 neurons each
and the hyperparameters are selected using a grid search. The analysis is mainly
presented for turbine R80721 which is representative of the whole wind farm, to
avoid an excessive amount of similar results for the reader. Nevertheless, a general
quantitative overview is provided at the end of the chapter for all turbines composing
the wind farm of interest.
As can be seen in Figure 3.43, models trained on perimetric or cardinal point features
have comparable or even better performances with respect to models trained on full
grids. Notably, the 1×1 map size achieves the same MAE in all three scenarios since
the input, namely the central pixel, is the same for all models. The lowest overall
error is achieved by using perimetric or cardinal point features (which coincide also
in this case) with 3 × 3 grids. Considering full maps is not only slower from a
computational point of view, but also degrades the model performances for most
map sizes, except for the 5× 5 and 7× 7 maps. Training a one-layer network using
17 × 17 full grids takes 1:03 minutes, compared to 37 seconds achieved by using
cardinal point features (speedup of 1.7x).
It is interesting to notice that, when using cardinal point features, the lowest MAE
(0.063) achieved using 3× 3 grids is only 0.004 lower than the highest MAE (0.067),
obtained using the largest map size of 17× 17. This means that 8 features, one for
each wind direction, even when spatially distant from the wind farm, are sufficient to
achieve relatively accurate forecasts, thanks to the bidirectional temporal capabilities
of the model. In fact, by looking at HRES meteorological forecasts associated with
the cardinal points from the past and future of each lead time, the network is
supposedly able to model the dynamics of wind and its evolution in time over the
entire geographical area. Figure 3.44 presents the same results in terms of the SS
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Figure 3.43. The bar chart shows the MAE averaged over lead times achieved by training
separate networks, one for each map size, from 1× 1 to 17× 17. In particular, green
(left) bars refer to the results obtained by training the networks on full feature maps,
purple (central) on perimetric features, and orange (right) on cardinal point features.
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evaluation metric. As a baseline for the score, an XGBoost regression was trained
for each lead time selecting as input the whole HRES forecast map. The best results
were also achieved by using the 3× 3 grid with a SS of 25%, and both perimetric
and cardinal point features perform on average better than full maps.
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Figure 3.44. The bar chart shows the SS achieved by training separate networks, one for
each map size, from 1× 1 to 17× 17. In particular, green (left) bars refer to the results
obtained by training the networks on full feature maps, purple (central) on perimetric
features, and orange (right) on cardinal point features.

Evaluation of operational input features After selecting the optimal grid
configuration, namely perimetric/cardinal point features of 3× 3 maps, the SCADA
data and sub-network were integrated into the training process to produce the
final wind power forecasts. This sub-network counts 11 layers with 64 neurons
each and considers a window of 24 hours of observed historical measurements to
capture the last daily cycle of the turbine’s operating conditions. Also in this
case, the hyperparameters are selected using a grid search. The whole model takes
approximately 30 minutes to train on CPU for 60 epochs using an Apple M1 using
the augmented dataset described in Section 3.3.1 and a batch size of 64. Inference,
once the network is trained, takes only a few seconds, making it suitable for real-time
forecasting.
When integrating the SCADA data and sub-network, the model performance for
turbine R80721 increased by only 0.005 in terms of SS, since no major failures or
inefficiencies occurred during the four years of operation considered for this study.
However, it is interesting to notice that without the SCADA component, the network
always predicts a non-zero active power based on the wind speed, even when the
turbine is shut down and outputs no power. When the operating conditions of
the turbine are considered using the SCADA sub-network, instead, the model can
successfully predict a zero active power. An example of such a scenario is provided
in Figure 3.45.



3.3 Power Forecasting for Renewable Energy Systems 177

Figure 3.45. Wind power forecast produced by the spatio-temporal NN for turbine R80721
in a downtime scenario, namely when the turbine is shut down and produces no power.
The plot shows both the forecast produced by the model trained without considering
the turbine’s operational conditions and the output of the NN when trained using the
SCADA data and sub-network. The x-axis ranges from 0 to 114 and includes the observed
history of measurements (0-23) and the 90 forecast lead times (24-113), separated by a
vertical dashed line.

Comparison to benchmarks In order to compare the performance of the spatio-
temporal NN with benchmark algorithms, the MAE for all lead times was computed
for the proposed model, linear regression, the XGBoost regression, and another
promising neural architecture, namely a Convolutional LSTM (ConvLSTM) network
[469]. For both benchmarks, a separate model was trained for each lead time
providing as input the whole 17× 17 forecast map. As shown in Figure 3.46, the
network outperforms the other two regression models overall, achieving an error of
0.044. It is interesting to notice that the MAE for the last two lead times (89 and
90) of the spatio-temporal network increases and becomes comparable to the other
models. This is probably because the bidirectional neural architecture has no access
to information from the future and, therefore, produces worse results. Moreover,
forecasting wind power with lead times close to 90 hours in the future is a challenging
task by itself, which is confirmed by the fact that the temporal resolution of NWP
forecasts decreases. Notably, even though the HRES maps are in the form of images,
the spatio-temporal neural network outperforms a more complex architecture based
on Convolutional LSTMs both in terms of time and prediction error. In fact, the
proposed network requires 30 minutes to train for 60 epochs, while the ConvLSTM
takes 300 minutes, achieving a speedup of 10x. In addition, the lead time errors of
the ConvLSTM are always higher than the proposed network, probably due to the
excessive complexity of the model when dealing with small map sizes.
Looking at Figure 3.46, it can be seen that the errors follow a daily pattern, with
low MAEs during morning lead times and high MAEs during evenings. For example,
during the first daily cycle (lead times from 1 to 24), the minimum MAE (0.044)
corresponds to 4 AM forecasts and the maximum (0.067) to 9 PM predictions, with
a difference of 0.023 during 24 hours. This result is in line with the strong diurnal
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cycle of wind forecasts resulting in usually lower predictability from the afternoon
up to midnight due to the presence of atmospheric convection [470, 471]. Even
though there is a daily cycle, the lead time errors follow an overall increasing trend
correlated to the temporal distance from the midnight forecast origin.
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Figure 3.46. Comparison between the proposed spatio-temporal neural network, linear
regression, the XGBoost regressor, and the ConvLSTM network. In particular, MAEs
are plotted for each lead time, from 1 to 90.

An example of wind power forecasts produced by the proposed spatio-temporal
NN is presented in Figure 3.47. The model is not able to predict the fluctuations of
higher frequency which are hard to capture, especially when the meteorological data
is not specific to the wind farm location, but rather to a regular grid surrounding it.
Nevertheless, the network can predict the general trend of the active power produced
by the WT up to almost 4 days in the future.
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Figure 3.47. Example of wind power forecasts produced by the spatio-temporal NN for
turbine R80721. The x-axis ranges from 0 to 114 and includes the observed history of
measurements (0-23) and the 90 forecast lead times (24-113), separated by a vertical
dashed line in correspondence with the forecast origin.
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Finally, to provide a general quantitative analysis for the whole wind farm, Table
3.13 presents the evaluation metrics computed for all four WTs. The scores are
comparable among turbines and achieve an average SS of 0.251, meaning that the
proposed spatio-temporal NN performs 25.1% better on the whole wind farm with
respect to an XGBoost regressor trained on the same data.

Table 3.13. The table presents the prediction errors in terms of MAE, RMSE, and MDAE
averaged over lead times, together with the overall SS, for all four WTs.

Turbine ID MAE RMSE MDAE SS

R80711 0.078 0.121 0.045 0.236
R80721 0.063 0.103 0.035 0.255
R80736 0.066 0.109 0.036 0.265
R80790 0.072 0.118 0.040 0.248

Conclusions

This paper proposed a multi-modal spatio-temporal NN for multi-horizon wind
power forecasting considering a lead time of up to 90 hours. In particular, the model
combined high-resolution NWP forecast maps with turbine-level SCADA data, and
explored how meteorological variables on different spatial scales together with the
turbines’ internal operating conditions impact wind power forecasts.
The spatial analysis of HRES maps showed that a subset of features associated with
all wind directions can produce more accurate forecasts with respect to full grids
and reduce computation times. In this way, when no regular grid data is available
in the immediate surrounding of the wind farm, it is still possible to forecast wind
power by considering features corresponding to the main wind directions, even if
spatially distant.
The spatio-temporal NN was compared to linear regression and XGBoost and out-
performed both on all lead times. More specifically, the proposed model improved
the XGBoost baseline with an average skill score of 25.1%.
For future work, it is of interest to extend the analysis to other wind farms where
more anomalies, failures and downtimes occurred and are reported in a maintenance
log. In this way, the network can model these scenarios and improve the wind
power forecasts based on the turbine’s operating conditions. Moreover, it would
be of interest to train the proposed NN on other wind farms having similar wind
conditions to understand if the same subset of NWP maps, namely 3× 3 cardinal
point features, leads to the best results, or if it depends on the topology of the area
surrounding the wind farm.
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Chapter 4

Conclusions

Climate action is not an option anymore as constantly reminded by the IPCC reports
on climate change. We are witnessing rising sea levels, heat waves, events of flooding,
droughts and desertification resulting in the loss of lives and damage to livelihoods,
especially in countries of the Global South. Therefore, it is of uttermost importance
that the commitments laid out in Paris in 2015 are respected by all parties to
guarantee that humankind as a whole can enjoy peace and prosperity on this planet.
The cumulative efforts of conferences held in Rio, Stockholm, Kyoto, Johannesburg
and Paris identified sustainable energy development as a key requirement for sustain-
able development, linking the energy sector directly to the environmental, economical,
and social dimensions of society. Nowadays, the energy sector is responsible for more
than two-thirds of global GreenHouse Gas (GHG) emissions and decarbonization
of the global energy systems has become one of the greatest and most important
challenges in the 21st Century requiring international cooperation and agreements
complemented by regional policies and investments.
To mitigate climate change and protect the planet from irreversible consequences, it
is evident that part of the solution is to reduce emissions coming from the energy
sector. To this end, large-scale penetration of Renewable Energy Systems (RESs)
into the energy market plays a key role in the energy transition toward a sustainable
future by replacing fossil fuels. Renewable Energy (RE) sources not only contribute
to the mitigation of GHG emissions, climate change, and environmental pollution but
also improve access to energy since locally available, with socio-economic benefits.
The technical feasibility of 100% RESs has been extensively scrutinized by the
literature and many countries and cities have already declared their commitment
towards net zero GHG emissions or 100% RE for all energy consumption by 2050.
Moreover, with the increasing presence of distributed RE generation systems, central-
ized paradigms of power transmission and distribution are no longer valid, creating
new opportunities for less hierarchical and more flexible energy and infrastructure
management. This is leading to decentralized small-scale energy systems that can
offer a resilient answer to the global energy crisis characterizing the current historical
period, which is witnessing the COVID-19 pandemic emergency and the war in
Ukraine.
With the advent of Industry 4.0, IoT technologies have been increasingly applied to
the energy sector introducing the concept of smart grid or, more in general, Internet
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of Energy (IoE), where an intelligent electricity distribution infrastructure that uses
two-way flows of electricity and information is used to create a widely distributed
automated energy delivery network. The rapid digitalization of the energy sector
and the interconnection of RESs are contributing to the flexibility and resilience
of the next-generation power grids. In this way, smart grids and IoE are steering
the industry towards more efficient, reliable, safe, and sustainable solutions with
huge environmental and social potential benefits. These are not only technical
challenges and, therefore, require a collective and political effort to transform the
current energy market into a sustainable alternative by implementing substantial
changes to electricity infrastructure, business models, and regulations.
To realize the concept of smart grids and IoE, new information technologies are
required and among the most promising possibilities is Artificial Intelligence (AI)
or Machine Learning (ML) which in many countries has already revolutionized the
energy industry by incorporating learning algorithms to perform different types of
tasks, such as controlling, forecasting, and operating energy systems. The potential
and capabilities of AI have become essential to allow RESs to penetrate the energy
market by mitigating the variability of RE sources, by providing better Operation
and Maintenance (O&M) decisions, monitoring the power infrastructure, increasing
the security of system operations, and new market designs.
This thesis presented different ML algorithms and methods for the implementation
of new strategies to make RESs more efficient and reliable. It described and analyzed
various learning algorithms, highlighted their advantages and limits, and evaluated
their application for different tasks. In addition, different techniques were presented
for the preprocessing and cleaning of time series, nowadays collected by sensor
networks mounted on every RES.
With the possibility to install large numbers of sensors that collect vast amounts of
time series, it is vital to detect and remove irrelevant, redundant, or noisy features,
and alleviate the curse of dimensionality, thus improving the interpretability of
predictive models, speeding up their learning process, and enhancing their general-
ization properties. Therefore, this thesis discussed the importance of dimensionality
reduction in sensor networks mounted on RESs and presents an unsupervised algo-
rithm based on time series clustering to group similar signals, opening the possibility
to reduce their dimensionality by selecting representative variables for each identified
cluster. Then, it proposed a novel algorithm for unsupervised feature selection that
leverages the predictive power of combinations of variables to assess their overall
importance.
Data-driven approaches for dimensionality reduction can alleviate data storage,
processing, and transmission issues, which are critical in energy monitoring and
control applications. However, these techniques face several challenges when it
comes to real-time applications. When a large volume of data streams is collected
continuously over time, the computational complexity of dimensionality reduction
algorithms can become a time-consuming bottleneck for the whole data pipeline,
especially when predictive algorithms leverage the incoming data to train models,
leading to delays and potential data loss.
Selecting the most relevant features of variables from the sensor data can be a good
strategy because it is a one-time procedure performed during a preliminary offline
data analysis phase. In contrast, reducing the number of real-time measurements
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recorded from the sensors is a continuous procedure that involves reducing the fre-
quency of the data. This strategy can help reduce the number of samples that need
to be processed and transmitted but can also lead to loss of information, especially
for sensors where a high temporal resolution, like vibrational sensors, is critical.
The chosen strategy or combination of approaches highly depends on the specific
application and the available computational resources. When the computational
resources are limited, feature selection can greatly reduce the number of processed
signals. Reducing the number of incoming real-time sensor measurements is also
a viable strategy but leads inevitably to a trade-off between data reduction and
information loss.
Over the past years, edge computing has become a promising solution for real-
time applications based on sensor networks by allowing dimensionality reduction
algorithms to operate closer to the data streams’ source [472]. This computing
strategy based on edge devices mounted close to the sensors reduces the amount of
transmitted and stored data, leading to lower network traffic and decreased latency.
In this way, edge computing is particularly beneficial in energy system applications
where timely decisions and actions are critical. Moreover, this computing paradigm
can enhance the security and privacy of the sensor data by reducing the exposure of
the actual monitored data to external networks [473].
However, implementing an edge computing solution for dimensionality reduction
faces several challenges, including edge devices’ limited computational and storage
resources. Additionally, edge devices may have limited power sources, which can
constrain their processing capabilities. To address these challenges, researchers are
developing specialized hardware and software to deploy distributed dimensionality
reduction techniques that can reduce the processing load on individual devices by en-
abling collaboration between edge devices [474]. Edge computing offers a promising
approach for real-time dimensionality reduction in energy system sensor networks
by enhancing sensor data processing efficiency, security, and privacy while reducing
network traffic and latency. However, it still requires a complete paradigm shift
in the context of power grids and energy production and the installation of edge
devices on the monitored energy systems.
Among the data collected by sensor networks, there is information about processes,
events and alarms, that provide valuable knowledge and insight into the underlying
dynamical systems. Therefore, data-driven methods open the possibility to support
strategic decision-making, resulting in a reduction of O&M costs, machine faults,
repair stops, and spare parts inventory size. These procedures are vital for industries,
due to the growth in complexity of the interactions between different systems. This
thesis presents two approaches in the context of predictive maintenance to improve
the lifetime and efficiency of the equipment. The first work proposes an algorithm
for anomaly detection in a production factory of photovoltaic cells, while the second
paper presents an original unsupervised deep anomaly detection framework based on
Graph Convolutional Networks and Autoencoders to isolate and anticipate failures
in Wind Turbines (WTs).
As discussed in these works, data-driven predictive maintenance solutions can sup-
port informed decision-making, reduce maintenance costs and benefit the overall life
span of assets. Still, several limitations arise when working with RESs in the real
world.
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One major challenge involves the need for historical data containing maintenance
events. Even though many of the modern machines are equipped with SCADA
systems that monitor and collect standardized measurements relative to different
parameters, it is not always the case that maintenance events are recorded or avail-
able. Many RESs are still relatively new, with limited long-term performance and
maintenance interventions. In addition, when available, maintenance data is often
stored in different systems and formats, including handwritten notes by technicians,
making it difficult to integrate and analyze effectively. These records are usually
not standardized when provided by the operators and lack consistency in format,
content, or level of detail, leading to several challenges. For example, it can be
difficult to identify the root cause of a problem if the maintenance records do not
provide enough detail or to evaluate how well a predictive maintenance algorithm
performs over time.
Moreover, maintenance records do not always reflect the actual maintenance events
on the assets. Monitoring systems or technicians may not accurately record a
maintenance event’s occurrence time and duration or could report only high-level
or undetailed information related to the failures. This can lead to inconsistencies
and inaccuracies in the maintenance records, making it challenging to analyze the
data and make informed decisions about maintenance and operation. Standardizing
maintenance record-keeping practices and improving data collection processes could
address some of these challenges. Therefore, it is necessary to provide standardized
training for technicians on recording maintenance events accurately and consistently
using electronic systems that can capture real-time data and integrate it with other
systems. Another possibility is to leverage Data Mining and Natural Language
Processing techniques to extract patterns from unstructured maintenance data and
produce standardized maintenance logs.
Even though the standardized format of data provided by the SCADA systems is
highly desirable, as discussed previously, these systems usually record samples at
10-minute intervals. While this is sufficient for many applications, it may not be
adequate to detect performance issues occurring on a faster time scale. For example,
detecting patterns of a vibrating WT blade can be challenging when processing
10-minute data and delay identifying and addressing the problem, thus causing
increased maintenance costs and decreased system performance.
Installing vibrational sensors can help monitor critical components’ conditions in real
time. These sensors measure the amplitude, frequency, and other characteristics of
vibrations in the system, providing detailed information about the state of individual
subsystems. When combining vibrational data with other SCADA measurements, it
is possible to identify potential problems using data-driven models and take correc-
tive action before the machine fails. Unfortunately, installing vibrational sensors is
only sometimes possible or practical since installing and maintaining them can be
expensive, particularly in large-scale systems where many sensors may be required.
Moreover, installing and maintaining the sensors is not always possible when assets
are located in difficult or unsafe areas. For example, WT blades can be more than
100 meters above the ground, making it challenging for technicians to have access.
Moreover, the amount of vibrational data can quickly become unmanageable when
collected from multiple sensors at high frequencies. Storing the data becomes chal-
lenging, especially when stored for long periods and used for future analysis and



185

reference. Cloud-based storage solutions can provide a scalable and cost-effective way
to store and manage vibrational data. Another challenge is related to the real-time
processing of vibrational data. As discussed for dimensionality reduction techniques,
edge computing is a viable solution to address these limitations.
In some cases, it may be possible to use alternative technologies to monitor the
condition of components. For example, acoustic sensors can detect changes in sound
patterns that may indicate a problem with an element, such as a gearbox or generator.
Infrared thermography can also detect temperature changes that may indicate a
problem with electrical connections or other components. However, it is essential
to note that these alternative technologies may not be as effective as vibrational
sensors in detecting specific performance issues. In some cases, it may be necessary
to use a combination of different technologies to understand system performance
comprehensively.
Another difficulty in data-driven predictive maintenance resides in the complexity of
RESs. These systems usually consist of multiple components and subsystems with
complex interactions, making it challenging to identify the root cause of an anomaly.
This complexity can make it hard to develop reliable predictive models capable of
capturing highly non-linear phenomenons, especially when the monitored variables
do not fully describe the state of the asset.
When it comes to REs, the unschedulable uncertainty due to their intermittent
nature represents an obstacle to the reliability and stability of energy grids, especially
when dealing with large-scale integration. Nevertheless, these challenges can be
alleviated if the natural sources or the power output of RES can be forecasted
accurately, allowing power system operators to plan optimal power management
strategies to balance the dispatch between the intermittent power generations and
the load demand while satisfying all system constraints at minimal operating costs.
Moreover, accurate forecasts can contribute to estimating the size of the generation
units and Energy Storage Systems for an optimal and cost-efficient grid design with
a backup power supply at the time of generation deficiency. RE forecasting has a
strong impact on energy markets and policies and contributes to the competitiveness
of renewable power generation and penetration in the energy market. This thesis
proposes a multi-modal spatio-temporal Neural Network to forecast the output
of a wind farm. Specifically, it presents a neural architecture that takes in input
several data sources, namely turbine-level SCADA data and NWP maps covering a
mesoscale geographical area surrounding the wind farm.
Multi-modal approaches are effective in many fields, including RES, because combin-
ing multiple data types can improve predictions and reduce the model’s uncertainty.
Relying solely on one data type is often insufficient and can lead to poor power
forecasts. For example, using only meteorological data to forecast energy production
can be insufficient since the model needs to account for other factors impacting
energy output, such as changes in energy demand or equipment failures. Furthermore,
multi-modal approaches can also help to identify potential correlations and patterns
between the different types of data that would not be evident when considering only
one type of data. For example, by combining energy demand data with geographic
data, multi-modal approaches could identify regions where energy demand is highest
and optimize energy production accordingly.
To train a multi-model power forecasting model, a list of potential data sources is:
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• Sensor data: This includes data measured from sensor networks mounted on
board of RESs such as wind speed, active power, generator RPM, or bearing
temperatures. By monitoring these parameters, multi-modal approaches can
make more accurate forecasts and identify potential issues such as equipment
failures or maintenance needs.

• Meteorological data: Weather conditions play a significant role in determining
the power output of RES since they are usually directly influenced by them.
For example, information about wind speed in the surrounding area, surface
temperature, or solar radiation can help the model better forecast the power
output of the energy system.

• Energy production data: This includes historical data on the power output
of RESs such as solar panels, WTs, or hydroelectric plants. By including
this data, multi-modal models can identify patterns and trends in energy
production and leverage them to generate future estimates.

• Energy demand data: This data includes energy consumption patterns, such
as hourly, daily, or seasonal fluctuations in energy demand. By including this
data in multi-modal approaches, energy grid operators can better anticipate
future energy needs and balance energy supply and demand more effectively.

• Market data: This includes data on energy prices, regulatory policies, or
other market factors that can impact energy production and consumption.
By considering market data, multi-modal approaches can help energy grid
operators make informed decisions about energy production and distribution.

• Geographic data: This includes data on the location and terrain of RESs,
such as the angle and orientation of solar panels or the elevation of WTs. By
analyzing this data, multi-modal approaches can optimize the placement and
operation of renewable energy systems to maximize energy production.

It would be interesting to explore different multi-modal approaches that include
multiple or even all the sources mentioned above in future work.
All the approaches presented in this thesis have been developed and tested separately
on different RESs. As future work, it is of interest to develop a complete pipeline that
incorporates dimensionality reduction, predictive maintenance, and power forecasting
for RESs to improve the performance and robustness of the predictive models. A
possible pipeline could be the following:

1. Data Preprocessing: This step includes handling missing values, outlier detec-
tion and removal, time series smoothing, transformations, scaling, and data
formatting.

2. Dimensionality Reduction: This step aims at reducing the number of features
or samples in the preprocessed data while preserving the most important
information, thus reducing the computation time and storage requirements.

3. Predictive Maintenance: This involves using preprocessed and reduced data to
train algorithms that predict when and how a system will likely fail. Main-
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tenance can be scheduled in advance using the models’ predictions, avoiding
unexpected downtime and minimizing maintenance costs.

4. Power Forecasting: This step employs data-driven algorithms to predict the
amount of power a RES will likely generate. Considering anomalous behaviors
in the energy systems identified in the previous step can improve power forecasts
and help the operation of RESs, improve efficiency, and reduce costs.

5. Continuous Improvement: The final step in the pipeline involves monitoring
the models’ performance and making necessary updates to ensure the pipeline
remains effective as data and operating conditions change.

Testing such a pipeline’s robustness and generalization capabilities across different
energy systems is vital to ensure that it can be applied more broadly and is not
limited to a particular system or application. Therefore, some considerations can be
taken into account:

• Collecting data from diverse RESs, such as solar, wind, hydroelectric, or
geothermal, is essential to test the pipeline on various operating conditions,
including different weather patterns, environmental factors, system configura-
tions, and locations.

• It is necessary to preprocess the data consistently across different RESs to
ensure the results are comparable across different applications.

• Predictive maintenance models must be tuned for each energy system to ensure
they perform optimally. Nevertheless, the model’s structure and assumptions
must be similar across different systems of the same type to ensure robustness
and generality.

• The pipeline’s performance on all RESs should be measured using appropriate
metrics consistent across different systems to enable meaningful comparisons.

• The pipeline’s generalization capabilities should be tested by applying it to
data collected from previously unseen energy systems to evaluate its ability to
generalize to new data and identify any potential limitations or biases.

• The pipeline’s robustness should be tested by introducing variations in the
data, such as adding noise or introducing missing values, simulating realistic
scenarios when dealing with sensor networks mounted on energy systems. This
will help to evaluate the pipeline’s ability to handle noisy or incomplete data
and to identify any instabilities in the model.

RESs are becoming important as the world moves towards clean and sustainable
power sources. Data-driven and ML approaches have the potential to optimize these
systems, enhance efficiency, and reduce maintenance costs. However, implementing
these methods faces several challenges due to, in many cases, the reluctance of
energy providers and other players to share data and knowledge. This is usually
caused by concerns about privacy, competitiveness, and the potential misuse of
sensitive information, leading to a lack of data and transparency. Therefore, it is
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essential to encourage collaboration between energy providers, researchers, and other
stakeholders through data-sharing agreements that protect privacy and ensure data
security. Moreover, it is crucial to establish open-data initiatives and public-private
partnerships to facilitate sharing of anonymized or aggregated data when privacy
issues are insurmountable.
The world has experienced two major energy transitions in the past. The first
replaced wood with coal, and, during the second, oil and gas replaced coal as the
main energy source. Today, the world is undergoing a third energy transition with
the main goal to tackle global climate change through decarbonization of the energy
supply and consumption patterns. For most of history, the idea of a broad-scale
energy transition was unthinkable as decisions were made at the local, regional or
individual level, with limited or no coordination. Today, it is not only possible
thanks to global cooperation and agreements between parties, power generation
systems advancements, and IoT and AI technologies but also necessary to prevent
the severe and irreversible consequences of climate change that are threatening life
on the planet as we know it.
I conclude this thesis with the hope that it can become a reference to researchers
that want to contribute to the sustainable energy transition and are approaching
the field of AI in the context of RESs.
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CPS Cyber-Physical System. 17, 102, 103

CPU Central Processing Unit. 176

CSD Commission on Sustainable Development. 3

CV Cross-Validation. 98

DBSCAN Density-Based Spatial Clustering of Applications with Noise. 35, 36,
49–51

DC Direct Current. 20

DGC Digital Grid Consortium. 20

DL Deep Learning. 22, 44, 59, 70, 73, 91, 165

DM Data Mining. 184

DNN Deep Neural Network. 22, 24, 26, 60, 61, 76, 80

DT Decision Tree. 24, 34, 35, 44–48, 52, 118, 122

DTW Dynamic Time Warping. 104

EC Energy Community. 6

ECMWF European Centre for Medium-Range Weather Forecasts. 166, 167, 179

ELU Exponential Linear Unit. 66, 67

ESS Energy Storage System. 164, 185

EU Europe. 20

EV Eletric Vehicle. 18–20

FC Fully-Connected. 60, 86, 87, 90, 91

FEM Factory Energy Management. 18
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FN False Negative. 158

FNN Feedforward Neural Networks. 77, 78, 80

FP False Positive. 158, 160, 161

FREEDM Future Renewable Electric Energy Delivery. 20

GB Gradient Boosting. 47, 48

GCN Graph Convolutional Network. 23, 90, 131, 148–150, 183

GD Gradient Descent. 70, 71

GEI Global Energy Internet. 20

GHG GreenHouse Gas. v, 1–6, 11, 14, 181

GMI Global Mahalanobis Indicator. 152, 156–158, 160, 162

GNN Graph Neural Network. 88–90

GPU Graphics Processing Units. 22

GRU Gated Recurrent Unit. 82, 83, 147

HAWT Horizontal-Axis Wind Turbine. 7, 9, 11

HEM Home Energy Management. 18

HRES High-RESolution. 166, 168, 169, 171–173, 175–177, 179

I4.0 Industry 4.0. v, 16, 17, 23, 116, 131, 181

IF Isolation Forest. 34, 35

IGR Information Gain Ratio. 98, 115, 116

IIoT Industrial Internet of Things. 16–18, 20

IoE Internet of Energy. v, 18–20, 26, 181, 182

IoT Internet of Things. v, vi, 16, 18, 20, 102–104, 181, 188

IP Internet Protocol. 20

IPCC Intergovernmental Panel on Climate Change. v, 1, 181

IQR InterQuartile Range. 34, 42, 132, 133, 135–138, 140–145

KFCV K-Fold Cross-Validation. 98, 99

KL-Divergence Kullback Leibler Divergence. 69, 70

KNN K-Nearest Neighbors. 25, 44, 145
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KPI Key Performance Indicator. 132, 139, 143–146

LOCF Last Observation Carried Forward. 29, 31

LOOCV Leave-One-Out Cross-Validation. 98, 99

LR Linear Regression. 22, 44, 45

LRI Local Residual Indicator. 152, 156–158, 160, 162

LSTM Long Short-Term Memory. 23, 26, 80–82, 147, 148, 156, 160, 164, 166,
169–172, 177

M2M Machine to Machine. 16

MAE Mean Absolute Error. 68, 69, 97, 121, 122, 125, 127, 128, 155, 156, 174, 175,
177–179

MC Monte Carlo. 132, 133, 135–146

MDAE Median Absolute Error. 174, 179

MDAPE Median Absolute Percentage Error. 156

MES Manufacturing Execution System. 133, 140

MG Microgrid. 164

MHA Multi-Head Attention. 85

MI Mutual Information. 149

ML Machine Learning. v, 22, 24–27, 37, 40, 42–44, 46, 48, 52, 59, 60, 91, 118, 165,
166, 182, 187

MLP Multi-Layer Perceptron. 77, 78, 119, 122, 125, 127

MSE Mean Squared Error. 48, 67–69, 97, 156

MTBF Mean Time Between Failure. 151, 155

MTGCAE Graph Convolutional Autoencoder for Multivariate Time series. 148–
152, 154–162, 164

MTL Multi-Task Learning. 76, 77

NLP Natural Language Processing. 184

NN Neural Network. 24, 25, 42, 44, 60–63, 67, 70, 73–77, 86, 88–90, 92, 93, 96, 118,
121, 147, 165–170, 172–174, 177–179, 185

NOCB Next Observation Carried Backward. 30, 31

NOx Nitrous Oxides. 1, 2
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NWP Numerical Weather Prediction. 165–168, 177, 179, 185

O&M Operation and Maintenance. v, 15, 23–25, 130, 131, 146, 147, 182, 183

PC Principle Component. 139–141

PCA Principal Component Analysis. vi, 53, 54, 131–133, 136–141, 145, 146

PdM Predictive Maintenance. 130–133

PeCVD Plasma Enhanced Chemical Vapor Deposition. 133

PLC Programmable Logic Controller. 17

PPS Predictive Power Score. 119, 121–123, 125–130

PV PhotoVoltaic. 7, 11–15, 24–26, 132, 133, 146

PVD Physical Vapour Deposition. 133

PvM Preventive Maintenance. 130

RE Renewable Energy. vi, 5–7, 11, 18–20, 23, 26, 102, 131, 164, 165, 181, 182, 185

ReLU Rectified Linear Unit. 60, 65, 66, 76, 122

RES Renewable Energy System. v, vi, 5, 102, 164, 181–188

RF Random Forest. 25, 44, 52, 118

RL Reinforcement Learning. 26

RMSE Root Mean Squared Error. 97, 156, 174, 179

RMSProp Root Mean Square Propagation. 72

RNN Recurrent Neural Network. 22, 23, 78–81, 166, 169

RRR Redundancy Reduction Ratio. 97, 115, 116

RxM Prescriptive Maintenance. 131

S2S Sequence-to-Sequence. 23

SBS Sequential Backward Selection. 52, 118

SCADA Supervisory Control And Data Acquisition. vi, 24, 101, 117–119, 123, 124,
129, 147–149, 153–169, 171, 172, 174–177, 179, 184, 185

SDG Sustainable Development Goal. 4, 5

SFS Sequential Forward Selection. 52, 118, 119

SGD Stochastic Gradient Descent. 71, 72
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SO2 Sulphurdioxide. 1

SS Skill Score. 174–176, 179

STC Standard Test Conditions. 13, 14

SVD Singular Value Decomposition. 53, 89, 138, 139

SVM Support Vector Machine. 22, 24–26

SVR Support Vector Regression. 25, 26, 44, 119, 166

TP True Positive. 158, 160

UN United Nations. 3

UNCED United Nations Conference on Environment and Development. 3

UNEP United Nations Environment Programme. 3

UNFCCC United Nations Framework Convention on Climate Change. 3

US United States. 8, 12, 20

USB Universal Serial Bus. 20

WIS Wafer Inspection System. 133

WSSD World Summit on Sustainable Development. 3

WT Wind Turbine. 7–11, 24, 25, 35, 36, 46, 117–119, 123, 124, 128, 129, 131,
146–148, 153–155, 159, 161, 163–169, 174, 178, 179, 183, 184, 186

XGBoost Extreme Gradient Boosting. 48, 52, 118, 174, 176, 177, 179
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