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TEXTILE-BASED AUGMENTED REALITY SYSTEMS AND METHODS

DESCRIPTION

Technical Field

[001] This disclosure relates generally to augmented reality, and more

particularly to augmented reality systems and methods using textiles.

Backaground

[002] Augmented reality is reshaping the way people interact with the world.
A person’s perception of real-world environments can be enhanced by augmenting
that perception with artificial sensory inputs such as sounds, graphics, and sensory
feedback (e.g., vibration feedback of a gaming controller). Many augmented reality
platforms incorporate numerous types of sensory inputs to provide a fully immersive
experience to users of the platform. Some augmented reality platforms include
artificial sensory inputs that are interactive. A user may interact with these inputs
and, in response, the platform may produce new or modified sensory inputs leading
to an even further immersion in the augmented environment.

[003] One type of conventional augmented reality system includes a camera
and a display screen. The camera captures live video of the real-world environment
and reproduces the video feed on the display screen. The system then augments
the video feed of the real-world environment by overlaying computer-generated
graphics onto the video feed. The system can augment the video feed based on the
real-world environment being captured or the user’s interaction with the video feed.
For example, the system may recognize patterns on flat surfaces in the real-world
environment and display augmentations on the display screen in response to
detecting those patterns.

[004] Another type of conventional augmented reality system includes a
sensor and a projection display. The projection display projects an interactive
graphical overlay onto flat real-world surfaces such as a floor or wall. Users of the

system can interact with the projected graphical overlay by, for example, placing
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their hand over the projected graphical overlay. The sensor detects the presence of
the user's hand disrupting the projection and modifies the projection accordingly.

[005] The inventors here have recognized several technical problems with
such conventional augmented reality systems, as explained below. For example,
conventional systems that use conventional image recognition capabilities may be
unable to detect patterns on surfaces that are not flat and may be unable to
accommodate variations and distortions in detectable environmental patterns. As
one example, a real-world environmental pattern may become wrinkled, stretched,
faded, etc., and may no longer be detectable by conventional augmented reality
systems. Moreover, some conventional augmented reality systems may include
image recognition capabilities that cannot track displacement of detectable
environmental patterns. For example, conventional systems may be unable to track
a detectable pattern as a user of the conventional system moves the pattern in the
environment.  Still further, conventional augmented reality systems may employ
technology that is deficient in detecting environmental patterns in certain mediums.
For example, conventional systems may be ill-suited for detecting patterns in woven
and printed materials because of certain technical problems and constrains of those
materials (e.g., low contrast and local contrast in patterns, poor pattern resolution,
small pattern size, surface reflections in the materials, etc.).

[006] Further, conventional textile manufacturing techniques are well suited
to creating repeating patterns, but are ill-suited to generating patterns in textiles with

spatially aperiodic designs, or with unpredictable variations in the textile designs.
SUMMARY

[007] Embodiments of the present disclosure present technological
improvements as solutions to one or more of the above-mentioned technical
problems recognized by the inventors in conventional augmented reality systems.
For example, embodiments of the present disclosure present unique
implementations that combine textiles with augmented reality systems and their
associated functionality, such as story-telling. Accordingly, in one embodiment, a
processor-implemented textile-based augmented reality method is disclosed. The
method may comprise capturing, via one or more hardware processors, a video

frame including a depiction of an aperiodic marker included in an ornamental design
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of a textile fabric. Via the one or more hardware processors, the presence of the
marker may be identified using one or more image-processing marker detection
techniques. The identified marker may be associated with one or more audio-visual
content files. Finally, data from the one or more audio-visual content files may be
displayed as part of an augmented reality presentation.

[008] It is to be understood that both the foregoing general description and
the following detailed description are exemplary and explanatory only and are not

restrictive of the invention, as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[009] The accompanying drawings, which are incorporated in and constitute
a part of this disclosure, illustrate exemplary embodiments and, together with the
description, serve to explain the disclosed principles.

[010] FIGS. 1A-B illustrate an exemplary implementation of an augmented
reality system using textiles according to some embodiments.

[011] FIGS. 2A-B are block diagrams to illustrate exemplary aspects of
textiles employed in some embodiments.

[012] FIGS. 3A-B are flow diagrams illustrating an exemplary augmented

reality method using textiles, according to some embodiments.

DETAILED DESCRIPTION

[013] Exemplary embodiments are described with reference to the
accompanying drawings. In the figures, the left-most digit(s) of a reference number
identifies the figure in which the reference number first appears. Wherever
convenient, the same reference numbers are used throughout the drawings to refer
to the same or like parts. While examples and features of disclosed principles are
described herein, modifications, adaptations, and other implementations are possible
without departing from the spirit and scope of the disclosed embodiments. It is
intended that the following detailed description be considered as exemplary only,
with the true scope and spirit being indicated by the following claims.

[014] Embodiments of the present disclosure integrate augmented reality
systems with textiles. Thse integrated systems can detect environmental patterns

on surfaces that have surface variations. For example, these integrated systems

-3-



WO 2017/042628 PCT/IB2016/001379

can compensate for variations and distortions in surfaces and in detectable
environmental patterns and tracking the patterns as they move in the environment.

[015] The disclosed embodiments provide textiles for use with augmented
reality systems and methods. The textiles include real-world environmental patterns
that are detectable by augmented reality systems and methods, yet undetectable to
a user of the augmented reality systems, by incorporating the detectable patterns
into larger ornamental textile designs. The disclosed textiles can improve pattern
detection of augmented reality systems by improving contrast between the
detectable patterns and the textiles on which the patterns are situated. Moreover,
the disclosed textiles can improve pattern detection of augmented reality systems
between the local contrast in the detectable patterns and the patterns situated on the
same textile. Still further, the disclosed textiles can improve resolution of the
detectable patterns, thereby improving pattern detection and allowing for smaller
variations between different detectable patterns (thus increasing the number of
available patterns for use with augmented reality systems).

[016] FIGS. 1A-B illustrate an exemplary implementation of an augmented
reality system using textiles according to some embodiments. With reference to FIG.
1A, in some embodiments, a furniture set 100 may include a number of components,
including a number of textile components. For example, furniture set 100 may
include pillow covers 110 and 120, and a bed sheet 130. Any type of textile may be
alternatively used in this exemplary implementation. Such textile may include
ornamental designs, as discussed above. Included within these ornamental design
may be certain patterns serving as markers for triggering augmented reality
visualization. For example, a marker 140 may be included within the larger
ornamental design of bed sheet 130. A user may utilize a camera included with a
device, such as a tablet computer or smartphone 150, to scan the textiles such as
bed sheet 130. The device 150 may be any kind of smart device, such as a
smartphone, tablet computer, notebook, or the like. The smart device may include
one or more computer-readable media storing computer program instructions that
can be executed by one or more hardware processors included within the device
150. The instructions may include instructions to implement any of the features
described herein. The device 150 may capture a video frame including the marker
140. An application executing on the device 150 may be performing an image

processing procedure to identify markers included within the textile ornamental
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design. Upon image processing a video frame including a marker captured by the
camera of the device 150, the device 150 may detect the presence of the marker
within the ornamental design of the textile. In response to such detection, the device
150 may trigger the execution of an application providing content 160 to the user via
the display and/or audio systems of the device 150. As an example of content that
may be provided to the user, the application may provide graphics, text, audio clips,
animations, movies, presentations, or other audio visual content to the user.

[017] With reference to FIG. 1B, in some embodiments, a user may move
device 150 over bed sheet 130. Included in the ornamental design (not shown) of
bed sheet 130 may be markers 142 and 144. An application running on device 150
and the markers 142 and 144 may be designed in cooperation so that the application
recognizes the patterns constituting markers 142 and 144 from the ornamental
design of the bed sheet 130. For example, markers 142 and 144 may provide a
local visual contrast in such a manner as may be detected by the application. In an
exemplary situation where marker 144 is detected by the application, the application
may present a virtual reality object 146, as part of content 160 presented to the user,
at the screen pixel location coordinates where the marker 144 would have been
otherwise presented. The virtual reality object 146 may be any type of audio-visual
content, such as graphics, text, audio clips, animations, video clips, movies, HTML or
other web content, presentations, etc.

[018] FIGS. 2A-B are block diagrams to illustrate exemplary aspects of
textiles employed in some embodiments. FIG. 2A depicts a prior art textile
ornamental design 210. Such conventional designs include repetition of the same
patterns in the same orientations across the textile fabric. For example, element 220
marked in FIG. 2A shows a pattern repeated in the ‘X’ dimension (e.g., along the
length of the fabric) in the same orientation each time, and element 230 shows that
same pattern repeated in the ‘Y’ dimension (e.g., along the width of the fabric) in the
same orientation each time. Conventional textile manufacturing techniques are well
suited to creating such spatially repeating, similarly orientated, predictable patterns.

[019] In contrast, FIG. 2B depicts a textile ornamental design 250 according
to certain embodiments of the present disclosure. The ornamental design on the
textile may be either woven or knitted or tufted by known manufacturing techniques.
The ornamental design on the textile can also be printed or embroidered on a woven

or knitted or tufted fabric using known methods of printing and embroidery. Any
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other known manufacturing technique may also be employed, appropriately modified
to include patterns which are: (1) not repeated periodically in one or more spatial
dimensions (see, e.g., element 280), (2) not presented in the same orientation (see,
e.g., element 260), even if repeated periodically in one or more spatial dimensions,
(3) not presented with the same period (spatial distance) (see, e.g., element 280), or
(4) not repeated at all (e.g., even though of a small enough size that it could be
repeated on the fabric) (see, e.g., 270). These patterns may be formed as part of
the knitting or weaving of the textile fabric, or may be designs printed onto the fabric.
In some embodiments, the textile may utilize uniquely designed woven, tufted and/or
printed (e.g., digital and/or screen printed) textiles to create crisp and sharp images
for quick recognition by an application executing on the device 150.

[020] FIGS. 3A-B are flow diagrams illustrating an exemplary augmented
reality method using textiles, according to some embodiments. With reference to
FIG. 3A, in some embodiments, at step 310, the device 150 may instantiate a
marker detection application for detecting the presence of markers in textile fabric.
At step 312, the device 150 may turn on its camera and initiate the image processing
module or application. At step 314, the device 150 may acquire a video frame using
its camera, and analyze the video frame using image processing techniques for the
presence of augmented reality markers. For example, such procedures may utilize
application programming interfaces provided by existing augmented reality software
for mobile devices, which enables computer vision technology to recognize and track
objects in real-time. In some embodiments, the image processing techniques may
be configured to identify disruptions in the periodicity of the patterns in the textile,
identify patterns that do not fit within a periodic pattern of the remainder of the textile,
or detect edges of the patterns where there is a high color contrast. Any known
image processing techniques may be utilized for this purpose.

[021] At step 316, if the device 150 detects any markers, the device 150 may
select one of the detected marker for processing at step 320. At step 322, the
device 150 may determine whether a software object has been created for that
particular marker. In some embodiments, each marker that is “active” may be
assigned to a particular software object. The software object may store a state
associated with the marker, and may serve as a mechanism by which to pass data
or other information between other application parts related to the marker. For

example, the software object may store variables indicating whether the marker is
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active, what applications are triggered by the marker, the states of those
applications, what types of user input should be passed to applications, and to which
application they should be passed, and other information. If a software object does
not exist for the marker (see element 322, option “No”), the device 150 may go back
to step 314, acquire a video frame, and analyze the video frame of markers as
described above.

[022] With reference to FIG. 3B, in some embodiments, at step 328, based
on the state of the marker object, the device 150 may initiate execution of an
application or application action, such as an interactive game. The application may
provide graphics, text, audio clips, animations, movies, presentations, or other audio
visual content to the user. At step 330, the device 150 may determine whether there
are additional detected markers to process, and may repeat the above procedure as
necessary for each additional marker to process.

[023] At step 340, the device 150 may retrieve application input. For
example, a user may provide user input, e.g., as touch input, keyboard entries, voice
input (e.g., to a digital assistant), etc. to the application. In some examples, the
device 150 may present graphical user interface controls, which the user may use to
provide the user input. The device 150 may process the application input to provide
various features for the user. If the user provides an input to exit the application (see
step 342), the device 150 may terminate processing; otherwise, the device may go
back to step 314, acquire a video frame, and analyze the video frame of markers as
described above.

[024] The specification has described augmented reality systems and
methods using textiles. The illustrated steps are set out to explain the exemplary
embodiments shown, and it should be anticipated that ongoing technological
development will change the manner in which particular functions are performed.
These examples are presented herein for purposes of illustration, and not limitation.
Further, the boundaries of the functional building blocks have been arbitrarily defined
herein for the convenience of the description. Alternative boundaries can be defined
so long as the specified functions and relationships thereof are appropriately
performed. Alternatives (including equivalents, extensions, variations, deviations,
etc., of those described herein) will be apparent to persons skilled in the relevant
art(s) based on the teachings contained herein. Such alternatives fall within the

scope and spirit of the disclosed embodiments.  Also, the words “comprising,”
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“having,” “containing,” and “including,” and other similar forms are intended to be
equivalent in meaning and be open ended in that an item or items following any one
of these words is not meant to be an exhaustive listing of such item or items, or
meant to be limited to only the listed item or items. It must also be noted that as used

” o«

herein and in the appended claims, the singular forms “a,” “an,” and “the” include
plural references unless the context clearly dictates otherwise.

[025] It is intended that the disclosure and examples be considered as
exemplary only, with a true scope and spirit of disclosed embodiments being

indicated by the following claims.
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CLAIMS

1. A textile-based augmented reality system, comprising:
one or more hardware processors; and
one or more memory units storing instructions executable by the one or more
hardware processors to perform acts comprising:
capturing, via the one or more hardware processors, a video frame
including a depiction of an aperiodic marker included in an
ornamental design of a textile fabric;
identifying, via the one or more hardware processors, the presence of
the marker using one or more image-processing marker
detection techniques;
associating, via the one or more hardware processors, the identified
marker with one or more audio-visual content files; and
displaying, via the one or more hardware processors, data from the
one or more audio-visual content files as part of an augmented

reality presentation.

2. A processor-implemented textile-based augmented reality method, comprising:

capturing, via one or more hardware processors, a video frame including a depiction
of an aperiodic marker included in an ornamental design of a textile fabric;

identifying, via the one or more hardware processors, the presence of the marker
using one or more image-processing marker detection techniques;

associating, via the one or more hardware processors, the identified marker with one
or more audio-visual content files; and

displaying, via the one or more hardware processors, data from the one or more

audio-visual content files as part of an augmented reality presentation.

3. The method of claim 2, wherein the textile fabric is a woven fabric and the marker

is created using the weave design in the woven fabric.
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4. The method of claim 2, wherein the textile fabric is a woven fabric and the marker

is printed on the woven fabric.

5. The method of claim 2, wherein the textile fabric is a woven fabric and the marker

is embroidered on the woven fabric.

6. The method of claim 2, wherein the textile fabric is a knitted fabric and the marker

is created using the knit design in the knitted fabric.

7. The method of claim 2, wherein the textile fabric is a knitted fabric and the marker

is printed on the knitted fabric.

8. The method of claim 2, wherein the textile fabric is a knitted fabric and the marker

is embroidered on the knitted fabric.

9. The method of claim 2, wherein the textile fabric is a nonwoven fabric and the

marker is printed on the nonwoven fabric.

10. The method of claim 2, wherein the textile fabric is a nonwoven fabric and the

marker is embroidered on the nonwoven fabric.

11. The method of claim 2, wherein the textile fabric is a tufted fabric and the marker

is created using the tuft design in the tufted fabric.

12. The method of claim 2, wherein the textile fabric is a tufted fabric and the marker

is printed on the tufted fabric.
13. The method of claim 2, wherein the marker is contrasted from a remainder of the

ornamental design by an orientation of the marker relative to the ornamental

design.
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14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

The method of claim 2, wherein the marker is contrasted from a remainder of the
ornamental design by a relative spacing between the marker and other

elements of the ornamental design.

The method of claim 2, wherein the marker is contrasted from a remainder of the

ornamental design by a color scheme of the marker.

The method of claim 2, wherein the marker is contrasted from a remainder of the

ornamental design by shape of the marker.

The system of claim 1, wherein the textile fabric is a woven fabric and the marker

is created using the weave design in the woven fabric.

The system of claim 1, wherein the textile fabric is a woven fabric and the marker

is printed on the woven fabric.

The system of claim 1, wherein the textile fabric is a woven fabric and the marker

is embroidered on the woven fabric.

The system of claim 1, wherein the textile fabric is a knitted fabric and the marker

is created using the knit design in the knitted fabric.

The system of claim 1, wherein the textile fabric is a nonwoven fabric and the

marker is printed on the nonwoven fabric.

The system of claim 1, wherein the textile fabric is a nonwoven fabric and the

marker is embroidered on the nonwoven fabric.

The system of claim 1, wherein the textile fabric is a tufted fabric and the marker

is created using the tuft design in the tufted fabric.

The system of claim 1, wherein the textile fabric is a tufted fabric and the marker

is printed on the tufted fabric.

41~
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