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ELECTRONIC CIRCUIT COMPRISING A PLURALITY OF PROCESSING DEVICES

FIELD OF THE INVENTION
The invention relates to an electronic circuit comprising a plurality of

processing devices.

BACKGROUND OF THE INVENTION

To meet the demanding requirements for consumer appliances, the industry is
moving towards the integration of a complete system on a single chip, a so-called system-on-
chip (SoC). A system on chip comprises a plurality of processing devices. A system-on-chip
is implemented as an integrated circuit (IC).

Furthermore, also to meet these demanding requirements, such system-on-chip
designs are implemented with components, such as transistors, of ever decreasing
dimensions. By decreasing the dimension the performance of a device can be increased.
Increased performance can be seen in features such as increased processing speed, decreased
power consumption, or an increase in capabilities.

United States Patent 5,083,265 describes a known parallel computer system.
The computer system comprises a plurality of processing elements which communicate
through a router. The router operates independently of the individual processing elements.
Data packets are delivered to the router. Once a data packet is delivered to the router, the
packet is routed to its destination without any burden on the processing elements which may
continue their processing. The router delivers messages point to point between pairs of
components. The router can be implemented by an electronic or optical packet-switching

network.

SUMMARY OF THE INVENTION

To aid the design of a system-on-chip it is usual to work with components of
uniform capabilities. It is especially important that the components have, as much as possible,
the same switching speed. Due to physical variations in, ¢.g., the substrate material and the
manufacturing process, there will be unavoidable variations between same components at

different locations in the chip. The prior art tries to deal with this problem, by working from
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worst-case assumptions on the components. By treating each component as slow as the
slowest component, all components seem equally fast. Unfortunately, a faster component will
then be made to wait idly after it has finished its current processing task.

It is a problem of the known system art that part of the capabilities of
individual processing devices remain unutilized.

It is an insight of the inventor that variations in processing speed between the
components in a system-on-chip will increase as a result of decreasing dimensions, thereby
exacerbating the problem.

It is an object of the invention to provide a system-on-chip design that includes
a plurality of processing devices which operate at different speeds, while utilizing a larger
part of the combined capabilities of the plurality of processing devices, than in the known
System.

This and other objects are achieved by the electronic circuit according to the
invention, as defined in claim 1.

A computing task, which is to be performed by the electronic circuit, is
partitioned into a number of smaller tasks, each smaller task is expressed as one or more
commands in the third plurality of commands, which are to be executed by one or more
processing devices. The third plurality of commands is produced by a first plurality of
dispatchers. The processing devices in the second plurality of processing devices are capable
of indicating their availability. The dispatchers do not execute the commands themselves, or
at least not all of them. Instead they are dispatched to the second plurality of processing
devices. The first plurality of dispatchers typically holds the state of the overall computation.
For example, one or more of the first plurality of dispatchers may comprise a memory or a
state-machine to hold part or all of the state of the overall computation.

The dispatching is done using a distributor. The distributor distributes on the
basis of the indicated availability.

While a processing device is working on a command, the processing device
will typically indicate that it is not available. Likewise once it is finished the processing
device may indicate its return to availability to the distributor.

If, e.g., due to manufacture differences, two of the second plurality of
processing devices do not have the same processing speed, the slower one of the two
processing devices may be unavailable longer than the faster one, even if they were to receive
a similar command for processing. These differences will not however unduly influence the

system as a whole, as the faster processing device can perform more commands and
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compensate for the slower one. The dispatchers typically are fairly lightweight devices
compared to the processing devices.

It is an insight of the inventor, to split the task of creating new processing
commands and the actual processing thereof. In a conventional parallel computing system,
the processing devices would typically be tasked with the processing of the data,
communicating with other processing devices, and the creation of new processing tasks. In
such a system it is easy to get bottlenecks, for example, if one of the slower devices is tasked
with critical computations on which many other processing devices are dependent.

The result produced by the processing devices may be used elsewhere. For
example, the results may be sent to the plurality of dispatchers again. The results may be used
in a further plurality of dispatchers. In a system which comprises the electronic circuit a
according to the invention as a subsystem, the results may be used in a further subsystem of
the system.

However, by decoupling the dispatching and the collecting of the results from
the processing devices a slow processing device is not likely to become a bottle-neck. Even
if, for example, a slow processing device was to be working on a critical calculation on which
results others, and in particular dispatchers are waiting, it would only slow down the circuit
temporarily. A next time a critical calculation is made, it is likely, that some other processing
device will make the critical calculation, possibly one of the faster ones.

The invention is particularly suited for computationally intensive tasks, which
may be performed in parallel. Especially, when such a computation needs to be done on a
power-restrained device, e.g., a device operating from a battery, the invention will help to get
more computation done with the same amount of power. Also, if such a computation needs to
be done on a budget-restricted device, the invention will help to get more computations from
the available hardware, avoiding the need to add more hardware. For example, the invention
18 particular suited for digital signal processing. For example, the digital signal processing
done on a battery-operated mobile phone will be aided by the present invention. Similarly, a
personal digital assistant (PDA) a laptop, a database server, etc, may benefit from this
invention. It is well known that many digital signal processing algorithms are suitable for
parallelization. For example, the fast Fourier transform is such an algorithm. Moreover, the
invention is also particularly suited for use in digital image analysis and enhancement
algorithms; for example: edge detection, contrast improvement, etc.

In a preferred embodiment of the invention, the electronic circuit comprises a

router configured to receive from the second plurality of processing devices the fourth
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plurality of results. The router is further configured to send the fourth plurality of results to
the first plurality of dispatchers. The router is configured to receive the specific result from
the specific processing device and to send the specific result to a particular one of the first
plurality of dispatchers in dependency on the result.

When a processing device is done with the execution of a command the results
are routed back to one of the dispatchers. This makes is possible to map conventional
algorithms, intended for a set of parallel processing devices and map these to the light-weight
dispatchers. At the same time bottle-necks are avoided since the processing devices
themselves are decoupled from the dispatchers. In principle, any processing device could
pick up the slack of any other.

In a preferred embodiment of the invention, a first one of the second plurality
of processing devices and a second one of the second plurality of processing devices are of
substantially a same configuration and have substantially different processing speeds.

It is an advantage of the invention that many processing devices may be made
on a single SoC, all substantially to the same design, without being unduly hampered by the
problem that some processing devices, for whatever reason, are slower or faster than other
processing devices.

In a preferred embodiment of the invention, a first one of the first plurality of
dispatchers and a second one of the first plurality of dispatchers are configured to operate in
parallel.

Although the dispatchers are typically faster than the processing devices, it
may be a bottle-neck if the dispatchers were to operate sequentially, rather than in parallel.
The first and second one of the dispatchers may operate in parallel by extending the
capabilities of the distributor. The latter may be done in one of several ways. For example:
the distributor may be arranged with an input buffer in which parallel inputs are serialized;
the circuit may be equipped with a second distributor, which can distribute a second parallel
request to the second plurality of processing devices; etc.

In a preferred embodiment the distributor comprises a network of distributor
circuits. The network is arranged for selecting by which one of the second plurality of
processing devices the third plurality of commands will be processed. The network comprises
a fifth plurality of distributor circuits. Each distributor circuit has multiple source-side
interfaces and multiple of consumer-side interfaces. Each distributor circuit is configured to
select over which of the consumer-side interfaces commands from the source-side interfaces

will be transmitted towards the processing devices, based at least partly on signals from the
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consumer-side interfaces that indicate a current availability to forward the commands via the
consumer-side interfaces.

The first plurality of dispatchers are coupled to source-side interfaces of a
sixth plurality of the distributor circuits in the network and said processing circuits are
coupled to consumer-side interfaces of a seventh plurality of distributor circuits in the
network. The consumer-side interfaces of the distributor circuits in the sixth plurality is
coupled directly or indirectly to the source-side interfaces of the distributor circuits in the
seventh plurality, with a connectivity so that at least two of the first plurality of dispatchers,
that are coupled to different ones of the distributor circuits in the sixth plurality are both
coupled to all of said plurality of processing devices via the distributor circuits of the seventh
plurality.

Such a network of distributor circuits allows a high degree of parallelism in
the distribution from the first plurality of dispatchers to the second plurality of processing

devices.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention is explained in further detail by way of example and with
reference to the accompanying drawings, wherein:

Fig. 1 is a block diagram illustrating a first embodiment of the electronic
circuit according to the invention

Fig. 2 is a block diagram illustrating a network of distributor circuits.

Fig. 3 is a block diagram illustrating a further embodiment of the distributor

Fig. 4 is a block diagram illustrating an embodiment of a dispatcher

Fig. 5 is a flow chart illustrating a method according to the invention

Throughout the Figures, similar or corresponding features are indicated by

same reference numerals.
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220, 222, 230, 232
300

302

304
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500
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508

510
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an electronic circuit

a connection

a first plurality of dispatchers

a dispatcher

a distributor

a second plurality of processing devices

a processing device

arouter

a distributor comprising a network of distributor circuits

a network

a fifth plurality of distributor circuits

a sixth plurality of the distributor circuits

a seventh plurality of distributor circuits

a distributor circuit

a distributor

a buffer

a multiplexer

a connection

a dispatcher

a read only memory

a random access memory

a command producer

a method

sending a third plurality of commands from a first plurality of
dispatchers to a distributor

distributing the third plurality of commands from the distributor
to the second plurality of processing devices based on indicated
availability

processing the third plurality of commands using the second
plurality of processing devices to produce a fourth plurality of
results

receiving from the second plurality of processing devices a fourth
plurality of results in a router

sending the fourth plurality of results to the first plurality of

dispatchers
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DETAILED DESCRIPTION OF THE EMBODIMENTS

While this invention is susceptible of embodiment in many different forms,
there is shown in the drawings and will herein be described in detail one or more specific
embodiments, with the understanding that the present disclosure is to be considered as
exemplary of the principles of the invention and not intended to limit the invention to the
specific embodiments shown and described.

In Fig. 1 a first embodiment of an electronic circuit 100 according to the
invention is illustrated.

Electronic circuit 100 comprises first plurality of dispatchers 110. In this
embodiment four dispatchers are shown: dispatcher 112, dispatcher 114, dispatcher 116, and
dispatcher 118.

The first plurality of dispatchers 110 are connected via a connection 102 to a
distributor 120.

A dispatcher is arranged to produce one or more commands. A command
indicates an action to be performed by a data processing device, typically on or with one or
more data items. Typically, the processing of a command produces a result comprising a
resulting data item. For example, a command may request the addition of two numbers, or
vectors of numbers. A command may comprise data on which the command acts. A
command may also comprise a reference, such as an address, to a storage location, such as a
memory (not shown), where data is to be found. A command is also sometimes referred to as
a message. A dispatcher may be a circuit that produces commands itself, or the dispatcher
may pass commands generated by some other circuit (not shown).

Distributor 120 is connected to second plurality of processing devices 130.
Examples of a processing device include: a digital signal processor (DSP), a graphics
processing unit (GPU), a central processing unit (CPU), a memory, such as flash based
memory, a field-programmable gate array (FPGA), etc. The processing devices are typically
arranged to produce results under control of received commands. In the Figure, four
processing devices are shown: processing device 132, processing device 134, processing
device 136 and processing device 138.

Both the number of dispatchers 110 and the number of processing devices 130
are optional. For example, any of these two numbers may be chosen to be 8 or 16, or any
other power of two. They may also be chosen not be a power of two, such as, 3, 5, 7, etc. The
number of dispatchers may be chosen to be higher, equal, or lower, than the number of

processing devices. Having more dispatchers than processing devices tends to more fully
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utilize the capacity of the second plurality of processing devices 130. On the other hand,
having more processing devices than dispatchers tends to maximize processing performance
of the system as a whole. Also, a single dispatcher may be used.

Preferably, the second plurality of processing devices 130 are all of the same
design, or substantially so. Two processing devices of the same design may however differ
slightly, or markedly, due to, e.g., process variation during manufacture. They may also differ
in performance by design. Since a faster processing device is more expensive to produce than
a slower processing device, ¢.g., because of the gate count, having a faster processing device
and a slower one tends to be cheaper to manufacture than having two fast processing devices.
Yet, in some circumstances while using the invention a faster processing device and a slower
one may already give some of the benefits of parallel computation.

The second plurality of processing devices 130 is connected to a router 140 via
connection 106 and is arranged to send its results to router 140. Router 140 forwards a
received result to a particular one of the first plurality of dispatchers 110, via a connection
108. Router 140 may be implemented as a standard multiplexer, sending a plurality of
received signals to a plurality of addresses, in this case the fourth plurality of results to the
first plurality of dispatchers.

Connection 102, connection 104, connection 106 and connection 108 may be
implemented as direct connection from their source to their destination, but may also be
implemented in an indirect fashion; for example, the sources may write to a memory or a bus,
from which the destination can read. Any one of the connections 102, 104, 106 and 108 may
be advantageously implemented as a parallel connection, e.g., using multiple parallel wires.

During operation, the first plurality of dispatchers 110 together produces a
third plurality of commands. The first plurality of dispatchers 110 preferably operate in
parallel. The operation of the first plurality of dispatchers 110 may be synchronized with a
clock, but they may also work asynchronously. Optionally, a loader (not shown) may be
used. The loader initializes the dispatchers by providing them with, e.g., starting values,
program code, parameters, etc. Also, the loader may be arranged to obtain a final result of the
computations from one or more of the first plurality of dispatchers 110. Optionally, a final
result may also be obtained directly from one or more of the second plurality of processing
devices 130 and the router 140; for example, by reading a result from a memory of a
dispatcher.

The third plurality of commands is sent via connection 102 to distributor 120.

Connection 102 may operate sequentially. For example, commands that are produced in
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parallel may be serialized before going over connection 102. Connection 102 may also
comprise more than a single connection from the first plurality of dispatchers 110 to
distributor 120. Connection 102 may also be fully parallel, in that each dispatcher has its own
connection to the distributor 120. The first plurality of dispatchers 110 act as source circuits
to distributor 120. To support parallel connections, distributor 120 may be arranged with
multiple input ports.

Distributor 120 receives commands from the first plurality of dispatchers 110,
via connection 102. Distributor 120 also receives availability signals from the second
plurality of processing devices 130. The availability signal may go upstream using
connection 104, but practically may also use another connection (not shown).

Typically, electronic circuit 100 works in an iterative nature: First of all, the
first plurality of dispatchers 110 dispatch commands which are processed by the second
plurality of processing devices 130. The results of the processing are received by the first
plurality of dispatchers, who possibly in dependency on the results, produce new commands.
The new commands are processed by the second plurality of processing devices 130 thereby
producing new results. The first plurality of dispatchers 110 and second plurality of
processing devices 130 alternately use each others results in a new round of computations.
This iterative process can at some point terminate. For example, the dispatchers may note that
some predetermined termination condition is met, for example, the data on which the
computations take place has been exhausted. Also, the iteration may terminate after a
predetermined number of rounds. The iteration may also terminate after some predetermined
amount of time, for example, by adding interrupt capabilities to the electronic circuit. Note
that the process may also be terminated by an external operator, for example, an operating
system.

A computation performed by the electronic circuit according to the invention
may proceed in a number of repeating orderly rounds of computation. However, a more
preferable implementation proceeds more irregular, wherein the components of the electronic
circuit operate asynchronously. For example, a dispatcher may forward a new command as
soon as it has the inputs needed for the new command. Similarly, as soon as the distributor
receives a command from a dispatcher it may forward the command as soon as a processing
device is available. Similarly, a processing device can proceed with forwarding a result as
soon as it finishes a processing. An advantage of this asynchronous mode of operation is that
a processing device can be occupied with useful work as soon as it is available. In this way

the capabilities of the electronic circuit are more fully exploited.
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Upon receiving a specific command from first plurality of dispatchers 110, via
connection 102, the distributor selects a specific processing device from those processing
devices that indicate via an availability signal that they are available. Embodiments for the
distributor 120 are expanded upon below. The specific command is forwarded by distributor
120 to the specific processing device, via connection 104. Note that the command itself does
not necessarily need to indicate by which processing device the command is to be processed.
Preferably, each command may be distributed to any available one of the second plurality of
processing devices 130.

Optionally, some processing devices may only be reachable from some of the
first plurality of dispatchers, for example, in case the distributor is implemented as a partial
network. This has the advantage that the complexity of the distributor is reduced, as fewer
connections need to be made. On the other hand, the potential disadvantage of not being able
to reach all processing devices is significantly reduced as long as most dispatchers can reach
more than one processing device.

After a specific processing device has received a specific command, the
processing device will process the command. For example, the command may, e.g., comprise
a first vector and a second vector and a command indication. The command indication may
indicate, ¢.g., that the first vector is to be added to the second vector, or subtracted, or that
their dot product must be calculated, etc.

The second plurality of processing devices 130 together produces a fourth
plurality of results. The fourth plurality of results is sent to router 140 via connection 106.
Typically, a result comprises an indication to which one of the first plurality of dispatchers
110 the result is to be sent. For example, a dispatcher may include in a command it
dispatches a number indicating to which dispatcher or dispatchers the eventual result should
be sent. A dispatcher may request the result to be sent to itself, but may also request the result
to be sent to another dispatcher. The indication to which dispatcher a result must be sent to,
can also be a result from the processing of the command, done by a processing device.

By design or by accident a first one of the second plurality of processing
devices 130 and a second one of the second plurality of processing devices 130 may have
substantially different processing speeds even though they are in principle able to perform the
same processing. Even if the first processing device is of the substantially a same
configuration as the second processing device this may be the case. As a result of the ever

decreasing size of processing devices their processing speeds may increasingly diverge.
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The configuration of electronic circuit 100 is able to utilize a large part of the
combined capabilities of the first processing device and the second processing device. As the
third plurality of commands are sent to the second plurality of processing devices 130, each
processing device may be occupied with a new command to process as soon as the
processing device is finished with a previous command.

Optionally, the second plurality of processing devices 130 includes designs of
multiple types. For example, the second plurality of processing devices 130 may comprise a
first set of processing devices with a design of a first type and a second set of processing
devices with a design of a second type. The second set may, for example, only contain a
single processing device. A command is called a typed command if the command comprises
a type indication. A typed command indicates to the distributor that the command must be
executed on a processing device of the particular type indicated by the type indicator. The
advantage is that a processing device type that is used frequently, and of which type many
may be available, can be used to their maximum combined processing speed. At the same
time there may be a few special processing devices that are needed less frequently, and of
which only few or even one is available.

A type indicator may be a number, indexing in a list of possible types. A type
indicator may be a string of bits, each bit indicating a particular capability a processing
device should at least have. In this case the distributor could distribute, ¢.g., forward, a
command to the first available processing device that at least meets all the indicated
capabilities. If distributor 120 receives a typed command, the distributor 120 will forward the
typed command to a processing device which is of the indicated type and which is available,
e.g., the first such one.

Distributor 120 may employ a buffer for the situation that no processing
device is available. The buffer can temporarily store commands until a processing device
becomes available. Distributor 120 may also include a stalling module. In case the buffer is
full and/or almost full the stalling device signals the dispatchers with a stalling signal that
they should cease sending commands. In such an embodiment the dispatchers are arranged to
receive a stalling signal and will stop sending commands. When the buffer becomes
sufficiently empty the staling stalling module may send a resume signal to the dispatchers,
upon receiving such, the dispatchers will resume sending commands.

Fig. 2 illustrates a distributor 200 comprising a network 202 comprising

distributor circuits 210.
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Such a network 202 of distributor circuits 210 is described more completely in
co-pending European patent application with title “Circuit with network of message
distributor circuits.”, filed on 13.07.2007, with application number 07112419.2, and the
corresponding PCT application filed on 07.07.2008, with application number
1B2008/052728, herein incorporated by reference in its entirety. In particular the description
describing the Figures: Fig. 1 showing a circuit; Fig. 1a showing a basic distributor circuit;
Fig. 2 showing a distributor circuit; Fig. 3 showing an alternative distributor circuit 30; Fig.
3a showing a further distributor circuit; Fig. 4 showing part of a distributor circuit.; and Fig.
5 showing a handshake buffer circuit; are helpful for implementing networks of distributor
circuits and variants thereof.

Distributor 200 comprises a network 202 of distributor circuits 210. One
embodiment of a network 202 of distributor circuits 210 is the network 202 formed by a fifth
plurality of distributor circuits 210. Distributor 200 comprises a fifth plurality of distributor
circuits 210. The fifth plurality of distributor circuits 210 is interconnected to form the
network 202 of distributor circuits 210. The fifth plurality of distributor circuits 210
comprises a sixth plurality of distributor circuits 212 and a seventh plurality of distributor
circuits 214. Four distributor circuits are shown individually: a distributor circuit 220, a
distributor circuit 222, a distributor circuit 230 and a distributor circuit 232. The sixth
plurality of distributor circuits 212 comprises distributor circuit 220 and distributor circuit
222. The seventh plurality of distributor circuits 214 comprises distributor circuit 230 and
distributor circuit 232.

The fifth plurality of distributor circuits 210 is coupled to form a network 202.
A distributor circuit typically has multiple source-side interfaces and multiple of consumer-
side interfaces. Each distributor circuit is configured to select over which of the consumer-
side interfaces a command received at a source-side interfaces, will be transmitted. This
selection of the distributor circuit is based, at least partly, on availability signals that the
distributor circuit received on its consumer-side interfaces. If the distributor circuit received
the availability signal directly from a processing device, it signals to the distributor circuit
that it can forward a command to that processing device. If the distributor circuit received the
availability signal from some other distributor circuit, it signals that the other distributor
circuit is able to forward to an available processing device, either directly or indirectly via yet

further distributor circuits.
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A distributor circuit with a single source-side interface and multiple consumer-
side interfaces may help to accommodate some particular number of dispatchers, ¢.g., an odd
number of dispatchers.

The network 202 is coupled between first plurality of dispatchers and second
plurality of processing devices 130. Four dispatchers are shown: a dispatcher 112, a
dispatcher 114, a dispatcher 116 and a dispatcher 118. Also four processing devices are
shown: a processing device 132, a processing device 134, a processing device 136 and a
processing device 138.

Dispatcher 112 is connected to a first source-side interface of distributor

circuit 220.

Dispatcher 114 is connected to a second source-side interface of distributor
circuit 220.

Dispatcher 116 is connected to a first source-side interface of distributor
circuit 222.

Dispatcher 118 is connected to a second source-side interface of distributor
circuit 222.

A first consumer-side interface of distributor circuit 220 is connected to a first
source-side interface of distributor circuit 230.

A second consumer-side interface of distributor circuit 220 is connected to a
first source-side interface of distributor circuit 232.

A first consumer-side interface of distributor circuit 222 is connected to a
second source-side interface of distributor circuit 230.

A second consumer-side interface of distributor circuit 222 is connected to a
second source-side interface of distributor circuit 232.

A first consumer-side interface of distributor circuit 230 is connected to
processing device 132.

A second consumer-side interface of distributor circuit 230 is connected to
processing device 134.

A first consumer-side interface of distributor circuit 232 is connected to
processing device 136.

A second consumer-side interface of distributor circuit 232 is connected to
processing device 138.

Each of the processing devices 132, 134, 136 and 138 is configured to signal

its availability upstream to distributor circuits 230 and 232. Distributor circuit 230 combines
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the received availability signal and is configured to signal upstream to distributor circuit 220
and 222, the availability of at least one of processing devices 132 and 134. Distributor circuit
232 combines the received availability signal and is configured to signal upstream to
distributor circuit 220 and 222 the availability of at least one of processing devices 136 and
138.

Suppose, as an example, that only processing device 136 is available and that
dispatcher 114 sends a command. The availability signal of processing device 136 is received
by distributor circuit 232. Distributor circuit 232 is available to forward a command, since it
can forward the command to processing device 136. Distributor circuit 232 sends the
availability of itself to distributor circuit 220 and 222. The command sent by dispatcher 114
is received by distributor circuit 220. Distributor circuit 220 received an availability signal
from distributor circuit 232 and will forward the command there. Finally, the command is
forwarded by distributor circuit 232 to the processing device which has signaled availability,
that is, to processing device 136.

Note that in between the sixth plurality of distributor circuits 212 and the
seventh plurality of distributor circuits 214 may be any number of distributor circuits, in
particular there may be an eighth plurality of distributor circuits (not shown). Typically, the
consumer-side interface of the first plurality 212 would be connected to source-side
interfaces of the eighth plurality, also consumer-side interfaces of the eighth plurality would
be connected to source-side interface of the second plurality 214.

Use of a network 202 of distributor circuits, such as in distributor 200, has the
advantage that the commands produced by the first plurality of dispatchers 110 may be
forwarded to the second plurality of processing devices 130 in parallel and with little
overhead.

It will be appreciated that networks 202 of distributor circuits can easily be
constructed of various network sizes. For example, by adding more dispatcher circuits more
dispatchers can be accommodated and/or more processing devices can be accommodated. It
is not necessary that all processing devices can be reached from all dispatchers, although
preferably all dispatchers can reach at least multiple processing devices.

Fig. 3 illustrates in a block diagram a further embodiment of the distributor:
distributor 300. Distributor 300 comprises a buffer 302, a multiplexer 304, a connection 306
and a connection 308. The first plurality of dispatchers 110 sends the third plurality of
commands via connection 102 to buffer 302. In buffer 302 the third plurality of commands

are serialized. Buffer 302 forwards the third plurality of commands one-by-one to
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multiplexer 304 via connection 306. Multiplexer 304 comprises multiple states, the multiple
states indicating the availability of the second plurality of processing devices 130,
respectively. Upon receiving an availability signal, or detecting the absence thereof,
multiplexer 304 updates the multiple states, so that they reflect the current state of the second
plurality of processing devices 130. In the Figure four such processing devices are shown:
processing device 132, processing device 134, processing device 136 and processing device
138, each one connected to multiplexer 304.

Upon receiving a command from buffer 302, multiplexer 304 sends the
command to the first processing device that is available. For example, the multiplexer may
use connection 308 from multiplexer 304 to processing device 138, that device is the first
device available. Instead of using the first available device it may be advantageous to use a
random available device.

Fig. 4 illustrates dispatcher 400, which may be used for any one of the first
plurality of dispatchers 110, for example, for dispatcher 112.

Dispatcher 400 comprises a read only memory (ROM) 402, a random access
memory (RAM) 404 and a command producer 406. The amount of ROM 402 and/or RAM
404 that is needed, if any, depends on the algorithm that is mapped onto the electronic circuit
100.

The algorithm is loaded into the dispatchers in the first plurality of dispatchers
110. The dispatchers may be implemented as dispatcher 400. Dispatcher 400 executes a
simple program to create the command from the values contained in the memories: ROM 402
and RAM 404. Command producer 406 is typically a processor, albeit a much lighter-weight
one than the second plurality of processing devices 130. Command producer 406 may also be
implemented as a finite-state machine. An executable program may be comprised in ROM
402 and/or RAM 404.

The dispatchers together apply the algorithm to input data. The dispatchers
control the operations that have to be performed and the data values to be subjected to the
operations. The input values can be read directly from an external memory or other storage
location (neither is shown), but are typically placed inside RAM 404.

The results produced for the commands will typically be received out-of-order
due to variability in the performance of the second plurality of processing devices 130. The
dispatcher is configured to take account of data dependencies. For example, if the result of a
previous command is needed to create a new command, the receiving dispatcher will perform

the necessary bookkeeping to verify that those needed results have been received from one of
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the second plurality of processing devices 130. For example, use may be made of locking,
synchronizing and barriers. If a needed result is not yet received, the dispatchers dependent
on the needed result may, temporarily, stall the production of commands.

Fig. 5 illustrates in a flow chart a method 500 according to the invention.
Method 500 comprises: sending third plurality of commands from first plurality of
dispatchers to a distributor 502; distributing the third plurality of commands from the
distributor to the second plurality of processing devices 130 based on indicated availability
504; processing the third plurality of commands using the second plurality of processing
devices 130 to produce fourth plurality of results 506; receiving from the second plurality of
processing devices 130 the fourth plurality of results in a router 508; and sending the fourth
plurality of results to the first plurality of dispatchers 510.

The order of the steps of method 500 can be varied and some steps may be
executed in parallel, as will be apparent to a person skilled in the art. Also between the steps
of the method other operations can be interposed. In particular it is stressed, that there is no
need for synchronized action. It is most advantageous to execute the method in a distributed
fashion. For example, sending the third plurality of command will typically overlap with and
occur parallel to the processing of those commands.

The present invention, as described in embodiments herein, may be
implemented using a programmed processor executing programming instructions that are
broadly described above in flow chart form that can be stored on any suitable electronic
storage medium. However, those skilled in the art will appreciate that the processes described
above can be implemented in any number of variations and in many suitable programming
languages without departing from the present invention. For example, the order of certain
operations carried out can often be varied, additional operations can be added or operations
can be deleted without departing from the invention. Error trapping, enhancements and
variations can be added without departing from the present invention. Such variations are
contemplated and considered equivalent.

The present invention could be implemented using special purpose hardware
and/or dedicated processors. Similarly, general purpose computers, microprocessor based
computers, digital signal processors, microcontrollers, dedicated processors, custom circuits,
ASICS and/or dedicated hard wired logic may be used to construct alternative equivalent
embodiments of the present invention. In a claim enumerating several means, several of these

means may be embodied by one and the same item of hardware.
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Those skilled in the art will appreciate that the program steps and associated
data used to implement the embodiments described above can be implemented using disc
storage as well as other forms of storage, such as, for example, Read Only Memory (ROM)
devices, Random Access Memory (RAM) devices, optical storage elements, magnetic
storage elements, magneto-optical storage elements, flash memory and/or other equivalent
storage technologies without departing from the present invention. Such alternative storage
devices should be considered equivalents.

While the invention has been described in conjunction with specific
embodiments, it is evident that many alternatives, modifications, permutations and variations
will become apparent to those of ordinary skill in the art in light of the foregoing description.
Accordingly, it is intended that the present invention embrace all such alternatives,

modifications and variations as fall within the scope of the appended claims.
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CLAIMS:

1. An electronic circuit (100) comprising:

- a first plurality of dispatchers (110);

- a distributor (120); and

- a second plurality of processing devices (130) capable of indicating their
individual availabilities through indications;

wherein:

- the first plurality of dispatchers (110) is configured to dispatch a third plurality
of commands to the second plurality of processing devices (130), the dispatching includes
sending the third plurality of commands to the distributor (120);

- the distributor is configured to distribute the third plurality of commands to the
second plurality of processing devices (130) under control of at least the indications;

- the second plurality of processing devices (130) is configured to process the
third plurality of commands to produce a fourth plurality of results; and

- a specific one of the first plurality of dispatchers (110) is configured to
dispatch a specific one of the third plurality of commands, the distributor (120) is configured
to receive the specific command and to forward the specific command to a specific one of the
second plurality of processing devices (130) under control of at least a specific indication
indicated by the specific processing device, the specific processing device is configured to

produce a specific one of the fourth plurality of results.

2. An electronic circuit (100) as in claim 1 comprising a router (140) configured
to receive from the second plurality of processing devices (130) the fourth plurality of results,
the router is further configured to send the fourth plurality of results to the first plurality of
dispatchers; wherein the router is configured to receive the specific result from the specific
processing device and to send the specific result to a particular one of the first plurality of

dispatchers in dependency on the result.

3. An electronic circuit as in any one of the previous claims wherein a first one of

the second plurality of processing devices (130) and a second one of the second plurality of
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processing devices (130) are of substantially a same configuration and have substantially

different processing speed.

4. An electronic circuit as in any one of the previous claims wherein a first one of
the first plurality of dispatchers and a second one of the first plurality of dispatchers are

configured to operate in parallel.

5. An electronic circuit as in any one of the preceding claims, wherein the
distributor (120) comprises a network (202) for selecting by which of the second plurality of
processing devices (130) the commands will be processed, the network comprising a fifth
plurality of distributor circuits (210), each distributor circuit (220; 222; 230; 232) having
multiple source-side interfaces and multiple of consumer-side interfaces, each distributor
circuit (220; 222; 230; 232) being configured to select over which of the consumer-side
interfaces commands from the source-side interfaces will be transmitted towards the
processing devices (130), based at least partly on signals from the consumer-side interfaces
that indicate a current availability to forward the commands via the consumer-side interfaces,
wherein said first plurality of dispatchers (110) are coupled to source-side interfaces of a
sixth plurality of the distributor circuits (212) in the network and said processing circuits are
coupled to consumer-side interfaces of a seventh plurality of distributor circuits (214) in the
network, the consumer-side interfaces of the distributor circuits in the first plurality (212)
being coupled directly or indirectly to the source-side interfaces of the distributor circuits in
the second plurality (214), with a connectivity so that at least two of the first plurality of
dispatchers (110) that are coupled to different ones of the distributor circuits in the fifth
plurality (212) are both coupled to all of said second plurality of processing devices (130) via
the distributor circuits of the seventh plurality (214).

6. An electronic circuit as in any one of the preceding claims, wherein:

- a set of at least two of the processing devices are of a first type;

- a typed command of the third plurality of commands includes a type indication
for the first type;

- the distributor is arranged to distribute the typed command to a processing

device from the set, indicating availability.
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7. An electronic circuit as in any one of the preceding claims, wherein said

electronic circuit is arranged to operate asynchronously.

8. A further electronic circuit (100) comprising a first electronic circuit as in
claim 1 and a second electronic circuit as in claim 1, wherein the first plurality of dispatchers
(110) comprised in the second electronic circuit are configured to receive the fourth plurality
of results from the second plurality of processing devices (130) comprised in the first

clectronic circuit.

9. A method for exploiting a second plurality of processing devices, each one of
the second plurality of processing devices capable of indicating its availability, comprising:
- sending a third plurality of commands from first plurality of dispatchers to a
distributor;

- distributing the third plurality of commands from the distributor to the second
plurality of processing devices based on indicated availability;

- processing the third plurality of commands using the second plurality of
processing devices to produce a fourth plurality of results;

- receiving from the second plurality of processing devices the fourth plurality
of results in a router; and

- sending the fourth plurality of results to the first plurality of dispatchers.
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