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A B S T R A C T   

Early design decisions influence the performance of a building significantly. Yet, computational 
support for performance assessment during early design is very limited. This research proposes an 
analysis pipeline for the accurate and comprehensive assessment of building performance by 
integrating simulation-based analysis tools that perform daylighting, computational fluid dy-
namics, energy, and contaminant transport simulations, as well as wind tunnel testing that per-
forms velocity and pressure measurements to generate wind pressure coefficients. The pipeline is 
implemented in three different ways: hybrid, model-based, and empirical workflows. The hybrid 
workflow combines computational fluid dynamics simulations and wind tunnel testing, while the 
model-based and empirical workflows utilize computational fluid dynamics simulations and wind 
tunnel testing, respectively. In the pipeline, computational fluid dynamics is used early on to 
evaluate a high number of alternatives, leading to the selection of a limited number of good- 
performing options. Following this, wind tunnel testing is used to “correct” the initial wind 
pressure coefficient results for increased accuracy. Therefore, a hybrid approach operating with 
high accuracy that can effectively explore the design search space is needed. The pipeline is tested 
on a hypothetical office building with different shading device configurations. The coupling of 
computational and physical testing methods in a hybrid workflow significantly enhanced the 
accuracy of airflow-related data, which is underestimated by 15.4% using the model-based 
workflow. Moreover, the hybrid workflow managed the complexity of the design search space 
by the assessment and elimination of different design alternatives by the stepwise simulation 
workflow. The inclusion of shading devices also improved the accuracy of airflow-related data. If 
the shading devices had not been modeled for the simulations and had not been tested, the results 
would have overestimated the ventilation rate by 85% and underestimated the ventilation rate by 
1.4%, respectively. The study’s contribution is significant as it proposes a pipeline for a more 
accurate and comprehensive assessment of building performance, which can inform design de-
cisions and improve the overall building’s performance.  
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Nomenclature 

Variables 
ρair [kg/m3] Air density 
ρeff [g/cm3] Effective particle density 
CCLBR [#/m3] Contaminant concentration level at the breathing zone 
CCLtotal [#/m3] Total contaminant concentration level 
Cp - Wind pressure coefficient 
Dmean [nm] Mean particle diameter 
Rgen [#/h] Contaminant generation rate 
Rinh [m3/h] Inhalation rate 
Ti [◦C] Indoor air temperature 
To [◦C] Outdoor air temperature 
tdis [HH: MM] Time of discharge 
tinf [HH:MM] Time of infection 
VPinh [#/m3] Inhaled virus particles 
U∞ [m/s] Free-stream wind speed 
Qvent [W] Ventilation sensible heat loss 

Acronyms 
ACH Air change per hour 
AFN Airflow network 
BPS Building performance simulation 
BR Blockage ratio 
BZ Breathing zone 
CCL Contaminant concentration level 
CD Computational domain 
CFD Computational fluid dynamics 
DGP Daylighting glare probability 
DLA Daylighting autonomy 
IAQ Indoor air quality 
MAE Mean absolute error 
MAPE Mean absolute percent error 
NV Natural ventilation 
PIV Particle image velocimetry 
PR Perforation ratio 
p Pressure 
SC Scenario category 
SD Shading depth 
SHGC Solar heat gain coefficient 
UDI Useful daylight illuminance 
VP Virus particles 
WPP Wind pressure profiles 
WTT Wind tunnel testing 
WWR Window-to-wall ratio  

1. Introduction 

Natural ventilation (NV) is important for ensuring healthy and comfortable indoors for building occupants. NV improves indoor air 
quality (IAQ) and occupants’ well-being by replacing contaminated and warm air with fresh air [1]. Poor indoor conditions due to 
insufficient ventilation may also trigger health problems such as asthma, allergy, breathing problems and airborne virus transmission 
risks such as COVID-19, SARS and MERS (twice to five times high as compared to outdoors) [2,3]. NV improves thermal comfort by 
passively cooling the building, resulting in reduced energy demand, HVAC dependency and carbon emissions [4–6]. As NV is related to 
many factors, including energy demand, indoor air contamination and occupants’ well-being, integrated and systematic analysis 
approaches are essential to satisfy all performance objectives. One of the significant aims of these approaches has been to develop 
holistic and hybrid strategies to satisfy multiple performance targets [7,8]. Such integrated approaches necessitate the knowledge and 
expertise of various disciplines and, therefore, should combine multiple evaluation methods and tools [9,10]. Buiding performance 
simulation (BPS) is integral to these approaches due to its capacity in quantitatively evaluating distinct performance parameters 
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related to energy use and indoor environmental conditions [11]. 
In existing studies, energy performance is evaluated in combination with daylight illumination [12–15], visual comfort [16,17] and 

thermal comfort [18,19]. NV is evaluated in the context of energy performance [5,20–24], thermal comfort and indoor air quality 
[25–33]. However, NV has not so far been considered as part of an integrated assessment of daylighting, energy performance and 
indoor air contamination in the literature. This research addresses the need for a combined analysis of these performance measures. 

1.1. Existing studies on NV and indoor air contamination 

Previous research has shown that the physical conditions in the built environment can be instrumentalized to control NV and 
reduce the airborne contamination hazard [34–38]. Indoor microclimate conditions (i.e., air temperature, humidity, draft) also 
directly affect ventilation and the contaminant dispersion behavior, which are also related to the physical conditions of the built 
environment [39–42]. Previous ventilation and contaminant studies dominantly focus on the role of mechanical ventilation [43–48]. 
However, the impact of NV on indoor air contamination remains limited in the literature. 

The calculation of actual microclimatic data necessitates wind pressure coefficient (Cp) values [49] with high accuracy. Cp is a 
non-dimensional parameter indicating the wind-driven pressures at particular points in the geometry relative to the free-stream dy-
namic pressure, which is particularly crucial for modeling NV to predict indoor microclimate accurately [59]. Computational fluid 
dynamics (CFD) simulations or wind tunnel testing (WTT) are widely used to simulate fluid-flow behavior and obtain Cp values [6]. 
CFD simulations, although high in computational cost, can help the exploration of a large number of design alternatives. WTT, on the 
other hand, is laborious and expensive due to the physical modeling and wind tunnel infrastructure it requires. Therefore, the solution 
space that WTT can analyze is significantly smaller than that of CFD. Nevertheless, WTT is considered the most reliable method to 
quantify airflow behavior [50,51]. 

Indoor contaminant assessment also necessitates accurate microclimate data in relation to spatial variation. In the literature, there 
are various contaminant assessment methods, including the Wells-Riley model [47,52–54], the Monte-Carlo method [55–59] and 
dose-response models [60–62]. These methods (i) assume contaminant concentration as constant and steady and (ii) neglect spatial 
variations of the contaminant dispersion [63]. However, actual contaminant dispersion is often non-uniform, and indoor environ-
mental conditions considerably impact contaminant distribution, transportation, dilution and removal [64]. Therefore, contaminant 
simulations appear to be a viable alternative to the abovementioned methods as they model accurate microclimate and spatial 
variations. 

For the accurate calculation of ventilation and the microclimatic data, the impact of auxiliary façade components such as shading 
devices on building performance must also be considered. Shading devices are widely used, particularly in office buildings, for 
effective solar control. They also have a considerable effect on airflow behavior since they define inlet and outlet characteristics. 
Existing literature largely focuses on the optimization of daylighting and thermal performance of shadings [65]. There are also a 
number of studies that evaluate he impact of shading devices on NV either in isolation [66–68] or within a limited scope (i.e., only 
thermal performance) [69,70]. However, the combined impact of shading elements on energy, daylighting and NV-related parameters 
remain neglected in the literature. Analysis approaches should take into account the influence of shading devices on NV-related 
performance measures in combination with energy and daylighting parameters. 

1.2. Aim of the study 

This research problematizes the lack of integrated assessment strategies supporting the evaluation of NV, contamination, energy 
and daylighting performance. Particularly, disregarding NV and airflow data runs the risk of reducing the level of accuracy of all 
performance measures. CFD tools and WTT, the two alternative methods that can be used to calculate airflow, have different disad-
vantages regarding low levels of accuracy, required time and monetary cost. Therefore, a hybrid approach operating with high ac-
curacy that can effectively explore the design search space is needed. In this respect, this study aims to develop an integrated pipeline 
that supports the analysis of NV and contaminant-related building performance in addition to daylighting illumination and energy use. 

The pipeline successively couples simulation tools (daylighting, energy, contaminant simulations) to calculate performance ob-
jectives. CFD simulations and physical testing are integrated into this pipeline to account for NV-related airflow effects. In the pipeline, 
CFD is used early on to evaluate a high number of alternatives, leading to the selection of a limited number of good-performing options. 
Following this, WTT is used to “correct” the initial Cp results for increased accuracy. 

The pipeline is tested using a hypothetical office building with different shading device configurations. We implement the pipeline 
in three ways. The first workflow combined CFD and WTT, as explained above. The second and third workflows utilize only CFD and 
WTT, respectively. The separate implementation of these workflows allows us to present a comparative analysis between the analysis 
results and eventually provide insight into the benefits and challenges of the simulation-based and physical testing-based methods. 

1.3. Novelty and contribution of the study 

The study’s contribution is significant as it proposes an integrated pipeline for more accurate and comprehensive assessment of 
building performance, which can inform design decisions and improve the overall building’s performance. Specifically, the contri-
bution of this paper is four-fold. 

[1]The developed pipeline integrates NV (including indoor air contamination), daylighting and energy-related performance 
measures, which are evaluated concomitantly, that enables multi-criteria performance assessment, 
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[2]The developed pipeline integrates parametric modeling, simulation-based analysis, and physical testing-based methods. By 
coupling computational (CFD) and physical testing (WTT) methods, the pipeline can increase the accuracy of airflow-related data. 
The CFD and WTT have their own advantages and disadvantages. While CFD analysis is cost-effective and fast, it can have limited 
accuracy due to the many assumptions it requires during modeling. WTT, on the other hand, is generally regarded as more accurate 
than CFD, but its physical test setup is expensive and time-consuming. Nevertheless, with the developed pipeline CFD and WTT are 
combined to overcome the disadvantages of using either method alone, such as low accuracy or preparation of the physical test set 
up, 

[3]Practical implications of the pipeline include managing design alternatives and simulation workload, reducing the design search 
space to a limited number of alternatives. The pipeline employs a hybrid approach that uses CFD and WTT at different stages to 
calculate airflow behavior accurately and effectively explore the design search space. The hybrid workflow can be used first to 
reduce the number of design alternatives, followed by physical testing for a few good-performing design alternatives. The targeted 
high accuracy levels and the physical/computational cost of analysis can be undertaken for mission-critical buildings. For relatively 
low-risk projects with limited time and budget, the accuracy of CFD testing may suffice and the pipeline can be implemented 
without WTT. In this respect, the hybrid workflow managed the complexity of the design search space by assessing and eliminating 
different design alternatives through the stepwise simulation workflow, 

[4]Modeling shading devices has led to improved accuracy of airflow-related data and reliable performance analysis results. As we 
modeled and analyzed the shading devices for an office building, we achieved more precise airflow-related data and, thus, rela-
tively more reliable performance analysis results, as discussed in section 4.3. 

The rest of this paper is structured as follows: Section 2 outlines the methodology, the developed pipeline and the performance 
framework as study metrics. Section 3 presents the case study setup for the pipeline implementation. Section 4 discusses the findings 
and results of the pipeline implementation. Section 5 presents the main conclusions. 

2. Methodology 

In this study, we present an integrated analysis pipeline to evaluate the impact of NV on energy performance and indoor air 
contamination dispersion. The pipeline sequentially integrates several separate simulation-based analysis tools that perform 
daylighting, CFD, energy and contaminant transport simulations, and WTT as a physical testing method that performs velocity and 
pressure measurements (Fig. 1). Each tool requires an individual simulation and/or physical model. Daylighting, CFD and energy 
simulation tools are already integrated into the 3D parametric design environment, enabling the rapid generation of simulation models 
based on the generated parametric 3D geometry model [71]. The pipeline defines the relationship/data flow/integration between 
these simulation tools and also integrates contaminant simulations into the workflows. 

The pipeline can be utilized in three different workflows regarding the airflow calculation method, more specifically the method of 
generating and obtaining Cp values: model-based, empirical, and hybrid (Fig. 1). Model-based workflow utilizes only CFD simulation 
models, empirical workflow utilizes only wind tunnel tests and hybrid workflow utilizes both for airflow calculation. Depending on the 
expected/targeted accuracy in analysis results, the airflow data (i.e., Cp) can either be generated by CFD, WTT, or both. In the hybrid 
workflow, Cp is first generated by CFD, then improved by WTT for two reasons. First, CFD can be computationally and time-wise costly 
to obtain airflow data with high accuracy since the accuracy of the simulations depends on a number of factors (i.e. size of the 

Fig. 1. Pipeline data flow diagram (DLA: daylighting autonomy, UDI: useful daylighting illumination, DGI: daylighting glare probability, Cp: wind pressure coefficient, 
Qvent: ventilation sensible heat loss/gain, Ti: indoor air temperature, ACH: air change per hour, CCL: contaminant concentration level, tdis: time of contaminant 
discharge, tinf: time of infection). The results of the outputs in blue will be presented in section 4. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the Web version of this article.) 
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computational domain, quality of computational grid, turbulence models, boundary conditions and iterative convergence levels) [72]. 
Compared to CFD, WTT provides relatively higher accuracy in airflow data [50], yet building several test models for different designs 
and wind tunnel operation time can be costly. Second, the design search space potentially involves a large number of possible design 
solutions due to 3D parametric design generation, which should be reduced to decrease the computational and time-wise cost for 
simulations and physical testing. Therefore, the hybrid workflow first utilizes CFD to reduce the design search space size by relying on 
CFD-generated Cp and then employs WTT to increase the accuracy of Cp data for the reduced design search space. To demonstrate the 
impact of the accuracy of the different approaches, this research implemented three workflows separately and performed comparative 
analyses of their results, as presented in section 4. 

The pipeline starts with the generation of a 3D parametric geometrical model and context input (weather and urban geometry 

Table 1 
Performance measures, outputs and analysis tools.   

Related metrics/Output 
(s) 

Aspect Quantify (Q) Performance target Tool(s) 

Benchmark (B) 

Define (D) 

Natural Ventilation 
and 
Contamination 

Ventilation rate [ACH] Fresh Air Q: Fresh air 5 to 15 ACH [73] EnergyPlus [74] via 
Honeybee, Ladybug Tools 
[71], IDF Editor 

B: with IAQ guides 
D: Ventilation adequacy 

Indoor Airflow 
Velocity [m/s] 

Air Velocity Q: Air velocity <0.3 m/s [75] 
B: with IAQ guides 
D: Indoor draught state 

Indoor Air 
Contamination CCL 
[#/m3], tinf, tdis [HH: 
MM] 

Contaminated 
Air 

Q: Amount of particles *Contaminant concentration 
level < infectious dose 

NIST CONTAM [76] 

Time of discharge *Discharge period 
B: with uncontaminated 
room conditions 

*Time of infection [34] 

D: Concentration level 

Energy Indoor Air 
Temperature Ti [◦C] 

Air 
Temperature 

Q: Temperature 21-23 ◦C in winter and 
22–24 ◦C in summer for office 
spaces [75] 

EnergyPlus [74] via 
Honeybee, Ladybug Tools 
[71], IDF Editor 

B: with IEQ 
D: ΔT, Cooling/Heating 
impact of natural 
ventilation 

Ventilation Sensible 
Heat Loss 
Qvent [W] 

Cooling Q: Heat loss - 
B: ΔQ 
D: Cooling impact of 
natural ventilation 

Daylighting Daylighting Autonomy 
DLA [%] 

Daylight Q: percentage of the 
time above the 
illuminance threshold 

For office tasks, 300–500 lux 
(shallow plan) 

Radiance [78] 
operationalized via 
Honeybee, Ladybug Tools 
[71] B: with IEQ guides 500–700 lux (deep plan) [77] 

Define: Daylighting 
adequacy 

Useful Daylight 
Illuminance UDI [%] 

Daylight Q: percentage of the 
time between 200 and 
1000 lux 

UDI-fell short <100 lux 

B: with IEQ guides UDI-exceeded>2500 lux 
D: Daylighting adequacy 100<UDI- 

supplementary<500lux 
500<UDI- 
autonomous<2500lux 
[79] 

Daylighting Glare 
Probability DGP [%] 

Glare Quantify: Excessive 
daylight 

Imperceptible (DGP<35%) 

Benchmark: with IEQ 
guides 

perceptible (35%<DGP<40%) 

Define: Glare 
probability 

intolerable (45%<DGP) [80] 

Geometry Model 3D parametric 
geometry and 
simulation models 

- Rhinoceros 3D [81] and 
Grasshopper 3D [82] 

Intermediary 
Outputs 

Cp and indoor airflow 
pattern 

- CFD: OpenFOAM [83] 
operationalized via 
Butterfly, Ladybug Tools 
[84] 
WTT (pressure and PIV): 
Medium-scale suction type 
wind tunnel  
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data). Three main analysis steps in the pipeline are daylighting, energy and contaminant transport simulations. Daylighting simula-
tions can be considered as a first stage to reduce design search space that ensures the acceptable IEQ by means of daylighting. The 
pipeline utilizes CFD and/or WTT as intermediary steps to provide airflow data to energy and contaminant transport simulations. 
Based on CFD and/or WTT analysis results, Cp values are generated and integrated into the energy analysis to calculate Ti values. 
Subsequently, in all three workflows, Cp and Ti values are integrated into contaminant transportation simulations to calculate indoor 
contaminant levels. Based on the results, the performance measures listed in Table 1 are calculated. 

In the paper, a number of error analyses are also performed by employing Mean Absolute Error (MAE) and Mean Absolute Percent 
Error (MAPE) to compare the datasets and to calculate the deviation or discrepancy between the datasets. MAE measures the absolute 
difference, while MAPE measures the percent difference between the two sets of data [85]. In our study, error analysis is performed to 
ensure (1) grid quality of CFD analysis, (2) repeatability of WTT measurements, and (3) error between the results generated by the 
workflows. 

Design integration: The pipeline can also be used either for a single design to improve design decisions by obtaining performance 
feedback or for several design alternatives to be compared/benchmarked to generate/select the final design alternative(s) (Fig. 2). The 
pipeline is specifically designed to be implemented in several stages that enables the comparison between the design alternatives to 
reduce the size of the design search space. 

2.1. Simulation-based analyses 

2.1.1. Daylighting simulations 
Daylighting simulations calculate useful daylighting illuminance (UDI), daylighting autonomy (DLA) and daylighting glare 

probability (DGP). UDI and DLA are calculated by grid-based simulations while DGP is calculated by image-based simulations. 
Daylighting simulations require a simulation period, an hourly weather file and a sky model based on this hourly weather file. 

The daylighting models are generated using the 3D parametric models of an office building. For the grid-based simulations, a test 
grid with the desired grid resolution is established (Fig. 3a). For the image-based simulations, four viewpoints are identified (Fig. 3b). 
Two sky models are generated as (1) climate-based sky (exact sky conditions based on the EPW file for the selected period) for UDI and 
DLA and (2) standard CIE sky (existing sky-defining luminance distributions of commonly simulated sky conditions) for DGP. 

Fig. 2. Pipeline design integration diagram.  

Fig. 3. Daylighting simulation setup (a) an office plan showing the analysis grid and viewpoints for daylighting simulations, and (b) an interior perspective of the 
office showing the viewpoints and the façade. 
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2.1.2. CFD simulations 
CFD simulations are used to study airflow behavior around objects that are exposed to fluid flows. CFD simulations are based on the 

numerical solution of the Navier-Stokes equations in a computational domain. The pipeline utilizes CFD simulations to obtain wind 
pressure data for preliminary ventilation and energy performance assessment. By use of the wind pressure data, Cp values are 
calculated and used to generate the wind pressure profiles (WPP) at each opening as follows [83]: 

Cp =
p

0.5 ρair U2
∞

(1)  

where p is the pressure obtained from CFD test points on the openings, ρair is the air density (1.225 kg/m3) and U∞ is the free-stream 
wind speed (U∞ = 4.3 m/s). 

CFD models are generated using 3D parametric geometry models. The accuracy of CFD simulation results depends on the 
computational domain (CD), quality of analysis grid (meshing and resolution), turbulence models, boundary conditions and iterative 
convergence levels [72]. CD is determined by the best practice guidelines developed by Ref. [86]: the vertical extension and lateral 
extensions are 5H = 500 m, the leeward extension is 15H = 1500 m and the windward extension is 3H = 300 m, where H is the building 
height (H = 100 m) (Fig. 4). The openings are defined as flow domains and Cp is calculated in these regions. As a result, the boundary 
conditions for the contamination simulations are obtained. 

Constructing a computational grid (mesh) is the division of the air volume in/around the building geometry into discrete 
computational cells [9]. The number of cell elements determines the computational cost of CFD simulations and the accuracy of the 
analysis results [9]. The mesh is generated by blockMesh and snappyHexMesh utilities, mesh generators of Open FOAM. blockMesh 
constructs parametric meshes with grading and curved edges and decomposes the domain into 3D hexahedral blocks [87]. snappy-
HexMesh constructs 3D meshes of hexahedra and split-hexahedra cells, enabling the iterative refinement of the base mesh [87]. First, 
blockMesh is used to generate a base-level mesh, and then, the mesh is re-constructed and refined by snappyHexMesh. 

Grid sensitivity analysis is a common practice to determine the mesh quality and the accuracy of the simulation results. A grid 
convergence study is performed for the baseline case. Three grids are constructed as (1) coarse (1645529 cells), (2) medium (2291234 
cells) and (3) fine (2648342 cells). The grid quality is controlled by snappyHexMesh’s global refinement and surface feature level pa-
rameters, which are altered for each grid. The resulting grids are checked by checkMesh. MAE values are calculated for the scalar 
velocity and pressure values of the 118 points of the analysis grid (Table 2). The fine mesh setup is selected for further CFD simulations 
based on the MAE values. 

The wind speed and its direction at the inlet of the computational domain are required for the CFD simulations. CFD solutions also 
require boundary conditions such as inlet/outlet properties or surface roughness [9]. The simulations are performed for a uniform 
cityscape, which is a terrain that is covered by buildings with similar heights. The aerodynamic roughness is defined as z0 = 1 m. The 
reference wind speed at zref = 50 m is 4.3 m/s. There are a number of turbulence models, and selecting an appropriate turbulence 

Fig. 4. Flow domain and the selected mesh.  

Table 2 
MAE for the coarse, medium and fine meshes.  

Mesh Comparison MAE 

Scalar Velocity [m/s] Pressure [Pa] 

Coarse - Medium 0.4 6.9 
Medium - Fine 0.01 0.09  
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model has a crucial impact on the results [72]. The simulations are performed with Reynolds-Averaged Navier Stokes (RANS) 
equations and k-ε turbulence model for steady incompressible flows via SIMPLE (Semi-Implicit Method for Pressure Linked Equations) 
algorithm. Iterative convergence criteria determine the convergence level of the results. In order to achieve tightly converged results, 
the convergence level is set to 1E-06 for all residuals, as established in the best practice guideline by Franke et al. (2011) [86]. The 
simulations are performed for four cardinal directions. Finally, Cp values for the cardinal directions are calculated by Eqn (1) and 
integrated into the energy simulations. 

2.1.3. Energy simulations 
Energy models are generated using the 3D parametric geometry models. Opaque and transparent surface materials are defined as 

mentioned in section 3.1. Weather data is obtained from the EPW file. Internal loads (people, lighting, and equipment) are defined 
using the pre-defined EnergyPlus schedules for an open office. The original modeling environment, Ladybug tools [71], is built upon 
the OpenStudio SDK [88], in which Airflow Network (AFN) module is not yet implemented [89]. AFN is a crucial component of the 
energy model, which simulates the performance of an air distribution system and supply/return leaks, airflow-induced thermal 
buoyancy and calculates multizone airflow induced by wind and HVAC systems [90]. In EnergyPlus, there are two possible repre-
sentations for NV: ‘Wind and Stack Area’ and AFN. AFN-integrated energy simulations are more accurate as they can incorporate actual 
Cp values in the calculations. Accordingly, AFN is used to calculate the transient thermal conditions affected by the airflow distribution 
through NV. Therefore, energy analyses are performed in two stages (Fig. 5). The first energy model is built using the parametric 3D 
modeling environment, addressed as the “raw energy model” in this study. Following, an IDF file is generated by Honeybee [71] from 
the raw energy model, which is then corrected by integrating Cp values calculated either by CFD or WTT to AFN using the IDF Editor. 
Thus, the CFD-corrected and WTT-corrected energy models are built. As a result, hourly Ti values are obtained, which are then 
averaged for the analysis period and used in contaminant analysis. 

The results of CFD and initial energy simulations can guide designers sufficiently in the selection of design alternatives for pre-
liminary design stages. Nevertheless, performing CFD simulations depend on a wide range of parameters and often require high 
computational power and domain expertise, which brings a trade-off between accuracy and complexity [91]. In this respect, it is 
required to validate and verify CFD simulations with experimental data obtained from WTT or in-field measurements to improve the 
solution accuracy [50,91], which is particularly critical for the accurate calculation of the actual indoor microclimatic conditions. 
Therefore, the pipeline adopts a hybrid approach in which CFD simulations are only used for preliminary design feedback whereas 
wind tunnel measurements are employed to obtain accurate Cp. 

2.1.4. Contaminant simulations 
Contaminant simulations calculate the transport behavior of airborne particles. So far, the existing contaminant simulations are not 

coupled yet with 3D parametric design environments. To integrate them into our pipeline, first, the building geometry is required to be 
modeled in the contaminant analysis tool. Accordingly, a building geometry is generated in the 2D CONTAM SketchPad. Contaminant 
simulations also require occupancy schedules and weather data. A weather file is needed in WTH format, which can be converted from 
EPW files using CONTAM Weather File Creator online tool [92]. The transient outdoor air temperature values (To) are extracted from 
the EPW-converted WTH weather file. Contaminant simulations require a contaminant model consisting of contaminant specifications 
such as molecular weight, particle diameter and effective density, defining the particle’s transportation behavior [93]. The contam-
inant specifications are used as input in CONTAM, as mentioned in section 3. CONTAM constant-coefficient contaminant model is 
used, which also necessitates contaminant generation and removal rates. Contaminant generation rate (Rgen) is a measure of the virus 
particles emitted by a contaminant source and introduced into space [76]. The removal rate is a measure of the virus particles that the 
contaminant is deposed from the space [76]. In this study, Rgen for COVID-19 is determined based on the empirical research of [94], 
where the average Rgen is 35,366 aerosol virus particles per hour. CONTAM constant-coefficient contaminant model calculates the 
removal rate during the simulations [95]. 

CONTAM performs CFD analyses using CFD0 (CFD zero-turbulence model link) to calculate the indoor contaminant concentrations 
based on the iterative exchange of the boundary conditions [96]. CONTAM-CFD0 link couples a CFD zone and CONTAM AFN for the 

Fig. 5. Energy models.  
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contaminant transport simulations [96]. Once the required data is provided, Cp values on the openings and flow rates are obtained for 
the CFD zone. CFD0 calculates airflow behavior and provides feedback to CONTAM (Wang et al., 2010). For contaminant simulations, 
Cp values are acquired from the CFD in model-based workflow and from the wind tunnel tests in empirical and hybrid workflows. 

Contaminant simulations calculate the number of virus particles (VP) on user-defined test points in the room. First, contaminant 
concentration level (CCL) values are calculated as a mass fraction [kg/kg] and converted to the number of particles per unit volume 
[#/m3] by Eqn (2) [76]: 

#
/

m3 =
kg/kg

ρeff
ρair

1
6 π D3

mean
(2)  

where ρair is the density of air, ρeff is the effective particle density and Dmean is the mean particle diameter. CCL values for the test points 
are calculated by the average integration function in Tecplot 360 EX [97]. Area-weighted average integration calculates the sum of the 
selected parameter of each test point in the zone or specified subset [97]. 

CCL values are calculated as follows. 

(1) The room (CCLtotal): CCLtotal is calculated for the whole room by averaging the timestep CCL (CCLt) values during the simu-
lation period: 

CCLtotal =

∑m

i=1
CCLt

m
(3)  

where CCLt is the value calculated by the average integration of the whole room, i is the timestep and m is the index of the final 
timestep.  

(2) Breathing zone in the room (CCLBR): CCLBR is calculated for the data points (P) between h = 1.20 m and h = 1.80 m height 
levels. 

CCLBR =

∑m

i=1
CCLbrt

m
(4)  

where CCLbrt is the value calculated by the average integration of the breathing zone in the room, i is the timestep and m is the index of 
the final timestep. 

Infection time (tinf) is the amount of time between the contaminant source’s entry into the room and a selected individual’s suc-
cessful infection due to her/his exposure to airborne infectious pathogens. Three parameters are considered to calculate tinf: (i) VPinh is 
the number of inhaled VP [#/m3] during the occupancy period, (ii) the air exchange volume of the occupant and (iii) the infectious 
dose of the bio-contaminant. The inhalation rate (Rinh) is the measure of the inhaled-exhaled air volume, which depends on occupants’ 
metabolic rate, activity level and activity duration [98]. The infectious dose is the number of VP required for successful infection. tinf is 
calculated as follows: 

VPinh =
∑n

i=0
VPi.Rinh (5)  

tinf ,P = tCE + ti (6)  

where Rinh [m3/h] is the inhalation rate of the occupant, VPinh is the number of VP [#] inhaled by the occupant, i is the timestep 
(hourly), VPi is the number of VP for the selected timestep for the selected data point, tinf,p is the time that the occupant (located at point 
p) is successfully infected, tCE is the time that the contaminant enters the room and ti is the amount of time after which VPinh is higher 
than the infectious dose. The discharge period (tdis) is the time required to discharge the room from the contaminant. tdis is calculated as 
the time between the contaminant source leaving the room and the complete discharge of the contaminant. 

2.2. Model testing 

WTT are generally low-speed experimental procedures based on an airflow acting towards scaled building models [9]. In the 
pipeline, velocity and pressure (internal and surface pressure) measurements are performed to explore the impact of shading devices 
on indoor (Pi) and façade pressure values (Pf), and airflow behavior and indoor airflow velocity. 

Pressure tests: Pressure tests are conducted to obtain the wall pressure values on the model surfaces to calculate wind pressure 
coefficients for the energy and contaminant analyses. Several flexible tubes are mounted on the model surfaces and connected to the 
pressure scanners for pressure measurements. As a result, Cp values are calculated and used to generate the wind pressure profiles 
(WPP) at each opening as follows [51]: 
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Cp =
pₓ − p0

q∞
q∞ =

ρ .U2
∞

2
(7)  

where pₓ is the pressure derived from a test point on the building façade, p0 is the free-stream reference static pressure, q∞ is the 
dynamic pressure, ρ is the air density and U∞ is the free-stream wind speed at the room altitude. Cp values are then integrated into the 
AFN module of the raw energy model. As a result, the WTT-corrected energy model is generated. Energy analysis calculates the final Ti 
values of the design alternatives. Then, Cp and Ti values are used in contaminant analysis to calculate CCL, tdis and tinf. 

Particle image velocimetry tests (PIV): In this study, two-dimensional two-component (2D2C) Particle Image Velocimetry (PIV) 
experiments are performed to obtain two-dimensional velocity fields in a measurement plane and visualize indoor airflow behavior. 
PIV is an optical non-intrusive flow diagnostics method based on measuring the displacements of tracer particles that accurately follow 
the fluid motion [99,100]. In this measurement technique, seeding particles with diameters on the order of 1.0 μm are introduced into 
air flows upstream of the test model. The flow is generally illuminated through a monochromatic light source (i.e., laser) in the form of 
a thin plane (with a thickness on the order of a few milimeters) in 2D PIV applications. A camera records two consecutive images of 
tracer particles within a short time interval. The recorded images are interrogated in sub-regions known as interrogation windows to 
get the average displacement of the tracer particles within these small areas. A velocity vector for each interrogation window is then 
calculated using the obtained displacement vector and the known time interval between the consecutive images. 

2.2.1. Model prototyping 
The prototyping of the physical model is one of the crucial steps of WTT. Two essential parameters determine the properties of the 

prototype: (1) wind tunnel dimensions determining the scale of the model and (2) the measurement technique to be used determining 
the prototyping material (i.e., for PIV measurements, the model should be transparent to allow for optical access to the measurement 
plane whereas pressure measurements do not have such a requirement). The prototype is expected to be robust and resistant to 
breakages and prevent air leakage. The blockage ratio (BR) is an important parameter that determines the model scale based on the 
wind tunnel dimensions. In actual conditions, buildings are located in infinite spaces; however, in WTT, test models are exposed to a 
wind stream with finite cross-section dimensions, which is essentially the cross-section dimension of a closed test section. Therefore, 
scaled building models are subjected to a blockage effect, which can be considered as the change in incoming wind speed or dynamic 
pressure [101]. In order to assess the blockage effect, the BR, which is the ratio of the front face of the building in the flow direction to 
the cross-section area of the wind tunnel test section [86], is evaluated by: 

BR=
Ab

At
.100 (8)  

where Ab is the frontal area of the building in the flow direction and At is the cross-sectional area of the wind tunnel test section. 
Typically, a blockage ratio is expected to be < 5–10% [102]. For higher blockage ratios, a blockage correction is recommended. The 
blockage correction is calculated as [103]: 

Cc =Ce.

(

1 −
m.Ab

At

)

(9)  

where Cc is the corrected coefficient, Ce is the coefficient values calculated based on the WTT, m is the expansion factor for the wake, Ab 
is the frontal area of the building in the flow direction and At is the cross-sectional area of the wind tunnel. Despite the improvements in 
WTT results, the blockage correction may not be adequate to avoid overestimating results (i.e., acceleration), particularly in building 
or urban model tests [104]. Artificial acceleration of the flow may occur at the sides of the model since the lateral walls of the tunnel 
are close to the model [104]. A directional BR can be followed for blockage correction to prevent this artificial acceleration. The 
directional BR is the decomposition of the BR into a lateral horizontal and vertical directions, which are suggested to be less than 17%, 
and calculated as: 

BRL =
Lb

Lt
< 17% (10)  

BRH =
Hb

Ht
< 17% (11)  

where Lb is the cross-sectional length of the building, Lt is the cross-sectional length of the tunnel, Hb is the height of the building and Ht 
is the height of the tunnel [104]. 

In this study, the building model (with a thickness of 5 mm) and shading devices (with a thickness of 4 mm and 6 mm) are 
fabricated out of transparent plexiglass separately (Fig. 6). The building model is mounted between the top and bottom walls of the 
wind tunnel test section to eliminate three-dimensional end effects and perform measurements at the mid-height of the model under 
uniform inflow conditions. The model scale is determined as 1:100 with the corresponding model dimensions of 16 cm x 16 cm x 100 
cm (width x depth x height). The BR and BRL are both obtained as 16%, and BRH is obtained as 1%. Since the BRH and BRL, are smaller 
than 17%, blockage correction is not required [104] and blockage correction is not applied to the calculations. 
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2.2.2. Experimental setup 
The experiments are performed in an open-loop suction-type wind tunnel (RÜZGEM C3 wind tunnel) (Fig. 7). It has an eight m-long 

closed test section with cross-section dimensions of 1 m x 1 m. The test section walls are made of transparent plexiglass to allow for 
optical access. The maximum free-stream velocity is 25 m/s and the turbulence intensity level is less than 0.5%. 

Prior to the actual tests, a short test campaign is run in order to check the repeatability of the measurements. First, the case with the 
flow at 0◦ angle is tested twice for each design scenario (SC) (SC-1A to SC-7A). Following, MAE and MAPE for two data sets of each SC 
are calculated. Each data set consists of 41 measurement points placed on the floor surface of the test section. Average MAE and MAPE 
are calculated for the pressure values as 0.77 and 4.71%, respectively, which may be regarded as negligible deviations [105] in wind 
tunnel test results (Table 3). 

The wind tunnel experiments are performed under a number of assumptions. First, it is assumed that the test floor of the building at 
the given height (i.e., between 48th and 52nd meters of the building) will not be subjected to a significant inflow velocity gradient due 
to the atmospheric boundary layer. Accordingly, the building model is tested under uniform inflow conditions. Second, the dynamic 
flow similarity is not fully satisfied between the wind tunnel measurements and actual conditions due to the limitations of the wind 
tunnel assuming the flow to be independent of the Reynolds number and the Froude number in the measurement regime. Although it is 
expected to observe different characteristics in terms of boundary layer development over the walls and jet flow through the windows 
as a function of the Reynolds number, the general flow pattern, particularly in the interior space, is assumed to be determined by the 
flow separations at the sharp corners of the building geometry, which is relatively insensitive to the Reynolds number. On the other 
hand, since structural vibrations of the building and buoyancy effects are not considered design parameters in the study, the Froude 
similarity is not applied in the wind tunnel experiments. 

Fig. 7. RÜZGEM C3 wind tunnel: views towards a) the test section, and b) the settling chamber.  

Fig. 6. Fabricated shading devices placed in the tunnel, RÜZGEM METU.  

Table 3 
Repeatability test.   

SC-1A SC-2A SC-3A SC-4A SC-5A SC-6A SC-7A AVERAGE 

MAE [Pa] 1.07 0.31 0.1 0.95 1.15 1.31 0.47 0.77 
MAPE [− ] 7.12% 2.04% 0.60% 5.71% 6.90% 7.78% 2.80% 4.71%  
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Pressure Test Setup: Pressure taps should be located on the model to measure wall static pressures in the wind tunnel. For this 
purpose, 16-gauge (1.63 mm) metal and 1.37 mm flexible capillary tubes are employed. The metal and flexible capillary tubes are 
shrink-fitted to each other, while the metal tubes are attached to the holes on the model surfaces. The flexible capillary tubes are 
connected to a 64-channel pressure scanner (Scanivalve MPS 4264) to register pressure values on the pressure taps. 41 and 32 pressure 
taps are mounted on the interior ground surface and the N-S façades of the model (16 for N, 16 for S), respectively (Fig. 8). The models 
are tested for four wind directions for each case to obtain Cp data. The models are also tested for four ordinal wind directions, which are 
diagonal to the model to compare the impact of wind angles on indoor pressure. A step motor is mounted under the test model to 
change its orientation with respect to the uniform free stream (Fig. 9). 

PIV Test Setup: PIV tests are performed for all SC-A (wind direction: North, 0◦) and SC-C (wind direction: South, 180◦) cases to 
visualize the indoor airflow. Fig. 10 shows the experimental setup for the PIV measurements, which consists of a Phantom v641 high- 
speed camera with a Nikon-Nikkor 60 mm lens, a New Solo PIV Nd:YAG laser, a Dantec Dynamics timer box and Dynamic Studio data 
acquisition and analysis software. The laser is placed on a 3-axis traverse, and the light beam is emitted from the laser along the 

Fig. 8. Pressure tap locations on the model (left: interior, right: façades).  

Fig. 9. Experimental setup for the pressure measurements, RÜZGEM METU: a) flexible capillary tubes fixed to the model façades, b) the model with a shading device, 
c) flexible capillary tubes inside the model, d) flexible capillary tubes fixed to the model floor surface, and e) pressure scanner. 
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horizontal section of the building model while the camera is placed on top of the wind tunnel’s top wall looking downward through the 
wind tunnel test section. The incoming 4.3 m/s airflow from the tunnel inlet is seeded with ~ 1 μm diameter particles, which are used 
as tracer particles. For each case, 1000 double-frame images of tracer particles are recorded by means of the high-speed camera at a 
recording rate of 10 Hz to ensure converged statistical analysis. The low-pass filtering method is used for the pre-processing of the 
captured particle/flow images to improve visual quality and remove background noise. The pre-processed images are then cross- 
correlated using windows of final size 64 × 64 pixels2 with an overlap factor of 50%, yielding a resultant vector resolution of 3.5 
mm. The erroneous vectors are detected and replaced by the use of the universal outlier detection technique [106]. 

3. Case study setup 

The pipeline is implemented for a hypothetical, naturally ventilated open office. The building is located in Ankara, which has a 
temperate climate suitable for NV [107]. The building has shading devices on the south façade. In this building, the proposed pipeline 
is used to explore various shading configurations that can satisfy different performance objectives, such as reducing solar heat gains 
and reducing indoor glare problems while providing adequate natural ventilation. 

The following model parameters are considered in the building: local climate and context, spatial configuration, building geometry 
and façade treatment (based on CTBUH guidelines [107]). 

Context: The simulations are performed for a uniform cityscape. The terrain is covered by buildings with similar heights and open 
spaces. 

Local climate: The building is in Ankara, Turkey. Ankara belongs to the Csb climate zone, which has a Mediterranean climate. 
Ankara receives the northern and north-northeastern winds throughout the year and western-northwestern winds during the warm 
months. Ankara has a relatively low humidity ratio, which increases natural ventilation potential. 

Simulation Period and Weather Data: The simulation period is set to a day of a typical summer week in Ankara as defined in the 
STAT file (August 20th) between 8:00–18:00. The average dry bulb temperature (25.7 ◦C), relative humidity (35.3%) and wind speed 
(4.3 m/s) are calculated as average values from the existing EPW. The transient values in the existing EPW are replaced by the averaged 
values. Thus, EPW files are generated for four wind directions (0◦, 90◦, 180◦, 270◦). 

Building: The building has 25 floors and a shallow open-plan layout (15x15x100 m3 dimensions and 4 m floor height) with a 5x5 
m2 core in the middle (Fig. 11). A mid-rise building is preferred since NV may not be an effective strategy for tall buildings due to 

Fig. 10. PIV test setup, RÜZGEM METU.  

Fig. 11. Building floor plan and section.  
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unpredictable wind behavior, accelerated wind velocity, wind noise, draft and safety risks at higher altitudes [64]. Moreover, a 
shallow plan is recommended for better ventilation and daylighting [75]. We only focus on the analysis of the 12th floor of the building 
(Fig. 12). The indoor surfaces (two slabs and four interior walls) are set to adiabatic surfaces, while four exterior walls are exposed to 
outdoor conditions. The R-value of the exterior concrete walls is set to 0.30 m2K/W. The U-value of the glazing is set to 1.4 W/m2K. The 
glazing materials’ solar heat gain coefficient (SHGC) is 0.55 and the visual transmittance is 0.78. Window-to-wall ratio (WWR) is 
<12% due to the Turkish Code on Energy Performance of Buildings [108]. 

Façade Strategy: North and South façades are fully glazed single-skin, and there are four operable windows on the North and South 
façades each (Fig. 11). The shading devices are located only on the south façade. The single skin façade is based on three layers from 
inside to outside (1) windows (both operable and fixed), (2) a construction system carrying the shading devices and (3) the shading 
devices (Fig. 13). There is a 0.40 m gap between the shading devices and the windows for the construction system. 

Shading Devices: Six shading device alternatives are designed for the south façade. The perforation ratio (PR) and the shading 
depth (SD) are determined as the two design parameters. Two PR values (40% and 60%) and three SD values (40 cm, 60 cm and 80 cm) 

Fig. 12. Test floor and the south elevation.  

Fig. 13. Façade design strategy.  
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are defined for the shading devices (Fig. 14). 
Occupancy scenario: The building is assumed to be occupied by 0.15 ppl/m2 between 8:00–18:00. The occupants are engaged in 

office activities. The activity level is specifically defined to precisely calculate occupants’ Rgen and Rinh. However, it must be noted that 
the simulation results can vary due to different activity levels that can influence metabolic rates, expiratory activities, contaminant 
emission and Rgen of the occupants. 

Contaminant specifications: COVID-19 is selected as the bio-contaminant species. COVID-19’s specifications that are required for 
the contaminant simulations are as follows: the molecular weight is 33797.0 Da (33.79 kg/kmol) [109], the diameter is 100 nm (0.1 
μm), which is the average value of the diameter range (between 60 and 140 nm) [110], particle’s effective density is set to 1.0 g/cm3 

[93]. 
Infection scenario: The infected person, shown in Fig. 15, stays in the room between 9:00 and 10:00. The height of the infected 

person is set to 1.20 m in a sitting position. In the literature, different accounts for the COVID-19 Rgen exist for different experimental 

Fig. 14. Shading device alternatives.  

Fig. 15. Contaminant location.  
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setups. Furthermore, the COVID-19 Rgen varies significantly with respect to activities, the infection phase and particle characteristics 
[111]. In this research, Rgen is taken from the study of [94], who analyzed COVID-19 infected breath samples during 30-min of breath 
sampling [94]. COVID-19 is detected in 40% of the aerosol samples (4 out of 10 participants with a maximum of 104.7 and a minimum 
of 102.8 particles per 30 min). The calculated average Rgen is 35,366 aerosol virus particles per hour. 

Design Scenarios (SC): The pipeline is implemented for seven scenario categories for six shading device configurations and a 
baseline geometry (Table 4). The baseline scenario category (SC-1) is established for benchmarking, which does not have a shading 
device. Each scenario category is simulated for four wind directions (0◦, 90◦, 180◦ and 270◦) to evaluate the impact of the shading 
configuration concerning wind direction on indoor air. In all scenarios, the office is free-running (no climatization) and naturally 
ventilated. Ti is calculated separately for each scenario based on the CFD and the WTT-corrected energy analysis and used in the 
contamination simulations. 

4. Analysis results and findings 

This section presents the simulation-based and physical testing-based analysis results for model-based, empirical, and hybrid 
workflows. We focus on the impact of shading device configuration on daylighting, energy, natural ventilation and air contamination 
measures. We first analyze daylighting simulation results to determine the shading configurations that fulfill the daylighting per-
formance requirements for UDI, DLA and DGP. Following this, we analyze CFD-corrected and WTT-corrected energy simulation results 
for Ti, Qvent and ACH. We also analyze pressure and PIV experiment results regarding the impact of the shading configuration on indoor 
airflow behavior (pressure and airflow speed). Finally, we analyze the contaminant simulation results of the shading configurations for 
CCL, tdis and tinf. 

Table 4 
Scenario categories and scenarios.  

Scenario Categories Scenarios PR SD Wind Direction 

SC-1 SC-1A - - 0◦

SC-1B 90◦

SC-1C 180◦

SC-1D 270◦

SC-2 SC-2A 60% 40 cm 0◦

SC-2B 90◦

SC-2C 180◦

SC-2D 270◦

SC-3 SC-3A 40% 40 cm 0◦

SC-3B 90◦

SC-3C 180◦

SC-3D 270◦

SC-4 SC-4A 60% 60 cm 0◦

SC-4B 90◦

SC-4C 180◦

SC-4D 270◦

SC-5 SC-5A 40% 60 cm 0◦

SC-5B 90◦

SC-5C 180◦

SC-5D 270◦

SC-6 SC-6A 60% 80 cm 0◦

SC-6B 90◦

SC-6C 180◦

SC-6D 270◦

SC-7 SC-7A 40% 80 cm 0◦

SC-7B 90◦

SC-7C 180◦

SC-7D 270◦

Table 5 
Correlation between daylighting performance metrics and shading parameters.   

Glare DLA UDI 

SD -0.57 -0.42 -0.43 
PR 0.77 0.83 0.72  
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4.1. Analysis results 

4.1.1. Daylighting analysis 
Daylighting simulations are only performed for the scenario categories since wind direction does not have an impact on the 

daylighting results. Therefore, the best-performing design options are selected for CFD and energy simulations. For each SC, the 
simulation results are inspected both visually and numerically (Fig. 16). SC-3, SC-5, and SC-7 remained below the DLA threshold (50% 
for office tasks: 300–500 lux), resulting in 39.8%, 37.4%, and 37.2%, respectively. SC-6 also remained below the DLA threshold but 
showed a higher UDI value. In all SC, DGP values are within the imperceptible glare range. SD and PR considerably influence 
daylighting performance for both daylight illumination and glare. There is a strong negative correlation (p = -0.57) between SD and 
glare whereas there is a medium negative correlation between SD and DLA (p = -0.42) and SD and UDI (p = -0.43). There is a strong 
positive correlation between PR and glare (p = 0.77), PR and DLA (p = 0.83) and PR and UDI (p = 0.72). As a result, if SD increases, 
glare and daylighting decrease simultaneously. Contrary to this, both glare and daylighting increase with the increase in PR (Table 5). 

4.1.2. Energy analysis 
Two sets of energy analyses are performed: (i) CFD-corrected energy model and (ii) WTT-corrected energy model. Air change rate 

(ACH), ventilation-sensible heat loss (Qvent) and indoor air temperature (Ti) are calculated for each scenario (Table 6). The impact of 
SD and PR on Qvent, Ti and ACH is also evaluated. The correlations are calculated based on the hybrid workflow. 

Ventilation-sensible heat loss (Qvent): There is a moderate negative correlation (p = -0.45) between SD and Qvent whereas there is 
a strong positive correlation (p = 0.88) between PR and Qvent. The wind acting perpendicular to the façade with openings (SC-A and 
SC-C) increases Qvent by 81.4% on average compared to the wind acting parallel to the façade with openings (SC-B and SC-D). Also, the 
wind acting upon the façade with shading devices (SC-C) decreases Qvent by 1.53%. As a result, Qvent decreases with the increase in SD 
whereas Qvent increases with the increase in PR. Moreover, the shading devices reduce ventilation-sensible heat loss when they receive 
direct airflow. 

Ti: There is a moderate negative correlation (p = -0.44) between SD and Ti whereas there is a strong positive correlation (p = 0.84) 
between PR and Ti. The wind acting perpendicular to the façades with openings (SC-A and SC-C) results in 2.5 ◦C (9%) on average 
lower Ti as compared to wind acting parallel to the façades with openings (SC-B and SC-D). There is a negligible difference (0.08%) in Ti 
values of SC-A and SC-C scenarios. 

Air change rate (ACH): There is a moderate negative correlation (p = -0.46) between SD and ACH whereas there is a moderate 
positive correlation (p = 0.42) between PR and ACH. The wind acting perpendicular to the façades with openings (SC-A and SC-C) 
increased ACH rate 5.2-fold compared to the wind acting parallel upon the façades with openings (SC-B and SC-D). SC-C (wind 
acting upon the façade with shading devices) decreased ACH by 1.2% on average compared to the SC-A (wind acting upon the façade 

Fig. 16. Daylighting analysis results.  
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without shading devices). 

4.1.3. Wind tunnel test analysis 
Pressure (P) analysis: Cp data is generated based on the four cardinal wind directions and integrated into the raw energy models. 

Four ordinal wind directions are also tested to isolate the impact of wind direction on façade and indoor air pressures. The analysis 
results are investigated to explore the impact of shading devices on indoor pressure values (Pi) and façade pressure values (Pf). The 
average pressure results are presented in Fig. 17, Figs. 18 and 19 reveal that the airflow direction is considerably influential on pressure 
values. 

Indoor pressure (Pi): SC-C results in the highest Pi, whereas SC-B (90◦) and SC-D (270◦) result in the lowest Pi. Also, SC-A (0◦) and SC-C 
(180◦) result in higher Pi than the airflow from the diagonal angles (45◦, 135◦, 225◦ and 315◦) (Fig. 17). As a result, airflow acting 
perpendicular to the façade with openings results in higher Pi than the airflow from the diagonal angles. Airflow from the side angles to the 
façade with openings results in the lowest Pi. The façades with shading devices exposed to the perpendicular airflow result in higher Pi. 

Table 6 
Analysis results of the model-based, empirical and hybrid workflow implementation for the scenarios.  

Scenario 
Categories 

Scenarios CFD-corrected energy analysis results [Model-based workflow] Wind tunnel-corrected energy analysis results [Empirical and 
hybrid workflow] 

Average Ti 

(◦C) 
Average Ventilation 
Sensible Heat Loss (W) 

Air Change 
Rate (ACH) 

Average Ti 

(◦C) 
Average Ventilation 
Sensible Heat Loss (W) 

Air Change 
Rate (ACH) 

SC-1 SC-1A 25.7 5620 33 25.1 5593 32 
SC-1B 29.4 3212 6 28.4 3222 6 
SC-1C 25.8 5546 32 25.1 5516 31 
SC-1D 29.4 3249 6 28.4 3261 7 

SC-2 SC-2A 25.5 3522 33 24.8 3509 32 
SC-2B 28.1 1879 5 27.2 1898 6 
SC-2C 25.5 3449 32 24.8 3466 32 
SC-2D 28.1 1902 6 27.2 1908 6 

SC-3 SC-3A 25.5 3328 33 24.8 3320 33 
SC-3B 27.9 1756 5 27.0 1774 6 
SC-3C 25.9 2969 16 24.8 3269 32 
SC-3D 27.9 1779 6 27.0 1786 6 

SC-4 SC-4A 25.5 3446 33 24.8 3438 32 
SC-4B 28.0 1826 5 27.1 1850 6 
SC-4C 25.5 3370 32 24.8 3388 32 
SC-4D 28.0 1855 6 27.1 1863 6 

SC-5 SC-5A 25.5 3290 33 24.8 3282 32 
SC-5B 27.9 1733 5 27.0 1751 6 
SC-5C 25.9 2933 16 24.8 3231 32 
SC-5D 27.9 1756 6 27.1 1763 6 

SC-6 SC-6A 25.5 3393 33 24.8 3383 32 
SC-6B 28.0 1794 5 27.1 1818 6 
SC-6C 25.5 3317 32 24.8 3334 32 
SC-6D 28.0 1817 6 27.1 1824 6 

SC-7 SC-7A 25.5 3264 33 24.8 3246 31 
SC-7B 27.9 1717 5 26.9 1733 6 
SC-7C 25.8 2910 16 24.8 3177 31 
SC-7D 27.9 1740 6 26.9 1744 6  

Fig. 17. Indoor surface pressure values.  
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The impact of SD and PR on Pi is also inspected. The results suggest that the relationship between both SD and Pi, and PR and Pi are 
considerably dependent on the airflow direction and the orientation of the façade with shading devices. Table 7 shows that there is a 
strong inverse correlation between SD and Pi for SC-A (r = -0.95), SC-D (r = -0.62) and airflow from 45◦ (r = -0.74). Contrary to this, 
there is both moderate and strong positive correlation between SD and Pi for SC-C (r = 0.81), SC-B (r = 0.43), airflow from 135◦ (r =
0.35), 225◦(r = 0.43) and 315◦ (r = 0.61). As a result, if airflow directly acts upon the façade with shading devices, Pi increases parallel 
to SD. Conversely, if airflow acts in the opposite direction, Pi decreases as SD increases. As Table 7 suggests, PR is particularly 
influential in the scenarios that receive airflow from 90◦, 135◦, 225◦ and 180◦. As a result, PR is mainly influential in the scenarios 
where airflow acts directly upon the façade with the shading devices. 

Façade pressure (Pf): Pf is investigated only for the North (N) and the South (S) façades. Airflow from 180◦ to 315◦ led to the 
highest and lowest Pf for N, respectively. Similarly, in all scenarios, airflow from 0◦ to 135◦ have led to the highest and lowest Pf for S, 
respectively. The impact of PR and SD on Pf is also inspected. As Table 8 suggests, there is a positive correlation between the PR and Pf 
of both N and S façades for all directions. Contrarily, there is a negative correlation between the SD and Pf of both N and S façades for 
most of the airflow directions. For the N façade, PR is relatively more significant as compared to SD whereas for the S façade, SD is 
particularly influential. As a result, independent of the shading devices, Pf increases as SD decreases for all airflow directions for the S 
façade. This is due to decreasing losses with decreasing SD, yielding relatively higher pressures on the façade walls. In a building with 

Fig. 18. Pf of the North façade (acquired through WTT).  

Fig. 19. Pf of the South façade.  

Table 7 
Correlation between (i) Pi and SD and (ii) Pi and PR.   

[SC-A] [SC-B] [SC-C] [SC-D] 

0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦

SD -0.95 -0.74 0.43 0.35 0.81 0.43 -0.62 0.61 
PR 0.04 -0.13 0.56 0.89 0.41 0.85 0.04 -0.37  

Table 8 
Correlation between (i) Pf and SD and (ii) Pf and PR.  

Airflow directions and SC [SC-A] [SC-B] [SC-C] [SC-D] 

0◦ 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦

North Façade SD 0.21 -0.36 -0.63 -0.27 -0.17 -0.44 -0.50 -0.44 
PR 0.10 0.29 0.63 0.50 0.71 0.58 0.79 0.51 

South Façade SD -0.34 -0.30 -0.60 -0.45 0.89 -0.18 -0.54 -0.46 
PR 0.40 0.40 0.63 0.10 0.21 0.54 0.76 0.37  
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shading devices placed on only one façade, PR is more influential on the façade located on the opposite of the façade with shading 
devices. On the other hand, SD is particularly influential on the façade with shading devices. 

PIV analysis: PIV tests are performed only for SC-A (airflow from 0◦) and SC-C (airflow from 180◦) since they can receive tracer 
particles due to the perpendicular airflow towards the openings. However, the airflows from 90◦ to 270◦, acting directly upon the blind 
W and E façades do not allow tracer particles to penetrate inside the test section. PIV results are inspected for airflow behavior and 
indoor airflow velocity due to the impact of different shading devices. The building core is blanked since there is no observed airflow 

Table 9 
Contaminant analysis results.  

Scenario 
Categories 

Scenarios PR SD Model-based workflow Empirical and hybrid workflow 

CCLtotal 

(#/m3) 
CCLBR 

(#/m3) 
tdis (HH: 
MM) 

tinf (HH: 
MM) 

CCLtotal 

(#/m3) 
CCLBR 

(#/m3) 
tdis (HH: 
MM) 

tinf (HH: 
MM) 

SC-1 SC-1A - - 139 123 11:35 9:45 85 84 11:00 9:55 
SC-1B 220 179 13:30 9:40 456 429 16:10 9:35 
SC-1C 76 86 11:15 10:00 29 48 10:15 - 
SC-1D 198 151 12:10 9:40 501 511 18:05 9:35 

SC-2 SC-2A 60% 40 
cm 

148 125 11:45 9:45 85 85 10:55 9:55 
SC-2B 230 184 13:20 9:35 445 424 16:05 9:35 
SC-2C 49 62 11:15 - 31 49 10:15 - 
SC-2D 192 153 12:00 9:40 472 484 16:00 9:30 

SC-3 SC-3A 40% 40 
cm 

142 120 11:40 9:50 82 84 10:50 9:50 
SC-3B 234 169 12:35 9:35 584 851 18:10 9:30 
SC-3C 99 93 11:35 10:00 30 48 10:15 - 
SC-3D 249 212 12:35 9:30 404 410 16:00 9:30 

SC-4 SC-4A 60% 60 
cm 

145 123 11:45 9:45 82 84 10:50 9:50 
SC-4B 226 178 13:15 9:40 550 526 18:05 9:35 
SC-4C 50 64 11:15 - 33 52 10:15 - 
SC-4D 190 150 12:00 9:40 438 431 16:10 9:35 

SC-5 SC-5A 40% 60 
cm 

68 101 10:45 10:00 82 84 10:50 9:55 
SC-5B 235 172 12:30 9:35 547 550 18:05 9:30 
SC-5C 209 195 12:20 9:30 29 47 10:50 - 
SC-5D 240 201 12:30 9:30 421 422 16:00 9:30 

SC-6 SC-6A 60% 80 
cm 

137 117 11:40 9:50 82 84 10:50 9:50 
SC-6B 235 189 13:10 9:35 494 478 16:15 9:35 
SC-6C 172 144 12:15 9:45 34 53 10:15 - 
SC-6D 139 118 11:50 9:50 417 412 16:00 9:35 

SC-7 SC-7A 40% 80 
cm 

143 121 11:40 9:45 89 88 11:00 9:50 
SC-7B 237 177 12:30 9:35 522 522 18:00 9:30 
SC-7C 210 195 12:20 9:30 30 49 10:15 - 
SC-7D 240 201 12:30 9:30 411 398 16:00 9:35  

Fig. 20. PIV sample velocity field for SC-1A (Velo/U0 is the velocity magnitude normalized with the free-stream velocity).  
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leakage. The airflow behavior in the marked area could not be observed due to the excessive reflections and shadows in that region 
during the experiments (Fig. 20). 

SC-A: Experiment results suggest that, except for SC6A, the shading devices reduce indoor airspeed (Fig. 21). There is a positive 

Fig. 21. Velocity field for North wind direction (SC-A).  
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correlation for SC-2A, SC-4A and SC-6A, whereas there is a negative correlation for SC-3A, SC-5A and SC-7A between the average 
indoor airspeed and the SD. Among the cases with the same SD but different PR, (i) there is a negative correlation between average 
indoor airspeed and PR in SC-2A and SC-3A, (ii) there is a positive correlation between average indoor airspeed and PR in SC-4A, SC- 
5A, SC-6A and SC-7A. 

Fig. 22. Velocity field for South wind direction (SC-C).  
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SC-C: Shading devices reduce indoor airspeed in all scenarios compared to the SC-1C (Fig. 22). There is a positive correlation 
between average indoor airspeed and the SD in SC-2C, SC-4C and SC-6C. Among the SC with the same SD but different PR, (i) there is a 
negative correlation between the average indoor airspeed and PR in SC-2C and SC-3C and (ii) there is a positive correlation between 
the average indoor airspeed and PR in SC-4A, SC-5A, SC-6A and SC-7A. 

4.1.4. Contaminant analysis 
The results are given for the implemented workflows while the comparative analysis is performed and correlations are calculated 

based on the hybrid workflow (Table 9). CCLtotal, CCLBR, tinf and tdis are calculated for all scenarios based on the contaminant analysis. 
tinf is calculated based on CCLBR since most of the respiratory activity occurs in this zone (h = 1.20–1.80 m). tdis is calculated based on 
CCLtotal. Three distinct contaminant accumulation behavior for CCLtotal is identified among the scenarios: (1) steep peak until 10:00 as 
evident in SC-B and SC-D, (2) mild peak until 10:00 as evident in SC-A and (3) a horizontal stretch as evident in SC-C (Fig. 23). In all 
scenarios, CCLtotal started to decrease with the contaminant’s exit from the room at 10:00. The simulation results suggest that 
contaminant accumulation is 5% higher due to CCL in the BZ as compared to the entire room. SC-C results in the lowest CCLtotal (2.7- 
fold, 16.5-fold and 14.1-fold lower as compared to SC-A, B and D, respectively). SC-C requires an average of 1H20M to complete 
contaminant discharge, which is 6H30M shorter tdis than SC-B and SC-D on average and 0H30M shorter tdis than SC-A on average. SC-C 
does not result in infection risk. The results of SC-A are similar to C-scenarios, resulting in the second lowest CCLtotal value (64% higher 
than SC-C) and the second shortest tdis (~1H55M). On the contrary, SC-B and SC-D result in the highest CCLtotal values. The analysis 
suggests that direct airflow upon the façades with openings can considerably decrease indoor air contamination (Fig. 24). Indirect 
airflows increase the contaminant transport and circulate the contaminant inside the room for a longer time, posing relatively higher 
infection risks to occupants. 

Airborne contamination is also evaluated for SD and PR. Analysis results suggest that there is a weak negative correlation (p = -25) 
between PR and CCLtotal whereas there is a medium positive correlation (p = 0.31) between SD and CCLtotal. Similarly, there is a 
medium negative correlation (p = -0.34) between PR and CCLBR whereas there is a medium positive correlation (p = 0.42) between SD 
and CCLBR. tdis has a weak negative correlation (p = -0.22) and a weak positive correlation (p = 0.27) with PR and SD, respectively. No 
correlation has been found between tdis and PR (p = 0.0) whereas there is a medium negative correlation (p = -0.43) between tdis and 
SD. 

4.2. Reducing the design search space with the hybrid workflow: overall comparison of shading configurations 

In this study, we perform daylighting, energy, CFD simulations and WTT experiments for all scenarios. Nevertheless, in the 
pipeline, there are several assessment stages that remove the scenarios remaining below the performance thresholds. If applied to the 
case study, SC-3, SC-5 and SC-7 are the first three scenarios that can be eliminated as they score the lowest in DLA (39.8%, 37.4% and 
37.2%, respectively). Accordingly, SC-2, SC-4 and SC-6 are selected for the CFD and energy simulations. The energy analysis results of 
SC-2, SC-4 and SC-6 show similar Ti, ventilation-sensible heat loss and ACH values. They remained within the comfort zone of natural 

Fig. 23. CCLtotal of scenarios during the simulation period (1) steep peak until 10:00, (2) mild peak until 10:00 and (3) a horizontal stretch.  
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ventilation in Ankara. In this respect, wind tunnel tests are performed for SC-2, SC-4 and SC-6. WTT-corrected energy simulations 
result in similar values for SC-2, SC-4 and SC-6. However, while SC-2 and SC-6 showed similar CCLtotal, CCLBR, tdis and tinf, SC-4 resulted 
in higher values, posing higher infection risks to the occupants. Between SC-2 and SC-6, SC-2 can be selected as the final shading 
configuration due to its relatively better daylighting, ventilation-sensible heat loss and contaminant discharge performance. Amongst 
the SC-2 scenarios, SC-2C resulted in the lowest CCLtotal and CCLBR, requiring shorter tdis as compared to SC-2A-B-D (Table 10). In this 
respect, SC-2C is found to be the best-performing scenario. 

4.3. The impact of the error between CFD and wind tunnel on performance metrics 

Error analysis is performed for the energy and contaminant simulations. Cp results obtained from CFD and WTT are used as inputs 
for the energy and contaminant analyses. The aim is to calculate the impact of the error between CFD and WTT results on energy 
performance and contaminant parameters. Mean absolute percent error (MAPE) is calculated for Cp, Ti, ACH, Qvent and CCLtotal to 
investigate how far apart the CFD-corrected simulation results are from the WTT-corrected simulation results in a regression analysis. 
MAPE is first calculated for the average values of the abovementioned parameters, then for each dataset of each scenario to investigate 
the error of the two distinct tools regarding the different (1) wind direction-shading, (2) SD and (3) PR. 

MAPE is calculated as − 58.90% for all Cp values obtained from CFD and WTT, which could also be referred to as the validation of 
CFD simulations. MAPE is also calculated for each scenario category to investigate the impact of the shading design variables on the 
error (Table 11). For SC-1, SC-2, SC-4 and SC-6, MAPE is calculated as in Table 11, which is 10.06% on average. On the other hand, 
MAPE is calculated for SC-3, SC-5 and SC-7 as 124.20% on average, which is 12.4 times higher than SC-1-2-4 and 6. As the MAPE 
results suggest, there is a strong negative correlation (r = − 0.73) between the PR and error values. If PR is high, then the percent error 
value is calculated more accurately as compared to the scenarios with low PR values. No correlation is found between SD and percent 
error. 

Fig. 24. Sample mapping of contaminant dispersion behavior (A, B, C and D scenarios of SC-4).  

Table 10 
Comparison of SC-2 and SC-6.  

SC PR SD DLA UDI DGP Ti CO2 Qvent ACH CCL total CCL BR tdis tinf 

SC-2 60% 40 cm 76.4 79.3 0.27 25.9 409 2695 19 258 260 13:18 0H30M 
SC-6 60% 80 cm 48.7 81.9 0.27 25.9 410 2590 19 256 256 13:20 0H30M 

SC-2 scenarios 
SC-2A 24.8 316 3508 31 85 85 10:55 0H55M 
SC-2B 27.1 504 1897 5 445 424 16:06 0H35M 
SC-2C 24.8 317 3466 31 31 49 10:15 0H00M 
SC-2D 27.1 499 1908 6 472 484 16:00 0H30M  

Table 11 
MAPE of Cp values for each scenario category.  

Scenario Categories SC-1 SC-2 SC-3 SC-4 SC-5 SC-6 SC-7 

MAPE of Cp values -11.44% -10.07% -136.29% -9.61% -119.63% -9.14% -116.68% 
PR 100% (no shading) 60% 40% 60% 40% 60% 40%  
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MAPE of Ti and Qvent resulted in 3.15% and 1.55%, which demonstate a good agreement between the two datasets, while ACH and 
CCLtotal showed a more significant error percentage of 15.43% and 86.25% respectively (Table 12). Based on the analysis results, it is 
observed that CFD simulations underestimate CCLtotal, ACH and Qvent while correspondingly overestimating Ti values. MAPE is also 
calculated for each scenario category (Table 13) and each simulated scenario (Fig. 25). ACH and CCLtotal resulted in a higher error 
percentage than the Ti and Qvent. The scenarios which receive wind on the façade with the shading (SC-C) resulted in the highest error 
percentage for Ti, ACH and Qvent whereas the lowest error percentage for CCLtotal. The results indicate that the accuracy of airflow- 
related data must be augmented with WTT, particularly for the building façades where the wind interacts with auxiliary building 
elements such as shading devices. In this respect, the hybrid pipeline can be implemented to rectify/increase the accuracy of the 
airflow-related data. The results also suggest that there is a weak negative correlation between PR and Ti (r = − 0.35), ACH (r = − 0.38), 
Qvent (r = − 0.32), and a weak positive correlation between PR and CCLtotal (r = 0.26) respectively. The scenarios with 60% PR resulted 

Table 12 
MAPE calculated for overall results of Ti, Qvent, ACH and CCLtotal.  

Metrics MAPE Average analysis results for CFD-corrected Average analysis results for WTT-corrected 

Ti 3.15% 27 ◦C 26 ◦C 
Qvent 1.55% 2799 W 2834 W 
ACH 15.43% 17 ACH 19 ACH 
CCLtotal 86.25% 173 #/m3 267 #/m3  

Table 13 
MAPE calculated for each scenario category of Ti, Qvent, ACH, and CCLtotal.  

Scenario Categories Ti ACH Qvent CCLtotal 

SC-A 0.06% 3.78% 0.50% 37.90% 
SC-B 0.11% 4.15% 1.95% 122.40% 
SC-C 0.42% 14.45% 4.06% 64.90% 
SC-D 0.07% 2.66% 0.90% 119.75%  

Fig. 25. Error graphics for Ti (upper-left), Qvent (upper-right), ACH (lower-left) and CCLtotal (lower-right).  
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in 70.4%, 65.1%, 51.1% and 68.38% lower errors than the scenarios with 40% PR, for Ti, ACH, Qvent and CCLtotal respectively. On the 
other hand, similar to the Cp, no correlation has been found between the error percentage and SD. MAPE results demonstrate that 
empirical and hybrid workflows can lead to accurate analysis results and perform well with airflow-related data. 

4.4. Findings 

The hybrid workflow has shown to improve the accuracy of energy and contaminant analysis results by providing accurate micro- 
climatic data based on Ti and Cp values. The error analysis in section 4.3 shows integrating wind tunnel measurements is required to 
correct the CFD results to improve the accuracy of Cp values. The error analysis also showed that airflow-related performance measures 
resulted in a high error percentage despite the low error percentage between the CFD-corrected and WTT-corrected energy analyses. In 
this respect, this research shows that wind tunnel measurements increase the accuracy of airflow-related data. Also, this research 
agrees with the literature on using wind tunnel measurements for accurate Cp and performance analysis results. As a result, CFD tools 
integrated into 3D design environments can be used for preliminary performance feedback while wind tunnel measurements can be 
used during the later stages of the performance evaluation in order to increase the accuracy of the results. 

This paper also reports a number of findings concerning the impact of the shading configuration on performance metrics (Table 14): 
Ventilation and contamination-related metrics: SD is observed to reduce ACH, resulting in increased indoor contamination 

levels (CCLtotal and CCLBR). Contrarily, PR is observed to increase ACH, as a result of which indoor contamination (CCLtotal and CCLBR) 
and the required time for the contaminant discharge (tdis) are reduced. As expected, PR has a positive impact on delaying infection 
time. Regardless of the wind direction, shading devices reduce indoor airspeed (as compared to the baseline case). However, SD and PR 
characteristics are observed to influence indoor airspeed. SD increases indoor airspeed in the higher PR case (60%) whereas SD de-
creases indoor airspeed in the lower PR case (40%). 

Energy-related metrics: SD is observed to reduce Ti and Qvent. Contrarily, PR is observed to increase Ti and Qvent. The deeper 
shading devices can reduce indoor air temperature by reducing solar exposure, but at the same time, they can reduce ventilation- 
sensible heat loss by reducing the air change rate. The shading devices with a higher perforation ratio increase indoor air tempera-
ture due to the relatively higher solar exposure. Also, shading devices with higher PR increase ventilation-sensible heat loss by 
increasing the air change rate. Therefore, it is crucial to consider both the shading depth and perforation ratio regarding the impact of 
solar exposure and ventilation-sensible heat loss on indoor air temperature. 

Daylighting-related metrics: SD has a negative impact on DLA and UDI whereas SD is observed to reduce glare. Contrarily, PR has 
a positive impact on daylight illuminations. However, higher PR runs the risk of glare problems for the occupants. 

5. Conclusion 

This research presented a computational pipeline for performance-based design, which is an integrated building performance 
analysis framework, that can be utilized in three different workflows regarding the airflow calculation method: model-based, 
empirical-based, and hybrid. The pipeline couples 3D parametric design, daylighting, CFD, energy and contaminant analysis with 
wind tunnel tests. The contribution and the novelty of the pipeline is four-fold as follows: 

Multi-criteria assessment: The developed pipeline enables multi-criteria performance assessment of ventilation, energy and 
daylighting performance metrics. The pipeline manages the data flow between the tools, aiming to support complex performance- 
based design processes involving different tools. 

Integration of computational and physical testing methods: The pipeline increases the accuracy of airflow-related data by 
coupling computational and physical testing methods, where both methods have their own advantages and disadvantages. With the 
developed pipeline both methods are combined to overcome the drawbacks of using either method alone. 

Calculating the impact of auxilary façade elements on building energy performance metrics: The developed pipeline for a 
hypothetical open office with shading devices and their impact on building performance, focusing on energy, NV, air contamination 
and daylighting measures are evaluated. Modeling the shading devices is considerably significant for accurate performance feedback, 
which improved the accuracy of airflow-related data and, therefore, relatively more reliable performance analysis results were ob-
tained. If the shading devices had not been not modeled for CFD simulations, the results would have overestimated the ventilation rate 
(ACH) by around 85%. Similarly, if the shading devices had not been tested in WTT, the results would have underestimated the 
ventilation rate by around 1.4%. 

Managing design search space and simulation workload: This research presents a number of practical implications of the 
developed pipeline. First, utilizing 3D parametric tools and integrated analysis tools facilitated managing design alternatives and the 
simulation workload. Also, the pipeline is implemented in stages due to complexity and computational costs. Implementing in stages 
facilitated managing the simulation workload by reducing the size of the design search space. During a design process, exploring a very 
high number of design alternatives is not practical due to the computational cost of analysis. The proposed method can be used to first 
reduce design search space to a limited number of design alternatives, followed by the WTT for a few promising alternatives. We 

Table 14 
Relationship between performance parameters and shading parameters.   

Daylighting Energy Ventilation  

DGP DLA UDI Ti Qvent ACH CCLtotal CCLBR tdis tinf 

SD -0.57 -0.42 -0.43 -0.44 -0.45 -0.46 -0.36 -0.57 0.02 0.27 
PR 0.77 0.83 0.72 0.85 0.88 0.42 -0.37 -0.52 -0.72 0.89  
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anticipate that such high accuracy levels and the physical/computational cost of analysis can be undertaken for mission-critical or 
super-tall buildings. For relatively low-risk projects with limited time and budget, the accuracy of CFD testing may suffice and the 
pipeline can be implemented without WTT. Our pipeline can also be used for elements other than shading devices that are expected to 
influence the airflow, therefore, natural ventilation performance. 

This research also has several limitations. Despite the pipeline indicates design integration, the trade-offs between the performance 
parameters remain limited to explore. The pipeline can be revised and extended by integrating metrics and tools which can be further 
explored. Future research work can explore the effective use of data-driven methods such as machine learning for effective design 
space exploration in relation to integrated performance assessment. 
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like to thank Dr. Oğuz Uzol, Dr. Nilay Uzol and the METU RÜZGEM team for their support throughout this research. 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jobe.2023.106991. 

References 

[1] F. Allard, Natural Ventilation in Buildings: A Design Handbook, James&James, London, 1998. 
[2] EPA, Reference Guide for Indoor Air Quality in Schools, 2021. https://www.epa.gov/iaq-schools/reference-guide-indoor-air-quality-schools. 
[3] ASHRAE, Indoor Air Quality Guide: Best Practices for Design, Construction, and Commissioning, American Society of Heating, Refrigerating and Air- 

Conditioning Engineers, Inc., Atlanta, 2009. 
[4] V. Hartkopf, A. Aziz, V. Loftness, Facades and enclosures, building for sustainability, in: V. Loftness, D. Haase (Eds.), Sustainable Built Environments, Springer, 

New York, 2012, pp. 163–193. 
[5] J.K. Calautit, B.R. Hughes, Wind tunnel and CFD study of the natural ventilation performance ofa commercial multi-directional wind tower, Build. Environ. 80 

(2014) 71–83, https://doi.org/10.1016/j.buildenv.2014.05.022. 
[6] A. Aflaki, M. Esfandiari, S. Mohammadi, A review of numerical simulation as a precedence method for prediction and evaluation of building ventilation 

performance, Sustainability (2021) 13, https://doi.org/10.3390/su132212721. 
[7] A. Malkawi, G. Augenbroe, Advanced building simulation, Simulation 1 (2003) 119–121, https://doi.org/10.4324/9780203684009. 
[8] I.G. Dino, R. Stouffs, Evaluation of reference modeling for building performance assessment, Autom. ConStruct. 40 (2014) 44–59, https://doi.org/10.1016/j. 

autcon.2013.12.007. 
[9] P. de Wilde, Building Performance Analysis, John Wiley & Sons, New Jersey, 2018. 

[10] J.A. Clarke, J.L.M. Hensen, Integrated building performance simulation: progress, prospects and requirements, Build. Environ. 91 (2015) 294–306, https://doi. 
org/10.1016/j.buildenv.2015.04.002. 

[11] J.A. Clarke, J.L.M. Hensen, Integrated building performance simulation: progress, prospects and requirements, Build. Environ. 91 (2015) 294–306, https://doi. 
org/10.1016/j.buildenv.2015.04.002. 

[12] B.J. Futrell, E.C. Ozelkan, D. Brentrup, Optimizing complex building design for annual daylighting performance and evaluation of optimization algorithms, 
Energy Build. 92 (2015) 234–245, https://doi.org/10.1016/j.enbuild.2015.01.017. 

[13] D.A. Chi, D. Moreno, J. Navarro, Design optimisation of perforated solar façades in order to balance daylighting with thermal performance, Build. Environ. 125 
(2017) 383–400, https://doi.org/10.1016/j.buildenv.2017.09.007. 

[14] S. Motamedi, P. Liedl, Integrative algorithm to optimize skylights considering fully impacts of daylight on energy, Energy Build. 138 (2017) 655–665, https:// 
doi.org/10.1016/j.enbuild.2016.12.045. 
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