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A B S T R A C T

Unsupervised Domain Adaptation (UDA) aims to improve the generalization capacity of models when they are
tested on a real-world target domain by learning a model on a source labeled domain. Recently, a UDA method
was proposed that addresses the adaptation problem by combining ensemble learning with self-supervised
learning. However, this method uses only the source domain to pretrain the model and employs a limited
amount of classifiers to create target pseudo labels. To mitigate these deficiencies, in this work, we explore the
usage of image translations in combination with ensemble learning and self-supervised learning. To increase the
model’s exposure to more variable pretraining data, our method creates multiple diverse image translations,
which encourages the learning of domain-invariant features, desired to increase generalization. With these
image translations, we are able to learn translation-specific classifiers, which also allows to maximize the
amount of ensemble’s classifiers resulting in more robust target pseudo labels. In addition, we propose to use
the target domain in pretraining stage to mitigate source domain bias in the network. We evaluate our method
on the standard UDA benchmarks, i.e., adapting GTA V and Synthia to Cityscapes, and achieve state-of-the-
art results on the mIoU metric. Extensive ablation experiments are reported to highlight the advantageous
properties of our UDA strategy.
. Introduction

Despite the impressive breakthroughs achieved in many computer
ision tasks, deep learning models still often require training with abun-
ant annotated data. Especially in dense prediction tasks like semantic
egmentation, annotating data can be costly and labor-intensive, as
t requires providing per-pixel labels for entire images. This makes
abeled datasets particularly scarce. One of the consequences of training
ith limited labeled data is a lack of generalization, because models
re unable to learn all the possible scenarios that they are likely to
ncounter in the real-world. This poor generalization prevents models
rom being deployed on real-world applications. Therefore, to mitigate
his issue, many different training strategies has been proposed (Wang
t al., 2022; Neven et al., 2021; Bucher et al., 2021), one of which is
nsupervised Domain Adaptation (UDA) (Hoffman et al., 2016). In this
ork, we propose a novel UDA method that is able to generalize well

o unseen data.
One of the strengths of UDA is that it avoids the burden of manually

nnotating data by employing synthetic data (Ros et al., 2016; Richter
t al., 2016), which represents the so-called source domain. In addition,
he target domain, i.e. the domain on which the model is likely to be
ested, is also accessible, but in the form of unlabeled data. However,
raining a model with data from different domains requires addressing

∗ Corresponding author.
E-mail address: f.j.piva@tue.nl (F.J. Piva).

the underlying domain gap. Therefore, the goal in UDA is to train a
model with data from a source labeled domain and a target unlabeled
domain, so that the resulting model can perform well on the target
domain.

Recently, a UDA strategy was proposed (Ruder and Plank, 2018;
Zhang et al., 2018), which combines ensemble learning (Dietterich,
2000) with self-supervised learning (SSL) (Hendrycks et al., 2019). This
training strategy is performed in two stages using a shared encoder
with three classifiers (see Fig. 1(a)). In the first stage, the annotated
source set is used to train the encoder and classifiers in a supervised
manner, while enforcing disagreement between the first two classifiers
with a discrepancy loss (Bousmalis et al., 2016). In the second training
stage, the predictions of the first two classifiers are employed to create
pseudo labels on the target set. Since these two classifiers were trained
to disagree, majority voting is used to determine the winner classes
on the target predictions (Hernández-González et al., 2019). Finally,
the strategy proposes to train the third classifier using these pseudo
labels, to obtain a target-specific classifier. This process can be repeated
a certain number of times, known as rounds, until convergence.

Although this training strategy is suitable for UDA, it has the
following limitations we are looking to address:
ttps://doi.org/10.1016/j.cviu.2023.103745
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Fig. 1. To adapt a source annotated set to an unlabeled target set, our proposed method
eaches each classifier to learn the features of an independent source image translation
reating discrepancy across all classifiers. This differs from Multi-task Tri-training, as
t requires the use of a discrepancy loss between 𝐶1 and 𝐶2 because they are learning

from the same features. By learning translation-specific features on each classifier, we
remove the need of using discrepancy losses and allow the model to use all classifiers
to label the target domain. Unlike Zhang et al. (2018), which uses the predictions of
𝐶1 and 𝐶2 with a rule-based mechanism, we propose a meta-learner 𝐶𝑚 that is able to
learn, for each specific class, the optimal combination of the predictions of all classifiers
to create robust pseudo labels for the target domain.

1. The first training stage relies only on the source domain without
adding any variability on these inputs, which introduces domain
bias (Tommasi et al., 2017), harming the generalization capacity
of the model.

2. The second training stage employs only two classifiers to cre-
ate pseudo labels, but the performance of ensemble learning
increases with the amount of classifiers (Wolpert, 1992).

To overcome these deficiencies, we research an alternative approach
for both training stages (see Fig. 1(b)). In the first training stage, our
method avoids introducing bias and encourages the model to learn
generalizable features. We do this by creating diverse image transla-
tions, that each classifier has to learn independently; and by using the
target domain information already from the first training stage. This is
desired because when a model is deployed in the real-world, the images
that the model encounters are likely to contain high variability. At the
same time, this removes the need of using a discrepancy loss, because
each classifier learns from a specific translation. In addition, during the
second training stage, we propose a meta-learning layer that is able to
exploit the translation-specific knowledge of each classifier to create
pseudo labels. Unlike Ruder and Plank (2018), Zhang et al. (2018) that
uses a rule-based mechanism, our meta-learner learns to combine, for
each specific class, the expertise of each classifier to label the target
domain. By doing so, we are able to maximize the amount of classifiers
for the ensemble, which increases the quality of the pseudo labels, and
allows all classifiers to learn target specific features.

In summary, the main contributions of our work are:
• Usage of multiple different image translations within an ensemble

learning, which benefits the generalization capacity of the model
on learning domain invariant representations (Lu et al., 2022).

• Usage of a meta-learner, which exploits the translation-specific
knowledge of each classifier to create robust pseudo-labels for the
target domain.

• Mitigation of domain bias by using the target domain from the
first training stage.

2. Related work

Most of the state-of-the-art methods combine different strategies to
achieve competitive results. In this section, we focus on related work
that, similar to our approach, use strategies such as image translation,
self-supervised learning, and/or ensemble methods.
2

Image translation methods for UDA have recently been widely
used to improve the performance of UDA methods. Since these net-
works can be trained without the need of labels, the underlying idea
of using image translations in UDA is to transform the source domain
images to a new set of images with a visual appearance similar to
the images of the target domain. This is the case for several UDA
methods, that choose to transform the source to the target set, either
by using a deep neural network (Hoffman et al., 2018; Li et al.,
2019; Wu et al., 2018a) or image processing techniques such as the
Fourier transform (Yang and Soatto, 2020). Other works have con-
sidered mapping the source and target images to an intermediate
space (Murez et al., 2018), where the features are domain agnostic.
In addition, Yang et al. (2020a) has shown that mapping the target
domain images to the source is also effective, leading to state-of-the-
art results. Alternatively, Gong et al. (2019) explores the possibility of
generating multiple intermediate representations between the source
and the target domain, where each arbitrary representation belongs to a
point in a manifold of domains. Regardless of the chosen space to which
the source domain is mapped, to the best of our knowledge, no works
have considered using multiple representations in parallel to improve
UDA models, as explored in this work.

Self-supervised Learning in UDA. Many recent UDA methods
leverage self-supervised learning as a way of using the model’s pre-
dictions to learn from the unlabeled target domain. When using the
model’s outputs, it is needed to establish criteria to filter out spurious
predictions and select reliable label candidates. Many methods that
use a single encoder-single decoder architecture propose to use the
most confident predictions as selection criteria (Li et al., 2019; Yang
and Soatto, 2020; Zou et al., 2018), but they still suffer from the
propagation of errors as the model can still consider highly confident
but mistaken predictions as correct pseudo labels. Instead, we mitigate
this issue by using multiple classifiers that were trained on different
inputs, and unlike traditional majority voting (Hernández-González
et al., 2019), our meta-learning layer combines the knowledge of each
classifier by learning to weight each classifier’s decision, for every
semantic class.

Ensemble methods for UDA propose to increase the number of
predictions for a single input by changing the network architecture.
For instance, Co-Training (CT) utilizes two classifiers to create different
points of view from the same sample to produce pseudo-labels (Blum
and Mitchell, 1998; Hady and Schwenker, 2008), used later for the
unlabeled training data. Recent applications of CT in UDA have demon-
strated promising results (Luo et al., 2018). Tri-Training (TT) (Zhou and
Li, 2005) can be conceived as an extension of CT, where three members
participate in the ensemble, each of these consisting of a feature extrac-
tor and a classifier. Since TT is computationally expensive, Multitask
tri-training (MTri) (Ruder and Plank, 2018) was proposed, where a
common feature extractor is shared among three classifiers, computing
different outputs from the same features. The idea behind MTri is to
make the feature extractor learn those features that are invariant across
the source and target domain, whilst forcing a discrepancy between the
classifiers through a discrepancy operator.

When sharing a feature extractor in MTri, the discrepancy across
classifiers becomes a key factor to generate pseudo-labels during SSL
(Zhang et al., 2018). While a cosine distance might help to enforce
a certain diversity, we hypothesize that feeding constantly the same
features to all the classifiers does not optimally allow the encoder to
learn domain invariant representations. If we obtain these alternative
representations from an image translation model, we can encourage
discrepancy by feeding the features of a specific representation to a dif-
ferent classifier, improving simultaneously the generalization capacity
of the encoder. These are the principles on which our method is based,
combining the benefits of image transformations, ensemble learning,

and self-supervised learning.
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Fig. 2. Training strategy of Multi-task Tri-training (MTri). To reach a certain level of knowledge during the pretraining phase, MTri uses only the source labeled domain, without
ntroducing any type of variability on these inputs. To learn from the target domain during self-supervised learning, MTri utilizes only the first two classifiers 𝐶1 and 𝐶2 to create
seudo labels, using the third one 𝐶3 to learn a target-specific classifier.
Fig. 3. Proposed training strategy. Our method combines different translations generated by an image translation module 𝑇 to learn translation-specific classifiers. This removes
the need of using a discrepancy loss, as each classifier learns independently from a specific translation, and allows the model to use all classifiers to label the target domain. By
teaching a meta-learner 𝐶𝑚 to find the optimal combination of all classifiers’ outputs, we exploit all members of the ensemble and eliminate the usage of rule-based mechanisms.
To facilitate the comparison with MTri, we illustrate Eq. (4) in Fig. 3(a), and more details in the selection of 𝑋𝑇𝑐

 can be found in Section 5.2.
3. Preliminary

Goal of UDA. Given the source dataset  consisting of a set of
images 𝑋 with their corresponding semantic labels 𝑌 (e.g. synthetic
ata generated by computer graphic simulations) and the unlabeled
arget dataset  consisting only of the images 𝑋 without labels, the
oal of UDA is to design and train a neural network for semantic
egmentation and to make it perform as close as possible to a model
ypothetically trained on 𝑋 with ground truth labels 𝑌 .

.1. Multi-task Tri-training (MTri) for UDA

In MTri, the model is trained in two stages: (1) pretraining, and (2)
elf-supervised learning. The goal of the first training stage is to ensure
certain level of knowledge in the network, while enforcing disagree-
ent between the classifiers 𝐶1 and 𝐶2 (see Fig. 2(a)). This knowledge

nd disagreement is necessary for the self-supervised learning process,
s in the second training stage 𝐶1 and 𝐶2 will play the role of teachers,

labeling 𝑋 using their predictions to learn a target-specific classifier
𝐶3 (see Fig. 2(b)).

3.1.1. First training stage
To pretrain the model, batches of source images 𝑋 are fed into

the encoder and each classifier learns from the extracted features in
a supervised way using standard cross entropy loss 𝑠𝑒𝑔 (Goodfellow
et al., 2016). The disagreement between 𝐶1 and 𝐶2 is implemented
using a cosine distance loss 𝑐𝑜𝑠 between the weights of these classi-
fiers (Bousmalis et al., 2016). Overall, the loss for the first training stage
is as follow:

𝑠𝑡𝑎𝑔𝑒1 = 𝑠𝑒𝑔(𝐶𝑘(𝐸(𝑋 )), 𝑌 ) + 𝑐𝑜𝑠(𝑤𝐶1
, 𝑤𝐶2

) (1)

where 𝑘 ∈ {1, 2, 3} represents the classifier index, 𝐸 is the encoder
depicted in Fig. 2, and 𝑤 , 𝑤 are the weights of the classifiers 𝐶
𝐶1 𝐶2 1

3

and 𝐶2 respectively. This loss is optimized on the source data during a
certain amount of iterations, yielding three subnetworks 𝐸, 𝐶1, 𝐶2 and
𝐶3 that will be used in the following stage.

3.1.2. Second training stage
To perform self-supervised learning, the knowledge acquired in

the network during the previous training stage is used to label the
target images 𝑋 . This is done by using the predictions of the teacher
networks 𝐶1 and 𝐶2 on 𝑋 , and then merging them using tradi-
tional majority voting (Hernández-González et al., 2019) in combina-
tion with confidence thresholding (Zou et al., 2018). This filters out
spurious predictions resulting in the label set 𝑌 for 𝑋 . As this process
can be repeated a certain amount of rounds 𝑖 = {1, 2,…}, a typical
self-supervision round 𝑖 consists of the following substeps:

Substep 1: Creating the pseudo labels 𝑌 (𝑖−1)
 .

𝑌 (𝑖−1)
 = thresholding(majority_voting(𝐶1(𝑋 ), 𝐶2(𝑋 ))) (2)

Substep 2: Retraining to obtain a target-specific classifier 𝐶3.

𝑠𝑡𝑎𝑔𝑒2 = 𝑠𝑒𝑔(𝐶𝑘(𝐸(𝑋 )), 𝑌 ) + 𝑐𝑜𝑠(𝑤𝐶1
, 𝑤𝐶2

)+

𝑠𝑒𝑔(𝐶3(𝐸(𝑋 )), 𝑌
(𝑖−1)
 )

(3)

The overall training strategy is illustrated in Fig. 2.

4. Method

Our method brings forward a general design where different archi-
tecture components are proposed to address the weaknesses of Multi-
task Tri-training. We present the overall arrangement of these compo-
nents in Fig. 3. We describe the goal of each component and how they
are trained in the following subsections.
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Fig. 4. Conceptual illustration of our ensemble approach in the solution space. In UDA,
he goal is to approximate the target classifier, which remains unknown due to the
navailability of target labels. Meanwhile, the source classifier, trained solely on the
ource domain without any adaptation techniques, may fail to fully encompass the
olution space of the target domain, as it lacks awareness of the underlying domain
ap between the two domains. To tackle this challenge, our work generates multiple
mage translations from the source domain to train multiple classifiers, each focusing on

specific area of the solution space influenced by its corresponding image translation.
hrough the application of ensemble learning, we combine the diverse knowledge
aptured by each individual classifier, resulting in a unified classifier that integrates
he collective solutions.

.1. Image translation module

In contrast to MTri method using the source domain without intro-
ucing any visual variability on its images (see Eqs. (1) and (2)), we
nstead employ different image translations for each classifier in the
nsemble. The benefit of using image translations on the source domain
s threefold:

1. When these representations are fed to the encoder, the model
is encouraged to learn feature invariance to the translations
applied on the input images.

2. When the encoder output features of a specific translation are fed
to a dedicated classifier, we enforce learning translation-specific
classifiers that enables using all classifiers to create pseudo labels
for the target domain.

3. When translation-specific classifiers are learnt, we implicitly
ensure discrepancy across all classifiers without using an explicit
discrepancy loss as in Eq. (1).

Our approach draws inspiration from recent works that have lever-
ged translation-specific knowledge to enhance the robustness of mod-
ls in the face of domain shifts and, consequently, improve the quality
f pseudo labels (Li et al., 2019; Yang and Soatto, 2020). In these
tudies, regardless of the specific translation method employed, it
as been demonstrated that incorporating image translations into the
raining process helps the network become more resilient to potential
omain shifts that may arise when the model is evaluated on previously
nseen data, such as the target domain. By utilizing image translations
uring training, the network is exposed to various visual variations and
ransformations that simulate the differences between the source and
arget domains. This exposure enables the model to capture and learn
epresentations that are invariant or robust to these domain shifts, thus
ncreasing its ability to generalize well on unseen data.

Our method expands on this idea by proposing the use of multiple
mage translations with multiple classifiers. By using multiple image
ranslations, we can generate abundant and diverse representations of
he same source image, which can be used to learn translation-specific
lassifiers (see Fig. 4). When these classifiers are ensembled into a
ingle classifier, the resulting predictor is more likely to capture the
nderlying structure of the target domain, as it can incorporate the
4

specific domain shifts learned by each classifier. Therefore, in this work
we hypothesize that the ensemble layer becomes more robust, which
leads to higher quality pseudo-labels.

Nowadays, image-to-image translation research already provides
many trained methods that we can directly use to obtain multiple image
translations (Gatys et al., 2016; Huang and Belongie, 2017; Murez
et al., 2018; Zhu et al., 2017). To facilitate a direct comparison with
Multi-task Tri-training, we select an image translation method for 𝑇
that provides three transformations, to obtain 𝑋𝑇1

 , 𝑋𝑇2
 and 𝑋𝑇3

 from
 (see Fig. 3). Implementation details on the used image translation
etwork can be found in Section 5.2.

.2. Ensemble layer

As mentioned, learning different translation-specific classifiers is de-
irable because it allows us to use all classifiers to generate high quality
seudo labels. To maximize the usage of all classifiers, we propose an
nsemble layer 𝐶𝑚 (see Fig. 3), which combines the predictions of all
lassifiers to determine the optimal pseudo labels for the target images.
he proposed learnable layer is a form of weighted ensemble, which
hould be preferred over using a rule-based voting mechanism as shown
n Eq. (2).

.3. First training stage

Given the source annotated set of images 𝑋 with label maps 𝑌 ,
nd the alternative sets of image translations 𝑋𝑇1

 , 𝑋𝑇2
 and 𝑋𝑇3

 , the
emantic segmentation outputs from each classifier 𝐶𝑘, are computed
rom the features 𝐸(𝑋𝑇𝑘

 ) of each transformation and used to train the
ncoder as well as the classifiers during the first training stage:
′
𝑠𝑡𝑎𝑔𝑒1,𝑘 = 𝑠𝑒𝑔(𝐶𝑘(𝐸(𝑋𝑇𝑘

 )), 𝑌 ) (4)

∀𝑘 ∈ {1, 2, 3}. 𝑠𝑒𝑔 represents the standard cross entropy loss (Good-
ellow et al., 2016) and ′

𝑠𝑡𝑎𝑔𝑒1,𝑘 is optimized for each classifier 𝐶𝑘
ndependently. Because each classifier learns the features of a different
mage translation, there is a one-to-one correspondence between a
lassifier 𝐶𝑘 and its transformation 𝑋𝑇𝑘 , as depicted in Fig. 3. As
bserved in Eq. (4) and comparing with Eq. (1), making use of multiple
ifferent image translations removes the need of using 𝑐𝑜𝑠.

In addition, we add to Eq. (4) an adversarial loss (Li et al., 2019)
nd an entropy minimization loss (Yang and Soatto, 2020):

𝑠𝑡𝑎𝑔𝑒1,𝑘 =′
𝑠𝑡𝑎𝑔𝑒1,𝑘 + 𝜆𝑎𝑑𝑣𝑎𝑑𝑣(𝐸(𝑋𝑇𝑐

 ), 𝐸(𝑋 ))

+ 𝜆𝑒𝑛𝑡𝑒𝑛𝑡(𝐶𝑘(𝐸(𝑋 )))
(5)

∀𝑘 ∈ {1, 2, 3}. The adversarial loss, computed using the discrimina-
tor 𝐷 depicted in Fig. 3, helps to align the encoder’s features between
𝑋𝑇𝑐

 and 𝑋 , which promotes learning domain invariant features (Tsai
et al., 2018). Furthermore, the entropy minimization loss attempts to
minimize the model’s self-information on the target domain (Shannon,
1948), which is beneficial to avoid low confidence predictions (Vu
et al., 2019).

Algorithm 1: Training process of our method
Input : (𝑋 , 𝑌 ), (𝑋 , 𝑌 = ∅)
utput: 𝐸, 𝐶1, 𝐶2, 𝐶3 and 𝐶𝑚
btain 𝑋𝑇1

 , 𝑋𝑇2
 and 𝑋𝑇3

 from 𝑇 // stage 1
rain 𝐸, 𝐶𝑘 with Eq. (5) ∀𝑘 ∈ {1, 2, 3}
rain 𝐶𝑚 with Eq. (6) using (𝑋 , 𝑌 )
enerate 𝑌 (0)

 from 𝐶𝑚 using 𝑋 // stage 2
or 𝑖 ← 1 to number of rounds do

train 𝐸, 𝐶1, 𝐶2, 𝐶3 with Eq. (8) ∀𝑘 ∈ {1, 2, 3}
retrain 𝐶𝑚 with Eq. (9) using (𝑋 , 𝑌

(𝑖−1)
 )

generate 𝑌 (𝑖)
 from 𝐶𝑚 using 𝑋

nd
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In contrast to Eq. (1) used by MTri, Eq. (5) encourages the model to
se the target domain information already from the first training stage,
hich helps to mitigate the domain gap between the source and target
omain.

To finish the first training stage, the meta-learner 𝐶𝑚 is trained to
ensemble the outputs of the classifiers 𝐶1, 𝐶2 and 𝐶3 with respect to
the transformations of the source dataset. This is done by freezing the
weights of {𝐸,𝐶1, 𝐶2, 𝐶3}, to obtain the weight vectors w1, w2 and w3
by minimizing the cross-entropy loss:

arg min
w1 ,w2 ,w3

𝑠𝑒𝑔(𝐶𝑚(𝑋
𝑇1
 , 𝑋𝑇2

 , 𝑋𝑇3
 ), 𝑌 ), (6)

where the output of the meta-learner is computed for every pixel (ℎ,𝑤)
as follows:

𝐶𝑚(𝑋
𝑇1
 , 𝑋𝑇2

 , 𝑋𝑇3
 )(ℎ,𝑤) = w1 ⊙ 𝐶1(𝐸(𝑋𝑇1

 ))(ℎ,𝑤)

+w2 ⊙ 𝐶2(𝐸(𝑋𝑇2
 ))(ℎ,𝑤)+w3 ⊙ 𝐶3(𝐸(𝑋𝑇3

 ))(ℎ,𝑤).
(7)

To ensure convergence of the weight vectors w𝑘, we restrict their
range to be between 0 and 1. The dimension of the weight vectors
is the same as the total number of classes, and ⊙ denotes element-
wise multiplication. Since the output of 𝐶𝑚 for a given pixel and class
depends only on the three classifier outputs for that specific pixel and
class, we refer to it as a sparse version of the standard Multinomial
Logistic Regression (Bishop, 2006).

4.4. Second training stage

The second stage consists mainly in self-supervised learning, a
process in which the meta-learner 𝐶𝑚 generates pseudo-labels 𝑌 for the
target images 𝑋 to retrain the semantic segmentation network. Since
𝐶𝑚 is already trained, we feed the features of the target images 𝐸(𝑋 )
into all the classifiers in Eq. (7). As a result, we obtain the ensembled
probability maps, on which we apply global confidence thresholding (Li
et al., 2019; Yang and Soatto, 2020) to obtain the initial pseudo-
labels 𝑌 (0)

 . Hereafter, we start the self-supervised learning rounds
𝑖 = {1, 2,…}, each one consisting of three steps. First, the semantic
segmentation network is retrained through the loss:

𝑠𝑡𝑎𝑔𝑒2,𝑘 = 𝑠𝑡𝑎𝑔𝑒1,𝑘 + 𝑠𝑒𝑔(𝐶𝑘(𝐸(𝑋 )), 𝑌
(𝑖−1)
 ) (8)

∀𝑘 ∈ {1, 2, 3}. Second, the meta-learner 𝐶𝑚 is retrained on the
predictions of the three updated classifiers on the target images along
with the pseudo-labels 𝑌 (𝑖−1)

 :

arg min
w1 ,w2 ,w3

𝑠𝑒𝑔(𝐶𝑚(𝑋 , 𝑋 , 𝑋 ), 𝑌
(𝑖−1)
 ) (9)

And finally, with the updated weight vectors w𝑘, the meta-learner
is able to generate new pseudo-labels for the target images 𝑌 (𝑖)

 to be
used for the next rounds. The number of SSL rounds will be dictated
by 𝐶𝑚, specifically until the performance gap between 𝐶𝑚 and the three
classifiers 𝐶𝑘 is no longer significant. The entire training procedure is
summarized in Algorithm 1.

5. Experiments

To show the benefits of our proposed approach, we evaluate the
method on the challenging, synthetic-to-real UDA benchmarks for se-
mantic segmentation by performing the following experiments:

1. Comparison with Multi-task Tri-training. Since our approach
improves upon the baseline described in Section 3 by adding image
translations, the goal of this experiment is to show how our method,
that combines image translations with ensemble learning performs in
comparison to Multi-task Tri-training (Zhang et al., 2018), which does
not use image translations but uses ensemble learning. We do this by
implementing the corresponding losses of these methods from the first

training stage. In addition, to show the advantages of using multiple

5

classifiers, we compare our method against a vanilla single encoder–
decoder architecture (SED) (Li et al., 2019; Yang and Soatto, 2020;
Yang et al., 2020a; Zou et al., 2018), that is trained on Eq. (5) with
𝑘 = 1. Finally, we show the distribution of the weights for the meta-
learner over all the classes and analyze the influence of using the target
domain information via entropy minimization.

2. Comparison with state-of-the-art methods. As it is a standard
practice in UDA research, this experiment compares our proposed
UDA approach with current state-of-the-art methods, putting our model
into context with approaches that rely on a combination of image
translation, feature alignment, model regularization and self-supervised
learning.

3. Generalization test to unseen data. We conduct an additional
experiment to assess the generalization capacity of UDA methods to
unseen data, which is often overlooked in traditional UDA benchmarks.
The protocol for this experiment consists of first adapting the source to
the target dataset, and then evaluating the resulting model on a dataset
that was not seen during training. We propose WildDash (Zendel et al.,
2018) to be the unseen dataset, as it contains many real-world images
collected from challenging driving scenarios. To compare with other
state-of-the-art methods, we select those whose code is publicly avail-
able and provide an evaluation script, and proceed to (1) reproduce
their result on the proposed synthetic-to-real benchmark and (2) eval-
uate the model on WildDash. In this experiment, we also included an
analysis of the architecture arrangement to evaluate the efficiency of
the methods and reported the results for both the target dataset and
the unseen dataset.

4. Flexibility assessment of ensemble learning. To evaluate the
flexibility of our ensemble strategy and study the role of each classifier,
we propose a perturbation analysis. Specifically, we randomly assign
one member of the ensemble to predict noise, thereby exposing the
network to a failure scenario. The goal of this experiment is to study
the adaptation capacity of the meta-learner 𝐶𝑚 and how the remaining
classifiers, including each individual classifier, can adjust to the per-
turbed inputs. We limit our analysis to the first training stage of the
framework and evaluate the individual performance of each classifier,
as well as that of the meta-learner 𝐶𝑚.

For all experiments, we use GTA V (Richter et al., 2016) and
Cityscapes (Cordts et al., 2016) to represent the source and target
domains respectively, measuring the performance using the mIoU (Ev-
eringham et al., 2014) on a unseen portion of the target domain. As it
is a standard practice when comparing state-of-the-art UDA methods,
we also adapt SYNTHIA (Ros et al., 2016) to Cityscapes (Cordts et al.,
2016) in the second experiment.

Details regarding these experiments are provided in the following
subsections, and in Section 6 we present the results.

5.1. Datasets

Target dataset. Cityscapes (Cordts et al., 2016) is a large-scale
and real urban scene semantic segmentation dataset that provides 5000
finely annotated images split into three sets: train (2975), validation
(500) and test (1525). These sets are pixel-wise labeled, with a resolu-
tion of 1024 × 2048 pixels. The number of classes is 34 but only 19 are
officially considered in the evaluation protocol.

Source datasets. GTA V (Richter et al., 2016) is a synthetic dataset
that contains 24966 labeled frames taken from a realistic open-world
computer game called Grand Theft Auto V (GTA V). The resolution
of the images is 1052 × 1914 pixels and most of the frames are
vehicle-egocentric. All the classes are compatible with the 19 official
classes of Cityscapes. SYNTHIA (Ros et al., 2016) is a synthetic dataset
consisting of driving scenes rendered from a virtual city. We use the
SYNTHIA-RAND-CITYSCAPES subset as source set, which contains 9400
1280 × 760 images for training and 16 common classes with Cityscapes,

and we evaluate the resulting model on these 16 classes.
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Table 1
Adaptation from GTA V ←→Cityscapes, analyzing different architectures as well as the impact of entropy minimization for the first training stage. We show IoU for each class and
total mean IoU. Apart from indicating the best IoU in bold, we make an intra comparison between 𝐶1, 𝐶2 and 𝐶3 against 𝐶𝑚 when using entropy minimization (underlined with
ed), and when not using the entropy loss (underlined with blue). Note that although entropy minimization helps to close the gap between SED and our method, there is still a
emarkable difference specially considering the performance of 𝐶𝑚.
GTA V ←←←←→ Cityscapes

Experiment road side. buil. wall fence pole light sign veget. terr. sky person rider car truck bus train motor bike mIoU

SED (w/o ent) 77.72 35.69 78.91 33.2 19.95 34.86 25.25 3.28 80.77 34.37 71.85 60.06 18.46 84.6 22.66 21.41 1.09 23.29 21.82 39.43
SED (w/ ent) 84.89 34.30 82.64 31.24 18.91 36.78 32.18 15.20 82.33 31.89 72.78 63.42 13.43 83.36 24.20 25.15 0.06 30.96 30.08 41.78

MTri (Zhang et al., 2018) (𝐶1) (w/ ent) 64.88 19.33 61.55 12.76 20.81 30.61 42.13 14.69 75.2 12.17 60.8 64.45 29.6 82.1 25.61 32.41 5.29 32.92 27.09 37.6
MTri (Zhang et al., 2018) (𝐶2) (w/ ent) 62.1 19.64 59.0 15.18 20.87 30.43 41.99 14.55 75.41 12.2 60.67 64.35 29.47 82.18 25.74 32.46 5.34 33.04 27.04 37.46
MTri (Zhang et al., 2018) (𝐶3) (w/ ent) 58.11 19.18 55.65 16.78 21.13 30.39 41.91 13.93 75.84 12.14 58.99 64.1 29.0 82.95 25.99 32.51 5.61 33.75 27.46 37.13

Ours (𝐶1) (w/o ent) 82.9 34.06 74.9 25.74 15.76 33.8 33.6 17.09 84.94 34.37 74.21 60.81 14.65 84.73 23.86 26.31 0.64 22.14 32.0 40.87
Ours (𝐶2) (w/o ent) 78.24 31.48 71.71 26.37 19.18 36.22 32.49 25.61 85.1 31.41 84.28 60.28 18.06 84.79 26.16 29.64 0.28 23.29 32.9 41.97
Ours (𝐶3) (w/o ent) 81.91 30.15 77.22 26.38 15.0 34.63 31.53 27.42 83.75 35.18 81.37 61.71 17.32 85.07 26.5 29.86 0.2 21.36 33.43 42.10
Ours (𝐶𝑚) (w/o ent) 82.78 35.74 75.81 26.83 19.89 34.96 34.47 25.60 85.23 35.35 79.75 62.02 14.82 84.68 25.30 32.05 0.03 27.48 41.23 43.39
Ours (𝐶1) (w/ ent) 83.24 33.4 78.04 27.48 18.37 33.26 35.34 22.34 83.87 27.47 82.2 62.7 28.26 80.76 20.49 15.41 0.22 27.12 37.78 41.99
Ours (𝐶2) (w/ ent) 84.67 33.64 80.30 27.33 19.37 35.95 33.10 27.49 83.84 30.29 81.53 61.98 26.54 81.50 21.48 20.18 0.03 29.05 40.57 43.10
Ours (𝐶3) (w/ ent) 87.22 36.57 81.26 28.65 17.82 35.55 32.58 29.11 83.46 30.39 77.06 62.48 28.78 81.49 22.75 22.85 0.06 29.85 35.14 43.32
Ours (𝐶𝑚) (w/ ent) 85.29 35.57 81.69 29.93 20.24 35.53 36.63 35.94 83.24 28.1 81.75 63.75 29.18 81.8 23.44 24.58 4.67 31.0 47.26 45.24
Unseen dataset. WildDash (Zendel et al., 2018) is a real-world
ataset containing 4256 finely annotated images in a pixel-wise manner,
reated with the purpose of testing the robustness of models under
ifferent driving scenarios (e.g. rain, road coverage, darkness, overex-
osure). These images have a resolution of 1920 × 1080 pixels and the
abels are fully compatible with Cityscapes.

.2. Implementation details

Image translation module and adversarial loss. We have chosen
ycleGAN (Zhu et al., 2017) as our image translation model 𝑇 , as

t is a commonly used approach that can be trained efficiently. Its
rchitecture provides two image translations: the translation from the
ource to the target domain 𝑋𝑡

 and the reconstruction back to the
ource set 𝑋𝑟

 . These two translations are combined with the original
ource images to obtain three different representation 𝑋𝑇1

 = 𝑋 ,
𝑇2
 = 𝑋𝑟

 and 𝑋𝑇3
 = 𝑋𝑡

 . Since feature alignments between target-like
nd target images is frequently done when using CycleGAN’s as image
ranslation module (Li et al., 2019; Hoffman et al., 2018), we assign
𝑇𝑐
 to be 𝑋𝑇3

 = 𝑋𝑡
 in Eq. (5).

Training protocols for MTri and SED. In the first experiment,
e have respected the training protocol of MTri as described in Sec-

ion 3.1.1, by implementing Eq. (1). To allow for a fair comparison
ith our method, we also added the entropy minimization term to the
Tri loss. As for the single encoder–decoder (SED) approach, all our

osses were implemented using one encoder and one classifier, while
sing all three available transformations. In essence, the SED approach
s similar to our approach but does not use the ensemble approach with
he three classifiers.
Hardware and network architecture. In our experiments, we have

mplemented our method using Tensorflow (Abadi et al., 2016) and
rained our model using a single NVIDIA TITAN RTX with 24 GB mem-
ry. Regarding the segmentation network, we have chosen ResNet101
He et al., 2016) pretrained on ImageNet (Deng et al., 2009) as feature
xtractor for 𝐸. When it comes to the decoders 𝐶𝑘, 𝑘 ∈ {1, 2, 3},

DeepLab-v2 (Chen et al., 2018) framework was used. Throughout the
training process, we use SGD (Bottou, 2010) as optimizer with momen-
tum of 0.9, encoder and decoders follow a poly learning rate policy,
where the initial learning rate is set to 2.5𝑒−4. In the second and third
experiments where our model is trained end-to-end, we use the same
hyperparameters reported in Li et al. (2019), Yang and Soatto (2020)
for the adversarial and entropy minimization loss respectively. During
the first stage the network is trained for 150 k iterations. Then we
perform SSL until convergence is reached on each round. We use a crop
size of 512 × 1024 during training, and we evaluate on full resolution
1024 × 2048 images from Cityscapes validation split.
6

Fig. 5. Weights after optimizing Eq. (7) for the adaption GTA V ←→ Cityscapes. Before
starting SSL, 𝐶1 and 𝐶3 are the most dominant predictors on the output space of 𝐶𝑚.

6. Results

6.1. Comparison with multi-task tri-training

The results of this experiment are summarized in Table 1. Our
method, which combines image translations with ensemble learning,
outperforms Multi-task Tri-training, that uses ensemble learning with-
out any image translations. The superiority of our method is partic-
ularly pronounced when taking into account the predictions of the
meta-learner 𝐶𝑚. Notably, 𝐶𝑚 achieves better performance than the
individual classifiers in a significant number of classes (14 with entropy
minimization, 11 without entropy minimization).

If our approach were to use only one classifier, as is the case with
the baseline SED, the method would still outperform Multi-task Tri-
training by around +4.32 mIoU points. Note that using one classifier
would essentially disregard the influence of ensemble learning, as an
ensemble requires by definition more than one classifier. This means
that using image translations alone has a positive effect in our method,
which can be further boosted in combination with ensemble learning.

Fig. 5 shows the weights learnt by the meta-learner, that quantify
the proportion that each classifier contributes to the final prediction of
𝐶𝑚. Analyzing the classes in Table 1 where our method outperforms all
three classifiers (e.g., fence, traffic light, rider, bus, bike), we observe a
pattern in Fig. 5. The meta-learner tends to amplify the contribution
of the two best performing classifiers while penalizing the classifier
with the lowest mIoU. For classes like traffic sign and truck, the meta-
learner prefers a combination of weak classifiers, resulting in improved
predictions that surpass the performance of the strongest member of the
ensemble.

These findings highlight the advantages of incorporating image
translations into the ensemble learning framework, as our method
demonstrates superior performance compared to Multi-task Tri-train-
ing.
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Table 2
Adapting from GTA V to Cityscapes. S1 and S2 indicate the training stage, while R1 and R2 denote the first and second round of SSL, respectively.

GTA V ←←→ Cityscapes

Method road side. buil. wall fence pole light sign veget. terr. sky person rider car truck bus train motor bike mIoU

DCAN (Wu et al., 2018b) 85.0 30.8 81.3 25.8 21.2 22.2 25.4 26.6 83.4 36.7 76.2 58.9 24.9 80.7 29.5 42.9 2.5 26.9 11.6 41.7
DLOW (Gong et al.,
2019)

87.1 33.5 80.5 24.5 13.2 29.8 29.5 26.6 82.6 26.7 81.8 55.9 25.3 78.0 33.5 38.7 0.0 22.9 34.5 42.3

CLAN (Luo et al., 2018) 87.0 27.1 79.6 27.3 23.3 28.3 35.5 24.2 83.6 27.4 74.2 58.6 28.0 76.2 33.1 36.7 6.7 31.9 31.4 43.2
ABStruct (Chang et al.,
2019)

91.5 47.5 82.5 31.3 25.6 33.0 33.7 25.8 82.7 28.8 82.7 62.4 30.8 85.2 27.7 34.5 6.4 25.2 24.4 45.4

ADVENT (Vu et al.,
2019)

89.4 33.1 81.0 26.6 26.8 27.2 33.5 24.7 83.9 36.7 78.8 58.7 30.5 84.8 38.5 44.5 1.7 31.6 32.4 45.5

BDL (Li et al., 2019) 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
FDA-MBT (Yang and
Soatto, 2020)

92.5 53.3 82.4 26.5 27.6 36.4 40.6 38.9 82.3 39.8 78.0 62.6 34.4 84.9 34.1 53.1 16.9 27.7 46.4 50.45

PCEDA (Yang et al.,
2020b)

91.0 49.2 85.6 37.2 29.7 33.7 38.1 39.2 85.4 35.4 85.1 61.1 32.8 84.1 45.6 46.9 0.0 34.2 44.5 50.5

Ours S1 (𝐶3) 87.22 36.57 81.26 28.65 17.82 35.55 32.58 29.11 83.46 30.39 77.06 62.48 28.78 81.49 22.75 22.85 0.06 29.85 35.14 43.32
Ours S1 (𝐶𝑚) 85.29 35.57 81.69 29.93 20.24 35.53 36.63 35.94 83.24 28.1 81.75 63.75 29.18 81.8 23.44 24.58 4.67 31.0 47.26 45.24
Ours S2-R1 (𝐶3) 90.6 46.94 84.06 31.9 23.88 37.53 34.81 34.37 85.69 36.02 84.32 66.53 29.41 85.46 27.77 32.48 7.15 36.05 54.96 48.94
Ours S2-R1 (𝐶𝑚) 90.81 47.85 85.01 32.08 24.55 37.73 38.15 42.13 85.37 34.32 84.97 66.51 28.0 84.51 27.0 25.14 15.23 35.03 56.02 49.50
Ours S2-R2 (𝐶2) 92.27 51.59 86.19 35.28 26.84 36.73 35.68 42.4 86.84 37.3 85.49 66.9 27.6 85.75 32.26 32.85 20.59 33.89 58.1 51.29
Ours S2-R2 (𝐶𝑚) 92.59 53.05 86.31 34.2 27.17 39.13 41.0 44.8 86.1 34.32 84.69 67.23 29.77 85.78 32.73 29.9 20.12 35.55 57.05 51.66
Table 3
Adapting from SYNTHIA to Cityscapes. Total mIoU values with * are reported only on 13 subclasses (excluding wall, fence and pole). Our method achieves the best performance
over all the 16 classes.

SYNTHIA ←→ Cityscapes

Method road side. buil. wall* fence* pole* light sign veget. sky person rider car bus motor bike mIoU

AdaptPatch (Tsai et al.,
2019)

82.4 38.0 78.6 8.7 0.6 26.0 3.9 11.1 75.5 84.6 53.5 21.6 71.4 32.6 19.3 31.7 40.0

AdaptSegNet (Tsai et al.,
2018)

79.2 37.2 78.8 – – – 9.9 10.5 78.2 80.5 53.5 19.6 67.0 29.5 21.6 31.3 45.9*

BDL (Li et al., 2019) 86.0 46.7 80.3 – – – 14.1 11.6 79.2 81.3 54.1 27.9 73.7 42.2 25.7 45.3 51.4*
CLAN (Luo et al., 2018) 81.3 37.0 80.1 – – – 16.1 13.7 78.2 81.5 53.4 21.2 73.0 32.9 22.6 30.7 47.8*
FDA-MBT (Yang and
Soatto, 2020)

79.3 35.0 73.2 – – – 19.9 24.0 61.7 82.6 61.4 31.1 83.9 40.8 38.4 51.1 52.5*

PCEDA (Yang et al., 2020b) 85.9 44.6 80.8 9.0 0.8 32.1 24.8 23.1 79.5 83.1 57.2 29.3 73.5 34.8 32.4 48.2 46.2

Ours (𝐶𝑚) 81.90 41.88 78.21 3.38 0.02 44.76 24.82 27.17 86.59 85.18 68.74 30.55 84.65 24.42 20.12 40.77 46.45
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Table 4
Number of classes where each classifier outperforms the others on GTA V ←→ Cityscapes.
Although there is a clear dominance of 𝐶3 before starting SSL, this trend tends to wear
off as the self supervision process unfolds.

classifier stage 1 SSL: round 1 SSL: round 2

𝐶1 5 6 4
𝐶2 4 7 7
𝐶3 10 6 8

Table 5
Influence of 𝑇 on GTA V ←→ Cityscapes during first round of SSL. Using 𝑇 during SSL by
feeding a transformation to its corresponding classifier provokes a slight performance
drop in the mIoU.

classifier stage 1 SSL without 𝑇 SSL with 𝑇

𝐶1 41.99 48.87 47.9
𝐶2 43.10 48.91 47.8
𝐶3 43.32 48.94 48.0

6.2. Comparison with state-of-the-art methods

The quantitative results for the adaption GTA V ←←→ Cityscapes can be
een in Table 2. When comparing it with state-of-the-art methods, we
an see that our approach outperforms PCEDA (Yang et al., 2020b),
DA-MBT (Yang and Soatto, 2020) and BDL (Li et al., 2019), three
ecent methods that use a combination of strategies. Qualitative results
n Fig. 7 shows satisfactory results on the output space, leading to
onsistently clean predictions.

As for SYNTHIA ←←→ Cityscapes, the mIoU values are shown in Ta-
le 3. We achieved competitive results over all 16 classes with respect
7

Fig. 6. Effect of SSL for 𝐶𝑚. Retraining the meta-learner after each round of SSL makes
ure that it keeps outperforming the other classifiers with a decreasing margin.

o state-of-the-art methods such as PCEDA (Yang et al., 2020b) and
daptPatch (Tsai et al., 2019), dominating on some difficult classes
uch as pole, traffic light and traffic sign.

If we analyze the improvements during SSL, we see that the meta-
earner consistently scores better than the individual three classifiers,
lthough its gain diminishes with each round of SSL (see Fig. 6). This
an be attributed to the fact that all three classifiers are being optimized
ith the same images, and thus the model is losing the capability to
eep diversity among the predictors. The results from also show that
he dominance of the members of the ensemble can alternate since 𝐶3

is the best predictor after the first round (R1) and 𝐶2 takes over after
the second one (R2). This suggests that some predictors can learn more
than others, even if they share the same input images, showing that
all of them are equally important. This can be better appreciated in
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Table 6
Generalization test on WildDash after adapting GTA V ←→ Cityscapes.

Method # encoders # classifiers mIoU Cityscapes mIoU WildDash

ADVENT (Vu et al., 2019) 1 1 45.5 25.9
BDL (Li et al., 2019) 1 1 48.5 26.57
FDA-MBT (Yang and Soatto, 2020) 3 3 50.45 31.07
Ours 1 3 51.66 31.2
Fig. 7. Qualitative comparison from GTA V to Cityscapes. The meta-learner rebalances the predictions from 𝐶1, 𝐶2 and 𝐶3 to achieve a smoother output over all the classes, where
less predominant classes such as t. sign and pole have more presence on the pixel space of 𝐶𝑚.
Fig. 8. Qualitative results during stage 1 when 𝐶1 simulates a corrupt classifier. The image belongs to the validation set of Cityscapes, and the predictions were made for the adaption
GTA V ←→ Cityscapes. The meta-learner has built its final output by taking considerably into account the prediction from 𝐶2 for the class traffic light, but for traffic sign it opted for
𝐶3 (see red crop). On the other hand, 𝐶𝑚 relies on 𝐶3 for the classes person and pole, explaining the similarity between Figs. 8(b) and 8(c) when looking at the yellow crop.
Fig. 9. Weights’ distribution after training the meta-learner in Eq. (7), when 𝐶1 outputs
only random noise for the set-up GTA V ←→ Cityscapes..

Table 4 where 𝐶2 stands out after R1 and remains close to 𝐶3 after R2
when analyzing the mIoU per class during SSL.

Using the image translation module 𝑇 during the second stage by
transforming the target set into the closest transformation possible to
each classifier, i.e., transforming the target images to the source domain
for the first two classifiers while keeping them unaltered for the third
one, leads to slightly worse performance (see Table 5). This can be
8

attributed to the fact that, since SSL aims to close the gap for the target
distribution, it is needed to keep the inputs as similar as possible to
those that the algorithm would receive during inference.

6.3. Generalization test to unseen data

The results of the proposed generalization test in Table 6 shows
different UDA methods along with their arrangement for the semantic
segmentation network and the corresponding mIoU performance on
Cityscapes and WildDash, after adapting GTA V to Cityscapes. AD-
VENT (Vu et al., 2019) is a UDA approach that does not leverage
any image translation strategy, while BDL (Li et al., 2019) and FDA-
MBT (Yang and Soatto, 2020) make use of one and three image
translations respectively. If we consider the amount of encoders and
classifiers, we can notice that using a single encoder–decoder gives
a limiting generalization performance, although BDL outperforms AD-
VENT. This slightly better performance of BDL can be attributed to the
usage of one image translation (transforming the source to the target
with CycleGAN) to increase the robustness of the model.

FDA-MBT uses three image representations, mapping the source
annotated images to the target using three different parameters for
the image translation module, and performing UDA by training each
encoder–decoder segmentation model with a specific representation.
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Table 7
mIoU per classifier for GTA V ←→ Cityscapes during stage 1 when 𝐶1 plays as a noisy predictor.

he reported values are compared with those reported in Section 6.1, achieving a
lightly similar performance when having only two functional classifiers.

experiment mIoU 𝐶1 mIoU 𝐶2 mIoU 𝐶3 mIoU 𝐶𝑚

Normal conditions 41.99 43.10 43.32 45.24
Noisy classifier 0.1 41.99 43.10 45.11

The reported performance of 31.07 is the result of averaging the
three trained models, and although it is close to ours, our semantic
segmentation network takes up significantly fewer parameters to train
(one encoder and three classifiers). This makes our approach attractive
as it is a good trade-off between its number of parameters and per-
formance. More importantly, this experiment shows the advantageous
effect of using multiple image translations, as done in FDA-MBT and
our approach, on the generalizability of the trained models.

6.4. Flexibility assessment of ensemble learning

We conducted an analysis to assess the flexibility of our ensem-
ble approach to learn to disregard useless classifiers. We do this by
subjecting one member of the ensemble to predict random noise.
Specifically, we selected 𝐶1 as the random noise predictor, while 𝐶2
and 𝐶3 remained trained and intact after the first training stage. We
modeled 𝐶1 following a standard normal distribution with mean 0 and
standard deviation of 1.

The results of this experiment are shown in Table 7, which demon-
strates that the meta-learner 𝐶𝑚 was able to bypass 𝐶1 while maintain-
ing a relatively similar mIoU performance compared to the experiment
conducted in Section 6.1, where all three classifiers were used. This
indicates that 𝐶𝑚 has successfully re-adapted to a new scenario where
only two productive classifiers are available, reducing the participation
of the corrupt classifier to the minimum. Further analysis shows that
the individual classifiers also demonstrated strong performance, with
𝐶2 and 𝐶3 achieving mIoU scores of 41.99 and 43.10, respectively.
However, 𝐶1 had a significantly lower mIoU score, indicating that it
did not contribute meaningfully to the overall ensemble performance.

The effect of this rebalancing is shown in more detail in Fig. 8,
depicting the output of all members of the ensemble in two particular
crops. The red crop focuses on the classes traffic light, traffic sign
and pole; while the yellow one analyzes the segmentation maps of a
pedestrian. We can observe in Fig. 8(c) from the red crop that the meta-
learner tends to share a similar shape in the prediction map than 𝐶2
in Fig. 8(a) when analyzing the class traffic light, although the amount
of pixels is clearly different. This behavior is expected in accordance
to the weights distribution from Fig. 9, since 𝐶2 has a slightly higher
coefficient than 𝐶3 for that particular class. The opposite situation takes
place when we analyze the yellow crop, since 𝐶𝑚 acts more aligned with
the third classifier for pedestrian and pole, differing slightly in shape
with the latter.

Our results suggest that our ensemble approach is robust to per-
turbations in individual classifiers, and that the meta-learner is able
to effectively adapt to new scenarios. The individual classifier analysis
highlights the importance of selecting high-performing classifiers for
the ensemble approach, as poor-performing classifiers can have a neg-
ative impact on the overall performance. These findings can inform the
development of more robust ensemble approaches in the future.

7. Conclusions

In this work, we proposed an UDA approach for semantic seg-
mentation that effectively combines image translations, self-supervised
learning, and ensemble learning in a novel way. We used challenging
synthetic-to-real semantic segmentation UDA benchmarks to show that
9

the proposed method improves the accuracy not only on target data,
but also on unseen data that was never used during training.

We can conclude from the results that increasing the input vari-
ability via different image translations induces the network to learn
domain invariant representations in the feature extractor while en-
forcing translation-specific features on each classifier. In addition, by
employing a meta-learning layer, multiple ensemble classifiers can be
used to generate high-quality pseudo-labels and thereby improve the
self-supervised learning process.

We should note that although we focused on the standard synthetic-
to-real UDA benchmarks, it is also possible to extend this work to
real-to-real applications where both source and target domains are real-
world datasets. While this can represent a more realistic application of
UDA, we consider that in this work we made a step in improving the
generalization capability of deep learning models.
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