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Efficient Lyapunov-Based Stabilizability and

Detectability Tests: From LTI to LPV Systems
T. J. Meijer, V. S. Dolk and W. P. M. H. Heemels,

Abstract—In this technical note, we generalize the well-known
Lyapunov-based stabilizability and detectability tests for linear
time-invariant (LTI) systems to the context of discrete-time (DT)
polytopic linear parameter-varying (LPV) systems. To do so, we
exploit the mathematical structure of the class of poly-quadratic
Lyapunov functions, which enables us to formulate conditions in
the form of linear matrix inequalities (LMIs). Our results differ
from existing conditions in that we adopt weaker assumptions
on the parameter dependence of the controllers/observers and
our method does not require explicitly incorporating these gains,
which renders the new conditions less computationally demand-
ing. Interestingly, our results also have important implications
for existing controller and observer synthesis techniques based
on poly-QLFs. In fact, we show that existing observer synthesis
results are stronger than was anticipated in the sense that they
are necessary for a larger class of observers. Moreover, we also
introduce new controller synthesis conditions and illustrate our
results by means of a numerical case study.

Index Terms—Linear matrix inequalities, robust control, pa-
rameteric uncertainty, switched linear systems

I. INTRODUCTION

S
YSTEMATIC construction of Lyapunov functions (LFs)

is a crucial problem in many control applications. By

constructing a LF for a (nonlinear) system, we can check

and certify its (robust) stability properties. By simultaneously

designing a controller or estimator while constructing LFs

for the resulting closed-loop or estimation error dynamics,

we can synthesize stabilizing controllers and observers. In

addition, we can incorporate and optimize closed-loop perfor-

mance criteria in the design procedure [1]. What makes these

techniques even more powerful are the converse Lyapunov

theorems, see, e.g., [2], [3], which show that, generally, any

stable system admits a (converse) LF. In practice, however,

(converse) LFs often cannot be systematically constructed.

Linear time-invariant (LTI) systems form an exception to this

because they are asymptotically stable if and only if they

admit a quadratic Lyapunov function (QLF) [4], which can

be constructed using LMI-based conditions [1]. This fact and

the non-conservatism it induces, is exploited in many powerful

LMI-based tools for LTI systems, such as the well-known

Lyapunov-based stabilizability and detectability analysis con-

ditions, see, e.g., [4], for DT LTI systems of the form

xk+1 = Axk +Buk,

yk = Cxk,
(1)
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where xk ∈ Rnx , uk ∈ Rnu and yk ∈ Rny denote the

state, input and output, respectively, and A, B and C are

matrices of appropriate dimensions. According to these tests,

the system (1) is detectable if and only if there exists a

symmetric-positive-definite matrix P̄ ∈ S
nx

≻0 such that [4]

P̄ −A⊤P̄A+ C⊤C ≻ 0. (2)

Similarly, the system (4) is stabilizable if and only if there

exists S̄ ∈ S
nx

≻0 satisfying [4]

S̄ −AS̄A⊤ +BB⊤ ≻ 0. (3)

Interestingly, the conditions above do not compute an observer

gain or a controller gain that renders the resulting, respec-

tively, error system and closed-loop system asymptotically

stable (however, we can reconstruct such gains based on the

obtained solutions P̄ and S̄, respectively). Consequently, (2)

and (3) are more computationally efficient than their synthesis

counterparts that do compute these gains explicitly, next to the

LF.

In this note, we are interested in a class of discrete-time

polytopic LPV systems, see (4) below, for which the existence

of a QLF is only sufficient and, thereby, conservative [5] for

global uniform asymptotic stability (GUAS). With the aim of

striking a better balance between ease of constructibility and

degree of conservatism, poly-quadratic Lyapunov functions

(poly-QLFs) have been adopted in the literature. By exploiting

the polytopic structure of this class of LFs and the system

itself, poly-QLFs can be constructed using LMI-based tech-

niques. This idea has resulted in the development of many

powerful analysis and synthesis techniques, see, e.g., [6]–[9].

Many of these conditions are not only sufficient, but also

necessary for the existence of a poly-QLF and, possibly, a

controller or observer with a certain polytopic structure, see,

e.g., [6], [7], [10]. In other words, the systematic, powerful and

non-conservative nature of many Lyapunov-based techniques

that we have come to love in the LTI setting, can be and have

been extended for this class of LPV systems. However, to the

best of our knowledge, no generalizations of the Lyapunov-

based tests in (2) and (3) to LPV systems have been proposed

yet and this is one of the gaps we aim to fill in this note.

More generally speaking, in this work, we consider stabiliz-

ing controller and observer synthesis for polytopic LPV sys-

tems (hence, including stabilizability and detectability tests),

for which we propose several novel LMI-based analysis and

synthesis conditions. In doing so, this note also performs a

brief literature survey by putting several existing LPV synthe-

sis conditions into perspective, relative to which we position

our own contributions: Firstly, we propose new necessary

http://arxiv.org/abs/2303.10633v1
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and sufficient LMI-based stability conditions for LPV systems

((L1.4) in Lemma 1 below) that, analogous to [6], can be used

to synthesize parameter-dependent poly-quadratically (poly-

Q) stabilizing, i.e., rendering the closed-loop system poly-

QS, controllers. In contract with the conditions in [6], we

do not introduce additional slack variables, which results in

lower computational complexity for the corresponding LMIs.

Secondly, we also develop a novel LMI-based analysis con-

dition that is necessary and sufficient for poly-Q detectability

(Theorem 1 below), which essentially generalizes (2) from

the LTI case to the polytopic LPV case. Interestingly, we are

able to obtain observers with the same structure as in [7]

without restricting the parameter-dependence a-priori as done

in [7]. Thereby, we show that the results in [7] are even

stronger than claimed originally in their initial publication as

they are not only necessary for the existence of a particular

observer, but even necessary for a more generic structure,

see Remark 1. Thirdly, we also generalize (3) from the LTI

to the polytopic LPV setting by developing, separately, a

parameter-dependent necessary and sufficient analysis condi-

tion (Theorem 2), however, the parameter dependence makes

it intractable to systematically verify its feasibility. Therefore,

we also provide sufficient conditions (Theorem 3) in the form

of a finite number of LMIs that can be systematically solved.

Interestingly, note that our novel conditions are equally valid in

the context of switched linear systems [11]–[13] as discussed

in [5], which makes their use even broader. We demonstrate

our results in a numerical case study and investigate their

computational complexity (see Section V-B).

The remainder of this note is organized as follows. In

Section II, we introduce the model class and relevant pre-

liminaries. Sections III and IV present our main results on

detectability and stabilizability. We illustrate our results in a

numerical case study in Section V. Section VI presents some

conclusions and all proofs can be found in the Appendix.

Notation. The sets of real and non-negative real and

natural numbers are denoted, respectively, R = (−∞,∞),
R>0 = [0,∞) and N = {0, 1, 2, . . .}. We also denote N>n =
{n, n+1, n+2, . . .} and N[n,m] = {n, n+1, n+2, . . . ,m} for

n,m ∈ N. The set of n-by-n symmetric matrices is denoted

by Sn. M 4 0, M ≻ 0 and M < 0 mean, respectively,

that M ∈ Sn is negative semi-definite, positive definite and

positive semi-definite. The sets of such matrices are Sn40,

Sn≻0 and Sn<0, respectively. The symbol I is an identity

matrix of appropriate dimensions and ⋆ completes a symmetric

matrix, e.g.,
[

A ⋆
B C

]

=
[

A B⊤

B C

]

. For A ∈ R
n×m, A⊤ is its

transpose, He(A) = A + A⊤ and A⊥ is a matrix whose

columns are a basis for kerA. Moreover, diag{Ai}i∈N[1,n]

is a block-diagonal matrix with blocks Ai, i ∈ N[1,n]. Let

ei = (0(i−1)×1, 1, 0(n−i)×1) ∈ Rn, i ∈ N[1,n], be the i-th unit

vector. The notation x← y means “replace” x by y.

II. MODEL CLASS AND PRELIMINARIES

We consider discrete-time LPV systems of the form

xk+1 = A(pk)xk +Buk,

yk = Cxk,
(4)

where xk ∈ Rnx , uk ∈ Rnu and yk ∈ Rny denote,

respectively, the state, control input and measured output at

time k ∈ N. The unknown parameter pk belongs to a known

compact set P, i.e., pk ∈ P ⊆ Rnp for all k ∈ N.

Definition 1. The set of admissible parameter sequences,

denoted P , is the set of all parameter sequences {pk}k∈N

with pk ∈ P for all k ∈ N.

The matrix-valued function A : P → Rnx×nx and matrices

B ∈ Rnx×nu and C ∈ Rny×nx are known. We focus on

polytopic systems (4), whose specific mathematical structure

often facilitates the development of LMI-based analysis and

synthesis conditions, see, e.g. [6]–[9].

Definition 2. The system (4) is said to be polytopic, if there

exist continuous1 functions ξi : P → R>0, i ∈ N := N[1,N ],

such that the mapping ξ := (ξ1, ξ2, . . . , ξN ) satisfies ξ(P) ⊂
X := {µ = (µ1, µ2, . . . , µN ) ∈ RN

>0 |
∑

i∈N
µi = 1}, and

matrices Ai ∈ Rnx×nx , i ∈ N , such that, for all π ∈ P,

A(π) =
∑

i∈N

ξi(π)Ai. (5)

If, in addition, the functions ξi, i ∈ N , satisfy {ei}i∈N ⊂
ξ(P), the system (4) is strictly polytopic.

Systems (4) with affine parameter dependence and a polytopic

parameter set admit a strictly polytopic representation. Other

systems can often be described by polytopic systems (4).

A. Global uniform asymptotic and poly-quadratic stability

Let xk(p,u, x0) be the solution to (4) at time k ∈ N for

initial state x0 ∈ Rnx , parameter sequence p ∈ P and input

sequence u = {uj}j∈N with uj ∈ R
nu for all j ∈ N. For

systems (4) without input, i.e., u = 0 = {0}j∈N, We define

GUAS [2], below, where we consider uniformity with respect

to parameter sequence p (and initial state x0).

Definition 3. The system (4) is said to be GUAS, if

(D3.1) for any positive ǫ ∈ R>0, there exists a positive δ(ǫ) ∈
R>0 (independent of p) such that

‖x0‖ < δ(ǫ) =⇒ ‖xk(p,0, x0)‖ < ǫ, (6)

for all k ∈ N>1 and for all p ∈ P , and

(D3.2) for any positive ρ, ǫ ∈ R>0, there exists K(ρ, ǫ) ∈ N

(independent of p) such that, for all k > K(ρ, ǫ) and

for all p ∈ P ,

‖x0‖ < ρ =⇒ ‖xk(p,0, x0)‖ < ǫ. (7)

For guaranteeing GUAS of (4) it is often practical to use

Lyapunov-based techniques. For polytopic systems (4), poly-

QLFs, as introduced below, have been used extensively, see,

e.g., [6]–[9], because they (a) can be constructed using

LMI-based techniques, and (b) are less conservative than

traditional QLFs. These poly-QLFs lead us to define poly-

quadratic stability (poly-QS) below.

1Continuity of the functions ξi, i ∈ N , is assumed so that we can apply
Lemma 3 in the Appendix. However, the same result can be obtained using
the fact that A and P , introduced later in (8), are uniformly bounded on P.
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Definition 4. The system (4) being polytopic is said to be poly-

QS, if it admits a poly-QLF, i.e., a function V : P×Rnx → R>0

of the form

V (π, x) = x⊤P (π)x with P (π) =
∑

i∈N

ξi(π)P̄i, (8)

where P̄i ∈ Snx and ξi, i ∈ N , are the functions in (5)

satisfying, for some aj ∈ R>0, j ∈ N[1,3],

a1‖x‖
2
6 V (π, x) 6 a2‖x‖

2, (9)

V (π+, x+) 6 V (π, x)− a3‖x‖
2, (10)

for all π+, π ∈ P and x+, x ∈ Rnx with x+ = A(π)x.

Poly-QS implies GUAS [2], however, the converse is in

general not true and, therefore, some degree of conservatism

is introduced. The use of poly-QLFs is strongly related to the

use of mode-dependent LFs for switched linear systems [5].

B. Relevant and novel LMI-based poly-QS conditions

Several necessary and sufficient LMI-based conditions,

which are summarized below, have been proposed in the

literature to verify poly-QS, see, e.g., [6], [7], [10]. We also

propose a new condition, (L1.4) below, with fewer decision

variables and, thereby, lower computational complexity.

Lemma 1. Consider the system (4) being polytopic and the

statements:

(L1.1) System (4) is poly-QS with (8) being a poly-QLF.

(L1.2) There exist matrices P̄i ∈ S
nx , S̄i = P̄−1

i and Xi ∈
Rnx×nx , i ∈ N , such that

[

Xi+X⊤

i −S̄i ⋆

AiXi S̄j

]

≻ 0, for all i, j ∈ N . (11)

(L1.3) There exist matrices P̄i ∈ Snx and Xi ∈ Rnx×nx ,

i ∈ N , such that

[

Xi+X⊤

i −P̄j ⋆

A⊤

i X⊤

i P̄i

]

≻ 0, for all i, j ∈ N . (12)

(L1.4) There exist matrices P̄i ∈ Snx and S̄i = P̄−1
i , i ∈ N ,

such that

[

S̄i ⋆

AiS̄i S̄j

]

≻ 0, for all i, j ∈ N . (13)

It holds that (L1.4) ⇔ (L1.2) ⇒ (L1.1) and (L1.3) ⇒
(L1.1). The matrices Xi, i ∈ N , satisfying (11) or (12) are

non-singular. In addition, if system (4) is strictly polytopic,

then all statements are equivalent.

While mathematically equivalent (for strictly polytopic sys-

tems), the statement above have different applications, i.e.,

(L1.2) and (L1.4) are useful to obtain LMI-based controller

synthesis conditions, whereas (L1.3) is used for observer

design, see [6], [7], [10]. Our novel condition (L1.4) leads

to controller synthesis conditions with reduced computational

complexity, as we discuss in Section IV-B.

III. OBSERVER DESIGN AND DETECTABILITY

In this section, we consider the problem of designing

observers of the form

x̂k+1 = A(pk)x̂k + L(k,p)C(x̂k − xk) +Buk, (14)

where x̂k ∈ R
nx denotes the estimated state at time k ∈ N and

L : N×P → Rnx×ny is the to-be-designed observer gain. For

the error ek := x̂k−xk, k ∈ N, we obtain the estimation-error

system for (4) and (14) that is linear in e, i.e.,

ek+1 = (A(pk) + L(k,p)C)ek. (15)

We are interested in analyzing–in a systematic fashion–

whether a given system is detectable in the sense that an

observer of the form (14) exists, which is such that the corre-

sponding error system (15) is GUAS. The class of observers

in (14) is more general than the class of observers considered

in, e.g., [7] in that it depends on the entire parameter sequence

p (rather than pk alone). This allows us to exploit a history

or prediction of p, if available, so that we can study whether

this enables us to design observers, that render (15) GUAS,

for systems for which we are not able to do so using pk
alone. Also, we use the term poly-Q detectability to indicate

that an observer (14) exists that renders (15) poly-QS, as

formalized below. Some degree of conservatism is introduced

by considering poly-Q detectability instead of, for instance, a

more general detectability definition in terms of GUAS.

Definition 5. The system (4) is said to be poly-Q detectable,

if there exists a function L : N × P → Rnx×ny that renders

the error system (15) poly-QS.

A. Poly-Q-detectability analysis

Next, we propose novel LMI-based conditions that general-

ize the Lyapunov-based detectability test (2) for LTI systems.

Theorem 1. The system (4) being strictly polytopic is poly-Q

detectable, if and only if there exist matrices P̄i ∈ S
nx

≻0, i ∈ N ,

such that

P̄i −A⊤
i P̄jAi + C⊤C ≻ 0, for all i, j ∈ N . (16)

If the system (4) is polytopic, the conditions are only sufficient.

Moreover, in that case, (14) with, for k ∈ N and p ∈ P ,

L(k,p) = −
∑

i∈N

ξi(pk)Ai(P̄i + C⊤C)−1C⊤ (17)

renders the error system (15) poly-QS with poly-QLF (8).

The conditions above provide a non-conservative test for poly-

Q detectability of strictly polytopic systems (4). Observe also

that Theorem 1 is more general than the results in [7], [10] in

the sense that–unlike [7], [10]–we do not require L to depend

only on the current parameter pk and be polytopic, but more

importantly Theorem 1 is simpler and computationally more

efficient than the observer synthesis conditions in, e.g., [7],

[10, Theorem 2] since the observer gain L does not appear

explicitly in (16) and no slack variables were introduced.

Once we have obtained a feasible solution to (16), we can

use it to construct the observer gain in (17) that renders (15)
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poly-QS. Interestingly, despite the fact that we do not impose

this a-priori, L in (17) is still polytopic and depends only on

pk. At first glance, readers may find the uncovered polytopic

structure for L rather logical, however, we will see that this

is a surprising result in the next section, where we obtain a

very different structure in the context of stabilizing feedback

control. In the LTI context, we can use a solution to the

LTI detectability test (2) to construct (using the Woodbury

identity [14]) the stabilizing observer gain [15]

L̄ = −Ā(P̄ + C⊤C)−1C⊤ = −ĀS̄C(I + CS̄C⊤)−1, (18)

with S̄ satisfying (2). In fact, if we substitute Pi = P̄ ∈ S
nx

≻0

and Ai ∈ Rnx×nx , i ∈ N , in (16) and (17), we recover (2)

and (18), respectively, which shows that Theorem 1 truly

generalizes the well-known Lyapunov stabilizability results

from the LTI setting to polytopic LPV systems (4).

Remark 1. The fact that the conditions in Theorem 1 yield

L as in (16), i.e., polytopic and only dependent on pk, also

means that the conditions in [7], [10] are necessary and

sufficient for the existence of a more general L as in (14) that

renders (15) poly-QS. In other words, the system (4) being

(strictly) polytopic is poly-Q detectable, if (and only if) there

exist matrices P̄i ∈ Snx , Xi ∈ Rnx×nx and Yi ∈ Rnx×ny ,

i ∈ N , such that
[

Xi+X⊤

i −P̄j ⋆

A⊤

i X⊤

i +C⊤Y ⊤

i P̄i

]

≻ 0, for all i, j ∈ N . (19)

Moreover, in that case, (14) with

L(k,p) =
∑

i∈N

ξi(pk)X
−1
i Yi, k ∈ N,p ∈ P , (20)

renders the error system (15) poly-QS with poly-QLF (8). The

proof is omitted, but sufficiency is shown in [10] and necessity

(under strict polytopicity) follows from Theorem 4 and the fact

that the conditions in (19) are necessary for the existence of a

stabilizing observer (14) with polytopic L(p, k) = L̄(pk) [10].

IV. CONTROLLER DESIGN AND STABILIZABILITY

Next, we aim to design stabilizing state-feedback laws

uk = K(k,p)xk for some K : N× P → R
nu×nx , (21)

which are more general feedback laws than considered in [6] in

the sense that K is not necessarily polytopic and may depend

on the entire parameter sequence p. By considering (21), we

ensure that the corresponding closed-loop system

xk+1 = (A(pk) +BK(k,p))xk, (22)

is–like (21)–also linear in x. Since there may exist other

poly-Q stabilizing controllers, focusing only on (21) may

come at the cost of being conservative. We are interested

in systematically analyzing whether a given system (4) is

stabilizable in the sense that a controller of the form (21) exists

that renders the closed-loop system (22) poly-QS, for which

we will develop LMI-based analysis and synthesis conditions.

Definition 6. The system (4) is said to be poly-Q stabilizable,

if there exists a function K : N × P → Rnu×nx that renders

the closed-loop system (22) poly-QS.

A. Poly-quadratic-stabilizability analysis

Inspired by Theorem 1, which generalizes (2) to polytopic

LPV systems, we aim to generalize the Lyapunov-based sta-

bilizability condition (3). To this end, we first state parameter-

dependent necessary and sufficient conditions below.

Theorem 2. The system (4) being polytopic is poly-Q sta-

bilizable, if and only if there exist matrices S̄i ∈ S
nx

≻0 and

P̄i = S̄−1
i , i ∈ N , such that S(π) = P−1(π), with P as

in (8), satisfies, for all π+, π ∈ P

S(π+)−A(π)S(π)A(π) +BB⊤ ≻ 0. (23)

Moreover, in that case,

K(k,p) = −B⊤(S(pk+1) +BB⊤)−1A(pk), (24)

for k ∈ N and p ∈ P , renders the closed-loop system (22)

poly-QS with poly-QLF (8).

Solving the conditions in Theorem 2 for all π+, π ∈ P is

not tractable, which is why we typically attempt to translate

them to conditions in terms of the vertices. It follows trivially

from Theorem 2 that, for strictly polytopic systems (4), the

existence of S̄i ∈ S
nx

≻0, i ∈ N , such that

S̄j −AiS̄iA
⊤
i +BB⊤ ≻ 0, for all i, j ∈ N , (25)

is a necessary condition for poly-Q stabilizability. Unfortu-

nately, (25) is–to the best of our knowledge–not sufficient,

since we are unable to derive, from (25), a condition in terms

of P̄i (instead of S̄i) that also does not contain any products

between matrices that depend on the same index i or j,

which is crucial in proving sufficiency of (25). By introducing

additional slack variables in Theorem 2, however, we obtain

the conditions below, which are sufficient.

Theorem 3. The system (4) being polytopic is poly-Q stabi-

lizable, if there exist matrices S̄i ∈ Snx and Xi ∈ Rnx×nx ,

P̄i = S̄−1
i , i ∈ N , such that

[

Xi+X⊤

i −AiS̄iA
⊤

i +BB⊤ ⋆

Xi S̄j

]

≻ 0, for all i, j ∈ N . (26)

Moreover, in that case, K in (24) with P in (8) and S(π) =
P−1(π) renders the closed-loop system (22) poly-QS with

poly-QLF (8).

Theorem 3 provides LMI-based conditions to guarantee that a

given polytopic system (4) is poly-Q stabilizable. Observe that,

in contrast with (17) in the context of poly-Q detectability, K
in (24) is not polytopic and depends on both pk and pk+1.

As mentioned before in Section III, this emphasizes that the

polytopic and pk-dependent structure that we found for L
in (17) is not necessarily natural and/or obvious.

By substituting A(π) = Ā ∈ Rnx×nx and S(π) = S̄ =
P̄−1 ∈ S

nx

≻0, π ∈ P, in (24), we recover (using the Woodbury

identity [14])

K̄ = −B⊤(S̄ +BB⊤)−1Ā = −(I +B⊤P̄B)−1P̄ Ā, (27)

with P̄ = S̄−1 ≻ 0 satisfying (3), which is precisely the

stabilizing controller gain obtained from (3) in the LTI setting,

see, e.g., [15]. Similarly, the conditions in Theorem 2 reduce to

those in (3) when making the same substitutions and, therefore,

generalize (3) to the polytopic LPV setting.



5

B. Poly-Q-stabilizing controller synthesis

In this section, we provide synthesis conditions, which differ

from Theorem 3 in that they explicitly contain the controller

gains, to design controllers of the form (21).

Theorem 4. Consider the system (4) being polytopic and the

statements:

(T4.1) System (4) is poly-Q stabilizable with K(k,p) =
∑

i,j∈N
ξi(pk)ξj(pk+1)K̄ij(

∑

m∈N
ξm(pk+1)Xim)−1

for some K̄ij ∈ Rnu×nx , Xij ∈ Rnx×nx , i, j ∈ N .

(T4.2) System (4) is poly-Q stabilizable with K(k,p) =
∑

i∈N
ξi(pk)K̄i for some K̄i ∈ Rnu×nx , i ∈ N .

(T4.3) There exist matrices P̄i ∈ Snx , S̄i = P̄−1
i , K̄i ∈

R
nu×nx and Yi = K̄iS̄i, i ∈ N , such that

[

S̄i ⋆

AiS̄i+BYi S̄j

]

≻ 0, for all i, j ∈ N . (28)

(T4.4) There exist matrices P̄i ∈ S
nx , S̄i = P̄−1

i , Xij ∈
Rnx×nx , K̄ij ∈ Rnu×nx , Yij = K̄ijXij and Zi ∈
Rnx×nx , i, j ∈ N , such that

[

Xij+X⊤

ij−S̄i ⋆ ⋆

AiXij+BYij Zi+Z⊤

i ⋆

0 Zi S̄j

]

≻ 0, for all i, j ∈ N .

(29)

Then, (T 4.2) ⇒ (T 4.1) with K̄ij = K̄i and Xij = I , i, j ∈
N . Moreover, (T 4.3) ⇒ (T 4.2) with the same K̄i, i ∈ N ,

and (T 4.4)⇒ (T 4.1) with the same K̄ij and Xij , i, j ∈ N .

If (T4.3) or (T4.4) holds, (8) is a poly-QLF for the closed-

loop system (22). The matrices Xij , i, j ∈ N , satisfying (29)

are such that Xi(π) =
∑

j∈N
ξj(π)Xij , i ∈ N , are non-

singular for all π ∈ P. If (4) is also strictly polytopic, then

(T 4.2)⇔ (T 4.3).

Statements (T4.3) and (T4.4) are LMIs in S̄i, Xij , Yi, Yij

and Zi, i, j ∈ N . Note that implementation of (24) and

K in (T4.1) will typically require the inverses S(pk+1) and

(S(pk+1) + BB⊤)−1 or Xi(π)
−1 = (

∑

j∈N
ξj(π)Xij)

−1 to

be computed on-line. These computationally-expensive on-line

computations can be avoided by using (T4.3) or by setting

Xij = X̄i ∈ Rnx×nx , i, j ∈ N . Note that this was not an

option in Theorem 3, since the controller variables do not

explicitly appear in (26). The equivalence (T 4.2) ⇔ (T 4.3)
for strictly polytopic systems follows from Lemma 1. (T4.3)

shows that eliminating the slack variables by setting them to

S̄i in [6, Theorem 4] is not conservative.

V. NUMERICAL EXAMPLE

We now demonstrate our results by means of a numerical

example. To this end, we consider (4) with

A(π) =

[

4
5 − 1

4 0 1
1 0 0 0
0 0 1

5
3

100
0 0 1 0

]

+ π

[

0
0
1
0

]





4
5

− 1
4

− 1
5

− 3
100





⊤

, B =

[

1
0
1
0

]

and

C =
[

1 0 0 0
]

, Pγ := {p | |p| 6 γ}, γ ∈ R>0. (30)

Using our results, we aim to find the largest γ⋆ ∈ R>0 such

that the system (4) with pk ∈ Pγ⋆ , k ∈ N, is poly-QS/poly-

Q stabilizable/poly-Q detectable for all k ∈ N and p ∈
Pγ⋆ := {{pk}k∈N | pk ∈ Pγ⋆ , k ∈ N}. Based on the strictly

TABLE I
STABILITY/STABILIZABILITY/DETECTABILITY BOUNDS γ⋆

Poly-QS Poly-Q detectability Poly-Q stabilizability

Conditions γ⋆ Conditions γ⋆ Conditions γ⋆

(L1.2) 0.6840 Theorem 1 4.1917 Theorem 3 1.2198
(L1.3) 0.6840 Remark 1 4.2009 (T4.3) 1.2202
(L1.4) 0.6840 (T4.4) 1.2201

[6, Thm 4] 1.2202

TABLE II
AVERAGE COMPUTATION TIMES

Poly-QS Poly-Q detectability Poly-Q stabilizability

Conditions Time [s] Conditions Time [s] Conditions Time [s]

(L1.2) 1.5980 Theorem 1 1.1293 Theorem 3 2.5588
(L1.3) 1.5758 Remark 1 2.0439 (T4.3) 2.0011
(L1.4) 1.0059 (T4.4) 8.4978

[6, Thm 4] 4.3250

polytopic representation A(π) = ((γ − π)/(2γ))A(−γ) +
((γ + π)/(2γ))A(γ), all results in the prequel are applied,

using YALMIP toolbox [16] for MATLAB with external solver

MOSEK [17] to solve the LMI-based conditions.

A. Comparison of different conditions

As summarized in Table I, the system is poly-QS for all

|γ| 6 γ⋆ = 0.6840 and the same γ⋆ is found using all of

the conditions in Lemma 1, which supports their equivalence.

Regarding poly-Q detectability, Theorem 1 and the conditions

in Remark 1 are equivalent so we expect the obtained γ⋆ to

be equal, however, as seen in Table I we compute slightly

different γ⋆’s due to numerics. Next, we test poly-Q stabi-

lizability. Firstly, we apply [6, Theorem 4] to compare the

result with (T4.3), which, since both γ⋆’s are equal, supports

their equivalence. Finally, we see that there is no significant

difference between the γ⋆’s obtained through Theorem 3

and (T4.4) and the one obtained using (T4.3) and [6, Theorem

4]. Looking at this, it appears as if the pk+1-dependence

in (24) does not translate to less conservative results, which

may indicate that perhaps the polytopic structure in (T4.2)

is (similar to the observer setting) already rich enough to

be non-conservative for poly-Q stabilizability. However, other

potential sources of conservatism in Theorem 3 prevent us

from drawing any conclusions without further research.

B. Computational complexity

In general, LMIs can be solved with complexity that is

proportional to the number of decision variables cubed (i.e.,

#DV3), see, e.g., [18]. Thereby, it is expected that the reduced

number of decision variables in, e.g., (L1.4), Theorem 1

and (T4.3) compared to similar existing conditions translates

also to lower computational cost. For small problems, these

expected differences in complexity may be overshadowed by

computational overhead, therefore, we also apply our results

to a somewhat larger system

xk+1 = diag{A(p1k), A(p
2
k), A(p

3
k)}xk + diag{B,B,B}uk,

yk = diag{C,C,C}xk,

where pk = (p1k, p
2
k, p

3
k) ∈ P3

γ⋆ , k ∈ N, and A, B and C as

in (30). This system contains nx = 12 states, nu = 3 inputs

and ny = 3 outputs as well as 3 unknown parameters that
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TABLE III
NUMBER OF SCALAR DECISION VARIABLES #DV

Poly-QS Poly-Q detectability Poly-Q stabilizability

Conditions #DV Conditions #DV Conditions #DV

(L1.2) N(n2
x + nx(nx + 1)/2) Theorem 1 Nnx(nx + 1)/2 Theorem 3 N(n2

x + nx(nx + 1)/2)
(L1.3) N(n2

x + nx(nx + 1)/2) Remark 1 N(n2
x + nx(nx + 1)/2 + nxny) (T4.3) N(nx(nx + 1)/2 + nxnu)

(L1.4) Nnx(nx + 1)/2 (T4.4) N(N(n2
x + nxnu) + n2

x + nx(nx + 1)/2)
[6, Thm 4] N(n2

x + nx(nx + 1)/2 + nxnu)

lie in P3
γ⋆ . Since this system consists of 3 decoupled versions

of (4) with (30), its stability, stabilizability and detectability

properties remain the same. Hence, we use the values for γ⋆

that we computed for the system (4) with (30), which are

shown in Table I. The recorded average computation times

are shown in Table II as well as formulae for the number

of decision variables in the LMIs in Table III. As expected,

we observe that (L1.4) requires significantly less time to

solve compared to (L1.2) and (L1.3) since (L1.4) does not

contain the additional N nx-by-nx slack variables. Similarly,

the conditions in Theorem 1 can be solved faster than those in

Remark 1 since Remark 1 contains similar slack variables as

well as the N nx-by-ny matrices Yi related to the synthesized

observer gains. Finally, we find that we can solve (T4.3)

significantly faster than Theorem 1 due to the absence of

slack variables. Moreover, the conditions in [6, Theorem 4]

were also found to be more complex since they require the

computation of the controller gains and (T4.4), although pos-

sibly less conservative, contains N2 nx-by-nx slack variables,

which renders it by far the most computationally expensive

poly-Q stabilizability condition. These computational benefits

are even higher for systems with larger state, input and/or

output dimensions, more parameters and parameter sets with

more vertices N , as also following from Table III.

VI. CONCLUSIONS

In this note, we studied stability, detectability and stabi-

lizability for polytopic LPV systems. By generalizing the

Lyapunov-based LMI test for detectability in the LTI setting,

we have developed a similar LMI-based test for poly-Q

detectability that turned out to be necessary and sufficient. For

stabilizability of polytopic systems, we obtained a parameter-

dependent necessary and sufficient condition as well as an

alternative LMI-based sufficient condition that is no longer pa-

rameter dependent and, thereby, can be systematically solved.

For all of these results, we discussed their relation to their

LTI counterparts and existing synthesis conditions and their

computational advantages which were also illustrated by a

numerical example.
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APPENDIX

A. Existing results

Lemma 2 ([19, Lemma 4]). Given matrices Ψ ∈ Sn, Γ ∈
R

m×n and Ω ∈ R
p×n with rankΩ = p < n. There exists a

matrix Λ ∈ Rm×p such that Ψ + Γ⊤ΛΩ + Ω⊤Λ⊤Γ ≻ 0, if

and only if Γ⊤
⊥ΨΓ⊥ ≻ 0 and Ω⊤

⊥ΨΩ⊥ ≻ 0.

Lemma 3 ([20]). For continuous functions Ψ: P → Sn

and Γ: P → R
m×n on a compact set P ⊂ R

p, it holds

that Γ⊤
⊥(π)Ψ(π)Γ⊥(π) ≻ 0 for all π ∈ P, if and only if

Ψ(π) + µΓ⊤(π)Γ(π) ≻ 0 for all π ∈ P, for some µ ∈ R.

Lemma 4 ([21]). For matrices X,Y ∈ Rm×n and S ∈ Sm≻0,

it holds that X⊤Y + Y ⊤X 4 X⊤S−1X + Y ⊤SY .
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B. Proofs

Proof of Lemma 1. It is shown in [6], [10] that (L1.2) ⇒
(L1.1), (L1.3) ⇒ (L1.1) and, for strictly polytopic systems,

(L1.1)⇔ (L1.2)⇔ (L1.3). Moreover, it is also shown in [6],

[7] that the matrices Xi, i ∈ N , satisfying (11) and (12) are

non-singular. We prove (L1.2)⇔ (L1.4).
(L1.4) ⇒ (L1.2): (L1.4) implies (L1.2) with Xi = S̄i.

(L1.2) ⇒ (L1.4): If (L1.2) holds, then S̄i ≻ 0 and

[

A⊤

i

−I

]⊤ [

Xi+X⊤

i −S̄i ⋆

AiXi S̄j

] [

A⊤

i

−I

]

= S̄j −AiS̄iA
⊤
i ≻ 0, (31)

for all i, j ∈ N . By Schur complement and congruence

transformation with diag{S̄i, I}, i ∈ N , (L1.2) holds.

Proof of Theorem 1. Sufficiency: Suppose that there exist

P̄i ∈ S≻0 and S̄i := P̄−1
i , i ∈ N , for which (16) holds.

Let Li := −Ai(P̄i + C⊤C)−1C⊤, i ∈ N , such that Ai +
LiC = Ai(I − (P̄i + C⊤C)−1C⊤C) = Ai(P̄i +C⊤C)−1P̄i,

i, j ∈ N . We denote Qij := S̄j − (Ai +LiC)S̄i(Ai +LiC)⊤,

i, j ∈ N , and will now show that Qij ≻ 0, i, j ∈ N .

It holds that P̄i 4 P̄i + C⊤C, i ∈ N , which, since

Qij = S̄j −Ai(P̄i +C⊤C)−1P̄i(P̄i +C⊤C)−1A⊤
i , i, j ∈ N ,

implies that

Qij < S̄j −Ai(P̄i + C⊤C)−1A⊤
i , for all i, j ∈ N . (32)

Applying Schur complement to the right-hand side (32) twice

shows that Qij ≻ 0, for all i, j ∈ N , since P̄i + C⊤C −

A⊤
i P̄jAi

(16)
≻ 0, i, j ∈ N . Using Schur complement, Qij ≻ 0

for all i, j ∈ N is equivalent to (L1.4) with Ai ← Ai + LiC,

which implies that (15) with L in (17) is poly-QS and V (8) is

a poly-QLF. Note that we did not use strict polytopicity any-

where, hence, sufficiency holds for the full class of polytopic

systems (4).

Necessity for strictly polytopic systems: Suppose that the

system (4) is poly-Q detectable, i.e., there exist L : N×P →
Rnx×ny and P̄i ∈ Snx , i ∈ N , such that V as in (8) is a

poly-QLF for (15). From (10), using the Schur complement,
[

P (pk) A⊤(pk)
⋆ S(pk+1)

]

+He
([

C⊤

0

]

L⊤(k,p)
[

0 I
])

≻ 0, (33)

where S(π) = P−1(π) ≻ 0, π ∈ P, k ∈ N and p ∈ P . By

pointwise application of Lemma 2 for all k ∈ N and p ∈ P ,

there exists L satisfying (33) if and only if, for all π+, π ∈ P,

P (π) ≻ 0 and
[

C 0
]⊤

⊥

[

P (π) A⊤(π)
⋆ S(π+)

]

[

C 0
]

⊥
≻ 0. (34)

Using the continuity of P , S and A, the second condition

in (34), by pointwise application of Lemma 3 for all π+, π ∈
P, holds if and only if there exists µ ∈ R such that P (π) −
A⊤(π)P (π+)A(π)+µC⊤C ≻ 0 for all π+, π ∈ P. It follows,

due to the strict polytopicity of (4), that P̄i ≻ 0 and P̄i −
A⊤

i P̄jAi+µC⊤C ≻ 0 for all i, j ∈ N . Since C⊤C < 0, (16)

holds with µ̄ > max{0, µ} and P̄i ← (1/µ̄)P̄i.

Proof of Theorem 2. Sufficiency: Suppose there exist matri-

ces S̄i ∈ S
nx

≻0 and P̄i = S̄−1
i , i ∈ N , such that S(π) = P−1(π)

with P as in (8) satisfies (23) for all π+, π ∈ P. It follows,

from S̄i ≻ 0, i ∈ N , that S(π) ≻ 0 for all π ∈ P. Let K be as

in (24) such that A(pk)+BK(k,p)) = (I−BB⊤(S(pk+1)+
BB⊤)−1)A(pk) = S(pk+1)(S(pk+1) + BB⊤)−1A(pk), k ∈

N, p ∈ P . We denote Q(k,p) := P (pk) − (A(pk) +
BK(k,p))⊤P (pk+1)(A(pk) + BK(k,p)), k ∈ N, p ∈ P ,

and will now show that Q(k,p) ≻ 0 for all k ∈ N and

p ∈ P . It holds that −S(π) < −(S(π)+BB⊤) for all π ∈ P,

which, by expressing Q(k,p) = P (pk)−A⊤(pk)(S(pk+1) +
BB⊤)−1S(pk+1)(S(pk+1) +BB⊤)−1A(pk), k ∈ N, p ∈ P ,

implies that, for all k ∈ N and p ∈ P ,

Q(k,p) < P (pk)−A
⊤(pk)(S(pk+1)+BB⊤)−1A(pk). (35)

Applying Schur complement to the right-hand side of (35)

twice shows that Q(k,p) ≻ 0 for all k ∈ N and p ∈ P , since

S(pk+1)+BB⊤−A(pk)S(pk)A⊤(pk)
(23)
≻ 0 for all p ∈ P and

k ∈ N. We conclude, using also the fact that P is uniformly

bounded on P, that V in (8) is a poly-QLF for (22) and, thus,

K in (24) renders (22) poly-QS.

Necessity: Suppose that system (4) is poly-Q stabilizable,

i.e., there exist K : N× P → R
nu×nx and P̄i ∈ S

nx , i ∈ N ,

such that V as in (8) is a poly-QLF for (22). Then, P̄i ≻ 0,

S̄i = P̄−1
i , i ∈ N , and S(π) = P−1(π) ≻ 0, π ∈ P. By Schur

complement, (10) yields, for all p ∈ P , k ∈ N,
[

P (pk) ⋆

A(pk) S(pk+1)

]

+He
([

0
B

]

K(k,p)
[

I 0
])

≻ 0. (36)

By pointwise application of Lemma 2 for all k ∈ N and p ∈ P ,

there exists K satisfying (36) if and only if

S(π) ≻ 0 and
[

0 B⊤

]⊤

⊥

[

P (π) ⋆

A(π) S(π+)

]

[

0 B⊤

]

⊥
≻ 0, (37)

for all π+, π ∈ P. We can complete the proof by applying

Lemma 3 pointwise for all π+, π ∈ P and following the same

steps as at the end of the proof of Theorem 1.

Proof of Theorem 3. Suppose that there exist P̄i ∈ Snx and

Xi ∈ Rnx×nx , i ∈ N , such that (26) holds with S̄i := P̄−1
i ,

i ∈ N . It follows that S̄i ≻ 0, i ∈ N , and, by congruence

transformation with diag{I, P̄j} and Schur complement, it

follows from (26) that
[

P̄i ⋆ ⋆

Ai He(Xi)+BB⊤ ⋆

0 P̄jXi P̄j

]

≻ 0, for all i, j ∈ N . (38)

Multiplying (38) by ξi(π)ξj(π+) and summing over all i, j ∈
N , we obtain
[

P (π) ⋆ ⋆

A(π) He(X(π))+BB⊤ ⋆

0 P (π+)X(π) P (π+)

]

≻ 0, for all π+, π ∈ P, (39)

with P (π) =
∑

i∈N
ξi(π)P̄i, as in (8), and X(π) =

∑

i∈N
ξi(π)Xi, π ∈ P. Since P̄i ≻ 0, i ∈ N , we have

P (π) ≻ 0, π ∈ P. From (39), we obtain X(π) + X⊤(π) −
X⊤(π)P (π+)X(π) − A(π)S(π)A⊤(π) + BB⊤ ≻ 0 for all

π+, π ∈ P. By pointwise application of Lemma 4, we conclude

that S satisfies (23) for all π+, π ∈ P. Thus, by Theorem 2,

K as in (24) with S(π) = P−1(π), π ∈ P, and P as in (8)

renders (22) poly-QS with poly-QLF (8).

Proof of Theorem 4. (T4.2) ⇒ (T4.1): If (T4.2) holds,

then (T4.1) holds with Xij ← I and K̄ij ← K̄i, i, j ∈ N .

(T4.3) ⇒ (T4.2): If (T4.3) holds, then S̄i ≻ 0 and
[

S̄i ⋆

(Ai+BK̄i)S̄i S̄j

]

≻ 0, for all i, j ∈ N , (40)
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which, by (L1.4) with Ai ← Ai + BK̄i, implies (T4.2) with

the same Ki, i ∈ N , and with (8) being a poly-QLF for (22).

(T4.2) ⇒ (T4.3) for strictly polytopic systems: Sup-

pose that (T 4.2) holds, then, due to strict polytopicity, (T4.3)

(with non-singular Xi, i ∈ N ) follows from (L1.4).

(T4.4) ⇒ (T4.1): If (T4.4) holds, then P̄i = S̄−1
i ≻ 0,

i ∈ N . Congruence transformation with diag{I, I, P̄j}, mul-

tiplying by ξj(π+) and summing over all j ∈ N yield

[

He(Xi(π+))−S̄i ⋆ ⋆

AiXi(π+)+BYi(π+) He(Zi) ⋆

0 P (π+)Zi P (π+)

]

≻ 0, (41)

with [Xi(π+) Yi(π+) P (π+) ] =
∑

j∈N ξj(π+) [Xij Yij P̄i ], for

all π+ ∈ P, i ∈ N . From (41), Xi(π), i ∈ N , are non-

singular for all π ∈ P. Applying Lemma 4 to (41) followed by

a congruence transformation with diag{X−1
i (π+), I, I} yields

[

P̄i ⋆ ⋆

Ai+BK̄i(π+) He(Zi) ⋆

0 P (π+)Zi P (π+)

]

≻ 0, for all i ∈ N , π+ ∈ P,

where K̄i(π) = Yi(π)X
−1
i (π) and S(π) = P−1(π), π ∈ P,

i ∈ N . Applying the Schur complement and Lemma 4, it

follows that
[

P̄i ⋆

Ai+BK̄i(π+) S(π+)

]

≻ 0, for all i ∈ N , π+ ∈ P. (42)

Next, we multiply by ξi(π), sum over all i ∈ N and

apply Schur complement to obtain P (pk) − (A(pk) +
BK(k,p))⊤P (pk+1)(A(pk) + BK(k,p)) ≻ 0 for all k ∈ N,

p ∈ P , where K(k,p) =
∑

i∈N
ξi(pk)K̄i(pk+1), k ∈ N,

p ∈ P . Since P , A and K are polytopic, V as in (8)

satisfies (9)-(10) for (22) with some ai ∈ R>0, i ∈ N[1,3].
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