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Chapter 1

Introduction

1.1 Background

There is a growing number of connected components present in sophisticated
cyber-physical systems, e.g., in the automotive industry, high-tech systems,
and industrial automation. These systems are networked and have strin-
gent requirements in terms of communication, time, memory, processing
power, etc. Those components are of a heterogeneous nature, in the sense
that some have hard real-time requirements with low bandwidth demands
on the communication network, while others merely require soft real-time
guarantees with high bandwidth demands or have no specified requirements
at all. For instance, in an electron microscope, we use images or other
sensor data to estimate the tiny motion of the specimen and then compen-
sate for it by adjusting the beam and the stage to achieve automated drift
compensation. Large volumes of images and other sensor data need to be
sent over a network as quickly as feasible for further processing. Then the
resultant small-size control information needs to be sent to the actuators
within a stringent timing demand. Meanwhile, the operator must be able
to inspect the image on display without experiencing an excessive amount
of delay. Whether a single network backbone can ensure the large-volume
image data is transmitted in time while the small-size control data must
fulfill strict timing demands is a challenge that a modern industrial network
should cope with.

To face the consequences of this heterogeneity, Ethernet is currently be-
ing considered as a possible solution to this problem, as it provides high
bandwidth as part of a widely accepted standard. Since Ethernet was orig-
inally intended for best-effort transmission, it can not provide real-time
guarantees; however, the development of the Ethernet AVB standard (from
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the Audio/Video Bridging task group IEEE (2005)), enables the use of
Ethernet for transporting high-volume data with latency guarantees. This
standard enables prioritized data transmission and relies on traffic shaping
techniques, and in particular on the standardized Credit-Based Shaper (see
IEEE 802.1Q-2014 IEEE (2014)) to be able to guarantee required latency
and throughput for audio/video traffic while preventing starvation of best-
effort traffic. In 2012, the task group was renamed to the Time Sensitive
Networking (TSN) task group IEEE (2012), with the aim of supporting
time-sensitive traffic by introducing time-triggered transmission on top of
other traffic classes. This latter enhancement of scheduled traffic (see IEEE
802.1Qbv IEEE (2016)) is not considered in this dissertation as we only
focus on Credit-Based Shaping.

To delve into further details, the transmission of frames through an Eth-
ernet AVB Switch’s output port is scheduled in a prioritized fashion. Frames
from several input ports are distributed over (FIFO) output queues depend-
ing on their corresponding priority classes. Because the initial purpose of
Ethernet AVB is to serve audio and video traffic in addition to best-effort
traffic, priorities are often restricted to three: audio takes precedence over
video, and video gets priority over Best-Effort traffic. Within audio and
video traffic, a stream of frames is shaped according to the Credit-Based
Shaping algorithm. Unlike non-idling servers, which permit transmission
anytime network bandwidth is available, Credit-Based Shaping acts as an
idling server, only allowing transmission when its credit, in addition to avail-
able bandwidth, complies with the transmission rules. As a result, the
transmission for those classes is constrained to a fraction of the available
bandwidth, and thus provide latency guarantees for the low priorities as
well.

1.2 Problem Statement

In this Ethernet-based network, we are interested in the timing analysis for
a specific traffic stream of interest to move across the network, primarily
in the worst-case and also potentially in best-case scenarios. Bounds for
worst-case transmission time are crucial in general; for instance, if your
car’s rear-view camera fails to deliver an image within a specified amount
of time, you may end up in a collision. However, in other circumstances,
the best-case response time has a significant influence as well. An airbag
in the car provides the highest level of safety in the event of an automobile
accident when it is not inflated too early or too late.

For a correct timing analysis, we must prove that the worst-case and
best-case bounds we find are safe, meaning that all scenarios that are possi-
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ble within a given traffic model will fall within the analyzed ranges. On top
of this, we recognize the importance of two other factors in a good timing
analysis: tightness and independence.

Tightness describes how well a timing analysis method exploits the in-
formation provided to it; in other words, how close the estimated bounds are
to what is theoretically possible within the given assumptions made in the
traffic model. An analysis is considered tight if, within these assumptions,
a scenario can be perceived that achieves the predicted bounds arbitrarily
closely. Underestimation is seen as providing unsafe bounds, whereas over-
estimation results in pessimism. Note that a tight analysis (relative to the
traffic model) may still be pessimistic relative to reality when the actual
traffic turns out to be more restricted than what is allowed by the traffic
model. Although it is not always possible to obtain tight bounds given all
possible shaping strategies and traffic models, it is common sense that we
would desire as tight estimates as possible.

Independence means that a timing analysis is not affected by changes
in the environment of the system. This can partly be done by making as
few assumptions about the environment as possible. However, there is a
trade-off to be considered. On the one hand, the more information we have
about environmental traffic in our traffic model, the more accurate an es-
timate of the timing should be possible in theory. On the other hand, any
changes in this information would render a previous analysis invalid, making
the analysis less independent. Independence is important in the design of
complex systems, where developers would like to consider the behavior of
third-party components as environmental. Changes in those components,
or even misbehavior, may then be seen as violations of the assumptions on
the environment. An independent analysis makes the system design robust
against this.

1.3 The Issue with Existing Works

We have just explained what, in our opinion, a good timing analysis should
accomplish. Looking at the existing works, we see that the chosen (classical)
method of busy period analysis has some drawbacks considering tightness
and independence.

The busy period analysis was originally developed for non-idling servers,
which means that network bandwidth is being used whenever there is some-
thing to transmit. Credit-Based Shapers do have idling behavior whenever
credit is negative. The works of Diemer et al. (2012b), Axer et al. (2014)
and Bordoloi et al. (2014), deal with this implicitly by considering idle time
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as yet another source of interference, but as pointed out in Bordoloi et al.
(2014), this leads to an overestimation of response times. For example,
when interfering high-priority traffic is transmitted during an idling period,
the interference time is counted twice. The authors attempt to compensate
for this pessimism, but our further study indicates that their attempt was
not entirely successful. A different approach is needed to obtain an analysis
that is tight.

Regarding independence, another disadvantage of using busy period
analysis is that the analysis requires detailed traffic models of all sources
of interference. Typically, a restrictive model such as periodic or sporadic
traffic model is chosen for this interference. Thus, the estimated bound is
highly dependent on the selected model and parameters.

In this dissertation, we propose an alternative to the use of busy period
analysis, which does allow us to reach independent and (under certain con-
ditions) tight estimates.

1.4 Contribution

The contribution of this dissertation consists of three major parts. Firstly,
we propose an independent timing analysis to obtain a relative worst-case
response time for traffic under Credit-Based Shaping; secondly, we provide
an independent timing analysis for a burst of traffic to obtain a relative best-
case response time; thirdly, we determine a minimum bandwidth reservation
to ensure the schedulability of network traffic, based on this independent
timing analysis.

1.4.1 Relative Worst-Case Response Time

The first and most significant contribution is the introduction of a novel,
independent method for performing timing analyses. This new method
only requires us to know the parameters of the shapers for other priorities
(inter-priority interference), and we ignore the detailed traffic model of in-
terference. Despite the fact that we still need to deal with the traffic model
of streams that have the same priority as the one of interest, this results
in an initial separation of design concerns and adds more robustness to the
timing analysis.

This independent method is realized by introducing Eligible Intervals.
Within an Eligible Interval for a certain priority, there exists a pending
load of that priority either eligible for transmission or eligible in transmis-
sion. This takes the idling nature of Credit-Based Shaping into account.
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After analyzing the properties of Eligible Intervals for Credit-Based Shap-
ing, we are able to relate the properties of the interfered schedules to those
of uninterfered ones to obtain relative delays. Furthermore, with the as-
sumption of knowing interference only at the shaper level (enforced by the
Ethernet TSN standard), we manage to determine the upper bound for the
worst-case relative delay given a generic interference consisting of multiple
high-priorities under Credit-Based Shaping and multiple low-priorities. As
a result, we break down the problem to determine the absolute worst-case
response time into two steps: first, we obtain the worst-case response time
in an uninterfered schedule, and then, we add the relative worst-case delay
to this.

We provide rigorous proof to ensure the upper bounds are safe, followed
by a further investigation of the conditions under which this independent
analysis is tight.

Comparing our result to the literature we find that, although the existing
works use a more restrictive model of interference and in principle could give
better results, our estimates turn out to be less pessimistic in most cases.

1.4.2 Relative Best-Case Response Time for Bursty Traffic

Secondly, since best-case response time also plays a significant role, we ex-
tend this independent timing analysis to estimate the relative best-case
response time, but only for bursty traffic under Credit-Based Shaping. An
essential and surprising finding is that adding interference may contribute
to an earlier transmission rather than a delay in the start of frame trans-
missions, resulting in a negative relative best-case response time.

1.4.3 Minimum Bandwidth Reservation Strategy

Thirdly, in addition to the formerly introduced worst-case and best-case
response time analysis, it is a difficult challenge to allocate network band-
width properly and systematically for a distributed data-intensive embedded
system. We use this independent timing analysis to serve as the basis for
determining a minimum bandwidth reservation for Credit-Based Shapers.
While it is mandatory to set the bandwidth reservation at least to the ex-
pected utilization, we find that reserving bandwidth based on the utilization
of that priority is not always sufficient. More bandwidth may be required to
make sure deadlines are met. We conduct a set of comparative experiments
and demonstrate an improvement in the bandwidth reservation efficiency
compared to the state-of-art work of Ashjaei et al. (2017).
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1.5 Outline

This dissertation is comprised of 10 chapters in total. After this introduc-
tion, the overview of the prior literature is covered in Chapter 2. Chapter
3 formally describes mathematical notations and relationships that char-
acterize the mechanics of Credit-Based Shaping. Chapter 4 presents the
definition of Eligible Interval, the properties of the uninterfered schedules,
and the fundamental theorem that links interfered schedules with uninter-
fered schedules.

Chapter 5 covers our main contribution, as it presents how to use the
independent timing analysis to estimate the relative worst-case response
time for a generic set-up of interference consisting of multiple high priorities
under Credit-Based Shaping and multiple low priorities. Chapter 6 further
explores the tightness of the independent timing analysis and Chapter 7
compares our work with the state-of-art.

Chapter 8 describes how to estimate the relative best-case response time
using the independent timing analysis, but only for bursty traffic. Chapter 9
employs the relative WCRT analysis presented in Chapter 5 to determine a
minimum bandwidth reservation for Credit-Based Shapers in a single switch.
Finally, in Chapter 10, we present conclusions and suggestions for future
research.



Chapter 2

Ethernet TSN and Existing
Response Time Analyses

This chapter will begin with an introduction to the Ethernet TSN task
group. We present a list of completed or in-progress standards to provide
an overview of what the Ethernet TSN working group hopes to accomplish
and how the evolution process is going.

This dissertation does not address all aspects of Ethernet TSN stan-
dards. Rather, it focuses specifically on Credit-Based Shaping, a shaping
mechanism that operates at the output port of bridges to regulate the la-
tency and throughput of large-volume network traffic, such as audio and
video data (see Section 2.1.2), and the bandwidth reservation for Credit-
Based Shaping in the traffic management part of the standards (see Section
2.1.4). However, for completeness, we also provide a brief introduction to
other parts of the standard relevant to understanding the general purpose of
Ethernet TSN. This introduction helps to comprehend where Credit-Based
Shaping fits within the broader framework of Ethernet TSN.

Finally, the overview includes a survey of the existing response time
analyses of traffic shaping that aim to mathematically compute bounds on
the latency. These papers form the starting point on which this dissertation
sets out to improve.

Note that both the overview of Ethernet TSN and existing response
time analyses were finalized around July, 2018, prior to the publication of
our journal paper Cao et al. (2018b).
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2.1 Ethernet TSN

The Ethernet Time Sensitive Networking (TSN) task group develops a set of
standards to enable deterministic real-time communication over Ethernet.
It was formerly known as the Audio Video Bridging task group, formed in
2007 to deal with the streaming of audio and video data over Ethernet.
The Ethernet AVB standards were first applied in professional audio and
video studios, and its success attracted the attention of the automotive
industry and at a later moment the industrial automation domain. The
group has been transformed into the TSN task group since 2012, and the
legacy standards established by Ethernet AVB remain, refer to Table 2.1.

The Ethernet TSN task group provides a deterministic service based
on Ethernet, a primarily best-effort network. For deterministic service, the
network reserves bandwidth and buffering resources according to the agree-
ment between the network and the applications. Thus the network ensures
bounded latency, zero congestion loss, and ultra-reliable delivery for these
critical traffic flows. It differs from a best-effort service, which works rea-
sonably well for some applications as it delivers the majority of packets
most of the time. However, its statistical performance does not guarantee
delivery and end-to-end latency and, thus, cannot support industrial and
automotive control. The reason to use Ethernet is that the massive increase
in the demand for best-effort networking equipment makes it cheaper than
other special-purpose digital connections invented in industries. Further-
more, Ethernet’s high bandwidth and widespread commercialization make
it an ideal candidate for supporting deterministic service.

The use cases for deterministic networking vary substantially. The appli-
cation includes professional audio and video studios, electrical power gener-
ation and distribution, building automation, industrial machine-to-machine,
automotive and other vehicle applications, industrial wireless, and cellular
radio. The special-purpose digital connections or other alternative networks
based on Ethernet (such as EtherCAT, TTEthernet, and Profinet) provide
only isolated networks for the exclusive use of a limited number of critical
applications. Instead, Ethernet TSN offers flexibility to support dynamic
applications through standardized network traffic management.

The Ethernet TSN task group sets up a set of standards which include
time synchronization, latency guarantees, reliability, and traffic manage-
ment to provide deterministic network service. These four parts of the
standards are briefly introduced as follows. Refer to Table 2.1 for a list of
completed standards and standards under development whose names start
with the letter ’P’. A proper selection of standards is required to meet the
network requirement of applications.
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2.1.1 Time Synchronization

Time synchronization of all network devices and hosts is essential to achieve
deterministic communication with bounded end-to-end latency for time sen-
sitive applications. A robust mechanism to provide global time is the foun-
dation for scheduling time-sensitive traffic through the network components.
In Ethernet TSN, this part of the standard is accomplished in close collab-
oration with the IEEE 1588 working group, which was formed around 2000.

IEEE Std 802.1AS-2011 (Timing and Synchronization for Time-Sensitive
Applications in Bridged Local Area Networks) provides a Layer 2 time syn-
chronizing service that is appropriate for the most stringent requirements
of consumer electronics applications. It utilizes some variants of IEEE 1588
Precision Time Protocol and eventually becomes a profile of IEEE.

The ongoing project P802.1AS-Rev improves IEEE Std 802.AS-2011,
which is more compatible with IEEE 1588 V3. In P802.1AS-Rev, imple-
mentation of synchronization is allowed on any device, not just bridges,
but also routers and firewalls. Furthermore, the simultaneous synchroniza-
tion of two independent time scales is enabled. A universal time is used to
time stamp events, production data, or sampled values, whereas a working
clock is utilized to synchronize actuators, sensors, or control units. Finally,
fault tolerance has been improved by using multiple grandmaster clocks and
the multiple connections to these grandmaster clocks in case that a grand-
master becomes defective. Hence, P802.1AS-Rev partly contributes to the
improvement of network reliability.

2.1.2 Bounded Latency and Zero Congestion Loss

One of the essential features that a deterministic network provides is bounded
end-to-end latency. The end-to-end latency consists of (1) link delay, the
transmission time on the physical link between two network components;
(2) processing delay, the delay from the reception of the frame at the input
port to that the frame has entered into a queue at the output port, which
includes the input queuing delay and the fabric switching; (3) output queu-
ing delay: the time spent from the insertion of the frame into the queue to
that the frame finishes its transmission for output on the link. If preemption
(IEEE 802.3Qbu) is enabled, the additional interrupted time should also be
considered. As the output queuing delay contributes to the most variations
of the end-to-end latency, this part of the standards mainly improves the
queuing algorithms at the output port.

The queuing algorithms are mostly defined in IEEE Std 802.1Q. Strict
priority and weighted fair queuing are commonly used but can not guarantee
bounded latency. Ethernet TSN proposes a hierarchical queuing algorithm;
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i.e., the network traffic is classified according to its priority, and the traffic
flow of each priority is individually shaped. The suitability of the spe-
cific shaping mechanism for a deterministic network depends on whether
it is possible to compute the worst-case latency and thus allocate suffi-
cient buffering resources to assure zero congestion loss. Following is a brief
overview of shaping mechanisms that have been standardized or are in the
standardization process.

Credit-Based Shaping (CBS) is defined by IEEE 802.1Qav-2009
and now clause 35 of IEEE Std 802.1Q-2014 by the former Ethernet AVB
group. It is the first standardized shaping mechanism that regulates large-
volume network traffic, such as audio and video data, through credit varia-
tion according to the reserved bandwidth.

Time-Aware Shaping (TAS) is defined by IEEE Std 802.1Qbv-2015
with the aim to support time-sensitive traffic by introducing time-triggered
transmission on top of the other traffic classes. This time-triggered trans-
mission focuses on small amounts of information, such as control traffic,
that need to be communicated with very low and predictable latencies to
support industrial automation, process control, and vehicle control.

The Time Aware Shaper defines two transmission gate states, ’open’
and ’closed’, and a network schedule defines the gate operation. The time-
critical messages are selected for transmission when their corresponding gate
is open and the rest are closed. Guard bands or preemption mechanisms can
be applied to strictly prevent critical traffic from getting blocked by other
network traffic. TAS functions like TDMA and provides the most strin-
gent shaping mechanism to provide deterministic latency for time-critical
applications.

Transmission Preemption is defined in IEEE Std 802.1Qbu and IEEE
Std 802.3br (Interspersing Express Traffic Task Force). In these standards,
the queues at the output port are designated as ’preemptable’ and ’preemp-
tive’. Frames from preemptable queues can be stopped for transmission if a
preemptive queue is selected for transmission and resume transmission when
the preemptive queue finishes its transmission. It reduces the interference a
preemptable queue imposes on a preemptive queue from a maximum frame
size to a maximum fragment size. This way, the preemption allows imme-
diate transmission and ensures the minimum latency of time-critical traffic,
and the non-critical traffic is fragmented to use the remaining bandwidth.
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Cyclic Queuing and Forwarding (CQF) is defined in IEEE Std
802.1 Qch-2017 together with IEEE Std 802.1 Qci-2016 (Per-stream Filter-
ing and Policing). CQF, formerly known as Peristaltic Shaping, is a shaping
mechanism that delivers deterministic and easily calculated latency for time-
sensitive traffic streams. The stream traffic is transmitted and queued for
transmission along a network path in a cyclic manner. The latency for a
frame that transits the network is expected to be described by the cycle
time and the number of hops. This is unaffected by the topology and the
interference from other non-time-sensitive traffic.

The input port accepts the frame based on an input schedule, which
is set to assign frames in synchronization with the output schedule at the
output port. The output port involves the use of two transmission queues.
During even-numbered cycles, queue 1 accumulates received frames from
the input ports (and does not transmit them), while queue 2 transmits any
queued frames from the previous odd-numbered cycle (and does not receive
any frames). During odd-numbered cycles, queue 2 accumulates received
frames from the input ports, while queue 1 transmits any queued frames
from the previous even-numbered cycle.

The latency of CQF depends on the clock synchronization between the
input and output schedule and the selection of the cycle time. A small cycle
time gives better latency and latency variation but limits the traffic flow;
a big cycle time enhance the traffic flow but also increases the latency and
latency variation.

Asynchronous Traffic Shaping (ATS) is under development in the
new project, P802.1Qcr. This project specifies procedures and managed ob-
jects for a bridge to perform asynchronous traffic shaping over full-duplex
links with constant bit data rates. This work intends to develop a new shap-
ing mechanism that does not rely on synchronous communication, thereby
providing independence from clock synchronization mechanisms and higher
link utilization than synchronous mechanisms while meeting the require-
ment of bounded latency and zero congestion loss.

2.1.3 Reliability

Another essential feature deterministic networking provide is ultra-reliable
delivery. As mentioned in the previous subsection, zero congestion loss is
ensured by allocating sufficient buffering resources. The other important
cause of frame loss is equipment failure. The strategy the Ethernet TSN
task group adopts is sending multiple copies of a sequence-numbered data
stream over multiple paths, eliminating duplicates at or near the destina-
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tions. There is no failure detection and recovery mechanism. In this way, a
single random event or a single equipment failure does not introduce frame
loss. However, if equipment failures occur on each redundant path, there
will be frame loss, and this loss can not be recovered if the equipment failures
remain unfixed.

IEEE Std 802.1Qca-2016 defines how to set up explicit forwarding paths
and integrate a bandwidth and stream reservations tool along the forwarding
paths. IEEE Std 802.1CB describes how to replicate frames with a sequence
number added, as well as how to identify and eliminate duplicate frames at
the relay nodes or end stations.

IEEE Std 802.1Qci, as mentioned in CQF shaping, performs frame
counting, filtering, policing, and service class selection at the input ports. It
also includes detecting and mitigating disruptive transmissions in a network,
thus improving the network’s reliability. The ongoing project P802.1AS-Rev
improves the reliability of clock synchronization in the network.

2.1.4 Traffic Management

Flexibility is the most radical change that Ethernet TSN aims to achieve
compared to existing network communication protocols for supporting real-
time applications. The task group designs a set of tools for network con-
figurations to support and monitor hierarchical traffic flow. In this way,
proper functioning of critical flows can be maintained at all times in a dy-
namic network environment, i.e., new agreements between the network and
applications can be added, and the old ones revoked.

IEEE Std 802.1Qat-2010 (clause 34 of 802.1Q-2014) defines the Stream
Reservation Protocol (SRP) to support forwarding and queuing require-
ments for time-sensitive streams. It provides a means to detect the bound-
ary between a set of bridges that support SRP and surrounding bridges that
do not support SRP. This bandwidth reservation mechanism only supports
streams that undergo Credit-Based Shaping.

IEEE Std 802.1Qcc-2018 provides a mechanism to improve the existing
SRP given in IEEE Std 802.1Qat in order to meet the requirements of
industrial and automotive systems. These include support for more streams,
more configurable SR (Stream Reservation) classes, a better description of
stream characteristics, support for Layer 3 streaming, deterministic stream
reservation convergence, and UNI (User Network Interface) for routing and
reservations. These network configurations can be achieved statically or
dynamically.

The ongoing project P802.1 Qcp adopts YANG (Yet Another Next Gen-
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eration), a formalized data modeling language that can be used by NET-
CONF, to provide hierarchical configurable and operational data structures.
As YANG is a widely accepted protocol that is used to simplify network
configuration, the development of the YANG data model provides for man-
ageable entities specified in IEEE Std 802.1Q. It will give general support
to the industry.

Another ongoing project P802.1CB creates a Link-local Registration
Protocol (LRP) to replicate a registration database from one end to the
other of a point-to-point link and to replicate changes to parts of that
database. It aims to facilitate the creation of application protocols that
distribute information through all or part of a network.

2.2 Existing Works on Response Time Analysis

In this section, we first discuss previous research works that focus on the
timing analysis of Credit-Based Shaping in Ethernet TSN. We focus partic-
ularly on their methodology, their coverage of single- or multi-hop networks,
their assumptions on interfering traffic, and the tightness of their approach.
Following that, we present a brief overview of other works relating to traffic
shaping techniques in the broader scope of Ethernet TSN. Note that we
only consider works that were published before our journal paper Cao et al.
(2018b).

Considering only Credit-Based Shaping in Ethernet TSN, various schedu-
lability analysis techniques have been proposed to compute the worst-case
response times for classes A and B in Ethernet TSN, such as Imtiaz et al.
(2009) using delay computation for a single hop, Lee et al. (2006) and
De Azua and Boyer (2014) using the network calculus of Leboudec and
Thiran (2001). However, these analysis techniques aim at computing the
worst-case per class, instead of per individual message. As it is vital for
many application domains to know the worst-case delay of individual mes-
sages in a TSN network, other analysis techniques have been proposed to
bound the delay of each message in TSN networks. For instance, the anal-
ysis presented in Reimann et al. (2013) calculates the message delay using
Modular Performance Analysis (MPA) of Wandeler et al. (2006).

Moreover, Diemer et al. (2012a,b) present an extensive formal analysis of
Ethernet AVB based on busy period analysis (Davis et al. (2007); Bril et al.
(2009); Lehoczky (1990)). It uses the Compositional Performance Analysis
approach (Henia et al. (2005)) to take an output stream of one component
and turn it into an input stream of a connected component for multi-hop
network analysis. However, as the busy period analysis is initially designed
for non-idling servers, the application toward Credit-Based Shaping still
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faces certain challenges. For instance, pessimism remains a concern in these
works. Axer et al. (2014) and Bordoloi et al. (2014) independently improve
on the work of Diemer et al. (2012b) to reduce the existing pessimism.
Bordoloi et al. (2014) attempts to address two sources of pessimism: one
source is that the high-priority traffic is also shaped, and the second is that
the high-priority traffic which transmits during idling time should not be
counted as interference. This improvement is limited to a single-hop setting,
while Axer et al. (2014) attempts to address part of that same improvement
but considers a multi-hop analysis.

Ashjaei et al. (2017) presents a worst-case response time analysis, which
extends the work of Bordoloi et al. (2014) with support for scheduled traffic
and further proposes a methodology for allocating network bandwidth to
Credit-Based Shapers. The improvement made by Bordoloi et al. (2014)
is not considered in Ashjaei et al. (2017), as the improved solution is too
complicated to be applied to determine the network bandwidth reservation.
Li and George (2017) presents a schedulability analysis to compute the
worst-case delay of messages from classes A and B using the trajectory
approach (Martin and Minet (2006)) in a multi-hop network. This work
partially uses busy period analysis to limit the search space of time within
which the worst-case delay upper bound can be found, and it provides a
tighter analysis compared to Diemer et al. (2012b).

Besides the pessimism, another disadvantage of using busy period anal-
ysis is that a detailed traffic model is required, e.g., a periodic/sporadic
model in Bordoloi et al. (2014) and Li and George (2017) or arrival curves
in Diemer et al. (2012b) and Axer et al. (2014). The dependence on a de-
tailed traffic model makes the timing analysis less robust against traffic flow
changes.

In the scope of TSN networks considering other shapers than the Credit-
Based Shaper, several works have addressed the schedulability analysis of
traffic classes A and B. For instance, an analysis is given in Maxim and Song
(2017) to compute the worst-case delay of messages in TSN considering the
time-aware shaper, which is based on the technique proposed in Cao et al.
(2016a). It should be noted that both Maxim and Song (2017) and Cao
et al. (2016a) considered a single-switch architecture. Moreover, the work
presented in Thiele et al. (2015) proposed an analysis technique for time-
aware shaper and peristaltic shaper in TSN networks.

Since 2012, the work on Credit-Based Shaping has become part of a
larger standardization initiative in the Ethernet TSN task group. In Eth-
ernet TSN, also other shaping technologies are being developed (see e.g.
Thangamuthu et al. (2015)). Several works have presented timing analy-
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ses for these new shapers. For instance, Thiele et al. (2015) has proposed
an analysis technique based on busy period analysis for the time-aware
shaper and peristaltic shaper, and Thiele and Ernst (2016) has addressed
the burst-limiting shaper also using busy period analysis. There are also
studies addressing the schedulability analysis of Credit-Based Shaping with
support for scheduled traffic for a single-switch architecture, e.g. Maxim
and Song (2017) and Ashjaei et al. (2017).

In this dissertation, we only focus on Credit-Based Shaping and do not
cover the new shapers and the combination of shapers in Ethernet TSN.
However, it should be noted that the work of Maxim and Song (2017) is
based on the relative worst-case response time analysis techniques developed
in chapter 5 of this dissertation, which first appeared in Cao et al. (2016b)
and Cao et al. (2016a). Furthermore, after the main body of work presented
in this dissertation was finished, some other works that make use of our
approach have appeared. A few of those will be briefly discussed in the
future work section of Chapter 10.



Chapter 3

System Model

In this section, we first sketch the mechanics of Credit-Based Shaping, rele-
vant for our analysis. Subsequently, we introduce some notation to capture
these mechanics. Finally, we give mathematical relationships that charac-
terize the mechanics of Credit-Based Shaping formally. For this, we adopt
an axiomatic approach. This means that, instead of describing exactly how
a shaper behaves by presenting a construction of its executions, we only
specify relations between events and variables that an implemented Eth-
ernet TSN switch should respect. Subsequently, we use these relations to
derive properties of the behavior of a shaper. Naturally, in some places we
provide explicit constructions of executions, either as illustrations, or as a
witness that a derived bound can be achieved in tightness proofs. As a
side-effect, these constructions also serve to convince the reader that the
axioms we posed are not self-contradictory.

3.1 Mechanics of Credit-Based Shaping

We are modeling the behavior of a single switch that is part of an Ethernet
TSN network. The goal of this switch is to pass on frames from its inputs
to its outputs according to some routing table. However, we are interested
only in the time it takes to perform this task, and not in the actual routing
of frames. In order to be able to calculate this, it is important to know how
a switch schedules its transmissions.

As a basis, Ethernet TSN adopts non-preemptive strict priority schedul-
ing. Frames are gathered in one queue for each priority class, and a frame
can start its transmission only if there is no high-priority queue that can
start (strict priority), if there are no earlier frames of the same priority
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in the queue (FIFO), and if there is currently no transmission going on
(non-preemptive), see Figure 3.1.

Figure 3.1: The output port of an Ethernet TSN switch. Left panel: priority
classes H and M undergo Credit-Based Shaping, while class L obtains the
remaining bandwidth. Right panel: priority classes H1, H2, · · · , Hp and M
undergo Credit-Based Shaping. Whether classes L1, L2, · · · , Lq are under
Credit-Based Shaping (shown as dotted lines) is irrelevant in the WCRT
analysis of class M , which will be further explained.

On top of this, Ethernet TSN adds a Credit-Based Shaping mechanism
for the priority class to limit traffic bursts. In order to start the transmission
of a frame, the priority class of that frame can not have negative credit.
Whenever credit is above or equal to 0, a frame can start transmission,
assuming the other rules also allow this. If credit is lower than 0, frames
from low-priority classes are allowed to transmit. Credit for a priority class
X starts at 0, and while a frame is in transmission it drops at a rate of α−

X .
If no frame is being transmitted and credit is negative, no further frames
of that class can be transmitted and credit rises with a rate of α+

X . Also,
if class X has pending frames waiting but cannot transmit, credit rises at
a rate of α+

X . Positive credit is reset to 0 if the queue of class X does
not contain any frames anymore. One example of Credit-Based Shaping is
illustrated in Figure 3.2.

In the standard, α+
X is the bandwidth reservation of class X, with

0 < α+
X ≤ BW , where BW is the total bandwidth. α−

X is the remain-
ing bandwidth: α−

X = BW −α+
X . We observe that the maximum utilisation

for class X is given by
α+
X

BW , see also Figure 3.2. When multiple streams are
of the same priority class, they share the bandwidth of that class.

When designing a system it is reasonable to expect that the total reser-
vation does not exceed the total available bandwidth, resulting in the re-
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Figure 3.2: An example of Credit-Based Shaping with class H and class
M traffic. Arrows here indicate frame arrivals while rectangles indicate the
transmission of frames. The transmission follows two rules: H is prioritized
overM , and there must be non-negative credit at the start of a transmission.
The rising slope of credit α+ is set to the reserved bandwidth and the falling
slope α− is set to the remaining bandwidth. For instance, if α+

H is set to 60
Mbps while the total available bandwidth is 100 Mbps, then α−

H is set to 40
Mbps, which leads to a maximum utilization of H of 60%. Note that the
horizontal axis is at credit 0.

quirement:∑
X∈P

α+
X ≤ BW , (3.1)

where P denotes the set of all priority classes. Although this requirement is
strictly speaking not enforced by the standard, it seems a reasonable design
choice in general, and we do adopt this assumption later in our analysis.
The only exception to this rule, is the lowest priority class, which in practice
is not shaped at all, but can be treated as if it is shaped with a reservation
equal to the bandwidth (α+

X = BW ).

Another parameter set in the standard, is the maximum size Cmax
X that

a frame of a given priority class X may have. Size, in this case, refers to the
number of bits that need to be transmitted , but for ease of presentation
is converted to the maximum amount of time a transmission takes in this
dissertation.
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3.2 Notation

Priority. As indicated above, we use the capital letter X, but also Y ,
M , H, and L, to denote priority classes of streams, and we write P for the
set of all priority classes. This set is considered to be totally ordered, so
we may write X,Y ∈ P and X < Y to indicate that X has a lower priority
than Y . Furthermore, in the remainder, we sometimes write X ⊆ P if we
want to consider a subset of priority classes X, and write α+

X =
∑
X∈X

α+
X and

α−
X = BW −α+

X to indicate the cumulative reservation of such a set and its
remainder.

Frames, streams and sources. To indicate that a frame x is of pri-
ority class X we write x ∈ X. The set of all frames is denoted by F, so
that formally we can regard a priority class X ⊆ F as a set of frames, as
well as an element of P. However, when discussing the behavior of Credit-
Based Shaping, it is more natural to speak of a stream X when considering
the flow of frames from input to transmission, and to speak of a priority
class X when considering scheduling decisions on queues. We will use the
word source, and write τ ⊆ X, to indicate a specific set of frames of the
same priority class under investigation, e.g., a set of periodically-generated
frames.

Dynamics and credit. As mentioned before, we follow an axiomatic
approach to formally model the dynamics of Credit-Based Shaping. In
this approach, we consider executions u, and give properties under which
u is considered a valid execution of the system, denoted u ∈ U. These
properties are in terms of events and variables defined by the standard. For
example, we write CRu

X(t) to denote the credit of priority class X at time
t ∈ R+

0 during an execution u. As an example of a property, we have that
CRu

X(0) = 0 for all u ∈ U, saying that at the start of execution (time 0) the
credit of every shaper is 0.

More on executions. Typically, one may consider an execution u to
be an ordered set of observations, like events or valuations of variables. But
for most of our analysis, it is not important how executions are exactly
defined, as long as we can define the necessary functions that keep track
of variables and events in the system. The standard does not prescribe the
exact implementation of the traffic shapers, it merely gives a specification of
possible implementations. Therefore, we strive not to define here what an
execution is exactly. It is sufficient to know which axioms need to hold for
an execution. This keeps our analysis independent of the chosen implemen-
tation. Sometimes we do give examples of valid executions by specifying
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which events and variable valuations are observed in which order. The pur-
pose of these is either to serve as illustrations, or as witnesses to prove that
an execution with certain properties actually exists.

Arrival time. The behavior of a switch is determined by the arrival time
of frames during an execution, and by the order of arrival in case multiple
frames arrive at the same point in time. We assume that for any given set of
frames we are able to distinguish the first frame that arrived. Technically, let
Fu ⊆ F denote those frames that arrive during an execution u, and assume
(reasonably) that Fu is a countable set. We denote the arrival time of an
arbitrary frame x ∈ Fu by au(x) ∈ R+

0 . Furthermore, because it may be the
case that multiple frames arrive at the same point in time, we sometimes
write x <u x′ to emphasize the order in which frames arrive. In particular,
for some x, x′ ∈ Fu we may use x <u x′ ∧ au(x) = au(x′) to denote that
x arrived before x′ at the input queue, but their arrival times cannot be
distinguished.

Start, finish, and worst-case response time. For a given frame
x ∈ τ , the response time in an execution u is defined as the difference
between finish time fu(x) of that frame and its arrival time au(x). The
worst-case response time of a frame x given a set of possible executions U
is defined as:

WRU(x) = sup
u∈U

fu(x)− au(x). (3.2)

The worst-case response time of a source τ can be further defined as:

WRU(τ) = sup
x∈τ

WRU(x). (3.3)

In this dissertation, we present a relative response time analysis, mean-
ing that we compare an execution u and its corresponding uninterfered
execution u0 without inter-priority traffic, which is considered interference,
to calculate the worst-case relative delay.

Definition 3.1 (Uninterfered execution). Given a priority class X and
an execution u, we define the uninterfered execution of X to be an exe-
cution u0 (dependent on u) in which only frames of X arrive, and arrive
at the same time as in u. Furthermore, they have the same transmission
time. So Fu0 = Fu ∩ X and for all x ∈ Fu0 we have au0(x) = au(x) and
Cu0(x) = Cu(x). Assuming the scheduling of frames is deterministic, this
u0 is uniquely defined.

Given non-preemptive transmissions in the switch, the finish time fu(x)
is determined by the start time su(x), hence we have fu(x) = su(x)+Cu(x).
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We can then derive a bound on the response time of a frame x in any
execution u from that of u0 by studying the delay in start times as shown
below:

WRU(x)

= sup
u∈U

fu(x)− au(x)

= sup
u∈U

su(x) + Cu(x)− au(x)

= sup
u∈U

su(x) + Cu0(x)− au0(x)

= sup
u∈U

su0(x) + Cu0(x)− au0(x) + (su(x)− su0(x))

≤
(
sup
u∈U

su0(x) + Cu0(x)− au0(x)

)
+

(
sup
u∈U

(su(x)− su0(x))

)
=WRU0(x) +

(
sup
u∈U

(su(x)− su0(x))

)
,

(3.4)

where WRU0(x) denotes the worst-case response time of x in the set U0 =
{u0 | u ∈ U} of all uninterfered executions, while the term sup

u∈U
(su(x) −

su0(x)) is called the worst-case relative delay of a frame x. In Chapter 5,
we seek an upper bound on this relative delay, given that x ∈ τ ⊆ X is a
frame from a given source or priority class. It is assumed that the worst-
case response time of a frame x in the uninterfered execution WRU0(x) is
known to determine the absolute worst-case response time WRU(x) with
this relative analysis.

It’s worth noting that we analyze the relative delay without restricting
au to any particular arrival pattern. In particular, we do not assume the
usual periodic or sporadic arrival. Only in Chapter 7, when comparing
our results to other works that do rely on periodic/sporadic arrivals, do we
assume periodic behavior for au0 to calculate WRU0(x).

Now, before proceeding to the relative analysis, we develop the relations
required to derive this upper bound by further formalizing the mechanics of
Credit-Based Shaping.

3.3 Formalization of Shaping Rules

In this section, we rephrase the earlier descriptions of Credit-Based Shap-
ing in terms of mathematical relationships between arrival times, order of
arrival, credit, transmission times, start times, and finish times. We use
these formalized relationships in the later chapters to bound the worst-case
response time of frames under Credit-Based Shaping. As mentioned before,
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we adopt an axiomatic approach to define the behavior of Credit-Based
Shaping. The predicates in this section define which executions u are valid
elements of the set of all executions U of a Credit-Based Shaper. Next,
we can use these predicates to prove properties of these executions in the
analysis.

Non-preemptive. Let us start by recalling a property mentioned pre-
viously. The fact that transmissions are non-preemptive means that for all
x ∈ F and executions u ∈ U we find:

fu(x) = su(x) + Cu(x). (3.5)

Furthermore, as we have seen before, the fact that the standard bounds the
maximum size of frames x ∈ X gives us a bound on the transmission time:

Cu(x) ≤ Cmax
X . (3.6)

Single Transmission. Since we assume a single transmission at a time,
two frames cannot start their transmission at the same time and any frame
that starts earlier should finish its transmission before the next frame starts.
For all x, x′ ∈ F and u ∈ U:

x ̸= x′ ⇒ su(x) ̸= su(x′), (3.7)

and

su(x) < su(x′) ⇒ fu(x) ≤ su(x′). (3.8)

Non-negative credit. Next, we study the start time of frames in more
detail. In particular, we have the rule that in order to transmit a frame, its
priority class must not have negative credit. So for any priority class X ∈ P
and frame x ∈ X we find in any execution u ∈ U:

CRu
X(su(x)) ≥ 0. (3.9)

FIFO. Furthermore, the fact that frames of the same class are queued
and transmitted in the order in which they arrive (First-In First-Out), gives
us for all executions u ∈ U, all X ∈ P, and all x1, x2 ∈ X:

x1 <u x2 ⇒ su(x1) < su(x2). (3.10)

Strict priority. Similarly, the general notion that frames of higher pri-
ority take precedence if credit allows can be formalized by stating that for
all u ∈ U, all X,Y ∈ P with X < Y , and all x ∈ X and y ∈ Y we have

(au(y) ≤ su(x) ∧ CRu
Y (s

u(x)) ≥ 0) ⇒ su(y) ≤ su(x). (3.11)
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Note that Eq. (3.11) captures the notion of priority even in the case of
multiple simultaneous transmissions. Combining this with Eq. (3.7) and
Eq. (3.8) we get:

(au(y) ≤ su(x) ∧ CRu
Y (s

u(x)) ≥ 0) ⇒ fu(y) ≤ su(x). (3.12)

From Eq. (3.12) it follows that, if a higher priority has pending load and
credit, a lower priority cannot start its transmission. If it would start, the
predicate would be violated.

Eager scheduling. If we combine all of the previous properties (Non-
preemptive, Single transmission, Non-negative credit, FIFO and Strict pri-
ority) with the assumption that frames are scheduled as soon as credit
allows, we obtain the infimum over the above properties as the start time
of a frame. For all u ∈ U, X ∈ P and x ∈ X we have:

su(x)

= inf

t

∣∣∣∣∣∣∣∣∣
∀z∈F su(z) < t ⇒ fu(z) ≤ t

CRu
X(t) ≥ 0

∀x′∈X x′ <u x ⇒ su(x′) < t

∀y∈Y >X (CRu
Y (t) ≥ 0 ∧ au(y) ≤ t) ⇒ (fu(y) ≤ t)

 .
(3.13)

Credit at start. The only unknown in the equation above, is the credit,
for which we already mentioned that it starts at 0 in every execution u ∈ U
and for any priority class X ∈ P:

CRu
X(0) = 0. (3.14)

Credit during transmission. While a frame of priority class X ∈ P is
in transmission, credit drops at a rate of α−

X . Therefore, for any two points
in time t ≤ t′ for which there exists a frame m ∈ X such that su(m) ≤ t
and t′ ≤ fu(m) we find:

CRu
X(t′) = CRu

X(t)− α−
X · (t′ − t). (3.15)

Credit recovery. While credit of priority class X ∈ P is negative and
X is not transmitting, credit rises with a rate of α+

X . Therefore, for any

two points t ≤ t′ with t′ ≤ t − CRu
X(t)

α+
X

and X not transmitting at t (i.e.,

∀x∈X fu(x) < t ∨ su(x) > t) we find:

CRu
X(t′) = CRu

X(t) + α+
X · (t′ − t). (3.16)
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Pending load. Similarly, if there are frames in the queue of priority class
X ∈ P, but this class cannot transmit, this also leads to a credit rise with a
rate of α+

X . We say that a priority class X has pending load at time t ∈ R+
0 ,

denoted PendingX(t), if there exists a frame m ∈ X such that au(m) ≤ t
and fu(m) > t. Furthermore, we say that a priority class Y is transmitting
at time t ∈ R+

0 if there exists a frame n ∈ Y such that su(m) ≤ t and
fu(m) > t. Now, for any two points t ≤ t′′ such that X has pending load at
t but some other class Y is transmitting at every point t′ with t ≤ t′ < t′′,
we find:

CRu
X(t′′) = CRu

X(t) + α+
X · (t′′ − t). (3.17)

Credit reset. Finally, we know that credit of priority class X ∈ P is
reset as soon as there is no pending load. Therefore, at any time t ∈ R+

0 we
find: (

¬PendingX(t) ∧ lim
t′↑t

CRu
X(t′) ≥ 0

)
⇒ CRu

X(t) = 0. (3.18)

Definition 3.2 (Credit-Based Shaping). An execution u ∈ U is Credit-
Based Shaped if its arrival, start, and finishing times au,su and fu satisfy
Eq. (3.5) to Eq. (3.18).

The relations above formally and thoroughly characterize the behavior
of Credit-Based Shaping. During the analysis, we discovered that it is more
convenient to introduce and use the definition of Eligible Intervals for this
study. The concept of Eligible Intervals is tailored to idling servers, which
simplifies the relative worst-case response time analysis. Detailed presenta-
tion of this concept will be provided in the next chapter.





Chapter 4

Eligible Intervals

The notion of Eligible Interval was firstly introduced in Cao et al. (2016b),
where we studied the Credit-Based Shaping behavior for two types of in-
terfering traffic: one low priority or one shaped high priority. The result
showed that tight worst-case response time bounds were more easily ob-
tained compared to the conventional busy-period analysis (Bordoloi et al.
(2014); Diemer et al. (2012b)) given the assumed interfering traffic.

We attribute the tightness as well as the simplicity of our analysis to
the use of Eligible Intervals, during which there is both pending load and
credit available to a shaper. The use of Eligible Intervals takes the idling
nature of Credit-Based Shaping into account, which further leads to a sepa-
ration of concerns in which we firstly relate the start of Eligible Intervals to
a known uninterfered schedule, and secondly relate the credit at the start of
a transmission to the relative delay caused by the interfering traffic. Sub-
sequently, we can easily produce a bound on the worst-case relative delay
by further studying the maximum attainable credit. This approach remains
valid when we address the more complex case in which the interference may
be a combination of both high- and low-priority traffic (one high priority is
addressed in Cao et al. (2016a) and multiple high priorities is addressed in
Cao et al. (2018b)).

In this chapter, we firstly introduce the general definition of Eligible
Interval for idling servers and the instantiation of this definition exclusively
for Credit-Based Shaping in Section 4.1. Secondly, in Section 4.2, we assume
a single input stream of a single priority class X, i.e., a known uninterfered
execution, and examine the effect of Credit-Based Shaping on the output
stream by calculating the start times as the result of shaping. This results
in an ordinary FIFO schedule, scaled to the reserved bandwidth. Lastly,
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we compare an interfered schedule to its uninterfered one to prove the two
essential theorems. The first states that the start time of an Eligible Interval
in an interfered schedule is always earlier than or equal to the start time of
the Eligible Interval’s first frame in an uninterfered schedule, see Section 4.3,
and the second states that any experienced relative delay is proportionally
bounded by the amount of credit at the start of transmission, see Section 4.4.
Since we do not restrict the interference to any pattern, i.e., the interfering
traffic may be periodic, sporadic, bursty, or of any other arrival pattern, the
two theorems are applicable when we address the interference of multiple
high priorities with the presence of low-priority interfering traffic in our
analysis. They are potentially extensible to more complex combinations of
interference. We discuss the final result, bounding the maximum delay by
bounding the maximum attainable credit, in the next chapter.

4.1 Eligible Intervals

We firstly introduce the general definition of Eligible Intervals, suitable for
idling servers. Unlike the busy period that only considers the pending load,
an Eligible Interval takes both the pending load and transmission rules into
account, see the following definition.

Definition 4.1 (Eligible Interval). Given an execution u, a priority class X
is eligible for transmission at a time t if it has a pending load, and it either
satisfies the rules of its shaper to start transmission or it is in transmission.
An Eligible Interval of X is a maximal interval during which X is eligible.

As we focus only on Credit-Based Shaping in this dissertation, we tailor
Definition 4.1 exclusively for Credit-Based Shaping as in Definition 4.2. We
also give specific rules to determine the start and end of an Eligible Interval
for Credit-Based Shaping strictly following the definition.

Definition 4.2 (Eligible Interval for CBS). Given an execution u, a pri-
ority class X under Credit-Based Shaping is eligible for transmission at a
time t if it has pending load, and it either has non-negative credit, or is in
transmission at this time t. An Eligible Interval of X is a maximal interval
during which X is eligible.

For mathematical convenience, we consider transmissions to occur in
left-closed and right-open intervals, which means that eligible intervals are
also left-open and right-closed. They start with an arrival or with credit
recovering to zero, and end at the end of a transmission, having no pending
load or negative credit. In other words, an interval Eu = [Eu

s , E
u
e ) is an

Eligible Interval of X ∈ P during execution u ∈ U iff:
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1. CRu
X(Eu

s ) = 0 and PendinguX(Eu
s );

2. CRu
X(Eu

s − ϵ) < 0 or ¬PendinguX(Eu
s − ϵ), for a vanishingly small

ϵ > 0;

3. For some frame x ∈ X we have fu(x) = Eu
e ;

4. CRu
X(Eu

e ) < 0 or ¬PendinguX(Eu
e );

5. Eu
e is the smallest time strictly larger than Eu

s with these properties.

For simplicity, in the remainder of the dissertation, we denote the Eli-
gible Interval as E = [Es, Ee) without the superscript u. It has to be noted
that an Eligible Interval is always determined by a given execution u.

4.2 Shaping an Uninterfered Execution

We start our analysis by considering a single stream X, and at this point
assume there is no interference from other streams yet. In other words,
for the time being we consider only executions in U0 (i.e., uninterfered ex-
ecutions). To emphasize this, we will simply write u0 for the uninterfered
execution under consideration in the remainder of this section. In the fol-
lowing sections, we will consider how to analyze more complex executions
in which there is high- and low-priority interference.

The first frame x0 ∈ Fu0 in this stream arrives at au0(x0) ≥ 0 and the
credit is initially 0 (Eq. (3.14)). A frame can only start transmission when
the credit is non-negative (Eq. (3.9)). Since positive credit is possible only
when there is interference (only Eq. (3.16) and Eq. (3.17) in Section 3.3 allow
credit to rise), frames in an uninterfered stream start their transmission with
a credit of 0. During the transmission, the credit decreases at a rate of α−

X .
The credit has to recover to zero before any next frame can be transmitted.
The recovery time is the product of the frame duration and the ratio α−

X/α+
X

(see Figure 4.1). This gives us the following recurrence for start times.

Property 4.1. Given a single shaped stream X in an uninterfered execution
u0, and considering the frame arrivals as a sequence xi, then the start times
are determined by

su0(x0) = au0(x0),

su0(xi+1) =

(
su0(xi) + Cu0(xi) · (1 +

α−
X

α+
X

)

)
max au0(xi+1).

(4.1)

Property 4.1 shows the shaping effect on a single stream to be the same
as that of a basic FIFO schedule with enlarged execution times by a factor
(1 + α−

X/α+
X).
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Figure 4.1: The transmission of a single stream X undergoing Credit-Based
Shaping. Arrows indicate the frame arrivals, and the transmission under
Credit-Based Shaping is shown along with the evolution of the credit and
pending load. The amount of pending load of a class is the total remaining
transmission time of pending frames of that class. Each Eligible Interval is
labeled with E, within which there is only one frame.

For a single uninterfered stream X, the intervals Ei = [su0(xi), s
u0(xi)+

Cu0(xi)) represent a series of eligible intervals of X, illustrated in Figure
4.1. In all our figures that display frame transmission, Eligible Intervals
are marked in gray. Note, that when studying an uninterfered execution,
we find the shape of Eligible Intervals is rather simple. There is only one
X frame in each Eligible Interval, since the credit becomes negative when
a frame is sent and no frame can transmit before the credit recovers to
zero. Later, we will see that in cases of interference, multiple X frames may
transmit in an eligible interval.

Figure 4.1 also shows that if arrival times are late there can be some ad-
ditional slack between two Eligible Intervals, e.g., between E3 and E4. How-
ever, in the uninterfered execution, the minimum distance between su0(xi)
and su0(xi+1) is Cu0(xi)(1 + α−

X/α+
X). This is captured in the following

corollary, which can be derived by a proof of induction using Property 4.1
as the induction step. We use this property later in the proof of Theorem 4.1
to determine the start time of an Eligible Interval in an interfered execution.

Corollary 4.1. Given a single shaped stream X in an uninterfered execu-
tion u0, and considering the arrivals of frames as a sequence, we find for



Ch.4 ELIGIBLE INTERVALS 31

all x0 . . . xi+k ∈ X:

su0(xi+k) ≥ su0(xi) +
i+k−1∑
j=i

Cu0(xj) · (1 +
α−
X

α+
X

). (4.2)

Our following analysis in Section 4.3 and Section 4.4 focuses on deter-
mining how interference may induce a deviation from the FIFO schedule
described by Property 4.1.

4.3 The Start of an Eligible Interval

In this section, we study the stream of an arbitrary priority class X during
an arbitrary execution u, which may encounter any type of interference
other than the priority class X, i.e., Fu may also contain frames that are
not from X. We show that the start of an Eligible Interval of X under such
interference will always be earlier than or equal to the uninterfered start
time of the first transmitted frame of X of that Eligible Interval.

Due to interference, transmissions of frames in X may cluster, and mul-
tiple X frames can be transmitted in a single Eligible Interval, see Figure
4.2. Although the Eligible Intervals of the interfered execution are quite
different compared to the uninterfered execution, we manage to relate the
start times of the Eligible Intervals in the interfered execution u to the start
times of frames in the uninterfered execution u0.

Obviously, for the uninterfered execution u0 the analysis in the previous
section may be used, which gives us the start times su0(x) of the uninterfered
execution.

Now, consider a single Eligible Interval E of X in the execution u, and
let x1 ∈ Fu ∩ X be the first frame from X transmitted during E, i.e., the
first frame such that su(x1) ∈ E. We aim to prove that the start of an
Eligible Interval in u always lies before or at the transmission of the first
frame x1 in u0, i.e., Es ≤ su0(x1).

Theorem 4.1. Let x be the first frame of X transmitted in an Eligible
Interval E = [Es, Ee) of X in execution u, and let u0 denote the uninterfered
execution of X associated with u, then Es ≤ su0(x).

Proof. The proof proceeds by induction on the sequence of Eligible Intervals,
which we denote by Ej for j ≥ 1.

Clearly, the first Eligible Interval, E1, starts as soon as there is pending
load, i.e., at E1

s = au(x1) with x1 the first frame of X. Incidentally, this
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Figure 4.2: The transmission of a stream X with the presence of inter-
priority interference. Rectangles labeled with I represent the transmission
of interference. Solid rectangles represent the transmission of stream X,
while shaded ones represent the interference-free transmission of X. Simi-
larly, solid lines represent the credit evolution of X under interference, while
dashed lines represent the credit evolution without interference. The Eligi-
ble Interval E1 starts at the start time of its first frame x1 in the uninterfered
execution u0, i.e, E

1
s = su0(x1). For E

2 and E3, the Eligible Interval starts
before the start time of its first frame in the uninterfered execution, i.e,
E2

s < su0(x3) and E3
s < su0(x4), see Theorem 4.1. The relative delay of x1,

labeled with d1, is proportional to the maximum credit achieved, marked

using a dot: su(x1)− su0(x1) ≤
CRu

X(su(x1))

α+
X

, see Theorem 4.2.

is also the start time of x1 in the uninterfered schedule. The first frame
can start as soon as it arrives, i.e., au0(x1) = su0(x1). By Definition 3.1,
au(x1) = au0(x1), so we have E1

s = su0(x1), thus proving the base case.

Next, consider that xk is the first frame of X in Ej and that frames
xk, . . . , xl of X are transmitted during Ej and assume that this theorem
holds for Ej , i.e., Ej

s ≤ su0(xk). Now we need to show Ej+1
s ≤ su0(xl+1),

with xl+1 the first frame of X in Ej+1. We know by definition of Eligible
Interval that at the start of the interval Ej

s , the credit equals CR
u
X(Ej

s) = 0.
Because by definition there is load pending during Ej , credit will fall during
the transmission of those frames, and any remaining time in Ej credit will
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rise, see Figure 4.3. At the end of the interval Ej
e we therefore find:

CRu
X(Ej

e)

= α+
X · (Ej

e − Ej
s −

l∑
i=k

Cu(xi))− α−
X ·

l∑
i=k

Cu(xi) .
(4.3)

Now, if this value is positive, it must be reset to zero because if the
credit is positive, there cannot be a pending load at the end of an Eligible
Interval. In that case the start of Ej+1 lies at the arrival of frame xl+1,
i.e, Ej+1

s = au(xl+1). Furthermore, we know that su0(xl+1) ≥ au0(xl+1) =
au(xl+1) = Ej+1

s , which concludes this case.

In case the value CRu
X(Ej

e) is negative, we know that Ej+1 can only
start after credit has recovered to zero, which happens at:

tR = Ej
e + CRu

X(Ej
e)/α

+
X = Ej

s +
l∑

i=k

Cu(xi) · (1 +
α−
X

α+
X

). (4.4)

Note that the credit recovery time tR only depends on the start time of Ej

and the total (inflated) transmission of class X within Ej .

Using the induction hypothesis Ej
s ≤ su0(xk) and the definition of un-

interfered execution (Definition 3.1), we can now calculate:

Ej+1
s = tR max au(xl+1)

=

(
Ej

s +

l∑
i=k

Cu(xi) · (1 +
α−
X

α+
X

)

)
max au(xl+1)

≤

(
su0(xk) +

l∑
i=k

Cu(xi) · (1 +
α−
X

α+
X

)

)
max au(xl+1)

=

(
su0(xk) +

l∑
i=k

Cu0(xi) · (1 +
α−
X

α+
X

)

)
max au0(xl+1)

(4.5)

and further using Corollary 4.1

Ej+1
s ≤ su0(xl+1) max au0(xl+1) ≤ su0(xl+1) , (4.6)

which concludes the proof.

This theorem allows us further to relate the delay experienced by any
frame to the uninterfered execution by just studying the interference within
an Eligible Interval, which is addressed in the next section.
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Figure 4.3: The transmission of a stream X with the presence of inter-
priority interference in an Eligible Interval Ej . The rectangles labeled with
I represent the transmission of interference, while the remaining rectangles
represent the transmission of xk . . . xl. The credit of X decreases while
frames from X are transmitting while the credit increases for the remaining
time in E. In this example plot, the Eligible Interval ends due to negative
credit. This credit will recover to zero at tR.

4.4 Credit Represents Delay

Now that we have an upper bound on the start time of each Eligible Interval,
we can study the relative delay of frames transmitted within an Eligible
Interval. As it turns out, for those frames, the relative delay compared to
the uninterfered execution is proportional to the credit of the shaper at the
start of transmission in the interfered execution, which gives us the second
main theorem from Cao et al. (2016b), see Figure 4.2.

Theorem 4.2. Given a stream X and some execution u, subject to in-
terference, and its associated uninterfered execution u0. For each frame
x ∈ Fu ∩X, we find:

su(x) ≤ su0(x) +
CRu

X(su(x))

α+
X

. (4.7)

Proof. The proof is with induction on the sequence of frames xk . . . xl in
an Eligible Interval Es. For the first frame xk we know using the previous
theorem that Es ≤ su0(xk). Furthermore, at Es credit is 0, and there is
pending load in an Eligible Interval, so until su(xk) credit will be rising



Ch.4 ELIGIBLE INTERVALS 35

with the rate α+
X . As a consequence, we find

su(xk) = Es+
CRu

X(su(xk))− CRu
X(Es)

α+
X

≤ su0(xk)+
CRu

X(su(xk))

α+
X

. (4.8)

Next, assume that the relation in Eq. (4.8) holds for some frame xj with
k ≤ j < l, then we have the Iq. (4.9) as the induction hypothesis. Note
that we use the abbreviation Iq. to represent an inequality throughout this
dissertation.

su(xj) ≤ su0(xj) +
CRu

X(su(xj))

α+
X

. (4.9)

We find for xj+1 that credit falls during the transmission of xj and then
rises until the start of xj+1 because in an Eligible Interval there is always
pending load, so credit at the start of xj+1 equals (see Figure 4.3):

CRu
X(su(xj+1)) =CRu

X(su(xj))− α−
X · Cu(xj)

+ α+
X · (su(xj+1)− su(xj)− Cu(xj))

(4.10)

Furthermore, we know from Corollary 4.1 that

su0(xj+1) ≥ su0(xj) + Cu0(xj) · (1 +
α−
X

α+
X

) (4.11)

and so we obtain, using the induction hypothesis (Iq. (4.9)) in the second
step,

su(xj+1)

{see Eq. (4.10)}

=su(xj) + Cu(xj) · (1 +
α−
X

α+
X

) +
CRu

X(su(xj+1))

α+
X

− CRu
X(su(xj))

α+
X

≤su(xj) + Cu(xj) · (1 +
α−
X

α+
X

) +
CRu

X(su(xj+1))

α+
X

− (su(xj)− su0(xj))

=su0(xj) + Cu(xj) · (1 +
α−
X

α+
X

) +
CRu

X(su(xj+1))

α+
X

=su0(xj) + Cu0(xj) · (1 +
α−
X

α+
X

) +
CRu

X(su(xj+1))

α+
X

≤su0(xj+1) +
CRu

X(su(xj+1))

α+
X

,

(4.12)

which concludes the proof.
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Now, to prove a bound on the delay in a given execution, we only need
to prove a bound on the maximum credit that can be built up in that
execution. As the composition of high- and low-priority interfering traffic
does influence the maximum attainable credit, we explain the calculation of
the maximum credit with respect to the assumed compositions in the next
chapter.

To sum up, we introduce the definition of Eligible Interval tailored for
idling servers and its instantiation for the Credit-Based Shaper. Further-
more, we invent a new methodology, the relative analysis, for the worst-case
response time analysis of Credit-Based Shaping. This is achieved by firstly
studying the uninterfered execution and then comparing an interfered exe-
cution to its uninterfered one. Finally, this comparison leads to two essential
theorems. The first one (Theorem 4.1) gives an upper bound on the start
times of Eligible Intervals, which transforms the global timing analysis into
a local one, implying that focusing the analysis on a single Eligible Interval
is sufficient. The second one (Theorem 4.2) translates the problem of finding
the maximum delay into the problem of finding the maximum credit. It is
shown in the next chapter how these two theorems greatly simplify further
analysis. Note that we do not restrict the interference to any particular
type. Hence, these two theorems are not merely applicable for this disser-
tation, where we consider the interference as the union of all high-priority
frames under Credit-Based Shaping and all low-priority frames, but also for
more complicated combinations of interference.



Chapter 5

Relative Worst-Case
Response Time Analysis

Our analysis focuses on the behavior at the output port of an Ethernet TSN
switch, as depicted in Figure 3.1. This means we assume that incoming
frames have already been routed to the proper output port and that the
switch can freely transmit at its output. At the output port, frames are
queued according to their priorities, resulting in several streams of frames,
one for each priority. We keep track of when frames of a certain stream
arrive and when they are transmitted, and we calculate how long a frame
may remain in the output buffer. In other words, we are interested in the
maximum amount of time between a frame entering the buffer and finishing
transmission.

Unlike the conventional methods (Bordoloi et al. (2014); Diemer et al.
(2012b)) that need detailed models of all relevant traffic and calculate the
worst-case response time of the traffic of interest in one attempt, we propose
a relative approach to first compute the worst-case response time in an
uninterfered execution before calculating the worst-case response time in an
interfered execution. The challenge with this approach lies in investigating
whether there exists an upper bound for the delay on the start time of any
frame due to the introduction of inter-priority interference. We give rigorous
proof in this chapter to establish such an upper bound. The associated
expression for this upper bound of the relative delay is simple. It only takes
the maximum frame sizes and bandwidth reservations of the interfering
traffic into account, i.e., the knowledge on the shaper level. Hence, it leads
to an independent analysis, for which the detailed traffic model of the inter-
priority interference is irrelevant.
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It is noted that this chapter includes a recapitulation of the analysis
presented in our publication Cao et al. (2018b). We consider a generic set-
up, i.e., the interference consisting of multiple high-priorities under Credit-
Based Shaping and multiple low-priorities, which generalizes the analysis in
our previous works Cao et al. (2016b,a) and makes the analysis more widely
applicable.

In this chapter, we first prove a theorem to derive the minimum sum of
credits of a set of Credit-Based Shapers in Section 5.1. To put this as the
first step is because the minimum sum of credits of a set of high-priority
Credit-Based Shapers turns out to be essential to obtain the maximum
attainable credit of the priority class of interest. Then, we derive in Section
5.2 the upper bound of relative delay, i.e., the worst-case relative delay, by
bounding the maximum attainable credit. Furthermore, we show in Section
5.3 that the estimate of the worst-case relative delay in a simpler setup
of interfering traffic is consistent with the estimate given by the generic
solution. In the end, we provide a concrete example with the presence of
multiple high-priority shapers in Section 5.4 to show how to use the proven
theorems to derive the worst-case relative delay in practice.

5.1 Calculating the Minimum Credit

From Theorem 4.2 introduced in Chapter 4, it is straightforward to conclude
that we can bound the relative delay, i.e., the delay on the start time of
any frame in the interfered execution compared to the uninterfered one, by
bounding the maximum credit that can be built up by a shaper.

To calculate this maximum credit, we need to estimate the amount of
interference that can occur, since positive credit of X only builds up while
pending frames of X wait for eligible transmissions from other priorities
to finish. Given the interference consisting of a set of high-priority Credit-
Based Shapers, it turns out to be essential to estimate the minimum credit
of the set. We define the minimum credit of a set of Credit-Based Shapers
X as:

CRmin
X

def
= inf

u∈U
inf
t∈R+

0

∑
X∈X

CRu
X(t). (5.1)

and we have CRmin
∅ = 0 as the sum of the elements of an empty set is zero.

Now we consider the total credit CRu
X of a set of priority classes X ⊆ P;

we could, of course, simply add up the minimum credits of each of its
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elements. However, for sets larger than 1 element, there is no execution in
which this sum can be actually reached, because as the transmission from
one of the elements of X is proceeding towards its minimum, the credits of
other elements in X will be recovering. In the following theorem, we prove
a method with which a tight bound of the minimum credit of a set X can
be iteratively achieved. It is important to assume that the total reservation
of the set α+

X does not exceed the total bandwidth BW . This is a valid
assumption in practice.

Theorem 5.1. Given a finite non-empty set of priority classes X under
Credit-Based Shaping with α+

X ≤ BW , we have

CRmin
X = − sup

X∈X
(α−

X · Cmax
X − CRmin

X\X). (5.2)

Proof. First we prove that for all executions u and times t we have CRu
X(t) ≥

− sup
X∈X

(α−
X · Cmax

X − CRmin
X\X) by contradiction of the opposite. Assume that

there exists an execution v and time t such that CRv
X(t) < − sup

X∈X
(α−

X ·

Cmax
X − CRmin

X\X). Then, given the condition α+
X ≤ BW , for each individual

X ∈ X, we have:

CRv
X(t) =CRv

X(t)− CRv
X\X(t)

{by assumption}
<− sup

X′∈X
(α−

X · Cmax
X′ − CRmin

X\X′)− CRv
X\X(t)

≤− α−
X · Cmax

X + CRmin
X\X − CRv

X\X(t)

{by definition of minimum credit}
≤ − α−

X · Cmax
X

=− (BW − α+
X ) · C

max
X

≤0.

(5.3)

In other words, for each individual X, we have negative credit at time t.
From the shaping rules, we know that this is only possible if all shapers
are currently either transmitting or in recovery. We reason that credit at
an earlier point would even be lower if all shapers are in recovery at t, and
therefore we may assume without loss of generality that at time t one of the
shapers is transmitting. Let x ∈ X be the frame that is in transmission at
t, and recall that all others are recovering. Furthermore, recall that at the
start time of this transmission we have CRv

X(sv(x)) ≥ 0, so we may derive:
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CRv
X\X(sv(x))

=CRv
X(s

v(x))− CRv
X(sv(x))

≤CRv
X(s

v(x))

=CRv
X(t)− α+

X\X · (t− sv(x)) + α−
X · (t− sv(x))

=CRv
X(t)− α+

X\X · (t− sv(x)) + (BW − α+
X) · (t− sv(x))

=CRv
X(t) + (BW − α+

X ) · (t− sv(x))

=CRv
X(t) + α−

X · (t− sv(x))

{by maximum frame size}
≤CRv

X(t) + α−
X · Cmax

X

{by assumption}
<− sup

X′∈X
(α−

X · Cmax
X′ − CRmin

X\X′) + α−
X · Cmax

X

≤− α−
X · Cmax

X + CRmin
X\X + α−

X · Cmax
X

=CRmin
X\X ,

(5.4)

which contradicts the definition of the minimum credit, and therefore proves
that our estimate is sound, i.e., CRu

X(t) ≥ − sup
X∈X

(α−
X · Cmax

X − CRmin
X\X).

Secondly, to prove that our estimate is tight, we recursively construct
an execution in which this estimate is actually achieved. The base case
is trivial. For the empty set, we have CRmin

∅ = 0. This is achieved by
an execution u∅ in which nothing is transmitted. For the recursive case,
consider a set X containing at least 1 element. We first determine which
X ∈ X achieves the supremum in the formula − sup

X∈X
(α−

X ·Cmax
X −CRmin

X\X). By

construction, we already have an execution uX\X that achieves the minimum
credit of X \ X. Since it is not necessary to transmit a frame from X in
the execution uX\X , we further assume that there is no transmission and
pending frames from X so that the credit of X remains 0 in uX\X . Then,
we create uX by appending a single transmission of a maximal frame from
X to the execution uX\X , choosing the arrival time of the frame equal to
the end of the last transmission in uX\X . By such a construction, the credit

of X reaches −(α−
X ·Cmax

X −CRmin
X\X) at the end of the execution uX. Hence,

the estimate of the minimum credit is tight, which concludes the proof.

Note that the original theorem regarding the single priority, see Theorem
3 in Cao et al. (2018b), directly follows as a corollary.

Corollary 5.1. For a single priority class X ∈ X under Credit-Based Shap-
ing with α+

X ≤ BW , we find CRmin
X = −α−

X · Cmax
X .
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The method for computing the minimum credit of a set of Credit-Based
Shapers has just been presented. Note that the complexity of this computa-
tion is factorial. For a set of shapers X containing N priority classes, there
exists an order for these N priority classes to reach the minimum credit.
To cover all the possibilities of order, it needs N · (N − 1) · · · 2 · 1 = N !
calculations.

5.2 Bounding the Maximum Relative Delay

We estimate the maximum relative delay for a priority class of interest by
adding all possible low- and high-priority interference. The relative delay
caused by the low-priority interference is trivial. For high-priority inter-
ference consisting of a set of Credit-Based Shapers, the total credit of the
set should drop to its minimum at its slowest decreasing rate to prevent
transmission from the priority class of interest as much as possible. In this
section, we first introduce the slowest decreasing rate of the total credit of
a set of Credit-Based Shapers. Then, together with the minimum credit of
a set of Credit-Based Shapers (see Section 5.1), we introduce how to obtain
the maximum relative delay for a priority class of interest.

Theorem 5.2. Given a set of priority classes X under Credit-Based Shaping
with α+

X ≤ BW , if during an execution u at every point t′ in an interval [t, t′′]
there is a frame from X transmitting, then the total credit of X decreases
with at least a rate α−

X , i.e.,

CRu
X(t

′) ≤ CRu
X(t)− α−

X · (t′ − t). (5.5)

Proof. The slowest possible decrease of total credit is achieved, obviously,
when credit for all shapers in X is increasing, except for the shaper that
is currently transmitting. Regardless of whether the shapers are increasing
because they are recovering or have a pending load, assume without loss of
generality that shaper X ∈ X is transmitting and find:

CRu
X(t

′)

≤CRu
X(t) + α+

X\X · (t′ − t)− α−
X · (t′ − t)

=CRu
X(t) + α+

X\X · (t′ − t)− (BW − α+
X) · (t′ − t)

=CRu
X(t) + α+

X\X · (t′ − t)− BW · (t′ − t) + α+
X · (t′ − t)

=CRu
X(t) + (α+

X\X + α+
X − BW ) · (t′ − t)

=CRu
X(t)− α−

X · (t′ − t),

(5.6)

which concludes the proof.
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Theorem 5.3. Given a set of priority classes X under Credit-Based Shaping
with α+

X ≤ BW , if during an execution u at every point t′ in an interval
[t, t′′] all shapers from X either have pending load or negative credit, then
the total credit of X decreases with exactly a rate α−

X , i.e.,

CRu
X(t

′) = CRu
X(t)− α−

X · (t′ − t). (5.7)

Proof. The assumption that all shapers in X either have pending load or
negative credit ensures that all other shapers’ credits increase when one
shaper is transmitting. Thus, we have:

CRu
X(t

′) =CRu
X(t) + α+

X\X · (t′ − t)− α−
X · (t′ − t)

=CRu
X(t)− α−

X · (t′ − t),
(5.8)

and the slowest decreasing rate is attained.

Finally, combining the minimum credit calculation in Theorem 5.1 and
the slowest decreasing rate in Theorem 5.2, we estimate the maximum credit
of a priority class X by adding the possible interference from low- and high-
priority classes. From low-priority classes, only a single frame can interfere,
which starts non-preemptively ‘just before’ the arrival of a frame from X
and leads to an initial credit increase of X. This low-priority frame also
leads to an initial increase in the total credit of high-priority classes. The
maximum credit of X can be obtained when the high-priority shapers con-
tinue transmission before the total credit decreases from the initial increase
to its minimum at the slowest possible rate.

The following theorem gives the upper bound of the relative delay, i.e.,
sup
u∈U

(su(x)− su0(x)) in the relative worst-case response time calculation (see

Eq. (3.4)) by bounding the maximum credit. We define the maximum credit
of a Credit-Based Shaper X as:

CRmax
X

def
= sup

u∈U
sup
t∈R+

0

CRu
X(t). (5.9)

This bound of relative delay, notably, is not necessarily tight because
the execution that leads to the slowest possible decrease in credit is not
always also an execution that leads to minimum credit, which is covered in
Chapter 6.

Theorem 5.4. Given a particular stream of interest associated with priority
class M ∈ P. Consider the set H = {X ∈ P | X > M} of all high-priority
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classes, and the set L = {X ∈ P | X < M} of all low-priority classes.
Assume that M and H are under Credit-Based Shaping, and α+

H + α+
M ≤

BW . Then, for any execution u with associated uninterfered execution u0
and any frame m ∈ M we find:

su(m)− su0(m) ≤ Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

. (5.10)

Proof. To prove this theorem, we only need to show that during any execu-
tion u, the credit CRu

M (t) is bounded by

α+
M ·

(
Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

)
, (5.11)

and subsequently use Theorem 4.2 to convert the credit bound into the
latency bound. Next, to study the variation of the credit CRu

M (t) over
time, we divide time in the execution u into phases of three exclusive types
depending on what is in transmission: idling phase (nothing is in trans-
mission within this interval), L phase (only L frames are in consecutive
transmission) and MH phase (only frames from M or H are in consecutive
transmission). Since these three conditions are mutually exclusive and cover
all possibilities, a phase ends when another type of phase takes over.

Idling Phase

When nothing is in transmission, either the credit of every priority class
in H and the credit of M is negative (transmission is not allowed by the
shaper), or there is no pending load (positive credit is reset to 0). Hence,
at any time t in an idling phase, the credit of every stream X ∈ H∪{M} is
less than or equal to 0:

CRu
X(t) ≤ 0. (5.12)

L Phase

An L frame cannot start transmission when either the credit of M or
the credit of some H ∈ H is strictly positive (because this implies pending
load of a high-priority class). Therefore, we find those credits are 0 or
negative at the start of any L transmission. During the transmission, credit
of X ∈ H ∪ {M} rises with a rate at most α+

X . Credit of H ∪ {M} only
rises above 0 if there are frames pending, so the increase may be less. Once
credit of H ∪ {M} rises strictly above 0 no new L transmission can start,
but the current one can finish. As a consequence, for any X ∈ H∪ {M} we
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find credit at a time t in an L phase is bounded by the transmission of a
single L frame of maximum size:

CRu
X(t) ≤ Cmax

L · α+
X . (5.13)

MH Phase

The credit variation is more complex in an MH phase. Let ts denote
the start time of a given MH phase. To bound the credit of M at any time
t (t ≥ ts) during this phase, we study for each X ∈ H∪{M} the cumulative
time during which frames in X are transmitted in [ts, t]. We denote this by
writing δX for any X ∈ H ∪ {M} and know that

∑
X∈H∪{M} δX = t − ts.

Our subsequent reasoning is mainly based on the credit variation rules and
the reservation bound α+

H + α+
M ≤ BW .

Clearly, in an MH phase, there is always a transmission from H ∪ {M}
going on. Therefore, the credit of some X ∈ H ∪ {M} will rise as long
as it is not transmitting itself, and as long as it has either negative credit
or pending load. If there is no pending load, credit will not rise above 0.
In this way, the total credit of H rises with a rate at most α+

H while M is
transmitting, i.e., within the cumulative duration δM .

Given Theorem 5.2, the total credit of H drops with a rate at least
α−
H when one of the priorities in H is transmitting within the cumulative

duration
∑
H∈H

δH . Therefore, we have the total credit of the high priorities

as:

CRu
H(t) ≤ CRu

H(ts) + α+
H · δM − α−

H ·
∑
H∈H

δH . (5.14)

Note that this upper bound is reached only if throughout the interval
[ts, t], when one stream is in transmission, all other streams keep increasing
their credits.

Also, we know by the definition of minimum credit (see Eq. (5.1) ) that
the total credit of the high priorities has a lower bound of CRmin

H . Therefore,
we obtain:

CRmin
H ≤ CRu

H(t) ≤ CRu
H(ts) + α+

H · δM − α−
H ·
∑
H∈H

δH . (5.15)

We further use the definition α−
X = BW − α+

X to derive that:



Ch.5 RELATIVE WCRT ANALYSIS 45

α+
H + α+

M ≤ BW ⇐⇒
α+
H ≤ α−

M

α+
M ≤ α−

H

⇐⇒ α+
H · α+

M ≤ α−
H · α−

M

⇐⇒
α+
M · α+

H
α−
H

− α−
M ≤ 0.

(5.16)

Next, we obtain the upper bound on the credit for M in a similar way as
on the total credit for the set H and further refine this bound using Iq. (5.15)
and Iq. (5.16) as follows:

CRu
M (t)

{according to credit evolution rules}

≤CRu
M (ts) + α+

M ·
∑
H∈H

δH − α−
M · δM

{see Iq. (5.15)}

≤CRu
M (ts) +

α+
M

α−
H

· (CRu
H(ts) + α+

H · δM − CRmin
H )− α−

M · δM

=CRu
M (ts) +

α+
M

α−
H

· (CRu
H(ts)− CRmin

H ) + (
α+
M · α+

H
α−
H

− α−
M ) · δM

{see Iq. (5.16)}

≤CRu
M (ts) +

α+
M

α−
H

· (CRu
H(ts)− CRmin

H ).

(5.17)

Finally, an MH phase can only follow an idling phase or an L phase.
Therefore, the initial credits CRu

M (ts) are bounded by the upper bounds
obtained in these two phases, see Iq. (5.12) and Iq. (5.13). The credit bound
in an L phase is higher. To reach the maximum credit for M in an MH
phase, that MH phase must be preceded by an L phase with a frame of the
maximum size and we derive:

CRu
M (t)

≤CRu
M (ts) +

α+
M

α−
H

· (CRu
H(ts)− CRmin

H ).

{see Iq. (5.13)}

≤Cmax
L · α+

M +
α+
M

α−
H

· (Cmax
L · α+

H − CRmin
H )

=α+
M ·

(
Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

)
.

(5.18)
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Combining the upper bounds of credit for M in all three possible phases:
Iq. (5.12) for idling phases, Iq. (5.13) for L phases, and Iq. (5.18) for MH
phases, we can derive the upper bound for the maximum credit for M (as
defined in Eq. (5.9)):

CRmax
M ≤ α+

M ·
(
Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

)
. (5.19)

As a final step, we apply Theorem 4.2 and derive:

su(m)− su0(m) ≤CRu
M (su(m))

α+
M

≤CRmax
M

α+
M

{see Iq. (5.19)}

≤
α+
M ·

(
Cmax
L · (1 + α+

H
α−
H
)− CRmin

H
α−
H

)
α+
M

=Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

,

(5.20)

which concludes our proof.

5.3 Consistency with Previous Works

We started our relative worst-case response time analysis in a much simpler
scenario, i.e., one low priority or one high priority in Cao et al. (2016b) and
then one low priority combined with one high priority in Cao et al. (2016a)
before we resolved the generic scenario with multiple low- and high-priority
interference. In this section, we recapitulate those essential theorems that
we prove in our earlier papers as corollaries of Theorem 5.4 to show this
consistency.

5.3.1 Only Low-Priority Interference

Given only low-priority interference, it was proven in Cao et al. (2016b) (see
Theorem 3) that the stream M suffers a delay of at most one L frame of
the maximum size.

Corollary 5.2. Given a particular stream of interest associated with prior-
ity class M ∈ P. Consider the set L = {X ∈ P | X < M} of all low-priority
classes. Assume that M is under Credit-Based Shaping, and α+

M ≤ BW .
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Then, for any execution u with associated uninterfered execution u0 and any
frame m ∈ M we find:

su(m)− su0(m) ≤ Cmax
L . (5.21)

Proof. In this case, the high-priority interference is excluded and thus we
consider an empty set for H in Theorem 5.4. Given α+

∅ = 0 and CRmin
∅ = 0,

we derive:

su(m)− su0(m) ≤ Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

= Cmax
L · (1 +

α+
∅

α−
∅
)−

CRmin
∅

α−
∅

= Cmax
L ,

(5.22)

which concludes our proof.

5.3.2 Only One High-Priority Interference

Given only one high-priority interference with the assumption α+
H + α+

M <
BW , it was shown in Cao et al. (2016b) (see Theorem 4) that the a stream
M suffers a delay by at most one H frame of the maximum size through a
complicated proof. However, it is rather straightforward to derive the same
conclusion with a less strict assumption α+

H + α+
M ≤ BW as the corollary

of Theorem 5.4.

Corollary 5.3. Given a particular stream of interest associated with pri-
ority class M ∈ P. Consider only one high-priority class H ∈ P and
H > M . Assume that M and H are under Credit-Based Shaping, and
α+
H + α+

M ≤ BW . Then, for any execution u with associated uninterfered
execution u0 and any frame m ∈ M we find:

su(m)− su0(m) ≤ Cmax
H . (5.23)

Proof. In this case, we simply take Cmax
L = 0, because the low-priority

interference is excluded. Furthermore, the minimum credit calculation of a
single high priority is simple (Corollary 5.1), CRmin

H = CRmin
H = −α−

H ·Cmax
H .
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Subsequently, we have:

su(m)− su0(m)

≤Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

=0 · (1 +
α+
H

α−
H

)− CRmin
H

α−
H

{see Corollary 5.1}

=−
−α−

H · Cmax
H

α−
H

=Cmax
H ,

(5.24)

which concludes the proof.

5.3.3 One High-Priority Combined with Low-Priority Interfer-
ence

Similarly, we reach the same conclusion as we proved in Cao et al. (2016a)
(see Theorem 3) given the combined interference.

Corollary 5.4. Given a particular stream of interest associated with prior-
ity class M ∈ P. Consider only one high-priority class H ∈ P and H > M ,
and the set L = {X ∈ P | X < M} of all low-priority classes. Assume that
M and H are under Credit-Based Shaping, and α+

H + α+
M ≤ BW . Then,

for any execution u with associated uninterfered execution u0 and any frame
m ∈ M we find:

su(m)− su0(m) ≤ Cmax
L · (1 +

α+
H

α−
H

) + Cmax
H . (5.25)

Notably, this upper bound for a single high priority in Corollary 5.4 is
tight since we are able to construct an execution which leads to this worst-
case delay. As we mentioned before, the upper bound for the generic case
with multiple high priorities, given by Theorem 5.4, is not necessarily tight.
This is because the execution that leads to the slowest decreasing rate of
the total credit is not always an execution that leads to the minimum total
credit. However, the minimum total credit for a high-priority set consisting
of a single element, i.e., CRmin

H = −α−
H · Cmax

H , can be always reached with
the slowest descending rate of the set, i.e., −α−

H . The tightness of this upper
bound is elaborated in more details in Chapter 6.
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5.4 A Concrete Example of Multiple High-Priority In-
terference

Now we show how to use Theorem 5.1 and Theorem 5.4 to calculate the
worst-case relative delay of stream M given a concrete set-up of the inter-
priority interference as shown in Table 5.1.

Table 5.1: An example of three high-priority levels (H1 > H2 > H3).

α+

Mbps

α−

Mbps

Cmax

µs

CRmin

bits

H1 10 90 3 -270
H2 20 80 2 -160
H3 15 85 4 -340
M 10 90 5 -450
L N.A. N.A. 5 N.A.

In this example, the total bandwidth BW is set to 100 Mbps. There
are three high priorities, H1, H2 and H3, in the order of priority. The total
reservation of high priorities α+

H is 45 Mbps and the remaining α−
H is 55

Mbps. As α+
M is set to 10 Mbps, the condition α+

H + α+
M ≤ BW is met,

thus guaranteeing that the worst-case response time is finite. The maximum
frame size of a priority class is given as the transmission time with a unit of
µs. Note that this specific value does not represent the actual transmission
time of an Ethernet frame in practice. This value is chosen in a way to
simplify the calculation.

To calculate the minimum credit CRmin
H , we mainly use Theorem 5.1.

We start with the minimum credit of a single priority, shown in Table 5.1,
then with the set of two high priorities, and finally with the set of three.

Credit of the set of two priorities

CRmin
{H1,H2}

=−max
(
α−
{H1,H2} · C

max
H1

− CRmin
H2

, α−
{H1,H2} · C

max
H2

− CRmin
H1

)
=−max (370, 410)

=− 410

(5.26)
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CRmin
{H2,H3}

=−max
(
α−
{H2,H3} · C

max
H2

− CRmin
H3

, α−
{H2,H3} · C

max
H3

− CRmin
H2

)
=−max (470, 420)

=− 470

(5.27)

CRmin
{H1,H3}

=−max
(
α−
{H1,H3} · C

max
H1

− CRmin
H3

, α−
{H1,H3} · C

max
H3

− CRmin
H1

)
=−max (565, 570)

=− 570

(5.28)

Credit of the set of three priorities

CRmin
H

=−max
(
α−
H · Cmax

H1
− CRmin

{H2,H3}, α
−
H · Cmax

H2
− CRmin

{H1,H3}, α
−
H · Cmax

H3
− CRmin

{H1,H2}

)
=−max (635, 680, 630)

=− 680

(5.29)

We construct a sequence H1, H3, H2 in this example, so that the mini-
mum credit is obtained through the calculations of CRmin

H1
, CRmin

{H1,H3} and

CRmin
{H1,H3,H2} as follows:

CRmin
H1

= −α−
H1

· Cmax
H1

+ CRmin
∅

CRmin
{H1,H3} = −α−

{H1,H3} · C
max
H3

+ CRmin
H1

CRmin
{H1,H3,H2} = −α−

{H1,H3,H2} · C
max
H2

+ CRmin
{H1,H3}

(5.30)

As a next step, we use Theorem 5.4 to obtain the worst-case relative
delay.

Cmax
L · (1 +

α+
H

α−
H
)− CRmin

H
α−
H

= 5 · (1 + 45

55
) +

680

55
≈ 21.45 (5.31)

We show one feasible worst-case scenario in Figure 5.1. As the total
credit CRH reaches its minimum at the slowest descent α−

H = 55 Mbps, the
calculated worst-case relative delay 21.45 µs is attained. In this case, ob-
serve that the estimate is tight since there exists an execution that achieves
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the worst-case relative delay. In the next chapter, tightness is extensively
studied by determining sufficient conditions under which such an execution
exists in general.

5.5 Conclusion

In this chapter, we have presented a relative worst-case response time anal-
ysis for a Credit-Based Shaper of interest, given the interference consisting
of multiple high-priorities under Credit-Based Shaping and multiple low-
priorities. Therefore, instead of calculating the worst-case response time
of the stream M of interest in an interfered execution u directly, we can
first compute the worst-case response time in an associated uninterfered
execution u0 and then add the worst-case relative delay.

The most important contribution of this chapter is Theorem 5.4, with
which the worst-case relative delay is derived by bounding the maximum
attainable credit. As a result, we can derive the worst-case relative delay
in two steps: first calculate the minimum credit of a set of high-priority
Credit-Based Shapers CRmin

H in an iterative manner using Theorem 5.1 and
secondly obtain the upper bound of the relative delay using the conclusion
of Theorem 5.4. Notably, the bound of the minimum credit of a set of
Credit-Based Shapers is tight, but the upper bound of the relative delay is
not necessarily tight. This is because the maximum relative delay is reached
only if the total credit of a set of high-priority shapers drops to its minimum
at the slowest descending rate and such an execution does not always exist.
The tightness of the entire approach is further discussed in the next chapter.
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Figure 5.1: A stream of M interfered by a set of high-priority streams
H = {H1, H2, H3} and a low-priority stream L as shown in Table 5.1.
Arrows here indicate frame arrivals. The solid rectangles represent the
transmission of streams H, M and L while the shaded ones represent the
interference-free transmission of M . So do the solid and dashed lines rep-
resenting the credit evolution of M . The Eligible Interval of stream M has
been labeled in grey context. The evolution of the total credit CRH as well
as the individual credit CRH1 ,CRH2 and CRH3 has been shown along with
the frame transmission. The minimum credit of H and the maximum credit
of M has been marked with dash-dotted lines. It has been shown that the
total credit CRH decreases at the slowest descend to reach the minimum,
i.e., when one credit is decreasing and the rest two are always increasing. In
this way, the maximum value of credit M is reached when the total credit
of H reaches its minimum and the calculated worst-case relative delay is
thus attained. The solid vertical line in red marks the timing when credit
M reached the maximum value that we proved.



Chapter 6

Tightness of Our Approach

We have presented a relative worst-case response time analysis with interfer-
ence consisting of multiple high and multiple low priorities in the previous
chapter. We have proved that our worst-case bounds are safe. Another
important factor of worst-case response time estimates is tightness. As we
mentioned in Section 1.2, tightness describes how well a timing analysis
method exploits the information provided to it; in other words, how close
the estimated bounds are to what is theoretically possible within the given
assumptions made in the traffic model. An analysis is considered tight if,
within these assumptions, a scenario can be perceived that achieves the
predicted bounds arbitrarily closely.

In this chapter, we study the conditions under which our relative worst-
case response time analysis is tight. Firstly, we recapitulate our earlier
result that it is always tight in case of a single high priority. Secondly, we
use a number of examples to illustrate why tightness is not guaranteed in
case of multiple high priorities. Thirdly, we recapitulate a quite elaborate
scenario that reveals a sufficient (and conjectured necessary) condition on
the high-priority classes under which our result is tight.

6.1 Tightness for a Single High-Priority Interference

To illustrate the worst-case scenario that underlies Theorem 5.4 for a single
high priority, we repeat our construction in Cao et al. (2016a). Consider the
left-most Eligible Interval in Figure 6.1. This figure shows how a maximum
credit for class M , and hence the maximum delay for a frame from that
class, can be achieved if we have only a single high-priority class H and
one low-priority class L. The example, however, also works for multiple
low-priority classes since only one frame of low-priority can transmit in
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any case. The downward arrows indicate the arrival of frames; the solid
rectangles indicate the transmission of the combined H,M , and L streams;
the shaded rectangles indicate how theM stream would execute in a scenario
without interference. The graphs below indicate the total credit level of both
shapers and the individual credit levels of H and M during execution.

Figure 6.1: A stream of M interfered by a stream of H and L, and α+
H +

α+
M < BW . The solid rectangles represent the transmission of streams H,

M , and L, while the shaded ones represent the interference-free transmission
of M . So do the solid and dashed lines representing the credit evolution.
Frames of maximum transmission time have been labeled with superscript
max, and the Eligible Interval has been labeled in grey context. The two
dots on the curve of credit H emphasize the moment when credit reaches
exactly zero and a frame of maximum size starts its transmission. The solid
vertical line in red marks the timing when credit M reaches the maximum
value that we determined.

In the worst-case scenario, the Eligible Interval starts with an L frame
of maximum transmission time. Immediately after the start of L, the frame
m1 (our frame of interest) arrives together with an H frame. As a conse-
quence, credit builds up both for M and H. Subsequently, frames from H
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start transmitting, and new frames arrive until the credit built up by the
L transmission is exactly depleted. This credit depletion takes a careful
choice of frame sizes. Lastly, a maximal frame of H arrives before credit is
entirely depleted to ensure that the credit of H reaches its minimal value
(which in case of a single high-priority class equals CRmin

H = −α−
H · Cmax

H .
Now, frame m1 is ready to transmit, and at this point, the credit of M
has reached its maximum value, and therefore frame m1 has experienced its
maximum delay compared to the uninterfered schedule. In the execution
that follows in Figure 6.1, we see that the total credit keeps decreasing and
that the maximum credit level of M is never obtained again. Only in case
α+
H + α+

M = BW , a stream M may reach its maximum more than once in
a single Eligible Interval because the total credit does not decrease.

To prove that the formula developed in Theorem 5.4 gives a tight bound
on the worst-case relative delay when there is only a single high-priority
class, it is enough to realize that the example illustrated in Figure 6.1 pro-
vides a generic construction of the worst case. For any given medium pri-
ority, the arrival of a low-priority frame and the immediately subsequent
arrival of several high-priority frames of a well-chosen size can delay the
transmission of any medium-priority frame by the amount specified in Corol-
lary 5.4. This construction can be carried out for any frame in the medium-
priority stream, as long as we have the freedom to assign a worst-case arrival
time to a single low-priority frame and have the freedom to inject a burst
of high-priority frames of the right size. Therefore, our approach is tight
under the assumptions made in our system model, i.e., the estimate cannot
be improved without further knowledge of the interference.

6.2 Examples Why Tightness Is Not Always Guaran-
teed for Multiple High-Priority Interference

To understand why tightness is not always guaranteed, recall the way to
calculate the minimum credit of a set of N priority classes under Credit-
Based Shaping, as presented in Theorem 5.1. To reach the minimum credit,
one should ensure that the transmission in the last phase consisting of N
frames, one of each priority level, are in the order determined by the iterative
calculation of the minimum credit. Furthermore, recall that according to
Theorem 5.4, this minimum credit should be reached at the slowest possible
descent of the cumulative credit, while Theorem 5.3 shows that this slowest
descent can be only attained if all credits are increasing at all times, except
for the one that is transmitting.

We have specified a scenario in Table 6.1, which consists of four high-
priority classes interfering with our medium-priority stream. To reach min-
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imum cumulative credit for those four priority classes, one only needs to
perform the execution of four maximum frames, one of each class, in the
order H2, H3, H1, H4, as illustrated in the left panel of Figure 6.2. Note that
this construction is given in the proof of Theorem 5.1. To reach minimum
credit at the slowest possible descend, however, one should make sure that
the credit of each of the shapers is rising whenever it is not transmitting.
Each transmission of the four maximum frames should start at 0 credit (oth-
erwise, the minimum credit is not reached), which means that the credit of
all shapers must be recovering before the start of transmission. This execu-
tion is illustrated in the right panel of Figure 6.2. Naturally, these recoveries
can only be caused by earlier transmissions.

Table 6.1: An example of four priority levels (H1 > H2 > H3 > H4) in which
reaching the minimum credit with the slowest decreasing rate is feasible in
the last 4 transmissions.

α+

Mbps

α−

Mbps

Cmax

µs

CRmin

bits

H1 10 90 5 -450
H2 10 90 6 -540
H3 15 85 8 -680
H4 10 90 4 -360

Now, to see why it is not always possible to reach the worst-case response
time in the case of multiple high priorities, consider the slightly simpler sce-
nario given in Table 6.2, where only two high-priority streams are interfering
with our stream of interest. In this scenario, we have to transmit a maxi-
mal frame of H2 followed by a maximal frame of H1 in the last phase. As
the left panel of Figure 6.3 indicates, reaching the minimum total credit
is always possible without guaranteeing the slowest descent. However, to
keep the slowest descent, the credit of H1 needs to be recovering during
the transmission of H2. The illustration on the right panel clearly shows
that if H1 has to recover exactly at the start of its final transmission, this
recovery must have started at a lower value than the minimum credit of
H1. Therefore, the minimum cumulative credit cannot be attained in the
slowest possible way using this sequence of transmissions. Furthermore, we
have not been able to find another sequence of transmissions that would
have the desired result.
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Figure 6.2: Example on how to reach minimum cumulative credit and reach
it at the slowest possible descent. The last four transmissions are maximally-
sized frames from H2, H3, H1, H4, determined by the minimum total credit
calculation, and the total minimum credit CRmin

H is −1685. Left panel: the
total credit reaches the minimum but not at the slowest descend. Right
panel: the total credit reaches the minimum at the slowest descend, i.e.,
during the transmission of one priority, all other credits are increasing. Note
that the transmissions given in the left panel are the construction given in
the proof of Theorem 5.1.

6.3 Tightness for Multiple High-Priority Interference

Now that we have shown tightness for a single interfering high priority, and
given examples why tightness is not self-evident for multiple high-priority
interference, let us study the latter in more depth. In case of a stream
M interfered by a set of multiple high-priority classes H and low-priority
classes L, our claims of tightness are conditional. Of course, still only one
low-priority frame can interfere. However, as indicated before, if we try to
create a scenario that achieves the worst-case, we need to aim for interference
by the high-priority classes that at the same time a) reach the minimum total
credit CRmin

H and b) do so in the slowest feasible manner. In other words,
we need a single scenario that serves as a witness for both Theorem 5.1 and
5.2. This is not always achievable, but it is possible to turn the combined
construction of both witnesses into a sufficient condition for tightness.

In this dissertation, we just recapitulate the theorem in Cao et al.
(2018b) and describe the core of the proof since we credit this proof to Pieter
Cuijpers who came up with a feasible scenario to reach the worst-case and
obtain the tightness. The detailed proof can be found in the appendix of
the journal publication Cao et al. (2018b).
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Table 6.2: An example of two priority levels (H1 > H2) in which reaching
the minimum credit with the slowest decreasing rate is not feasible in the
last 2 transmissions.

α+

Mbps

α−

Mbps

Cmax

µs

CRmin

bits

H1 20 80 1 -80
H2 40 60 6 -360

Figure 6.3: Example of a case where attaining minimum cumulative credit
at the slowest descent is not possible. The last two transmissions are
maximally-sized frames from H2, H1, and the transmission order is deter-
mined by the minimum total credit calculation, and the total minimum
credit CRmin

H is −400. Left panel: the total credit reaches the minimum but
not at the slowest descent. Right panel: the total credit cannot reach the
minimum and meanwhile decrease at the slowest descent. At the start of
the first transmission, the credit of H1 violates its minimum credit bound,
resulting in an impossible scenario.

Theorem 6.1. Given a stream of priority class M ∈ P, we use H = {X ∈
P | X > M} to denote all streams of high priorities and L = {X ∈ P |
X < M} to denote all streams of low priorities. Assume that M and H
are under Credit-Based Shaping and α+

H + α+
M ≤ BW . If there exists a

sequence H1...HN ∈ H, with N the number of streams in H, such that each
priority class only occurs once in the sequence (but not necessarily in order
of priority), and if for all 1 ≤ n ≤ N :

CRmin⋃
1≤i≤n Hi

= −α−⋃
1≤i≤n Hn

· Cmax
Hn

+ CRmin⋃
1≤i<n Hi

, (6.1)
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and furthermore

Cmax
HN

≥
α+
HN

α−
HN

∑
1≤j<N

Cmax
Hj

, (6.2)

then the bound on the worst-case relative delay of Theorem 5.4 is tight.

As a brief sketch of the proof, a generic construction uϵ of one feasible
scenario is presented, which maintains the slowest possible decrease of credit
at all times to reach the minimum credit, except for an arbitrarily small time
during which an arbitrarily small drop in credit may take place due to resets.

Figure 6.4: Construction of an arbitrary approximation of the worst-case
response time in five phases. In the first phase, the total credit of high
priorities builds up during the transmission of a maximum-sized low-priority
frame. In the second phase, the built-up credit is slowly depleted until zero,
and in the fifth and final phase, the credit is slowly depleted until a minimum
credit is reached. The third and fourth phase allow for an arbitrarily small
drop in credit during an arbitrarily small amount of time, constructed in
such a way that a valid schedule between second and fifth phase is created.

Admittedly, the scenario is quite complicated. It consists of five phases,
illustrated in Figure 6.4. The first phase, like in the single high-priority
case, consists of a transmission of a low-priority frame of the maximum
size, while all other shapers receive pending load just after the transmission
of the low-priority frame has started. This is indicated in Figure 6.4 by a
burst B.



60 Ch.6 TIGHTNESS

In the second phase, the cumulative credit that has increased during
the first phase is depleted using the burst B, which is a large burst of
high-priority frames of arbitrarily small size δ > 0. As a consequence, the
cumulative credit reaches 0, while all high-priority shapers have pending
load at all times, and at least one of high priorities is transmitting at all
times. This means, using Theorem 5.3, that credit drops at its slowest
possible rate during this second phase.

In the third and fourth phase, which only take an arbitrarily short
amount of time, the cumulative credit may drop by a small amount be-
cause some (but not all) shapers experience a credit reset. After this reset,
a number of arbitrarily small transmissions take place to put the credit of
all high-priority shapers at the right (negative) amount to start with the
fifth phase.

Finally, in the fifth phase, credit of all high-priority shapers remains
negative at all times, except for the one that needs to transmit, which
has credit 0 exactly when needed. We use transmissions in order of the
sequence H1 . . . HN ∈ H, all with the maximum frame-sizes. If furthermore
the sequence satisfies the (strictly stronger) conditions given in the theorem
then the last iteration of transmissions H1 . . . HN consist of maximal frame
sizes, resulting in the minimum credit. Therefore, the execution uϵ is a
witness of an arbitrary approximation of the worst-case response time for a
frame m ∈ M .

Conjecture 6.1. We conjecture that the conditions given in Theorem 6.1
are in fact necessary and sufficient for tightness.

The conjecture is based on the example discussed in the previous sec-
tion with a focus on the final phase. It is certainly necessary to approximate
minimum credit in order to reach the worst-case response time, and any se-
quence of transmissions approximating minimum credit has to use frames of
maximal sizes. (Assuming otherwise leads to a contradiction, since a larger
frame-size immediately leads to lower credit). The conditions in Theorem
6.1 exactly describe a possible last sequence of transmissions needed to ac-
tually reach minimum credit. We conjecture that this is, in fact, the only
possible sequence that leads to minimum credit, but a formal proof of this
is left for future research.

Finally, note that the complexity of checking the condition for tightness
just involves one inequality check once the order of the sequence to reach
the minimum credit is determined by Theorem 5.1. The complexity of the
minimum credit analysis is factorial in the number of high-priority streams
as explained in Section 5.1.
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6.4 Conclusion

After presenting a technique to perform worst-case response time analysis,
independent of knowledge of the interfering traffic (except those assumptions
enforced by the Ethernet TSN standard), we further proved sufficient (and
conjectured necessary) conditions under which our analysis yields a tight
bound. Notably, the complexity of our worst-case relative delay analysis
mainly depends on the complexity of the minimum credit calculation, which
is factorial in the number of high-priority classes (see Theorem 5.1), and the
complexity of checking the sufficient conditions just involves an additional
inequality check. Unlike the more traditional busy period analysis, that was
proposed in, amongst others, Axer et al. (2014) and Bordoloi et al. (2014),
our method does not rely on recursions of which the depth is dependent on
the detailed traffic models in the system.





Chapter 7

Comparison with Earlier
Works

In this chapter, we perform a comparison of our relative worst-case time
analysis with the busy period analyses presented in Axer et al. (2014) and
Bordoloi et al. (2014). For this, we focus on scenarios in which there is only
a single high priority. In this case, our approach is tight, assuming there
is no additional information about the traffic model regarding the interfer-
ence. However, in the works of Axer et al. (2014) and Bordoloi et al. (2014)
interference is assumed to be periodic, or at least have a minimum inter-
arrival time. Because of these additional assumptions, the approach of Axer
et al. (2014) and Bordoloi et al. (2014) may theoretically provide improved
bounds compared to the approach presented in this dissertation. We in-
vestigate whether that is the case, i.e., whether the additional assumptions
help to improve the worst-case response time estimates further.

To compare the works of Axer et al. (2014) and Bordoloi et al. (2014)
with ours, we first use the same periodic traffic model to calculate the worst-
case response time in an uninterfered schedule and then add the relative
worst-case response time on top of that without restricting the interference
to any particular model. It turns out that the approaches of Axer et al.
(2014) and Bordoloi et al. (2014) do not help to improve our estimate any
further. On the contrary, we identify that some pessimism present in the
approaches of Axer et al. (2014) and Bordoloi et al. (2014) can be remedied
by the use of relative worst-case time analysis.

When trying to generalize the comparison further, it was discovered
that performing a fair comparison in the case of multiple high priorities
was difficult. In both Axer et al. (2014) and Bordoloi et al. (2014), there
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is the implicit suggestion that multiple high priorities may be addressed
by summing up the interference from all high priorities. However, no clear
calculation and results were provided for this case, and the authors only
presented examples in their papers that addressed a single high priority.
Extending their works turned out not to be trivial, and we therefore did not
have any clear results to compare against.

7.1 Worst-Case Response Time Analysis in Uninter-
fered Schedules

The worst-case time analysis given in Theorem 5.4, which is the main theo-
rem of Chapter 5, provides a relative result. In case of a single high priority,
it states that the worst-case response time of any class M frame is tightly
bounded by its worst-case response time in an uninterfered schedule plus
a constant term determined by the maximum frame size of high- and low-
priority traffic and the reservation of the high-priority shaper (see Corollary
5.4). To compute the worst-case response time of a frame, just knowing the
relative delay compared to an uninterfered schedule is not sufficient. We also
need to calculate the worst-case response time of that uninterfered sched-
ule. Thus, it is necessary to make some assumptions on the class M traffic,
which causes intra-class interference. Up to this point, such assumptions
do not play a part in our overall system model. For the main contribution
of this dissertation, it is not essential how the uninterfered schedule is ana-
lyzed, but when comparing our work to that of others, it is important that
we have a way to do so.

The worst-case response time analysis of an uninterfered schedule with
a single priority is much simpler compared to that of an interfered schedule
with multiple priorities. The credit decreases to negative when there is a
transmission and recovers to zero before another transmission takes place.
We can consider it as a simple FIFO schedule (without Credit-Based Shap-
ing) with an inflated transmission time, which takes the recovery times of
Credit-Based Shaping as a part of the transmission. The only difference is
that we should not consider the recovery time of the last frame.

In this section, we start with the worst-case response time analysis in
FIFO executions without any shaping involved. In order to make the con-
clusion derived based on FIFO schedules more easily extendable to unin-
terfered schedules under Credit-Based Shaping, the notion of worst-case
waiting times is introduced. The worst-case waiting time is the maximum
duration that it takes for a frame to arrive at the queue and start its trans-
mission; it is basically the worst-case response time without the transmission
time of the frame itself. We introduce this notion because we can simply
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scale the worst-case waiting time from a FIFO to an uninterfered sched-
ule and then we can easily add a maximum transmission time to get the
worst-case response time in an uninterfered schedule.

Theorem 7.1. Given a single-priority stream X composed of finite periodic
sources and each source τi has the maximum frame size Ci and period Ti,
and all sources are undergoing FIFO transmission. If the total utilisation
does not exceed the total bandwidth, i.e.,

∑
τi∈X

Ci
Ti

≤ 1, the worst-case waiting

time for each single source τi in all FIFO executions V0 is determined by:

WW V0(τi) =
∑

τj∈X,j ̸=i

Cj . (7.1)

Proof. We determine the worst-case waiting time of all possible FIFO ex-
ecutions V0 by computing an upper bound of the preceding load of the
source at any time. In this proof, it is important to note that we only deal
with FIFO executions without any shaping involved. The preceding load of
each source τi at time t ≥ 0 is denoted as Pi(t), which is the total pending
load P (t) excluding the transmission time of the last frame in source τi.
While the upper bound of the total pending load determines the worst-case
response time of source τi, the upper bound of the preceding load Pi(t)
determines the maximum waiting time of the last frame in source τi .

Firstly, we denote the cumulative load as R(t) and the cumulative pro-
cessed load as R′(t). The difference of these two loads is the total pending
load, i.e., P (t) = R(t) − R′(t). Furthermore, we denote the phase, the ar-
rival time of the first instance, for each periodic source as 0 ≤ φi < Ti

and we assume that the nth instance of transmission of source i has size
0 ≤ ci(n) ≤ Ci. Obviously, the cumulative load R(t) is then determined by

R(t) =
∑
τi∈X

∑
0<n≤ t−ϕi

Ti
+1

ci(n) , (7.2)

and the preceding load any t ≥ ϕi is

Pi(t) = P (t)− ci(⌊
t− ϕi

Ti
+ 1⌋) . (7.3)

Secondly, we are going to prove the cumulative processed load R′(t) to
be the infimum of R(t1) + t − t1 for any 0 ≤ t1 ≤ t, following the proof
in Cuijpers and Bril (2006). For a single non-idling server, it is obvious
that the process load at time t can never be more than the processed load
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at a time t1 ≤ t plus the load that can be processed between t1 and t. If
the buffer is always non-empty, this load reaches its maximum t − t1; If
the buffer is empty at some point, this load will be less. Furthermore, the
cumulative processed load can never be more than the cumulative load, i.e.,
R′(t) ≤ R(t) . Hence we have:

R′(t) ≤ max{
(
R′(t1) + t− t1

)
, R(t)}

≤ max{(R(t1) + t− t1) , R(t)}.
(7.4)

Since this holds for all t1 ≤ t, it also holds for the infimum over t1:

R′(t) ≤ max{ inf
0≤t1≤t

{R(t1) + t− t1}, R(t)}. (7.5)

Using the special case where t1 = t, we can simplify this to:

R′(t) ≤ inf
0≤t1≤t

{R(t1) + t− t1}. (7.6)

For a non-idling server, we can derive a lower bound on R′(t) as well.
We define t0 as the latest point before t at which the buffer is empty.

t0
def
= sup{t′|R(t′) = R′(t′), 0 ≤ t′ ≤ t} (7.7)

Between t0 and t, the buffer is always non-empty, which means that
the server always processes the load, so using R(t0) = R′(t0) we have the
equality:

R′(t) = max{
(
R′(t0) + t− t0

)
, R(t)}

= max{(R(t0) + t− t0) , R(t)},
≥ max{ inf

0≤t1≤t
{R(t1) + t− t1}, R(t)},

= inf
0≤t1≤t

{R(t1) + t− t1},

(7.8)

Using Equation (7.6) and Equation (7.8), we conclude that R′(t) is ex-
actly determined by

R′(t) = inf
0≤t1≤t

{R(t1) + t− t1}. (7.9)

Thirdly, we determine the upper bound on the preceding load. With
the assumption

∑
τi∈X

Ci
Ti

≤ 1, we derive the pending load at any time t ≥ 0

as:
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Pi(t)

=P (t)− ci(⌊
t− ϕi

Ti
+ 1⌋)

=R(t)−R′(t)− ci(⌊
t− ϕi

Ti
+ 1⌋)

=R(t)− inf
0≤t1≤t

{R(t1) + t− t1} − ci(⌊
t− ϕi

Ti
+ 1⌋))

= sup
0≤t1≤t

{R(t)−R(t1)− t+ t1 − ci(⌊
t− ϕi

Ti
+ 1⌋)

= sup
0≤t1≤t

{
∑
τj∈X

∑
0<n≤

t−ϕj
Tj

+1

cj(n)−
∑
τj∈X

∑
0<n≤

t1−ϕj
Tj

+1

cj(n))− t+ t1 − ci(⌊
t− ϕi

Ti
+ 1⌋)}

= sup
0≤t1≤t

{
∑
τj∈X

∑
max{0,

t1−ϕj
Tj

+1}<n≤
t−ϕj
Tj

+1

cj(n)− ci(⌊
t− ϕi

Ti
+ 1⌋)− t+ t1}

= sup
0≤t1≤t

{
∑

τj∈X,j ̸=i

∑
max{0,

t1−ϕj
Tj

+1}<n≤
t−ϕj
Tj

+1

cj(n) +
∑

max{0,
t1−ϕj

Tj
+1}<n≤ t−ϕi

Ti

ci(n)− t+ t1}

≤ sup
0≤t1≤t

{
∑

τj∈X,j ̸=i

∑
max{0,

t1−ϕj
Tj

+1}<n≤
t−ϕj
Tj

+1

Cj +
∑

max{0,
t1−ϕj

Tj
+1}<n≤ t−ϕi

Ti

Ci − t+ t1}

≤ sup
0≤t1≤t

{
∑

τj∈X,j ̸=i

⌊ t− t1
Tj

+ 1⌋ · Cj + ⌊ t− t1
Ti

⌋ · Ci − t+ t1}

≤ sup
0≤t1≤t

{
∑

τj∈X,j ̸=i

(
t− t1
Tj

+ 1) · Cj + (
t− t1
Tj

) · Cj − t+ t1}

= sup
0≤t1≤t

{( ∑
τj∈X

( t− t1
Ti

)
· Ci

)
− t+ t1 +

∑
τj∈X,j ̸=i

Cj

}

= sup
0≤t1≤t

{( ∑
τi∈X

Ci

Ti
− 1
)
· (t− t1) +

∑
τj∈X,j ̸=i

Cj

}
≤

∑
τj∈X,j ̸=i

Cj .

(7.10)

The maximum preceding load is bounded by the sum of maximum frame
sizes from all other sources except the source of interest. This illustrates one
possible worst-case scenario when all other sources simultaneously release
one frame of the maximum size, and the source of interest releases one
frame at the same time and starts its transmission at the last, resulting in
the worst-case waiting time of that source.
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Corollary 7.1. Given a single-priority stream X composed of a finite num-
ber of periodic sources and each source τi has the maximum frame size Ci

and period Ti, and all sources are undergoing FIFO transmission. If the
total utilisation does not exceed the total bandwidth, i.e.,

∑
τi∈X

Ci
Ti

≤ 1, the

worst-case response time for each single source in all FIFO executions V0

is determined by:

WRV0(τi) =
∑
τi∈X

Ci . (7.11)

Next, observe that an uninterfered schedule of a Credit-Based Shaper
behaves in much the same way as a FIFO queue, except that each trans-
mission is followed by a recovery period proportional to the size of the
transmission. As a result, we can consider the recovery time as part of the
load. The only difference is that we should not include the recovery time of
the last frame when computing the worst-case response time.

Theorem 7.2. Given a single-priority stream X composed of a finite num-
ber of periodic sources and each source τi has the maximum frame size Ci,
and period Ti, and all sources are undergoing a Credit-Based Shaper with a
reservation α+

X . If the total utilisation does not exceed the reserved band-

width, i.e.,
∑

τi∈X

Ci
Ti

≤ α+
X

BW , then the worst-case response time for each single

source in all uninterfered executions U0 is determined by:

WRU0(τi) =

 ∑
τj∈X,j ̸=i

Cj · (1 +
α−
X

α+
X

)

+ Ci . (7.12)

Proof. In Section 4.2, it is explained how transmission works under Credit-
Based Shaping in an uninterfered schedule, see Property 4.1. In such a
schedule, the credit decreases at a rate of α−

X during the transmission and
recovers at a rate of α+

X to zero before another frame can be transmitted.
The recovery time is the product of the frame transmission time and the
ratio α−

X/α+
X , see Figure 4.1. As a result, we can take transmissions under

Credit-Based Shaping in an uninterfered schedule as FIFO transmissions
when we consider the recovery time as part of the transmission load. In the
calculation of the worst-case waiting time of Credit-Based Shaping in an
uninterfered schedule this translates to taking the worst-case waiting time
of FIFO transmission derived in Theorem 7.1 and multiplying by a factor

1 +
α−
X

α+
X

:

WW U0(τi) =
∑

τj∈X,j ̸=i

Cj · (1 +
α−
X

α+
X

). (7.13)
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Then, adding a maximum frame size Ci as the upper bound of the
transmission time of the last frame of τi gives us the worst-case response
time:

WRU0(τi) =

 ∑
τj∈X,j ̸=i

Cj · (1 +
α−
X

α+
X

)

+ Ci . (7.14)

Note that the utilization condition is necessary and sufficient to guaran-
tee that the uninterfered schedule has finite worst-case response times. In

Theorem 7.1, it is
∑

τi∈X

Ci
Ti

≤ 1 . Here, we multiply by a factor of 1+
α−
X

α+
X

on

the left side of the condition:∑
τi∈X

Ci

Ti
· (1 +

α−
X

α+
X

) ≤ 1. (7.15)

Observing that 1 +
α−
X

α+
X

= BW
α+
X

, we derive:

∑
τi∈X

Ci

Ti
≤

α+
X

BW
(7.16)

as a utilization condition.

Then, adding the interference according to Theorem 5.4 gives us:

WRU(τi)

=WRU0(τi) + Cmax
L · (1 +

α+
H

α−
H

) + Cmax
H

=

 ∑
τj∈X,j ̸=i

Cj · (1 +
α−
X

α+
X

)

+ Ci + Cmax
L · (1 +

α+
H

α−
H

) + Cmax
H .

(7.17)

7.2 Illustrative Example: Single High-Priority Interfer-
ence

As an arbitrarily chosen illustrative example, let us consider three sources
of class M traffic: τ1, τ2, τ3. In line with the assumptions in Bordoloi et al.
(2014), we assume that each source has periodic behavior characterized by
the inter-arrival time Ti and a maximum frame-size Ci. Note that we only
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need to assume this for the class M traffic, not for the high- and low-
priority sources of interference. For the latter, we only assume maximum
frame sizes Cmax

L and Cmax
H , and the reservation of high priority α+

H . This
is summarized in Table 7.1, where we assign values to those parameters.
Finally, we assume a bandwidth BW = 100 Mbps in this table and choose
the respective reservations of the shapers to be 40% of this, so: α+

H = α+
M =

40 Mbps and α−
H = α−

M = 60 Mbps.

Under the condition that the utilization of the sources is less than the

reservation, i.e.,
∑

τi∈M

Ci
Ti

≤ α+
M

BW , we find that the worst-case response time

in the uninterfered schedule is finite. We can determine the worst-case
response time for any frame from source τi using Equation (7.17), which
returns the values in the right part of Table 7.1.

Table 7.1: Example scenario, calculating worst-case response times for class
M sources τ1, τ2 and τ3 using the analysis presented in this dissertation,
given a total bandwidth of 100 Mbps. The parameters on priority classes
are in grey.

P
α+

Mbps

C
µs

Ci

µs

Ti

µs

WR
µs

H 40 1 - -
τ1 1 25 17.83
τ2 3 30 14.83
τ3

M 40 3
2 20 16.33

L - 2 - -

7.3 Applying Existing Methods to the Same Example

Now, in order to compare our approach with that of Axer et al. (2014)
and Bordoloi et al. (2014), we must first observe that in those approaches
more knowledge regarding the interfering traffic is assumed than in ours. In
particular, in Bordoloi et al. (2014) it is assumed that also the high-priority
traffic is characterized as a set of periodic sources. Moreover, a deadline
associated with each high-priority task is used in the calculations of Bordoloi
et al. (2014) that compensates for the fact that some high-priority traffic
transmits during the recovery time. In Axer et al. (2014), the Compositional
Performance Analysis approach is used, meaning that high- and medium-
priority traffic are characterized by arrival curves instead of as periodic
sources. An arrival curve specifies the maximal and minimal amount of
traffic in an arbitrary interval of a certain size. In this comparison, we
follow the assumptions of Bordoloi et al. (2014), because it is a strictly
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stronger assumption than that of Axer et al. (2014). Any periodic source
can easily be represented as a (periodic) arrival curve.

Potentially, the addition of information on the interference means that
the worst-case performance bounds can be improved over ours, even though
our approach is tight for our system model. Further on, we present examples
when this is indeed the case, but also examples where both Axer et al. (2014)
and Bordoloi et al. (2014) are pessimistic.

It is outside the scope of this dissertation to repeat the algorithms pre-
sented by Axer et al. (2014) and Bordoloi et al. (2014), but for completeness,
we must mention a small adjustment that is needed before we can compare
the work of Bordoloi et al. (2014) to ours and that of Axer et al. (2014).
We observe that the definition of worst-case response time in Bordoloi et al.
(2014) includes the recovery time after the transmission of interest, while
in our approach and that of Axer et al. (2014), the response time ends im-
mediately after the transmission. In order to provide a fair comparison,
we have (straightforwardly) adapted Equations (20) and (21) in Bordoloi
et al. (2014) to reflect this. Also, in the second improvement of Bordoloi
et al. (2014), the calculation of medium-priority recovery time introduces
unnecessary pessimism, and we adapt it according to Axer et al. (2014).
Furthermore, in Axer et al. (2014), Equation (18) contains a term IHPB ,
used to bound the time during which credit of a shaper can build up be-
fore a burst. The exact way in which the authors calculate IHPB , however,
remains unclear from the paper. Therefore, we decided to use our own
estimate of the maximum attainable credit instead.

Table 7.2 contains the results of applying the methods from Axer et al.
(2014) and Bordoloi et al. (2014) to our illustrating example. We refer to
the online appendix Cao (2016) for the Matlab codes that are used to create
this table, and the graphs further on. We have refined the information on
high-priority tasks, by distinguishing two sources τ4 and τ5, and we have
added deadlines for both tasks. It can be noted immediately, that despite
this added information, the results for this particular example are more
pessimistic when compared to those obtained using our approach, as shown
in Table 7.1.

This is surprising, because the worst-case scenario that goes with this
example, displayed in Figure 7.1, shows that the burst of high-priority be-
havior is too small to fully deplete the credit that has been built up. The
maximum credit for M is not reached and the worst-case response time pre-
dicted by our approach is thus not met. That is to say, in this example, our
approach is already pessimistic since there is not enough flexibility to gen-
erate the necessary worst-case interference. Given that comparative studies
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have provided more pessimistic results, we set out to investigate the sources
of the pessimism in Axer et al. (2014) and Bordoloi et al. (2014) that cause
the overestimation of the worst-case response time.

Table 7.2: Example scenario, calculating worst-case response times for class
M sources τ1, τ2 and τ3 using the approaches in Axer et al. (2014) and in
Bordoloi et al. (2014), given a total bandwidth of 100 Mbps. The parameters
on priority classes are in grey.

P
α+

Mbps

C
µs

Ci

µs

Ti

µs

Di

µs

WR (Axer)
µs

WR (Bordoloi)
(µs)

τ4 1 10 10 - -
τ5

H 40 1
1 5 10 - -

τ1 1 25 - 23.5 18.5
τ2 3 30 - 17.5 16.5
τ3

M 40 3
2 20 - 20 19

- L - 2 - - -

7.4 Exploring Pessimism

The busy period analyses of Axer et al. (2014) and Bordoloi et al. (2014)
start out from the same basic analysis. Both papers initially identify a
model in which four sources of interference are identified: high-priority in-
terference, low-priority interference, medium-priority interference, and in-
terference due to shaping. Incidentally, this basic analysis in the two papers
coincides for periodic sources, and for reference we have added the results
of this analysis (under the name ‘basic busy period analysis’) in the figures
that occur in this section.

Both Axer et al. (2014) and Bordoloi et al. (2014) start by observing
that the traditional calculation of high-priority interference, adding up all
arrivals during a busy period, disregards the fact that the high priority is
shaped. This source of pessimism is taken care of by adding a burst-rate
model for the shaper.

In Figure 7.2, we illustrate the influence of this improvement, by consid-
ering the same shaper reservations and maximum frame sizes as in the grey
parts in Table 7.1. We determine the worst-case response time of a single
medium-priority source with C = 3, and T = 30, interfered by nH identical
high-priority sources with Ci = 1, Ti = Di = 5 ·nH , as well as a low-priority
stream. Note, that we keep the total utilization of H at 20 Mbps (below its
reservation α+

H) as nH ranges from 1 to 20.
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Figure 7.1: Worst-case scenario for τ2 when adding knowledge regarding
periodic interference (see Table 7.2). A maximum low-priority frame is
released just before transmission of τ2 is enabled, with subsequent arrivals
of frames from high-priority τ4 and τ5. Note how these two frames are
insufficient to deplete the credit of H to its theoretical minimum. Therefore,
a maximum built-up of credit of M is prevented, causing the transmission
of τ2 to start earlier than estimated.

The result of varying the number of high-priority sources is that the
possible burst size of high-priority traffic increases. The figure clearly shows
how, for low values of nH , the burst size is smaller than the limits set by the
Credit-Based Shaper. For those low values, the predictions of Axer et al.
(2014) and Bordoloi et al. (2014) turn out to be better than ours, because
we do not consider the load generated by high-priority sources. For higher
values of nH , the high-priority shaping becomes dominant, and those of
Axer et al. (2014) and Bordoloi et al. (2014) eventually stabilize at a fixed
value, while the basic busy period analysis keeps growing because it does
not take high-priority shaping into account at all. Our approach always
remains at the same value, which is tight and independent of the pattern of
high-priority traffic.

The reason why Bordoloi et al. (2014) performs better than Axer et al.
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Figure 7.2: Worst-case response time of a medium-priority source given
interference by nH identical high-priority sources and a low-priority stream.

(2014) in Figure 7.2, is because of a second cause of pessimism, which was
not addressed in Axer et al. (2014). This cause of pessimism was already
briefly discussed in the introduction, when we mentioned that it is compli-
cated (to say the least) to apply busy period analysis to idling servers. The
four types of interference considered in the basic busy period analysis turn
out not to be independent. If part of the high-priority traffic transmits dur-
ing a recovery period of the medium-priority shaper, then this high-priority
traffic should actually not be counted as interference. This is because it does
not contribute to the busy period. The authors of Bordoloi et al. (2014)
realised this and have made an attempt to take this effect in to account.

This is illustrated in Figure 7.3, in which we again consider the same
shaper reservations and maximum frame sizes as in Table 7.1. As before, we
determine the worst-case response time of a single medium-priority source
with C = 3, and T = 30, but this time the interference consists of a low-
priority stream, a single high-priority source with C = 1, and T = D = 5,
and nM medium-priority sources with Ci = 1, Ti = Di = 5 · nM .

By increasing the number of medium-priority tasks, we increase the
recovery time as well. Furthermore, by choosing a single high-priority task
with relatively small frame size, we ensure that the maximally built-up
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Figure 7.3: Worst-case response time of a medium-priority source given
interference by one high-priority source, nM medium-priority sources, and
a low-priority stream.

credit cannot be fully depleted. As a consequence, the approach of Bordoloi
et al. (2014) is consistently better than ours in Figure 7.3, while the approach
of Axer et al. (2014) coincides with the basic busy period analysis and
becomes more and more pessimistic as nM grows.

Finally, if we adapt the scenario in which there are still nM interfer-
ing medium-priority sources, and consider nH = 15 identical high-priority
sources instead of just 1, we see a completely different picture, shown in
Figure 7.4. Now, our approach is tight again, because there is sufficient
high-priority traffic to deplete the credit to reach its minimum. Further-
more, if we range nM from 1 to 100, we see that the approaches of Axer
et al. (2014) and Bordoloi et al. (2014) give better estimates than the basic
analysis for low values (nM ≤ 6), since the shaping of high-priority traffic
is taken into account. For high values, the approach of Axer et al. (2014)
coincides with the basic analysis, and shows a ‘staircase’ behavior in its
pessimism which indicates that the arrival of high-priority interference is
the limiting factor in the analysis. Interestingly, the analysis from Bordoloi
et al. (2014) suffers from the same over approximation until nM = 47, and
only then merits from the implemented improvements.
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Figure 7.4: Worst-case response time of a medium-priority source given
interference by 15 high-priority sources, nM medium-priority sources, and
a low-priority stream.

The complexity of the approach set out in Bordoloi et al. (2014) makes
it difficult to find a satisfactory explanation for the pessimism that still is
present. Instead, it may be more promising to consider whether our own
approach can be improved in cases where the burstiness of high-priority
traffic is insufficient to generate the worst-case behavior predicted by our
approach.

7.5 Adding Information

From the comparison so far, we conjecture that the only pessimism that
remains in our approach occurs when the high-priority traffic cannot pro-
duce a sufficiently large burst. Using an iterative approach similar to busy
period analysis, we can calculate the maximum time Burst during which
there can be a continuous transmission of high-priority traffic. Considering
the scenario in Figure 7.1, we claim that, given knowledge of this burst, our
worst-case response time analysis can be adapted to:
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WRU(τi)

=WRU0(τi) + min

(
Cmax
L · (1 +

α+
H

α−
H

) + Cmax
H , Cmax

L +Burst

)
.
(7.18)

Obviously, the burstiness only makes a difference if Burst is smaller
than the time needed to deplete the built-up credit plus a single maximum
high-priority frame transmission.

Naturally, one can go even further, and consider the fact that the last
transmission must be a frame of maximum size, and that the transmissions
preceding this must exactly fit the depletion time of the maximum credit. If
those transmissions do not fit exactly (for instance, because frames have a
fixed size) the worst-case can also not be attained. But such considerations
only complicate the analysis, and are expected to lead to relatively small
improvements compared to the results already achieved by our Eligible In-
terval analysis.

7.6 Conclusion

In this chapter, we proved a methodology how to compute the worst-case
response times of multiple periodic sources of one single priority, with which
we carried out a comparison of our relative worst-case response time anal-
ysis with the state-of-the-art works (Axer et al. (2014) and Bordoloi et al.
(2014)).

The outcome of this comparison (regarding only one single high priority)
suggests that our approach is superior in situations where the burstiness of
high-priority traffic is large enough. In particular, our approach is superior
when the burst is larger than the depletion time of the maximum credit built
up by the low-priority traffic plus a single maximum high-priority frame
transmission. Furthermore, given the input models assumed in Axer et al.
(2014) or Bordoloi et al. (2014), we conjecture it is fairly easy to estimate
the maximum burst size and slightly improve our analysis. This would give
an equivalent result to the state at the art. However, such an improvement
requires additional assumptions on the sources of interference. It greatly
depends on the type of system under study whether these assumptions can
be made, in particular that may not be the case when a network contains a
large number of third party components. An independent analysis is greatly
desirable in such cases.





Chapter 8

Relative Best-Case Response
Time Analysis

8.1 Introduction

In the earlier chapters of this dissertation, we have spent a significant
amount of time formally proving an upper bound of the relative worst-
case response times. Next to the worst-case analysis, best-case response
time analysis becomes important whenever timing constraints impose lower
bounds on response times to events. For example, an airbag has to be
inflated neither too earlier nor too late. Also, in the worst-case analy-
sis of multi-hop networks, jitter plays a role, requiring a complementary
best-case analysis. This chapter is based on Verduzco et al. (2017), a Work-
in-Progress paper in which we showed how to perform a relative best-case
response time analysis for Credit-Based Shaping. To the best of our knowl-
edge, this work Verduzco et al. (2017) is the first to conduct research on the
best-case analysis of Ethernet AVB and Ethernet TSN, in particular, using
the relative response time analysis approach.

For the analysis, we introduce a notion of a burst of frames such that
all frames in uninterfered schedules can be grouped into separate bursts
and two neighboring bursts are separated by some time slacks. Two crucial
observations regarding bursts are that, firstly, there is a straightforward
way to describe the transmission of a burst in an uninterfered schedule and,
secondly, adding interference to a burst of frames cannot lead to earlier
transmission of any of the frames in the burst. Instead, adding interference
prior to a burst of frames, i.e., including the time slack in between the
bursts, may lead to a build-up of credit that is not present in an uninterfered
schedule, and thus contributes to the earlier transmission instead of delaying
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the start of frame transmissions. This finding is essential for our best-case
response time analysis.

8.2 Burstiness

In this section, we take a closer look at burstiness before moving on to the
best-case response analysis. We start with a formal definition of burstiness.
Because the burst is also subject to the Credit-Based Shaping mechanism,
we use the system model presented in Chapter 3 and the fundamental anal-
ysis presented in Chapter 4 to figure out the characteristics of burstiness.

To begin, a formal definition of active interval for Credit-Based Shaping
is presented below in order to prepare for a formal definition of a burst of
frames.

Definition 8.1 (Active Interval for CBS). Given an uninterfered execution
u0, a priority class X is active at a time t if it has either pending load or
negative credit. An active interval of X is a maximal interval during which
X is active.

Typically, an active interval of a priority class X is defined as the time
interval [ts, te) such that the following holds:

PendingX(t) > 0 ∨ CRX(t) < 0 for all t ∈ [ts, te). (8.1)

Definition 8.2 (A Burst of Frames). Given an uninterfered execution u0,
a burst of frames is defined as a sequence of frames of the same priority
class that arrive in the same active interval.

Next, we observe that for any later frame xi+1 in the burst, the arrival
time has to be no later than the recovery time of its previous frame, i.e.,

au0(xi+1) ≤ su0(xi) +C(xi) · (1 +
α−
X

α+
X

). Otherwise, there is no pending load

and negative credit in the interval [su0(xi) + C(xi)) · (1 +
α−
X

α+
X

), au0(xi+1)],

which contradicts the definition of a burst of frames. Applying this in
Property 4.1 of Credit-Based Shaping (see page 29), we derive the following
for bursts of frames.

Property 8.1. Given a burst of frames in an uninterfered execution u0,
and considering the frame arrivals as a sequence xi, then the start times are
determined by

su0(x0) = au0(x0),

su0(xi+1) = su0(xi) + Cu0(xi) · (1 +
α−
X

α+
X

).
(8.2)
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Based on this property, we can apply induction on the start times to
find the following characterization of an uninterfered schedule for a burst.

Corollary 8.1. Given a burst of frames in an uninterfered execution u0,
and considering the arrivals of frames as a sequence xi, we find for all
x0, . . . , xi+k ∈ X:

su0(xi+k) = su0(xi) +
i+k−1∑
j=i

Cu0(xj) · (1 +
α−
X

α+
X

) (8.3)

In the following section, we will look at how the scheduling of bursts may
be accelerated compared to Corollary 8.1 when interference is introduced
into the system.

8.3 Relative Best-Case Response Time

Before presenting a relative best-case response time analysis, we first intro-
duce the definition of the best-case response time of a frame x given a set
of possible executions U:

BRU(x) = inf
u∈U

fu(x)− au(x). (8.4)

Similar to what we did in the relative worst-case response time analysis,
see Eq. (3.4), we can then derive a lower bound on the response time of a
frame x in any execution u from that of u0 by investigating the influence
on start times as shown below:

BRU(x)

= inf
u∈U

fu(x)− au(x)

= inf
u∈U

su(x) + Cu(x)− au(x)

= inf
u∈U

su(x) + Cu0(x)− au0(x)

= inf
u∈U

su0(x) + Cu0(x)− au0(x) + (su(x)− su0(x))

≥
(
inf
u∈U

su0(x) + Cu0(x)− au0(x)

)
+

(
inf
u∈U

(su(x)− su0(x))

)
=BRU0(x) +

(
inf
u∈U

(su(x)− su0(x))

)
,

(8.5)

where BRU0(x) denotes the best-case response time of x in the set U0 of
all uninterfered executions, and the term inf

u∈U
(su(x) − su0(x)) refers to the
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relative best-case response time of a frame x. Note that we analyze the
relative best-case response time without restricting au to any particular
arrival pattern.

In the remainder of this section, we will seek a lower bound on this
relative best-case response time for a stream of interest with priority class
M . In particular, we restrict the stream M to be a series of frames that
meet the criteria of A Burst of Frames (see Definition 8.2). Note that it is
conceivable to generalize these results to avoid this restriction. However this
involves further proof work that has not yet been realized in this dissertation.

The proof to obtain the lower bound of relative best-case reaction time
for a burst of frames begins now.

Theorem 8.1. Given a burst of n frames associated with priority class M ∈
P, i.e., m1, . . . ,mn in an uninterfered schedule u0. Consider the interference
as the set H = {X ∈ P | X > M} of all high-priority classes, and the set
L = {X ∈ P | X < M} of all low-priority classes. Assume that M and
H are under Credit-Based Shaping, and α+

H + α+
M ≤ BW . Then, for any

execution u with associated uninterfered execution u0, any frame mi in such
a burst can at most be scheduled earlier by

su0(mi)− su(mi) ≤ min

( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

, max
(
Imax
M − Cmin

M · α−
M

α+
M

, 0
))

. (8.6)

Here, C(mj) = Cu(mj) = Cu0(mj) denotes the transmission time of frame

mi, I
max
M = Cmax

L · (1 + α+
H

α−
H
) +Cmax

H denotes the maximum interference that

a class M frame may experience.

Proof. Given a burst m1, . . . ,mn, the start time of frame mi in an uninter-
fered schedule is given by Corollary 8.1:

su0(mi) = su0(m1) +
∑

1≤j<i

C(mj) · (1 +
α−
M

α+
M

). (8.7)

The frame mi only starts its transmission after each of the previous frames
mj with 1 ≤ j < i finishes its transmissions and recover its credit.

For an interfered schedule, it is possible to build up credit, which can be
then used to send frames continuously after one another (see Figure 3.2).
We know that all the previous frames have to be transmitted prior to the
start of frame mi due to FIFO scheduling . Hence, a trivial lower bound for
its start time is simply given by

su(mi) ≥ su(m1) +
∑

1≤j<i

C(mj). (8.8)
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Figure 8.1: In this figure, we show that it is also possible that frames ex-
perience a negative delay with respect to the uninterfered case. Bounding
this negative delay leads to a relative best-case response time. Note that
frame m0 before the burst m1, ...,mn experiences some interference allowing
to build up some credit before the burst starts.

Next, observe that a frame that experiences interference and is delayed
by IM compared to the uninterfered schedule, builds up a credit of IM ·α+

M .
If such a frame is part of a burst in the uninterfered schedule, then the credit
that is built up may be used to send the next frames continuously till the
credit is depleted. In particular, no recovery time will be needed in a time

interval of length IM · α+
M

α−
M

. The amount of recovery time that is present in

the uninterfered schedule and is not considered in the interfered schedule is

therefore IM · α+
M

α−
M

· α−
M

α+
M

= IM . The gained recovery time equals the suffered

interference.

At this point, we conclude that any credit that leads to earlier trans-
mission of frames must be built up before the start of the burst in the un-
interfered schedule. Figure 8.1 shows an example. As can be seen, there is
initially some positive credit CRM (su(m1)) in the interfered schedule when
the burst m1, ...,mn starts, allowing the first frames to be transmitted with-
out recovery time. Frames are transmitted continuously without recovery
time till the credit is depleted. Hence, the amount of recovery time that is
removed in the interfered schedule is CRM (su(m1)) · 1

α+
M

. The remaining

frames after the credit is depleted will be scheduled with recovery time.
Hence, a second lower bound for su(mi) is

su(mi) ≥ su(m1)+
∑

1≤j<i

C(mj) · (1+
α−
M

α+
M

)−CRM (su(m1)) ·
1

α+
M

. (8.9)

Based on the previous lower bounds, the start time of a frame mi when
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having credit CRM (su(m1)) is bounded by

su(mi) ≥ su(m1) + max
( ∑
1≤j<i

C(mj),

∑
1≤j<i

C(mj)·(1 +
α−
M

α+
M

)− CRM (su(m1)) ·
1

α+
M

)
.

(8.10)

Finally, observe that the first frame in an uninterfered burst can never
be scheduled earlier in the interfered case, because credit needs pending load
to build up. This gives us su0(m1) ≤ su(m1). For any subsequent frame
mi, the amount of time that mi is scheduled earlier is bounded as follows:

su0(mi)− su(mi)

≤su0(m1) +
∑

1≤j<i

C(mj) · (1 +
α−
M

α+
M

)

−
(
su(m1) + max

( ∑
1≤j<i

C(mj),
∑

1≤j<i

C(mj) · (1 +
α−
M

α+
M

)− CRM (su(m1)) ·
1

α+
M

))
=su0(m1)− su(m1) + min

( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

,CRM (su(m1)) ·
1

α+
M

)
≤min

( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

,CRM (su(m1)) ·
1

α+
M

)
.

(8.11)

It only remains to bound CRM (su(m1)), i.e., to derive the maximum credit
that can be built up just before a burst starts its transmission. To derive
this, there should exist one frame m0, before the burst, and not a part of the
burst, that allows to build up credit as much as possible (see Figure 8.1).
As this frame has to transmitted prior to the burst, it will deplete some of
the credit and this depletion has to be as small as possible. Therefore, we
assume that m0 has a minimum frame size and the amount of credit at the
start can be bounded as:

CRmax
M (su(m1)) = max(CRM (su(m0))− Cmin

M · α−
M , 0). (8.12)

In Theorem 5.4 it is shown that the maximum amount of credit that can
be built up at any time for the priority class M , assuming α+

M +α+
H ≤ BW ,

is given by Imax
M ·α+

M , where Imax
M = Cmax

L · (1+ α+
H

α−
H

)+Cmax
H . Therefore, the

maximum credit that can be built up before m1 is transmitted is bounded
by

CRmax
M (su(m1)) = max(Imax

M · α+
M − Cmin

M · α−
M , 0). (8.13)
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The maximum amount of time that a frame mi in a burst can be scheduled
earlier in an interfered schedule compared to its uninterfered schedule is
therefore

min
( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

,CRmax
M (su(m1)) ·

1

α+
M

)
=min

( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

,max(Imax
M − Cmin

M ·
α−
M

α+
M

, 0)
)
,

(8.14)

which concludes our proof.

From Theorem 8.1 and Eq. (8.5), it follows that, given the best-case
response time BRU0(mi) of a class M frame in a burst of frames in an
uninterfered schedule, the best-case response time in an interfered schedule
is the following:

BRU(mi) ≥BRU0(mi)

−min
( ∑
1≤j<i

C(mj) ·
α−
M

α+
M

,max(Imax
M − Cmin

M ·
α−
M

α+
M

, 0)
)
.
(8.15)

8.4 Conclusion

In this chapter, we presented and proved the relative best-case response
time of a burst of frames under Credit-Based Shaping compared to its re-
sponse time in a schedule without interference. In particular, we showed
that frames in a burst in an uninterfered schedule can be scheduled earlier
in an interfered schedule when a previous frame not belonging to the burst
experiences interference and thus accumulates positive credit. Furthermore,
this positive credit at the beginning of the burst allows the first few frames
to be scheduled continuously without recovery time. As a result, rather
than a delay, frames are transmitted relatively earlier.





Chapter 9

Reservation Strategy

9.1 Introduction

In this chapter, we represent the work of Cao et al. (2018a) to deal with
the bandwidth allocation in time sensitive networks. In addition to the for-
merly introduced worst-case and best-case response time analysis, allocating
network bandwidth for a distributed data-intensive embedded system is a
crucial task. Over-reservation of resources generally leads to inefficiency in
the system design, whereas under-reservation may result in a system failure.
As a result, a systematic methodology to support allocating the bandwidth
for applications is required.

In the Ethernet TSN standard, the bandwidth reservations for Stream
Reservation traffic classes are provided through a Stream Reservation Proto-
col (SRP). This protocol allows a network designer to set bandwidth reser-
vations for each individual priority class. It is suggested in the standard
to reserve this bandwidth based on the expected utilization of that prior-
ity class (Clause 34.4 in IEEE (2014)). However, a bandwidth reservation
analysis conducted in Ashjaei et al. (2017) shows that this suggestion may
cause traffic to become unschedulable, while assigning a higher bandwidth
may still help. The mechanism of Credit-Based Shaping is such that when
multiple sources share the same priority level, a frame of one source can
use the available credit and cause a frame of another source to be delayed
until credit has recovered. Recovery of credit becomes faster when a higher
bandwidth is allocated, so, while assigning a bandwidth at least equal to
the utilization is necessary to avoid delays building up over time, the worst-
case response time can often be decreased by choosing a higher bandwidth,
allowing tighter deadline constraints to be met.
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An algorithm is proposed in Ashjaei et al. (2017) to find a minimum
bandwidth at each network link, at which the system is still schedulable.
This work extends the schedulability analysis presented earlier in Bordoloi
et al. (2014), which makes use of Busy Period Analysis to calculate the
worst-case response times. As has been pointed out in Chapter 7, that
analysis is often pessimistic due to the idling nature of the Credit-Based
Shaping. To remedy this, the notion of Eligible Interval is introduced,
resulting in a tight bound on the worst-case response times of Credit-Based
Shaping, independent of the knowledge of the inter-priority traffic, except
assumptions enforced by Ethernet TSN. Furthermore, the improvement in
Bordoloi et al. (2014) to reduce pessimism is not considered in Ashjaei et al.
(2017).

In this chapter, we use the relative WCRT analysis presented in Chapter
5 to determine a minimum bandwidth reservation for Credit-Based Shapers
in a single switch, and achieve an improvement over the work presented in
Ashjaei et al. (2017). Through rigorous proof, two constraints in determin-
ing a minimum bandwidth reservation are found, i.e., deadline constraint
and utilization constraint, which clearly shows when the utilization bound
suggested by the standard is sufficient for schedulability and when a higher
allocation is necessary. In addition, we conduct a set of experiments and
demonstrate an improvement in the bandwidth reservation efficiency, i.e.,
a decrease in the required bandwidth compared to Ashjaei et al. (2017)
while maintaining the independence of the inter-priority interference. The
derived formulas and the associated algorithms are of low complexity, and
do not require an iterative calculation as in Ashjaei et al. (2017), of which
the complexity depends on the system parameters.

The next section briefly describes earlier works related to bandwidth
reservation in networks. Section 9.3 presents the main contribution of this
chapter: the new bandwidth reservation analysis. The results of the ex-
periments used to compare our analysis to the existing one are presented
in Section 9.4. A discussion including the merits and demerits of the new
analysis is conducted in Section 9.5 and finally Section 9.6 presents the
conclusion and future work.

9.2 Related Works on Network Bandwidth Reserva-
tion

There are many techniques for realizing bandwidth reservation in networks,
inspired mostly by resource reservation in processor domains. The main role
of shapers is to regulate the traffic admitted to the network. Moreover, some
real-time Ethernet protocols enforce a cyclic-based transmission in which
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each cycle is divided into several transmission phases. This way, a trans-
mission window is allocated to a set of messages, resembling server-based
scheduling inherent in the processor domain. In addition, the hierarchical
scheduling model has been used in the network domain, such as the hier-
archical scheduling framework implemented by the FTT-SE protocol Iqbal
et al. (2012) and the HaRTES architecture Santos et al. (2011). The main
aim of the above techniques is to provide a policy to be able to reserve
bandwidth for a certain message set.

In the scope of TSN, a Credit-Based Shaper and a time-aware shaper
are defined that allow us to reserve bandwidth for each traffic class, which
will be explained in the next section. However, not much attention has been
paid to compute the minimum bandwidth to allocate for each traffic class
in TSN prior to the work of Ashjaei et al. (2017); Cao et al. (2018a). The
work in Ashjaei et al. (2017) proposes a technique to determine bandwidth
for each traffic class according to the load. The work Cao et al. (2018a)
presented in this chapter improves on that of Ashjaei et al. (2017) by using
the tighter analysis of Cao et al. (2016a) (see Chapter 5).

9.3 Bandwidth Reservation Analysis

In this section, we address how to allocate the minimum network bandwidth
for a given priority class under Credit-Based Shaping, such that all frames of
that priority meet their deadlines. We restrict ourselves to three priorities,
H (high), M (medium) and L (low), in order to compare our work with
Ashjaei et al. (2017). We only study the bandwidth reservation for H and
M , and assume that class L does not impose any timing constraints on its
frame transmissions.

For a priority class or a stream X under Credit-Based Shaping, its net-
work bandwidth is determined by the rising slope α+

X . Hence, to allocate
the minimum network bandwidth means to find the minimum value of α+

X

to fulfill the deadline requirement. Then, for a given priority X, we assume,
just as we did in Chapter 7, that there are only a finite number (NX) of pe-
riodic sources within priority X. A periodic source τi has its period Ti and
a maximum transmission time Ci. It is required that every frame finishes
its transmission across a single output port within an arbitrary deadline Di.
The total utilization UX =

∑
τi∈X

Ci
Ti
, is the sum of utilization of all sources

in priority class X. In terms of other priority class Y , we only assume to
know what the standard enforces, namely the maximum transmission time
of that priority Cmax

Y and the bandwidth reservation, i.e., the rising slope
α+
Y .
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Now we start to introduce a systematic analysis to allocate the band-
width for streams H and M such that all periodic sources in streams H and
M become schedulable, meaning that each source can fulfill its deadline in
the worst-case scenario. We present the bandwidth reservation analysis for
stream H before stream M , because the obtained reservation for stream H
is required for the calculation of bandwidth for stream M .

9.3.1 Bandwidth Reservation for the High-Priority Stream

Before determining the minimum bandwidth reservation given the system
model, we quickly go over the worst-case response analysis for a stream
H. Referring to Corollary 5.2 (special case of Theorem 5.4), the worst-case
response time of any source τi ∈ H is derived as follows:

WRU(τi) = WRU0(τi) + Cmax
M,L . (9.1)

Note that Cmax
M,L = max(Cmax

M , Cmax
L ).

We then apply Theorem 7.2 to calculate the worst-case response times
in the uninterfered schedule. For a source τi ∈ H, under the utilization

bound UH ≤ α+
H

BW and the reservation bound α+
H ≤ BW , the worst-case

response time is calculated:

WRU(τi) =

 ∑
τj∈H,j ̸=i

Cj · (1 +
α−
H

α+
H

)

+ Ci + Cmax
M,L . (9.2)

Based upon the worst-case response time analysis, the bandwidth reser-
vation for stream H is further addressed in Theorem 9.1.

Theorem 9.1. Given a stream H under Credit-Based Shaping, interfered by
only low-priority streams M and L with maximum transmission times Cmax

M

and Cmax
L . Assume that the stream H is only composed of periodic sources,

and each source τi is characterized by its period Ti, maximum transmission
time Ci, and deadline Di. Then all sources in stream H are schedulable if
for every source τi, we have Di > Ci +Cmax

M,L and the bandwidth reservation

of H satisfies 1 :

BW ≥ α+
H ≥ max

max
τi∈H

∑
τj∈H,j ̸=i

Cj

Di − Ci − Cmax
M,L

, UH

 · BW . (9.3)

1If there exists only a single source τ1 in the stream H, then this condition is
D1 ≥ C1 + Cmax

M,L .
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Proof. Firstly, in order to have finite worst-case response times, we need
the necessary condition that the total utilization does not exceed the reser-

vation, i.e., UH ≤ α+
H

BW . Hence, we have:

α+
H ≥ UH · BW . (9.4)

Furthermore, we need to ensure the deadline requirement of every peri-
odic source. If the deadline of each source can be met even in the worst-case
scenario, i.e., WRU(τi) ≤ Di for every τi ∈ H, then it is guaranteed that
all sources in stream H are schedulable. Based on the worst-case response

time calculation in Eq. (9.2), and knowing 1+
α−
H

α+
H

= BW
α+
H

, we obtain a lower

bound of α+
H for a single source τi:

α+
H ≥

∑
τj∈H,j ̸=i

Cj · BW

Di − Ci − Cmax
M,L

. (9.5)

Note thatDi > Ci+Cmax
M,L is also a necessary condition for schedulability.

If it is not met, the presence of another source in H suffices to cause a
deadline miss and τi is simply unschedulable.

Then, to satisfy all sources in stream H, we take the maximum over
Eq. (9.5) for all τi ∈ H and combine with Eq. (9.4) to find the ultimate
lower bound for α+

H as shown in the right-hand part of Eq. (9.3).

Lastly, we observe that α+
H should not exceed total network capacity,

giving us the left-hand part of Eq. (9.3), and thus concluding the proof.

Algorithm 1 find α+
H for NH sources in stream H

1: derive α+
H from Eq. (9.4)

2: for i = 1 to NH do
3: derive newdc from Eq. (9.5)
4: α+

H = max(α+
H , newdc)

5: end for
6: if α+

H > BW then
7: return FALSE
8: else
9: return α+

H

10: end if

The essence of Theorem 9.1 is that the bandwidth reservation should
satisfy two main constraints. One is the utilization constraint, stating that
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the reservation should be at least the total utilization of all sources. The
other is the deadline constraint to ensure that each source in the worst-
case scenario meets its deadline. For a source τi, the numerator of the
deadline constraint is the total time of all other sources in the same stream
to transmit one frame and the denominator is the remaining time interval
before the deadline when the transmission of a frame in τi and the maximum
interfering time is taken out. The value of α+

H should always be larger than
or equal to the maximum of these two constraints.

9.3.2 Bandwidth Reservation for the Medium-Priority Stream

For a stream M in the presence of mixed interference. we refer to Corollary
5.4 (one special case of Theorem 5.4) to calculate the worst-case response
time of any source τi ∈ M as follows:

WRU(τi) = WRU0(τi) + Cmax
L · (1 +

α+
H

α−
H

) + Cmax
H . (9.6)

We then apply Theorem 7.2 to calculate the worst-case response times in
the uninterfered schedule. For a source τi ∈ M , under the utilization bound

UM ≤ α+
M

BW and the reservation bound α+
H + α+

M ≤ BW , we have

WRU(τi) =

 ∑
τj∈M,j ̸=i

Cj · (1 +
α−
M

α+
M

)

+ Ci

+ Cmax
L ·

(
1 +

α+
H

α−
H

)
+ Cmax

H .

(9.7)

Theorem 9.2. Given a stream M interfered by a high-priority stream H
and a low-priority stream L, with M and H going through Credit-Based
Shaping, and given respective maximum transmission times Cmax

H , Cmax
L for

the interference, and a reservation α+
H for the high-priority stream. Assume

the stream M is only composed of periodic sources, and each source τi is
characterized by its period Ti, maximum transmission time Ci and deadline
Di. Then all sources in stream M are schedulable if for every source τi we

have Di > Ci +Cmax
L · (1 + α+

H

α−
H

) +Cmax
H and if the bandwidth reservation of
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M satisfies 2:

BW − α+
H ≥ α+

M ≥

max

max
τi∈M

∑
τj∈M,j ̸=i

Cj

Di − Ci − Cmax
L ·

(
1 +

α+
H

α−
H

)
− Cmax

H

, UM

 · BW .
(9.8)

The proof is analogous to that of Theorem 9.1. Once more, we find that
the reservation should meet the utilization constraint:

α+
M ≥ UM · BW , (9.9)

and the relative deadline constraint for each source τi ∈ M :

α+
M ≥

∑
τj∈M,j ̸=i

Cj · BW

Di − Ci − Cmax
L ·

(
1 +

α+
H

α−
H

)
− Cmax

H

. (9.10)

Just note that this latter deadline constraint is a bit more complicated due
to the influence of high-priority interference.

Algorithm 2 α+
M for NM messages in stream M

1: derive α+
M from Eq. (9.9)

2: for i = 1 to NM do
3: derive newdc from Eq. (9.10)
4: α+

M = max(α+
M , newdc)

5: end for
6: if α+

M > BW − α+
H then

7: return FALSE
8: else
9: return α+

M

10: end if

Note that to properly reserve bandwidth for stream M , one needs to
know the reservation for stream H. As α+

H grows larger, more interfer-
ence (worst-case relative delay) is introduced to stream M , see Theorem

2If there exists only a single source τ1 in the stream M , then this condition is

D1 ≥ C1 + Cmax
L · (1 + α+

H

α−
H

) + Cmax
H .
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5.4. Therefore, more reservation is needed for stream M to deal with the
longer delay due to interference. Conversely, the minimum reservation of
stream H consistently leads to the minimum reservation of stream M , refer
to Eq. (9.10), which is in line with the objective to allocate the minimum
bandwidth for streams H and M . Knowing the minimum value for α+

H is
also crucial to the last step to determine the schedulability of stream M ,
since the calculated minimum value of α+

M can not exceed the remaining
bandwidth excluding stream H.

The theorems and algorithms show that the new analysis inherits the
merits of our WCRT analysis: the applicability to arbitrary deadlines, the
low complexity as well as the independence. Next, we investigate how this
new analysis for determining the minimum bandwidth reservations com-
pares to the bandwidth reservation analysis outlined in Ashjaei et al. (2017).

9.4 Experiments

In this section, we perform a set of experiments to illustrate how to apply
this new algorithm in determining bandwidth reservations for streams H
and M . In all experiments, we compare the results of the new algorithm
with those of the algorithm in Ashjaei et al. (2017). The results of the
new algorithm is labeled with ‘EI-based Analysis’ in figures, while those of
algorithm in Ashjaei et al. (2017) is labeled with ‘BP-based Analysis’.

We use identical sources for the first three experiments. Although the
assumption of identical sources rarely occurs in practice, it provides valu-
able insights into how variables such as payloads influence the bandwidth
reservation. In the first two experiments, we show the results of band-
width reservation when the utilization varies, and we vary the utilization
via gradually increasing the payload or the period of the sources. In the
third experiment, as the new algorithm considers arbitrary deadlines, we
show the influence of deadline upon the bandwidth reservation and com-
pare with the algorithm Ashjaei et al. (2017) which considers constrained
deadlines.

Subsequently, we use non-identical sources, which might be more practi-
cal compared to the previous settings, in the last experiment to investigate
the schedulability ratios using the bandwidth reservation produced by the
two algorithms.

Note that in all experiments we assume a total bandwidth of 100 Mbps
and set the maximum payload for stream L according to the Ethernet stan-
dard, 1500 Bytes, and thus the maximum transmission CL is 123.36µs. For
stream M , we use the known maximum transmission time of the stream H
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instead of the one from the standard. However, we still need less knowledge
of the interference compared to Ashjaei et al. (2017) and remain indepen-
dent of the detailed traffic model in stream H.

9.4.1 Identical Sources

In this subsection, we assume n identical periodic sources in stream H and
n identical ones in stream M . Each source has a period T , a maximum
transmission time C, and a deadline D.

We would like to show how bandwidth reservation needs to be adjusted
when the utilization varies, and we vary the utilization via varying the pay-
load or period in the first two experiments.

Experiment 1: Varying the Utilization via the Payload

In this experiment, the number of sources n is fixed to 4 for streams H
and M , and each source has a fixed period and deadline T = D = 1000
µs. We vary the payload from 100 to 1500 Bytes with a step-size of 100
Bytes (the maximum transmission time C varies from 11.36 µs to 123.36
µs). The utilizations of streams H and M gradually increase to nearly 50%.
The results of using the novel algorithm introduced in this dissertation and
algorithm in Ashjaei et al. (2017) are represented in Figure 9.1.

The utilizations of streams H and stream M are the same, since the
source sets are exactly the same. A linear increase of the utilization, repre-
sented by black dotted lines with crosses, is shown as the payload increases.
The deadline constraint, see Eq. (9.5), is illustrated by blue dashed line with
crosses. Our algorithm of bandwidth reservation takes the maximum of the
utilization and deadline constraints, as shown in red circles. Moreover, we
only show the results of bandwidth reservation if both stream M and stream
L are schedulable.

For streamH, the deadline constraint gets closer to, but does not exceed,
the utilization when the payload increases. For stream M , the deadline
constraint is initially smaller than and surpasses the utilization when the
payload continues to grow. Our algorithm alternates its choice of utilization
constraint and deadline constraint. It is intuitive to see more reservation
needed for stream M than stream L since stream M encounters more inter-
priority interference.

The bandwidth reservation calculated by the algorithm in Ashjaei et al.
(2017) is shown in cyan dash-dot line with triangles. For stream H, the
reservation needed is slightly higher than the utilization, which does not
deviate much from our algorithm. (The worst-case response time calculation
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Figure 9.1: Bandwidth reservations, α+
H and α+

M , for varying payloads
(n = 4 and T = D = 1000 µs).

in Ashjaei et al. (2017) needs to take the recovery time of the frame under
analysis into account, refer to Eq. (14), while it is proven unnecessary
in our independent analysis. This leads to a small deviation of these two
approaches in the bandwidth reservation for stream H.)

For streamM , the reservation needed by Ashjaei et al. (2017) drastically
increases when the payload increases. The last schedulable point given by
Ashjaei et al. (2017) is when the payload is 600 Bytes and the utilization
is 20.54%, while our algorithm allocates slightly higher than the utilization
constraint 20.76 Mbps and Ashjaei et al. (2017) needs 71.95 Mbps. Mean-
while, the last schedulable point in our algorithm is when the payload is
1300 Bytes and the utilization reaches 42.94%, and it is still schedulable at
a reservation of 56.60 Mbps. Note that if stream M is not schedulable, it is
claimed that the source set of H and M is not schedulable.
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Figure 9.2: Bandwidth reservations, α+
H and α+

M , for varying periods (n = 2,
C = 43.36 µs and D = T ).

The comparison above shows that our algorithm can schedule the source
set at a relatively low reservation and improve the schedulability when the
utilization is high. The relative inefficiency in bandwidth allocation for Ash-
jaei et al. (2017) can be explained by the fact that busy period analysis is
pessimistic when applied to an idling server, such as a Credit-Based Shaper.
This has already been intensively discussed in Chapter 6.

Experiment 2: Varying the Utilization via the Period

In this experiment, the number of sources n is fixed to 2 for streams H
and M , and each source has a fixed payload of 500 Bytes, C = 43.36 µs,
and the deadline equals to its period D = T . We vary the period from 200
to 1500 µs with a step-size of 100 µs. In Figure 9.2, the results of bandwidth
reservation using two algorithms are shown.

The utilization decreases when the period increases. For stream H,
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the utilization constraint remains larger than the deadline constraint, and
for stream M , the deadline constraint is at first larger than the utilization
when the period is short and falls below the utilization when the period
continues to grow. Our algorithm takes the maximum of the utilization and
the deadline constraints.

Consistent with the previous experiment, the algorithm in Ashjaei et al.
(2017) demands a higher reservation for both stream H and stream M than
our algorithm. Especially for stream M , Ashjaei et al. (2017) demands
much more bandwidth than ours when the utilization increases, which leads
to unschedulability while our algorithm can still schedule the source set.
Ashjaei et al. (2017) can schedule the source set when the period is 500 µs
or higher, and our algorithm can schedule the source set when the period is
350 µs or higher.

In the two experiments above, the utilization is varied via either the
payload or the period. In Figure 9.1 and 9.2, it firstly is shown how the
deadline constraint and utilization constraint alternate the dominance in
determining the bandwidth reservation in our algorithm. Although setting
the bandwidth to the utilization constraint, as described in the IEEE 802.1Q
standard, is sometimes sufficient, in other cases it is not, as indicated by the
higher deadline constraint. Secondly, although the utilization constraints for
streams H and M are the same, we observe that stream M requires a higher
bandwidth reservation than stream H due to the presence of high-priority
interference. Thirdly, our algorithm has been shown in these experiments
to be more efficient in bandwidth reservation compared to the algorithm in
Ashjaei et al. (2017), i.e., it requires less bandwidth reservation to schedule
the source set. This efficiency improvement is more prominent in allocating
bandwidth especially for stream M . Hence, some source sets that are not
schedulable according to Ashjaei et al. (2017) become schedulable in our
algorithm.

As explained in the system model, our analysis allows arbitrary dead-
lines. However, the solution proposed in Ashjaei et al. (2017) is based on
the work in Bordoloi et al. (2014), which assumes constrained deadlines for
their worst-case response time analysis. Our analysis has its advantage over
Ashjaei et al. (2017) in its applicability when the deadline is larger than
its period. We set up the experiment to see the deadline’s influence upon
bandwidth reservation.

Expriment 3: Arbitrary Deadline vs. Constrained Deadline

The number of sources n is fixed to 4, and each source has a fixed period
T = 1500 µs and a fixed payload of 300 Bytes, C = 27.36 µs. The utilization
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is fixed and intentionally set to a low value to investigate the bandwidth
reservation when the deadline is short. We vary the deadline from 150 to
2700 µs with a step-size of 150 µs.

For comparison in this experiment, we keep the deadline equal to its
period when deadline is larger than its period for Ashjaei et al. (2017), which
is a safe but pessimistic assumption. The results of bandwidth reservation
using the two algorithms are presented in Figure 9.3.

Figure 9.3: Bandwidth reservations, α+
H and α+

M , of varying deadlines (n =
4, T = 1500 µs and C = 27.36 µs).

The utilization constraint remains at a value of 7.30 Mbps. Our algo-
rithm alternates its choice of utilization and deadline constraints for streams
H and M . When the deadline increases, the utilization becomes more dom-
inant in determining the bandwidth reservation. In particular, when the
deadline is larger than the period, our algorithm takes the utilization con-
straint.
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As shown in Figure 9.3, the algorithm in Ashjaei et al. (2017) needs a
higher reservation than our algorithm when the deadline is smaller than or
equal to its period. Note that the deviation between the two algorithms is
not significantly large as the utilization is intentionally kept low to allow for
a wider range of deadline variation. When the deadline is larger than the
period, the bandwidth reservation of Ashjaei et al. (2017) remains constant.
It is over-estimated due to the stricter assumption to keep the deadline
equal to its period. However, the bandwidth estimate will not be improved
much in this experiment set-up since it also needs to satisfy the utilization
constraint.

9.4.2 Non-identical Sources

In this subsection, we investigate the schedulability of non-identical sources
using the bandwidth reservation produced by the two algorithms when the
utilization gradually increases. We assume non-identical sources in this ex-
periment to challenge the schedulability of the set. However, we do not fully
randomize the source sets because FIFO and non-preemptive transmission
results in low schedulability in general. If we fully randomize the process to
generate the source sets, the majority are not schedulable, making it mean-
ingless to compare the two algorithms. Therefore, we only randomize the
payload and keep the utilization evenly-distributed among different sources
of streams H and M .

Expriment 4: Schedulability Test of Non-identical Sources

We assume n non-identical periodic sources in stream H and n non-
identical ones in streamM . The total utilization is evenly distributed among
2·n sources, i.e., if the total utilization is U , then each source has a utilization
of U

2·n . In this experiment, n is fixed to 5, and the total utilization increases
from 10% to 90%. For each source, the payload is randomly chosen from
200 to 600 Bytes, and the period changes accordingly to keep the utilization
the same. For each utilization, we generate the source set and run the
experiment for 10000 times. The schedulability ratio, i.e., the fraction of
the source sets that are schedulable, is recorded and shown in Figure 9.4.

The schedulability ratio of the new algorithm is presented by the red
dashed line with circles, and the one in Ashjaei et al. (2017) is illustrated
by the cyan dash-dot line with triangles. Both ratios decrease when the
utilization increases. Our algorithm consistently outperforms the algorithm
in Ashjaei et al. (2017), i.e., it has a higher or equal to schedulability ratio
than Ashjaei et al. (2017) for the same utilization. Moreover, we observed
that the source sets, which are schedulable by Ashjaei et al. (2017), are
always schedulable by the new algorithm in this experiment.
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Figure 9.4: Schedulability test of non-identical source sets.

This result is consistent with the previous three experiments, the new
algorithm improves the schedulability compared to Ashjaei et al. (2017) due
to its efficiency in the bandwidth reservation.

9.5 Discussion

In this section, we will firstly elaborate more on the essence of the new
analysis, and then discuss the merits and the demerits compared to busy-
period based analysis in Ashjaei et al. (2017).

9.5.1 Utilization Constraint vs. Deadline Constraint

Our new analysis mainly imposes two constraints on the minimum band-
width reservation: the utilization constraint and the deadline constraint,
refer to Eq. (9.3) and Eq. (9.8). These two constraints can alternate dom-
inance as shown in the experiments. Hence, setting the bandwidth to the
utilization constraint, as described in the IEEE 802.1Q standard, is not al-
ways sufficient. This is consistent with the findings of Ashjaei et al. (2017).
However, as the efficiency improves, some source sets previously claimed un-
schedulable by Ashjaei et al. (2017) using the utilization constraint become
schedulable in our new analysis.
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9.5.2 Merits

This bandwidth reservation analysis is derived from our relative WCRT
analysis (see Chapter 5) and thus inherits its merits. It is applicable to
arbitrary deadlines, whereas its counterpart in Ashjaei et al. (2017) is only
applicable to constrained deadlines. The analysis has a linear complexity,
which is considerably lower than the pseudo-polynomial complexity of the
counterpart. It is independent of the detailed traffic model of the interfer-
ence while the counterpart is. It is worth noting that if we do not know
the inter-priority traffic except assumptions enforced by the standard, this
new analysis provides a tight bound on the bandwidth reservation, which
is robust to changes in traffic flow in the interference. When the detailed
traffic model of the inter-priority interference is provided, pessimism arises
in our analysis. In this case, independence is gained at the expense of ef-
ficiency; however, in the experiments we performed, the new analysis still
gives better results than the existing analysis, but this may not always be
the case, depending on whether the new analysis method can exploit de-
tailed knowledge of the interference.

9.5.3 Demerits

Pessimism arises in the new analysis when we assume the independence of
the inter-priority traffic while a detailed traffic model is known. There are
two sources of pessimism.

The first source of pessimism lies in estimating the intermediate burst.

According to Corollary 5.4, the worst-case relative delay is Cmax
L ·(1+ α+

H

α−
H

)+

Cmax
H . When there at least exists one single source in stream H, we know

the worst-case relative delay is at least Cmax
L +Cmax

H . The intermediate high-

priority burst given by Cmax
L · α+

H

α−
H

may not always be feasible, which gives

rise to the pessimism in the analysis. Adding the detailed traffic model
of interference may improve the efficiency in the bandwidth reservation.
However, as we explained in Chapter 6, it is not preferable to lose the
simplicity and independence of the analysis for small improvements.

The second source of pessimism is due to using the value from the stan-
dard for the maximum transmission time Cmax

X . It may be reduced to
improve the efficiency by using the known maximum transmission time of
all sources to be scheduled in a stream for Cmax

X . Despite of the reduced
independence, the independence of the detailed traffic model is still kept.
We leave it to the network designers to balance the choices between the
efficiency and the independence.

In none of the experiments we performed, the analysis in Ashjaei et al.



Ch.9 RESERVATION STRATEGY 103

(2017) outperforms the new analysis. As the experiments rule out the sec-
ond source of pessimism, we now discuss the potential causes why the first
source of pessimism does not lead to inferiority. The origin of the first
source of pessimism, i.e., the intermediate high-priority burst, depends on
two parameters, the bandwidth reservation for stream H, i.e., α+

H , and the
maximum transmission time of stream L, i.e., Cmax

L . In this work, we aim
at finding the minimum α+

H given a set of H sources. Moreover, the max-
imum transmission times Cmax

L is restricted to the standard, further limit
the pessimism in the new analysis. Finally, the counterpart based on busy
period analysis has been pointed out in Chapter 7 to be more pessimistic
in most cases. Given the two sources of pessimism in the new analysis, we
do not yet know whether the new analysis always outweighs the existing
one. It is worth noting that, despite the pessimism, the independence of
our analysis is still highly desirable in order to make the WCRT estimate
robust against changes in the system design and robust in the event that
the system fails to perform according to the specified traffic model.

9.6 Conclusion and Future Work

In this chapter, we proposed a new bandwidth reservation strategy for Eth-
ernet TSN for Credit-Based Shaping without considering scheduled traffic.
The analysis is based on our relative WCRT analysis that uses Eligible In-
tervals (see Chapter 5). Given the model of an output port of a single
switch, i.e., streams H and M undergo Credit-Based Shaping while stream
L does not undergo shaping, the bandwidth reservation is determined in
two steps. The first step is to find the minimum bandwidth reservation
for stream H composed of periodic sources (according to Theorem 9.1 and
Algorithm 1) and then the minimum bandwidth reservation for stream M
(according to Theorem 9.2 and Algorithm 2). Note that we assume the pe-
riodic traffic model only for the stream under analysis and we do not have
any assumption of the traffic model for inter-priority interference.

In brief, the analysis imposes two constraints on the bandwidth reserva-
tion: the utilization constraint and the deadline constraint. It is mandatory
to set the bandwidth reservation at least to the utilization constraint. How-
ever, setting the bandwidth to the utilization constraint, as described in the
IEEE 802.1Q standard, is not always sufficient. More bandwidth is required
if the deadline constraint is dominant.

As this analysis is based on our relative WCRT analysis using Eligi-
ble Intervals, it inherits the merits: the linear complexity, the applicability
to arbitrary deadlines, the independence of the inter-priority interference
except assumptions enforced by the standard and the efficiency in band-



104 Ch.9 RESERVATION STRATEGY

width reservation resulting from the tightness. Meanwhile, it also inherits
the demerits: the pessimism due to lack of the detailed traffic model of the
interference and the pessimism using the value from the standard instead
of the known maximum of the stream for the maximum transmission time
Cmax
X .

This new analysis improves the existing one in Ashjaei et al. (2017) based
on Busy Period Analysis in terms of complexity, applicability and indepen-
dence. In this work, we observed that the new analysis always outperforms
Ashjaei et al. (2017) regarding the efficiency based on the experiment se-
tups in which the second source of pessimism is excluded. The question
whether the new analysis always outperforms Ashjaei et al. (2017) in terms
of efficiency remains unanswered and we leave it for future research.

A follow-up work could be to extend the current bandwidth reservation
analysis from single-hop to multi-hop. In terms of inter-priority interference,
our relative WCRT analysis can readily scale to multi-hop. The challenge
lies in the WCRT analysis of Credit-Based Shaping for a single priority in
a multi-hop network. Also, in Ethernet TSN other shapers are considered
in combination with Credit-Based Shaping to guarantee low latency for
control traffic, such as time-aware shaping standardized in IEEE 802.1Qbv
to support scheduled traffic. We would like to deal with this heterogeneity
into the scheduling and extend the current analysis to support the scheduled
traffic.



Chapter 10

Conclusions and Future
Work

10.1 Discussion of Main Results

In this dissertation, we investigated the communication challenge of so-
phisticated cyber-physical systems that typically use heterogeneous traffic
over networks to connect their various components. These different types
of traffic impose different timing requirements on the network architecture
of the system. Because current real-time network standards typically do
not provide sufficient bandwidth to keep up with the growing needs in the
cyber-physical systems domain, the Ethernet TSN working group has been
established. This working group intends to develop standards that pro-
vide real-time guarantees on top of the well-known and widely available
high-bandwidth Ethernet standard. In Ethernet TSN, every traffic stream
is assigned a priority and given a traffic-shaping strategy based on its real-
time delivery requirements. The shaping strategies make a first step towards
achieving real-time guarantees, but how to quantitatively estimate the time
bounds, particularly worst-case as well as best-case bounds, has been a
challenge for engineers and scientists.

The research focus of this dissertation has been to provide a new method-
ology to deal with timing analyses in the context of Ethernet TSN. In par-
ticular, our research efforts emphasize the tightness and independence of
the analysis of so-called Credit-Based Shapers. As far as we are aware,
independence - i.e., the robustness of the analysis against changes in the en-
vironment - has not received much attention. Most previous research works
in the field assume a rather strict periodic or sporadic traffic model, also
and in particular for the interfering traffic, see e.g. Bordoloi et al. (2014);
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Axer et al. (2014). Consequently, minor environmental changes that lead
to minor changes in the interfering traffic can easily render an analysis in-
valid. On the one hand, having more information about interfering traffic
in our traffic model may seem advantageous since this enables us to find
better time bounds in theory. On the other hand, depending on this infor-
mation makes the analysis less robust against changes in a systems design
and requires a revisit of the analysis every time a change is made. This is
in particular cumbersome when a large system is composed of components
supplied by third parties.

We devised a new method for handling heterogeneous traffic under
Credit-Based Shaping. By dividing the traffic into two categories - those
with the same priority as the traffic stream of interest and those with other
priorities - the timing analysis for Credit-Based Shaped traffic can be bro-
ken down into a basic timing analysis of a single priority plus a relative
timing analysis of the change in timing caused by all other priorities. We
show that the basic timing analysis becomes a reasonably straightforward
analysis that can be performed using standard techniques from real-time
systems. More importantly, the subsequent relative timing analysis can be
carried out using only information regarding the parameters of the Credit-
Based Shapers and without information regarding the precise traffic that
flows through these shapers. As a result, a network designer just has to
know the detailed traffic of the priority of interest and does not need to
know more than the shaper parameters of other priorities. This leads to the
preliminary isolation of design concerns.

In order to achieve an analysis that is not only independent but also
as tight as possible, we introduce the notion of Eligible Interval in this dis-
sertation, tailored to Credit-Based Shaping. In a Credit-Based Shaper, the
traffic transmission depends on a level of credit determined by shaping rules
explained in the Ethernet TSN standard. As a consequence, the behavior
of the Credit-Based Shaper is that of an idling server and is, therefore, less
suitable for the usual busy period analysis. An Eligible Interval of a priority
class is a maximal interval during which that priority is eligible for trans-
mission; in other words, not only is there pending traffic, but the shaping
rules also allow for that traffic to be transmitted. With the support of El-
igible Intervals, we can establish a connection between the schedules with
interference and the corresponding uninterfered schedule.

The main theorems of this dissertation show how the credit level in a
Credit-Based Shaper is proportional to the relative delay experienced by a
traffic stream during an Eligible Interval. This allows us to perform the split,
as mentioned above, between a basic timing analysis and a relative timing
analysis. The worst-case analysis subsequently comes down to analyzing the
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maximum amount of credit that can build up during an Eligible Interval.
This worst-case analysis is tight in the presence of a single high-priority
interference, as we show how to construct a traffic instance that indeed
builds up the computed amount of credit. Furthermore, the analysis turns
out to be considerably more straightforward to execute than the earlier
analyses presented in Bordoloi et al. (2014); Axer et al. (2014). Even more
surprisingly, in actual comparisons, our estimated results outperform those
of the other two existing works in most cases, even though the other works
use more information on the precise interference.

A subsequent mathematical analysis of the best-case response time re-
vealed a surprising finding, as presented in Chapter 8. When a frame prior
to the burst, but not part of it, experiences the maximum interference and
thus accumulates positive credit, this positive credit enables the first few
frames of the burst to be scheduled continuously without recovery time. As
a result, the presence of interference may cause the first few frames of a
burst to be transmitted earlier than in an uninterfered scenario, resulting
in a negative relative best-case response time.

The last contribution of this dissertation is a new systematic bandwidth
reservation strategy for Ethernet TSN for Credit-Based Shaping. It is based
on our independent relative worst-case response time analysis method with
no assumption on the traffic model for inter-priority interference. The anal-
ysis reveals two constraints on bandwidth reservation: the utilization con-
straint and the deadline constraint. Our findings in Chapter 9 show when
setting the bandwidth reservation to the utilization according to the IEEE
802.1Q standard is sufficient and when the deadline constraint is more dom-
inant.

10.2 Limitations and Future Work

As this is the first work that employs Eligible Interval Analysis for a rel-
ative, rather than direct, response time analysis, the method has certain
limitations that may be lifted by future research. One limitation is that the
developed independent timing analysis works only for Credit-Based Shap-
ing. With the knowledge of the shaping properties of hybrid interference, we
can examine how the interference affects the basic interference-free sched-
ules in a relative manner. Several works have already taken advantage of
our relative worst-case response times to deal with the timing analysis with
Time Aware Shaper on top of Credit-Based Shaper Hassani et al. (2020);
Maxim and Song (2017). We furthermore expect that the technique of per-
forming a relative timing analysis using tailored Eligible Intervals can be
extended to other shapers and perhaps to other types of idling services in
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general, but further investigations are needed to solidify those claims.

A second limitation of our current work is that the analysis only consid-
ers the shaping of traffic in a single hop in a network route. Calculating the
relative worst-case response times over multiple hops is rather straightfor-
ward, which requires simply the summation of relative worst-case response
times at each hop. The challenges stem from the basic analysis of a sin-
gle priority over multiple hops. Credit-Based Shaping disperses traffic to
achieve an average bandwidth over an extended period. Without interfer-
ence, a stream undergoing Credit-Based Shaping at one hop, probably does
not need to be shaped and further delayed at a second hop. However, cu-
mulative credit caused by inter-priority interference can transform scattered
traffic into a burst. How to adequately describe the output of one hop, which
is crucial as the input of the next hop, is a challenge that must be overcome
for basic timing analysis.

A third possible improvement is that we currently use a periodic traffic
model in the basic analysis to determine the bounds of multiple streams that
all have the same priority to compare our results with those of other works.
A more realistic assumption following usage in practice might improve the
applicability of the overall timing analyses. For instance, video traffic un-
dergoing Credit-Based Shaping is commonly characterized as bursty rather
than periodic traffic. Periodically generated images form rather large pay-
loads, which are split over a number of Ethernet frames and transmitted as a
burst of frames arriving shortly after one another. One of the goals of Credit-
Based Shaping is to reduce burstiness in the network, which means that it
is especially interesting to study how an arriving burst is deformed by it. A
continuation of our work within the European Penta HiPER project https:
//penta-eureka.eu/project-overview/penta-call-3/hiper/ indicates
that, with our independent analysis approach, we can easily update the ba-
sic analysis with bursty traffic to gain insight into response times at the
level of images rather than only at the level of individual frames.

In summary, shaping in Ethernet TSN aims to manage network traffic
in a way that provides predictable timing bounds on its stream while not
exceeding its permitted bandwidth to ensure the timing guarantees for the
low priorities. Our quantitative research reveals the effect of regulating traf-
fic with Credit-Based Shaping. Through our independent timing analysis
and bandwidth reservation strategy, we can quantitatively determine how
much the Credit-Based Shaping of one priority contributes as interference
to other priorities with only traffic information on the shaper level. In this
sense, Credit-Based Shaping serves its purpose of regulating traffic. For fu-
ture research involving more shaping strategies, an important criterion for
success will be whether it is possible to find again an independent timing

https://penta-eureka.eu/project-overview/penta-call-3/hiper/
https://penta-eureka.eu/project-overview/penta-call-3/hiper/
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analysis and independent bandwidth reservation for the additional shapers.
We expect that such an evaluation will be possible and will enable engi-
neers to determine the best shaping method and parameters for a system
configuration and provide general feedback on shaping performance to the
standardization committees.
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Summary

There is an increasing demand in the automotive industry, high-tech sys-
tems, and industrial automation, to accommodate heterogeneous data ex-
change with high bandwidth communication systems capable of providing
real-time guarantees for time-sensitive traffic. The development on top of
Ethernet standards enables prioritized data transmission and relies on traffic
shaping techniques to allow for different priorities to meet their respective
bandwidth and latency needs. We focus on one standardized Credit-Based
Shaper that aims to provide the required latency and throughput for au-
dio/video traffic.

Most timing analyses with respect to traffic shaping require a detailed
traffic model at each priority level. This dependence on traffic models com-
plicates the analysis, and developers confront the problem of an undesired
coupling between different applications, often built by different development
teams. Moreover, these analyses are not robust against changes in the sys-
tem design and are not robust in the event that the system fails to perform
according to the specified traffic model.

In this work, we invent an independent timing analysis that considers
all traffic from other priorities as inter-priority interference and merely re-
quires shaper-level knowledge rather than a detailed traffic model. Unlike
conventional methods, which calculate the worst-case response time of the
traffic of interest in a single attempt, we take a relative approach to achieve
the same goal, by first computing the worst-case response time in an un-
interfered execution and then adding on the relative worst-case response
time. This independent analysis not only leads to a preliminary simplifica-
tion of design concerns, but the resulting estimate can also be proven tight
under certain conditions, in contrast to the conventional busy period anal-
yses. We attribute the tightness of our analysis to our introduction of the
notion of Eligible Intervals. Unlike busy period analyses, Eligible Intervals
are tailored to take the idling nature of Credit-Based Shaping into account.

This dissertation consists of three main parts. Firstly, we present a rela-
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tive worst-case response time analysis for a Credit-Based Shaper of interest,
given the interference consisting of multiple high priorities under Credit-
Based Shaping and multiple low priorities. We provide rigorous proof to
determine an upper bound where only shaper-level knowledge is relevant,
followed by a further investigation of the conditions under which this in-
dependent analysis is tight. We also compare our relative worst-case time
analysis to the conventional busy period analyses. It turns out that certain
sources of pessimism are present in the conventional approaches, which can
be remedied by the use of our relative worst-case response time analysis.

Secondly, we use this independent timing analysis to estimate the rela-
tive best-case response time. In particular, we show that adding interference
prior to a burst of frames in an uninterfered execution contributes to an ear-
lier transmission instead of a delay in the start of frame transmissions.

Thirdly, we use this independent timing analysis as a foundation to de-
termine a minimum bandwidth reservation for Credit-Based Shapers, out-
performing previous work based on busy period analyses. Two constraints
in determining a minimum bandwidth reservation are derived, namely a
deadline constraint and a utilization constraint. In addition, we conduct
a set of comparative experiments and demonstrate an improvement in the
bandwidth reservation efficiency, i.e., a decrease in the required bandwidth
while retaining the independence of the inter-priority interference.
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