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Summary
The transition of renewable energy requires, besides the production of solar and wind
energy, ways to efficiently store and transport large amounts of energy. Micron-sized
iron powder has recently emerged as a promising dense energy carrier for such a
carbon-neutral future via cyclic combustion and reduction, especially for seasonal stor-
age and intercontinental transport. Iron is abundant, affordable, and non-toxic, while
in powder form can be combusted in slightly altered (existing) power plants to pro-
duce energy based on demand. The combustion products (iron oxide) can be captured
and reduced (“recharged”/“regenerated”) back to iron powder using green hydrogen
(hydrogen produced from renewable energy). This research focuses on experimentally
investigating/exploring the intrinsic properties in and challenges of this reduction pro-
cess.

Firstly, the intrinsic reaction rates of the reduction of iron oxide fines, produced by iron
combustion, with hydrogen are investigated using thermogravimetric analysis. Isother-
mal reduction experiments are conducted at the temperature range of 400-900 ◦C and
at hydrogen concentrations of 25-100 vol%. Scanning electron microscope images show
that the morphology of the reduction products depends on the reduction temperature
but not on the hydrogen concentration. Reduction at higher temperatures leads to
larger pore sizes. Based on an extended Hancock-Sharp “lnln”-method the appropri-
ate gas-solid reaction models are determined, suggesting that the reduction can be
described by a single-step phase boundary-controlled reaction at temperatures below
600 ◦C, whereas a multistep mechanism is required for the description of reactions at
higher temperatures. Sintering of the powder occurs above 600 ◦C, possibly limiting
the reaction.

Therefore, sintering is studied in more detail in a packed bed reactor, at various
temperatures under inert (nitrogen) and reducing (hydrogen) conditions. Compression
tests are used to quantify the degree of sintering. A sintering model, based on the
formation of a solid bridge through solid state diffusion of iron atoms, is used to
match the experimental results. Sintering of combusted iron occurs at temperatures
≥ 575 ◦C in both nitrogen and hydrogen atmospheres and the sintering strength
increases exponentially with temperature. It is found that the observed decrease in
reduction rate at high temperatures is not caused by the sintering process but by the
formation of wüstite as an intermediate species leading to the formation of a dense iron
layer. Iron whiskers are found to form at high temperatures (≥ 700 ◦C) in combination
with low reduction rates (≤ 25 vol% H2), leading to the production of sub-micron fines,
which should be avoided for health and safety reasons.

For industrial implementation of the reduction process, fluidized beds are more prac-
tical than packed bed reactors. Therefore, the reduction and fluidization behavior of
combusted iron powder is studied in a lab-scale cylindrical fluidized bed in the last
part of this research. The minimum fluidization velocity umf is measured as a function
of temperature between 10 and 600 ◦C for both hydrogen and nitrogen as fluidizing
gas. The results start to deviate from the existing Ergun correlation at temperatures
above 285 ◦C, both for nitrogen and hydrogen. A new correlation, taking the cohesive
inter-particle solid bridge force into account, is proposed in this work to predict the
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minimum fluidization velocity at high temperature. 5 hours reduction experiments are
carried out at constant excess velocity with 50, 75 and 100 vol% of H2 and temper-
atures between 350 and 550 ◦C. Gradual defluidization occurs when the temperature
exceeds 525 ◦C. A maximum reduction degree of 62% is obtained at 534 ◦C and 100
vol% H2.

Overall, this research contributes to the understanding and development of iron oxide
reduction using green hydrogen (green steelmaking) and the metal energy carrier cycle
specifically.
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Samenvatting
De omschakeling naar duurzame energie vereist, naast het opwekken van wind- en
zonne-energie, ook een manier om grote hoeveelheden energie efficiënt op te slaan en
te transporteren. Cyclische verbranding en reductie van ijzerpoeder heeft de potentie
om een efficiënte energiedrager te worden, specifiek voor seizoenopslag en interconti-
nentaal transport. IJzer is een veelvoorkomend materiaal, is goedkoop, niet-giftig, en
kan zeer waarschijnlijk (in poedervorm) verbrand worden in bestaande kolencentrales
met minimale aanpassing. Het verbrande ijzerpoeder (nu ijzeroxide) kan gemakkelijk
afgevangen en gereduceerd (“geregenereerd”) worden met behulp van duurzaam ge-
produceerd waterstof. Dit onderzoek richt zich op het experimenteel bestuderen van
dit reductieproces.

In de eerste plaats zijn de intrinsieke eigenschappen van de chemische reactie tussen
ijzeroxide poeder, geproduceerd door ijzerpoederverbranding, met waterstof onder-
zocht, met behulp van “thermogravimetrische analyse”. Experimenten op constante
temperatuur zijn uitgevoerd op temperaturen tussen 400 en 900 ◦C en met waterstof
concentraties van 25-100 vol%, waarbij de massa van het poeder nauwkeurig wordt
bijgehouden in de tijd. Afbeeldingen, gemaakt met een elektronenmicroscoop, laten
zien dat de morfologie van het gereduceerde poeder afhankelijk is van de reductietem-
peratuur, maar niet van de waterstofconcentratie. Reduceren op hogere temperaturen
leidt tot de formatie van grotere poriën. Op basis van een verbeterde Hancock-Sharp
“lnln”-methode is het reactiemechanisme ontrafelt. Hieruit blijkt dat de reductie op
lage temperatuur < 600 ◦C beschreven kan worden door een één-traps kinetische ge-
limiteerd krimpende kern model. Op hogere temperaturen blijkt een meer-traps me-
chanisme nodig te zijn voor het beschrijven van het reductiegedrag. Boven de 600◦C
treed sinteren van deeltjes op, waardoor de reactie mogelijk wordt beperkt.

Het sinteren is daarom in meer detail bestudeert in een gepakte kolom reactor. Het
sintergedrag is gemeten onder inerte (met stikstof) en reducerende (met waterstof)
condities. Een drukbank is gebruikt om de mate van sinteren te kwantificeren. Een
sintermodel, gebaseerd op het vormen van een vaste brug tussen poederdeeltjes door
middel van diffusie van ijzeratomen, is gebruikt om de drukbank-resultaten verder te
interpreteren. Sinteren van verbrand ijzerpoeder treedt op bij temperaturen vanaf
575 ◦C in een omgeving van zowel stikstof and waterstof, en neemt exponentieel toe
met de temperatuur. De waargenomen afname van de reductiesnelheid bij hoge tem-
peraturen blijkt niet veroorzaakt te worden door het sinteren, maar door de vorming
van wüstiet als intermediaire ijzeroxide tijdens het reductieproces. Hoge temperatu-
ren (≥ 700 ◦C) in combinatie met een lage waterstofconcentratie (≤ 25 vol% H2) leidt
tot de van ijzer-“haren” op het oppervlakte van de poederdeeltjes. Deze “haren” zijn
fragiel en kunnen daardoor leiden tot (sub-)micron deeltjes, die vanwege gezondheids-
redenen en explosiegevaar moeten worden vermeden.

Voor industriële toepassing en opschaling van het reductieproces zijn wervelbedden
praktischer dan gepakte kolom reactoren. Daarom is, als laatste, het fluïdizatiegedrag
van het verbrande poeder experimenteel onderzocht in een cilindrisch wervelbed. De
minimale gassnelheid voor fluïdizatie (umf) is gemeten als functie van de temperatuur
tussen 10 en 600 ◦C voor zowel waterstof als stikstof als fluïdisatiegas. De experi-
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mentele resultaten beginnen af te wijken van de bestaande Ergun-vergelijking voor
minimale gassnelheid vanaf temperaturen boven 285 ◦C, zowel voor stikstof als voor
waterstof. In dit werk is daarom een nieuwe correlatie voorgesteld om de minimale
gassnelheid bij hoge temperaturen te voorspellen, waarbij de krachten tussen deeltjes
meegenomen wordt. Er zijn daarna reductie-experimenten van 5 uur uitgevoerd bij
een constante overmaat aan gassnelheid (bovenop de minimale gassnelheid vereist voor
fluïdizatie) op temperaturen tussen 350 en 550 ◦C en met waterstofconcentraties van
50, 75 en 100 vol%. Geleidelijke defluïdisatie treedt op vanaf 525 ◦C. Een maximale
reductiegraad van 62% is bereikt bij 534 ◦C en met behulp van 100 vol% H2.

Dit onderzoek draagt bij aan de verdere ontwikkeling van ijzeroxidereductie met behulp
van waterstof (voor duurzame staalproductie) en draagt specifiek bij aan het gebruik
van ijzer als energiedrager.
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Nomenclature

Physical constants
g gravitational constant, m2/s
k Boltzmann constant, J/K
R molar gas constant, J/(mol·K)
Variables
χ molar fraction, -
δ lattice spacing, m
η dynamic viscosity, Pa·s
γ surface free energy, N/m
ψ dimensionless constant, -
ρ density, kg/m3

σ tensile strength, Pa
ε void fraction, -
ξ empirical factor, -
A cross-sectional/projected area,

m2

a curvature radius, m
C concentration, mol/m3

D bed diameter, m
Ds surface diffusion coefficient,

m2/s
D0,s frequency factor, m2/s
d32 Sauter mean diameter, m
Ea activation energy, J/mol
f mathematical function, -
Fc cohesive force, N
g mathematical function, -
H static bed height, m
K equilibrium constant, -
kapp apparent reaction rate, 1/s

M molar mass, kg/mol
m mass, kg
N total amount, -
n Avrami exponent, -
p pressure, Pa
T temperature, K
t time, s
u fluid velocity, m/s
v relative particle velocity, m/s
W pellet diameter, m
X reduction degree / conversion, -
x neck radius, m
Subscript
0 superficial / initial
b bulk
e excess
F iron (ferrite)
g gas
H hematite
i,j components
inf final
melt melting
mf minimum fluidization
M magnetite
n normalized
p particle
sb solid bridge
s solid
tot total
W wüstite
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1 Introduction

Background image: light painting created by spinning ignited steel wool. It demon-
strates that iron can easily be combusted, releasing a large amount of heat. Image
courtesy of A.G. Munneke and T. van Westendorp.



1 Abstract
The worlds switch to renewable energy will lead to a large mismatch between
energy supply and demand, both spatially and temporally. This leads to a need
to transport and store renewable energy. Iron powder has certain characteris-
tics that make it a promising energy carrier, especially for seasonal storage and
intercontinental energy transport. A cyclic process of combustion and regener-
ation (reduction) can be envisioned. Different processes currently exist for iron
oxide/ore reduction, which are briefly mentioned. Finally, an outline of the thesis
is given.

1.1 Motivation

Humans hunger for energy and its appetite for fossil fuels has caused a significant rise in
global temperatures and changes of our climate with irreversible consequences. Several
“climate tipping points” might have already been surpassed [2]. It is therefore urgent to
reduce our fossil fuel usage and replace it with renewable energy. The European Union
has committed to this goal by implementing policies to reduce the net greenhouse gas
emissions by at least 55% by 2030 compared to 1990 and becoming climate neutral by
2050 [3]. However, renewable energies pose a challenge in the form of energy storage
and transport, due to the fluctuating production capacity. Seasonal (summer-winter)
mismatches, for countries further from the equator, require vast amounts of energy
to be stored efficiently and safely. Assuming 100% domestic production from wind
and solar energy, this requires ∼ 200 PJ of seasonal storage capacity (around 10% of
the total energy demand) for the Netherlands, based on data from “Energie Beheer
Nederland” (EBN) [4].

Moreover, not all locations are suitable or efficient for renewable energy production.
Places closer to the equator obtain more solar energy year-round and places close
to oceans typically endure more and stronger winds. It might therefore be more
efficient/effective to place PV solar farms and wind parks in places with most sun
and wind, and to transport the energy to places where the demand is high. The
International Energy Agency (IEA) predicts renwable energy production costs of ap-
proximately half the price in Spain and northern Africa compared to northern Europe
in 2030 [5]. To make use of this “cheap” renewable energy, an efficient method to
transport this energy over large distances would be needed.

1.2 Metal energy carrier cycle

Figure 1.1 shows the energy density and specific energy of fossil fuels, commonly
thought of renewable energy carriers (biofuels, ammonia, hydrogen and batteries),
and various metal powders. It shows that metal powders show energy densities com-
parable to existing energy carriers (fossil fuels). This in combination with the fact
that metals (such as Al and Fe) are abundant in the earth’s crust, don’t need to be
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Figure 1.1: Energy by volume and mass for common dense energy carriers. Values
for solid materials (metals, coal and biomass) are multiplied by 60% to
estimate practical energy densities of powders/pellets. Values for metals
from Fischer et al. [8]. Other abbreviations used: CH2 = compressed
hydrogen; LH2 = liquified hydrogen; CNG = compressed natural gas;
LNG = liquified natural gas; LPG = liquified propane gas; ATF = aviation
turbine fuel; LNH3 = liquified ammonia; DME = dimethyl ether.

stored under pressure or cryogenic conditions, and existing infrastructure for powder
handling exists, gives the potential of using metals to transport and store renewable
energy. The concept of using metal powder (specifically sponge iron) as energy carrier
was first introduced by Mignard and Pritchard [6], and was later extended to multiple
types of metals by Bergthorson et al. [7]. In the envisioned “metal energy carrier
cycle”, renewable energy is used to energize metal powder using a suitable reduction
process at locations and times that renewable energy is available, this powder is then
transported and/or stored, and is combusted (oxidized) to extract the energy.

This thesis focuses on the reduction process of iron-oxide powder for this energy carrier
cycle due to the advantages iron has over other metals. Micron-sized iron powder is
expected to burn heterogeneously (almost entirely in liquid state), forming similar
micron-sized iron-oxide particles [7]. Furthermore, iron-oxide is readily available and
ferrous powders make up nearly 50% of the worlds current metal powder production
capacity [9]. Finally, industrial fossil-free iron-oxide reduction technologies, for the
purpose of green steelmaking, currently already exist [10, 11]. In these processes iron
ores are typically reduced using pure hydrogen, producing (sponge) direct reduced iron
(DRI) and water vapor. This step transfers the energy from green hydrogen into the
iron powder.

FexOy + y H2 → x Fe + y H2O

The subsequent combustion process, releasing heat, would follow:

x Fe + 1
2 y O2 → FexOy

3



1 Although different industrial iron-oxide reduction technologies already exist, not all
are equally suited for use in the metal energy carrier cycle.

1.3 Industrial processes for iron production

Over 90% of the global iron production occurs via a conventional blast furnace, in
which coke (coal) is mixed with iron ore to produce molten iron [12]. The rest of the
iron is produced using various smelting reduction methods (SRI), producing molten
iron, and direct reduction (DRI) methods, producing sponge iron. Most of these
processes rely on the use of (gasified) coal, natural gas or syngas (mixture of CO and
H2) as a reducing agent. An extensive overview of most existing SRI and DRI methods
can be found in Battle et al. [13] and Schenk [14].

DRI methods are of most interest for the metal energy carrier cycle, since the pro-
duction of molten iron (via blast furnace and SRI) would require a subsequent gas or
water atomization step to (re-)produce combustible powder. As a second requirement,
the reduction process should be able to be carried out using hydrogen alone. Table 1.1
shows an overview of existing DRI processes utilizing pure hydrogen. Out of these, the
Circored process is most mature, with a 63 ton/h hot briquette iron plant in operation
from 1999-2001 in Trinidad, producing a total of around 300.000 tons of hot briquette
iron [10]. It was shut down do to a lack of natural gas supply (which was used for the
hydrogen production). The Circored process employs a first stage high temperature
circulating fluidized bed reactor in combination with a second stage lower temperature
bubbling fluidized bed reactor. The other two hydrogen-only DRI processes, relying
on shaft furnace reduction, are still in pilot test scale. Therefore, the use of a fluidized
bed reactor seems most promising for use in the metal energy carrier cycle.

Reduction of iron ores/oxides using hydrogen has been researched extensively for green
steelmaking. However, the kinetic results vary significantly between different ores and
iron-oxides used as well as the experimental conditions [15, 16]. Therefore, no generic
model exists and kinetic measurements are needed for new materials.

Similarly, sticking and sintering are common problems encountered in DRI-processes
in general and specifically with the use of hydrogen [17, 18]. The sticking leads to
agglomeration of powder, hindering granular solid flow in shaft furnaces and causing
defluidization in fluidized beds.

Table 1.1: Hydrogen based DRI processes. Based on [11, 13, 14, 19].
Reactor type Process Iron ore size [mm] Temperature [◦C]
Shaft furnace HYBRIT ∼10 700-900

HyFIT 0.02-0.06 1200-1550
Fluidized bed Circored 0.1-2 850-900 (stage I)

630-650 (stage II)
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11.4 Goal and outline of the thesis

Although quite some knowledge exists on the reduction of iron ores, it is unclear
to which extend it is applicable for the metal energy carrier cycle. Combusted iron
powder is different from the iron ore typically used in the processes mentioned above.
Furthermore, the particle size envisioned in the metal energy carrier cycle (< 0.1 mm)
is challenging due to the influence of inter-particle forces. Finally, most existing direct
reduction processes focus on steelmaking. Therefore, their product is typically melted
down in an electric arc furnace. For the metal energy carrier cycle, the resulting iron
powder should be combustible, meaning that properties such as retention of particle
size are of importance. The objective of this research is therefore to study the reduction
behavior of combusted iron powder using hydrogen.

This thesis is organized as follows. In Chapter 2 the methods and devices used to
characterize the powder before and after experiments are briefly described and dis-
cusses. Subsequently, a brief summary on the metal combustion process and produced
powder (feed-stock for this research) is given. Finally, the influence of impurities on
the reduction process is discussed.

In Chapter 3, a study on the intrinsic reaction rate of iron oxide, produced by iron
combustion, with hydrogen gas is presented. In this work, ∼ 150 mg combusted pow-
der is suspended in a relatively high flow rate of hydrogen and its weight change is
accurately measured in time using a micro-balance. This is done for various temper-
atures and hydrogen concentrations. This weight change is then thoroughly analyzed
and compared with analytical models to derive the limiting mechanisms of the reduc-
tion process. This chapter starts with a comprehensive overview of existing kinetic
studies on iron oxide reduction.

In Chapter 4, the sintering of ∼ 1 g combusted powder is investigated in non-reducing
(nitrogen) and reducing (hydrogen) environments in a packed bed reactor. The pro-
duced pellets are compression tested to quantify the degree of sintering. A model is
matched to the experimental findings and some predictions are made for when sintering
occurs in metal energy carrier equipment.

In Chapter 5, a fluidized bed reactor is used to reduce ∼ 750 g of combusted pow-
der. The minimum fluidization velocity of the powder is studied in detail, since this
parameter partially determines the efficiency of the reactor. Subsequently, reduction
experiments in this fluidized bed reactor are presented and discussed.

Chapter 6 summarizes the work in this thesis. Recommendations are provided for
further research/investigation on one side and for practical application on the energy
carrier cycle on the other side.
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2 Characterization

Parts of Section 2.2 of this chapter are the results of a collaboration with the
Max-Planck-Institut für Eisenforschung and are published in: L. Choisez et al.
Acta Materialia, 239 (2022) 118261.
Background image: scanning electron microscope image of combusted iron pow-
der.
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Abstract
Various measurement techniques are used in this research to analyze and charac-
terize the iron(-oxide) powder before and after experiments. For proper interpre-
tation of the results, it is important to understand the principles on which these
techniques are based as well as their limitations. Secondly, it is crucial to also
understand the iron combustion process, since this provides the starting material
for the experiments carried out in this work. Lastly, the influence of impurities on
both the reduction process as well as on the measurement techniques are briefly
discussed. It should be noted that in the following chapters these effects are not
investigated further due to the high purity iron(-oxide) used.

2.1 Measurement techniques

2.1.1 Scanning electron microscopy

A scanning electron microscope (SEM) is a device which produces images by scanning
the surface of a sample with a focused beam of electrodes. The electrons interact with
the atoms in surface layer of the sample and the produced signals give information
about the surface structure and composition. Figure 2.1 shows an overview of the
different types of signals produced. Secondary electrons (SE) reflect primarily the
topology of the sample, since they can only escape from the top few nanometers of the
sample. Back-scattered electrons (BSE) emerge from deeper in the sample and the
signal strength is atomic number dependent. Energy-dispersive X-ray spectroscopy
(EDS/EDX) can be used to measure the local (surface) elemental composition based
on the characteristic X-rays emitted from the sample. However, determination of the
exact iron-oxygen ratio is not possible due to the low atomic number of oxygen [21].

Figure 2.1: Signals produced during an electron beam - matter interaction [20].
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For the SEM images in this dissertation, a FEI ESEM Quanta 600 FEG is used,
using 30 kV of electron beam accelerating voltage and a spot size of 3.0 nm in high
vacuum (≤ 10−3 Pa). Typical images have a size of 2048-by-1768 pixels and per pixel
accumulation times of either 3 or 10 µs. The working distance is set to 10 mm. Lens
alignment and astigmatism correction are performed before each measurement session.
Automatic brightness correction is used to obtain proper contrast. Images presented
result from secondary electrons, unless stated otherwise. SEM imaging is deliberately
not used for particle size analysis, due to the likelihood for sampling bias [22].

2.1.2 Particle size analysis

The particle size and shape distribution, i.e. the number of particles of different size
and shape, is an important parameter, needed for proper interpretation of the powders
behavior. Larger particles (with otherwise identical properties) typically have a smaller
surface-to-volume ratio, leading to slower reaction behavior. Similarly, particles with
the same volume, but a different shape, also have a different surface-to-volume ratio.

As shown by Whiting et al. [22], the choice of particle size measurement technique can
have an effect on the distribution that is obtained. This is partly due to the amount
of powder the different techniques require, but also inherently due to the way these
techniques measure and define the particle size.

A Bettersizer S3 Plus is used in this work (unless stated otherwise) for the particle
size analysis. It can perform both laser diffraction (LD) and dynamic image analysis
(DIA) on the same sample. Prior to the measurement, the powder was dispersed in
isopropyl alcohol (C3H8O). Ultrasound dispersion (50 W) was used during dispersion
to break up any agglomerates, but was switched off (3 minutes waiting period) before
measurements in order to prevent bubbles being produced.

A stirring speed of 1600 rpm is used for LD to prevent bubbles from interfering with
the measurement. 5 subsequent measurements were performed on the same dispersed
sample to reduce the influence of noise. The build-in Mie scattering analysis method
is used to determine the particle size distribution.

The stirring speed is subsequently increased to 2500 rpm for DIA. A 10x magnification
lens is used to take (backlight) images of the particles. Automatic bubble detection
is used to remove (partially) transparent particles. Shape analysis is restricted to
particles above at least 4 µm, since 1 pixel equals roughly 0.8 µm. A minimum of 3000
particles are acquired for each measurement. All particle sizes, measured using the
dynamic image analysis method, are presented based on the area equivalent diameter
dp,i:

dp,i =
√

4 ·Ai,measured

π
(2.1)

in which Ap,i,measured is the measured 2D projected area of the particle. The circularity
Cp,i is subsequently defined as the perimeter of a circle with the same area equivalent
diameter as the particle, divided by the actual perimeter Pp,i of the particle:

Cp,i = πdp,i

Pp,i
(2.2)
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Figure 2.2: Different representations of the particle size distribution for the same pow-
der, measured using DIA. Bars correspond to the left axis (fractions), while
the solid lines correspond to the right axis (cumulative fraction).

The Sauter mean diameter is determined using the area equivalent diameter as:

d32 =
Σd3

p,i

Σd2
p,i

(2.3)

All distributions in this dissertation are based on apparent volume, i.e. the fraction
of the total volume that is occupied by a given particle size range. This is done since:
(1) the laser diffraction method inherently measures the volume distribution and (3)
the volume based distributions typically closely resemble the mass based distribution,
which is most interesting from the point of the metal energy carrier cycle. Figure 2.2
shows an example of a number and volume based particle size distribution, where we
can see that small particles hardly contribute to the total volume of the powder.

2.1.3 Sieving method

Several methods exist to separate particles based on their size (and shape) [23]. The
method used in this research is that of dry vibratory sieving using mesh test sieves.

A RETSCH AS 200 basic vibratory sieve shaker in combination with one RETCH
(32 µm aperture) and two LINKER (100 and 150 µm aperture) woven wire mesh
sieves (all 100 mm in diameter) are used to filter out agglomerates and fines for use
in the fluidized bed reactor in Chapter 5. The sieving time is set to 99 minutes per
batch, with the amplitude set to maximum. For the research described in Chapters 3
and 4, no sieving is performed.

2.1.4 Density analysis

Several densities can be defined, when dealing with powders, dependent on the defi-
nition of the occupied volume and the packing arrangement of the particles. In the
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Table 2.1: Packing densities and void fractions of mono-dispersed solid spheres [24].
Packing type Example Void fraction ε Packing density
Thinnest regular Cubic lattice 0.4764 0.5236
Very loose random Spheres slowly settled 0.44 0.56
Loose random Spheres dropped into bed 0.40− 0.41 0.59− 0.60
Poured random Spheres poured into bed 0.375− 0.391 0.609− 0.625
Close random Spheres in vibrated bed 0.359− 0.375 0.625− 0.641
Densest regular FCC or HCP lattice 0.2595 0.7405

case of solid spheres of equal radius (mono-disperse), estimations for the void fraction
ε and packing density are given in Table 2.1 [24]. Although these values are for mono-
disperse spherical particles, which might not be fully representative for non-spherical
and/or poly-disperse particles, they are used in this work to estimate densities.

If the void fraction is known, the bulk (packing) density ρb correlates to the particle
density ρp by:

ρb = (1− ε) · ρp (2.4)

where ε is the (inter-particle) bed voidage.

Secondly, in the case of porous/hollow particles, we can define an internal particle void
fraction εp and correlate the particle density to the solid density ρs by:

ρp = (1− εp) · ρs (2.5)

in which ρs is the volume occupied by the solid phase material (i.e. iron and iron-
oxides). εp can furthermore be subdivided in a closed porosity (fully encapsulated by
the solid material) and an open porosity (connected to the outside).

To determine the bulk density of the powders, A 100 mLmeasuring cylinder (Hirschmann
Laborgeräte, DURAN glass) is used in combination with a weighing scale (Mettler
Toledo PG5002-S). The powder is poured into the cylinder and subsequently vibrated
to obtain close random packing. 5 measurements are averaged.

The solid density is estimated from the powder composition, in combination with
the theoretical densities of the individual phases. To estimate the closed porosity,
pycnometer measurements (AccuPyc II 1340 V3.00) are performed, which measures
the solid density including closed pores.

2.1.5 X-ray diffraction

Iron and its oxides are crystalline, meaning that the atoms are ordered in well defined
repetitive crystal structures. When illuminating these materials with a beam of X-ray
light, the beam will be diffracted, producing a measurable pattern of high intensity
peaks. The located (angle) of these peaks is the result of constructive and destruc-
tive interference resulting from the crystal structure of the material. The produced
interference pattern is therefore a “fingerprint” of the atoms present the material in
combination with their orientation to each other. If a material is composed of a mixture
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Figure 2.3: X-ray diffraction patterns of iron and iron-oxide powder.

of crystalline materials, the measured pattern is a linear combination of the individual
components (multiplied by their mass fraction and inherent diffraction strength). On
this principle X-ray diffraction is based. For a full description of the method and the
ways to obtain quantitative results, the reader is referred to Bish et al. [25].

For this dissertation, a Bruker D2 PHASER with LYNXEYE XE-T detector is used
(unless stated otherwise) to perform X-ray diffraction. A cobalt target is used instead
of copper, due to limited X-ray penetration depth of copper X-rays in iron-containing
samples [26]. An accelerating voltage of 30 kV in combination with a 10 mA current is
used to produce the X-rays. Each scan (coupled 2θ/θ mode) measured the diffracted
signal between 20 and 102◦ of 2θ, in steps of 0.024◦, with a measurement time of 2 s
per step. The total time for one scan is therefore around 2 hours. The samples are
continuously rotated at 10 rotations per minute during each scan, in order to avoid
effects of preffered orientation. Example patterns of both iron and iron-oxide (mixture
of magnetite and hematite) can be seen in Figure 2.3. Analysis is carried out using
the DiffracEva software equipped with the Crystallography Open Database. Semi-
quantitative peak fitting is used to determine the composition applying a first order
approximation for the background signal.

2.1.6 X-ray computed tomography

X-rays are only partially absorbed and/or reflected by a material. The amount that
passes through the material is dependent on the density of the material, the type
of atoms that make up the material, and the wavelength of the X-rays. In general,
atoms with a higher atomic number and materials with a higher density absorb and
reflect/diffract more X-rays. X-ray computed tomography employs this principle by
sending a beam of X-rays through a material and measuring a 2D image of the trans-
mitted light. By systematic rotation the sample and measuring the transmitted light,
a (virtual) 3D model can be mathematically reconstructed. A visual representation
of the method can be seen in Figure 2.4. This virtual 3D model can then show the
external as well as internal structure of the scanned object.
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Figure 2.4: Schematic representation of µCT. Adapted from Guntoro et al. [27].

The sample holder used in this work (see Figure 2.5) is based on the design of du
Plessis et al. [28]. A plastic cylinder (3 mm diameter, 5 mm height) is inserted on
top of a 100 mm length glass tube (3 mm outer diameter, 1.6 mm inner diameter).
A 0.7 mm diameter, 1 mm hole is subsequently drilled into the plastic. The resulting
powder container volume is around 0.11 mm3 (applying a 118◦ drill tip angle).

A General Electric / Phoenix Nanotom 160 NG is for the µCT-measurements. A
0.1 mm copper filter is used to reduce beam hardening effects. 1400 images were
taken distributed over a full 360◦ rotation. An accelerating voltage of 90 kV is used
in combination with a current of 170 mA. The resulting voxel size is 1.33 µm.

VG Studio MAX 2.2.3 is used for the virtual reconstruction. A Gaussian blur filter
(3 voxel standard deviation) is used to reduce the amount of noise. The defect detec-
tion module, applying the VGDefX (v2.2) algorithm, is used to determine the closed
porosity. Surface sealing is enabled to reduce particle surface noise artifacts. The
volume analyzer module is used to determine the total volume of the solid material.

Figure 2.5: Powder holder for µCT measurements. The bottom section is made of
glass, while the top part is made out of plastic.
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2.2 Microstructure of combusted iron

Although the metal energy carrier concept is relatively new, quite some research has
been performed on the combustion of iron particles. For a general overview, the
reader is referred to the work of Goroshin et al. [29]. Most experimental research
can be divided in single particle studies [30–35], small burners [36–40] and stagnant
aerosols [41–43]. The numerical research can similarly be divided in single particle
studies [44–47] and “flame” propagation models [48, 49]. The combustion process can
typically be divided in four parts: (1) ignition in the solid-state leading to a thermal
run-away and subsequent melting of the iron particle (2) combustion of the liquid
iron-oxide droplet, (3) solidification to magnetite (Fe3O4), and (4) subsequent solid
state oxidation to hematite (Fe2O3), assuming enough oxygen in the gas phase during
the combustion process.

The ignition characteristics of iron powder (occurring in the solid state) have been
studied by Mi et al. [50]. The underlying mechanism occurs in 5 steps: (1) diffusion of
oxygen to the particle surface and subsequent absorbed onto the iron particles surface,
(2) oxygen anions are incorporated into the surface oxide lattice, (3) iron cations diffuse
from the metal (or lower oxide) phase deeper in the particle into the (higher) oxide
phase closer to the surface, (4) diffusion of oxygen and iron ions through the oxide
layers, (5) reactions at the iron/oxide interfaces. Due to the fact that iron cations
have a higher diffusivity then the oxygen anions, the process is mainly dominated by
outward diffusion of iron cations. The mechanism indicates that a larger surface area
results in a faster ignition process and therefore possibly a thermal run-away at lower
temperatures (i.e., a lower auto-ignition temperature).

After thermal run-away occurs, the particle quickly melts and the adsorption and
internal diffusion in the liquid phase greatly increase. The process becomes domi-
nated/controlled by external diffusion and convection of the oxygen towards the par-
ticle surface [49]. An initial rapid oxidation (first stage) up to one-to-one iron-oxygen
molar ratio in the droplet is subsequently followed by a slower second stage oxidation.
This second stage is most likely dominated by internal diffusion of oxygen in the iron-
oxide melt [30]. When the oxidation has sufficiently slowed down, the particle starts
to cool-down to below the melting temperature of magnetite, after which solidification
occurs. A phase diagram of the iron-oxygen system can be seen in Figure 2.6.

Results from iron rod combustion indicate that the iron-oxide melt might contain more
oxygen (and even nitrogen) then is required for formation of stoichiometric hematite
(Fe2O3) [51]. Furthermore, hematite is unstable at these high temperatures. There-
fore, the iron-oxide melt will solidify to magnetite (Tmelt = 1582 ◦C) and the excess
oxygen is expelled into the gas-phase (forming O2). The production of this gaseous
oxygen is thought to be one of the causes of the typically observed micro-explosions,
resulting hollow shells, and particles with internal closed pores [21, 31–33, 52]. Other
causes are evaporation of iron (similar to the process described byWainwright et al. [53]
for combustion of Al:Zr composite powders) and shrinkage cavities, similar to those
observed in metal casting [54]. Figure 2.7a shows an example of the dendritic/lobe-
shaped structure of the internal closed void after solidification. Similar shapes were
observed from the µCT-scan (Figure 2.10).
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Figure 2.6: Phase diagram of the Fe-O system. Adapted from Choisez et al. [21].

After further cooling, the hematite phase becomes stable (T ≤ 1457 ◦C) and solid
state oxidation from magnetite to hematite occurs, provided sufficient temperature
and oxygen. Zheng et al. [55, 56] found that this oxidation first occurs at the surface,
producing a hematite shell with plate-like structures. These plates can also be seen
in Figure 2.7a, where the particle is covered in many crystal grains, with visible grain
boundaries separating them. These crystals also seem to have preferred orientation,
indicated by the parallel aligned grain boundaries. After the surface is fully oxidized,
hematite plates grows inwards along existing magnetite grain boundaries as well as
along preferred crystalline orientations in the magnetite matrix. Choisez et al. [21]
showed the presence of these internal hematite plates in combusted iron using electron
backscatter diffraction (EBSD) on cross-sections of combusted powder (Figure 2.8).

Since the conversion to hematite can only occur in the solid-state, the temperature
and oxygen concentration during the cooling down period of the powder will deter-
mine the amount of hematite formed. Single particle experiments and small burners
(where the burning particles are exposed directly to room temperature) will therefore
predominantly produce magnetite particles (as in [37]), while drop tube experiments
and larger burners with incorporated cyclones will lead to more hematite being formed
(as in [21, 57]). This is of great importance for the reduction process, since it is known
that mixtures of magnetite and hematite reduce faster then either pure magnetite
or hematite due to the formation of crystalline defects during reduction, acting as
nucleation sites and promoting solid-state diffusion of iron atoms [58, 59].
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(a) Crushed powder (b) Graphical representation of crystal structure [60]

Figure 2.7: Scanning electron images of combusted powder and graphical represen-
tation of the underlying atomic structure of the particle. The lines on
surface of the particles correspond to grain boundaries between crystals.

Furthermore, grain boundaries are known to be the prime locations where reactions
take place due to their inherent meta-stable atom positions [61]. It is also well-known
that the average grain size, and therefore the amount of grain boundaries, is influenced
by the cooling rate of the material (faster cooling typically leads to smaller grains).
This means that powder which is quenched after combustion might reduce faster.

Finally, cracks are commonly found in combusted iron particles. It is however found
that these cracks propagate through existing hematite crystals, indicating that they
form after the combustion process is (almost) complete [21]. The cracks are therefore
most likely caused by particle collisions during the capturing or from the handling and
preparation of the samples for SEM measurements.

Figure 2.9 shows a 3D reconstruction and a top-view cross-section of combusted iron

Figure 2.8: EBSD result of a cross-section from a combusted iron particle showing the
hematite plates (a) image quality map, (b) phase map, and (c) crystal
orientation map. Adapted from Choisez et al. [21].
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powder (≈ 0.33 mg), measured using µCT scanning. From the cross-section it can
be observed that nearly all particles contain internal voids after combustion. Some
bright particles can also be observed, most likely consisting of ferrite (Fe). The total
solid volume was estimated to be around 0.063 mm3. The ferrite particles accounted
for around 1.4 vol% of this solid volume. Assuming a poured random packing fraction
(ε = 0.39), the internal porosity of the powder εp is estimated to be 9.6 %. This
internal porosity can furthermore be split into a closed fraction (≈ 0.6%) and an open
fraction (≈ 9%). These porosities match well with results obtained using a measuring
cylinder, in combination with pycnometer and X-ray diffraction measurements.

Figure 2.10 shows a reconstruction of a single particle, containing a closed internal
void. A cutting plane is used to virtually remove the top half of the particle. A
dendritic pore structure can be observed, similar to that in Figure 2.7a. The internal
void can be estimated to occupy around 6.63% of the particle’s volume.

Figure 2.9: 3D reconstruction (left) and a top-view cross-section (right) of combusted
iron powder. The circles in the cross-section mark bright particles, which
most consist of iron (ferrite), while the arrows indicate some internal voids.

(a) Single particle (b) Solid phase (c) Internal void

Figure 2.10: 3D reconstruction of a single particle containing a closed internal void.
A cutting plane is used to make the top half of the particle transparent.
The void is colored orange, while the solid material is colored gray.
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2.3 Influence of impurities

The previous section, describes the typical combustion of high purity iron particles
(> 99 wt% Fe). However, during the analysis of the powders used and produced in
upcoming chapters, peculiar particles were occasionally observed during SEM mea-
surement. Some examples are presented in Figure 2.11. The odd morphology of the
particles is most likely the result of high local concentrations of impurities.

Although the high iron combustion temperature (Tadiabatic = 1956 ◦C) results in evap-
oration of many species, Choisez et al. [21] did find impurities being preserved in the
powder during the combustion process. The results indicated that carbon and sulfur
largely evaporate (and most likely oxidize) during combustion, while concentrations
of nickel and copper stay nearly constant. Species like manganese, molybdenum and
chromium only slightly decrease during combustion. The preserved components might
affect the subsequent reduction process.

Shao et al. [62] found that the reduction of magnetite particles can be improved by
coating the particles with magnesium-oxide MgO. The main reason is the reduced
sticking tendency of the particles and therefore extended fluidization and reduction
time. Similarly effect are found for CaO, SiO2, NiO, and Al3O3 [14, 17, 18, 63].
In chemical looping combustion, Fe-Ti materials are often used, since (1) they show
higher reactivity and stability then hematite and (2) ilmenite (FeTiO3) is a naturally
occuring mineral and therefore relatively easy to obtain [64].

Most studies, however, mention impurity concentrations exceeding > 1 wt%, while in
this work the concentration is typically in the order of 0.1 − 1 wt%. In the follow-
ing chapters the effect of these impurities on the kinetic, sintering and fluidization
measurements are therefore assumed negligible.

Figure 2.11: SEM images of peculiar “combusted iron” particles.
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Parts of this chapter are published in: C.J.M. Hessels et al. Powder Technology,
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Background image: scanning electron microscope image of iron particles regen-
erated (reduced) with hydrogen at 700 ◦C.
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Abstract
Hydrogen reduction of iron oxide fines, produced by iron combustion, were in-
vestigated using thermogravimetric analysis (TGA). Isothermal reduction exper-
iments were conducted at a temperature range of 400-900 ◦C and at hydrogen
concentrations of 25-100 vol%. Scanning electron microscopy (SEM) showed that
the morphology of the reduction products depends on the reduction temperature
but not on the hydrogen concentration. Reduction at higher temperatures lead
to larger pore sizes. Based on an extended Hancock-Sharp “lnln”-method the
appropriate gas-solid reaction models are determined, suggesting that the re-
duction can be described by a single-step phase boundary controlled reaction at
temperatures below 600 ◦C, whereas a multistep mechanism is required for the
description of reactions at higher temperatures.

3.1 Introduction

Many experimental studies have been reported to investigate the reaction mechanism
and kinetics of direct iron reduction by hydrogen. Some representative references
are listed and compared in Table 3.1. The majority of these studies were based on
naturally found iron ores. Wei et al. [65], for instance, used limonite ore obtained
from Taiyuan Heavy Industry CO., Ltd. (China). They found that the reduction of
hematite ore (Fe2O3) to metallic iron (Fe) in their rotary drum reactor was controlled
by one-dimensional formation and growth of nuclei below 850 ◦C, while at 900 ◦C the
reaction was mixed controlled with diffusion limiting the reaction in the final stages
of the reduction. They found that the activation energy of the reduction process
(described by a single step reaction) was 51 kJ/mol. Elzohiery et al. [66] used taconite
ore fines (20-53 µm) of the Mesabi range (U.S.) in their high temperature (1150-
1350 ◦C) drop tube reduction experiments. They found that they could reduce their
samples within several seconds and the conversion rate could best be described by one
dimensional nucleation and growth with an activation energy of 193 kJ/mol. They
also found that reduction had a first-order dependency on the hydrogen concentration.
In their case, the effect of particle size was found to be negligible within their studied
range. Similar type of experiments (high temperature drop tube) were also performed
by Qu et al. [67] but using a different type of ore (with a similar particle size). They
found that their experimental results could best be described by a 3D phase boundary
reaction (shrinking core model). The apparent activation energy of this reaction was
270 kJ/mol in the temperature range 1277-1477 ◦C. Kuila et al. [68] used Indian
magnetite ore from Pokphur in the Kiphere district of Nagaland. Their experiments
showed that the reduction of these fines (75-180 µm) between 700-1000 ◦C took place
in two stages. The magnetite is first reduced to wüstite and afterwards the wüstite is
further reduced to metallic iron. The activation energies of the two stages were found
to be 42 and 55 kJ/mol, respectively. Spreitzer and Schenk [69] performed reduction
experiments on four different kinds of ores in the temperature range 600-800 ◦C. They
used a combination of three parallel nucleation and growth models, which were able to
describe all four different ores. However, the calculated apparent activation energies
varied in the range 15-60 kJ/mol depending on both the type of ore and the degree
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of reduction. Piotrowski et al. [70] reduced fine (91 µm mean diameter) hematite
powder (PEA Ridge Iron Ore Co.) to wüstite in the range of 700-900 ◦C. They
found that the reduction could best be described by a nucleation and growth model
for the initial stage of the reduction, which later switched to a 1D diffusion model.
The nucleation and growth model had an apparent activation energy of 58 kJ/mol.
Morales-Estrella et al. [71] used magnetite concentrated ore from the Mesabi Range
(U.S.) and performed reduction experiments using hydrogen in the temperature range
of 400-900 ◦C. They studied both standard and activated (milled) powder. They
found that sintering occured above 700 ◦C and therefore they only derived kinetic
parameters for the temperature range of 400-500 ◦C. They found that the milled
powder (which had a smaller mean particle size) had a higher conversion rate. Their
data could be best fitted by a nucleation and growth model with an exponent of 2.5.
They concluded that lattice strain due to the milling had an effect on the apparent
activation energy, which was 70 kJ/mol for the as-received powder and 65 kJ/mol for
the milled powder.

Natural iron ores possess large variation in size, composition and impurities, giving
a partial cause to the spread in the kinetic parameters obtained in above-mentioned
studies. In contrast, some studies have been performed for (synthetic) iron oxides
with high purity. Pineau et al. [72, 73] did research on low temperature reduction
of hematite and magnetite reduction using high purity oxides (>99.8 wt% Fe). They
found magnetite reduction occurred via 1D nucleation and growth or phase boundary
reaction at temperatures below 650 ◦C, while diffusion was limiting for higher tem-
peratures (measurements where performed up to 950 ◦C). Hematite to iron reduction
was found to be best described by a nucleation and growth model below 420 ◦C, while
it is controlled by the phase boundary reaction at higher temperatures (up to 680 ◦C).
Pourghahramani and Forssberg [74] used high purity hematite concentrate and found
that the reaction occurs in a two step process (from hematite to magnetite to iron).
They analyzed the reduction using a model free method in the temperature range
350-750 ◦C. The determined apparent activation energy showed a strong dependence
on the extent of conversion, indicating a mixed control regime. Lin et al. [75] prepared
their hematite sample by precipitating a Fe(NO3)2·9H2O solution from Fisher Chem-
ical Corporation. They found that the reduction behaviour could best be described
by a two step mechanism. The hematite to magnetite reduction matched best with a
uni-molecular model (Ea=89.13 kJ/mol), while the magnetite to metallic iron matched
best with a 2D nucleation model (Ea=70.412 kJ/mol). The size of the powder used
in [72, 73] is around 1-2 µm, and was unfortunately not reported in [74, 75].

As shown in these studies, even for high purity iron oxides, the reduction kinetics
varies significantly due to the influence of macro-structure (particle size, porosity) and
micro-structure (crystalline size, vacancies, impurities), and the experimental condi-
tions (temperature, methods), as being pointed out by many peers [15, 16, 73, 76].
Due to this large spread of results in literature, there currently exists no generic kinetic
model nor fixed parameters for iron oxide reduction. New types of materials therefore
require their own kinetic measurement and analysis. The iron oxide powder for the
application of metal fuel has unique characteristics, e.g., composition, size, surface
morphology etc., for which, to the authors’ knowledge, no study has been reported yet
in literature.
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Table 3.1: Summary of kinetic studies on iron oxide reduction by hydrogen in litera-
ture. RD = rotary drum reactor, DT = drop tube reactor, FB = fluidized
bed reactor, and TGA = thermogravimetric analyzer

Source Material Size
(µm)

Reaction step T ( ◦C) Model Ea
(kJ/mol−1)

Reactor

[65] Limonite ore 44-89 Fe2O3 → Fe 700-900 1D nucleation and growth
+ diffusion of oxygen in
the dense iron layer

51 RD

[66] Taconite ore 20-53 Fe3O4 → Fe 1300-
1550

1D nucleation and growth 193 DT

[67] Hematite ore 45-125 Fe2O3 → Fe 1375-
1475

Diffusion of Fe3+-ions in
the liquid product layer

156 DT

[68] Magnetite ore (Pokphur) 75-180 Fe3O4 → Fe 700-1000 Pore diffusion kinetics 42 & 55 TGA
[69] Hematite & limonite ore 250-500 Fe2O3 → Fe 600-800 Nucleation and growth

model
15-60 FB

[70] Hematite ore (PEA Ridge
Iron Ore Co.)

91 Fe2O3 → FeO 700-900 Nucleation and growth +
diffusion controlled

58.13 TGA

[71] Magnetite ore (Mesabi
Range, USA)

4-40 Fe3O4 → Fe 400-900 Nucleation and growth 65-70 TGA

[72] Hematite powder (Merck) 1-2 Fe2O3 → Fe3O4 220-680 Nucleation and growth +
phase boundary reaction

76 TGA

[72] Hematite powder (Merck) 1-2 Fe3O4 → Fe 220-680 Nucleation and growth +
phase boundary reaction

39-88 TGA

[73] Magnetite powder 1-2 Fe3O4 → Fe 210-950 Diffusion 44-200 TGA
[74] Hematite concentrate

(LKAB)
- Fe2O3 → Fe 350-750 - 70-166 TGA

[75] Hematite concentrate - Fe2O3 → Fe3O4 21-900 1D nucleation and growth 89 TGA
[75] Hematite concentrate - Fe3O4 → Fe 21-900 Nucleation and growth 70 TGA

This work therefore aims to derive the reduction kinetics of iron oxides using hydrogen
with respect to this aforementioned metal fuel application. The iron oxides studied
are direct products of iron combustion. The conversion rate of the powders is studied
using isothermal thermogravimetric experiments at temperatures between 400-900 ◦C
and hydrogen concentrations of 25-100 vol%. The weight loss of the powder is recorded
and converted into a conversion rate. Based on an extended Hancock-Sharp “lnln”-
method [77] the appropriate gas-solid reaction models are determined, which are then
fitted to the experimental data to obtain the kinetic parameters.

This chapter is organized as follows: First, the materials and methods used are de-
scribed, after which the kinetic analysis strategy is explained. Subsequently, the
experimental results are given, followed by the kinetic analysis of these results and
conclusions of the presented work.

3.2 Materials and methods

3.2.1 Materials

The iron oxide powder used in this study is produced by combustion of high purity
(99 wt% Fe) iron powder from CNPC Powder (CNPC-FE400) in a cyclonic burner
developed by T. Spee during his master’s graduation project [78]. The exact combus-
tion process is still a topic of active research [30–33, 36–40, 42, 43, 45, 49, 57], but
the general idea is that during the combustion process the iron powder melts and the
molten iron droplets react with oxygen. They solidify in the burner exhaust and are
captured using a cyclone. As a result, the iron oxide powder consists of predominantly
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Figure 3.1: SEM images of the high purity iron powder before the combustion process.

Figure 3.2: SEM images of the iron oxide powder after the combustion process.

spherical particles. SEM images (made with a FEI Quanta 600) of the powder before
and after combustion can be seen in Figures 3.1 and 3.2, respectively. The particle size
distribution of the combusted powder, determined using the laser diffraction method
(Malvern Mastersizer 2000), is given in Figure 3.3. The specific surface area, estimated
from this particle size analysis, is 330 m2/kg. The bulk density was estimated using
a measuring cylinder to be 3287 kg/m3, resulting in a particle density of 5193 kg/m3,
assuming close random packing.

X-ray powder diffraction showed that the oxide powder consisted of about 40 wt.%
hematite (Fe2O3), 58 wt.% magnetite (Fe3O4). The other 2 wt.% is made up of
traces of wüstite (FeO) and iron (Fe). Due to the high purity of iron powder used
in the combustion process (99 wt.% Fe), no other minerals are present in noticeable
amount.

3.2.2 Thermogravimetric analyzer

TGA measurements are conducted using a thermogravimetric analyzer as seen in Fig-
ure 3.4. The setup was initially developed in the work of Coenen et al. [79]. It consists
of an aluminum-oxide crucible (5 mm inner diameter, 10 mm height and 1 mm wall
thickness), suspended within a quartz tube, which in turn is surrounded by electric
heating elements. The quartz tube is on the top connected to a micro-balance (CI-
Precision MK2-5M) with a sensitivity of 0.1 µg, from which the crucible is suspended
using a titanium wire. A flow of nitrogen is supplied from the balance side, to prevent
reactive gases from entering the balance. On the bottom side of the quartz tube, a
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Figure 3.3: Particle size distribution (volume based) of combusted iron powder used
in this research.
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Figure 3.4: Schematic diagram of the thermogravimetric analyzer [79].

mixture of reducing and non-reducing gases can be supplied. All mass flows are con-
trolled by Bronkhorst mass flow controllers (MFC). A thermocouple (type K) is placed
just below the crucible, to measure the local temperature and to control the heating
elements.
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3.2.3 Experimental procedure

A cyclic reduction-oxidation (redox) experiment is carried out to investigate the cyclic
behavior of combusted iron powder. More information on this experiment can be
found in Appendix A.1. The results indicate that degradation of the powder occurs
over multiple (redox) cycle. Therefore, individual isothermal reduction experiments
are carried out to determine the reduction kinetics.

During each experiment the crucible, filled with around 150 milligram of iron oxide
powder, is placed in the setup and is heated at a controlled rate of 20 ◦C per minute.
During heat-up, nitrogen is supplied, with a flow rate of 0.5 NLPM (reference con-
ditions: 0 ◦C and 1 atm) to prevent the powder from further oxidizing. When the
required temperature is reached, the flow is switched to a set mixture of hydrogen and
nitrogen. The mass flow rates during these experiments, where: 0.48 NLPM H2 and 0
nl/min N2 for the 100 vol% H2 experiments, 0.4 NLPM H2 and 0.4 NLPM N2 for the
50 vol% H2 experiments, and 0.15 NLPM H2 and 0.45 NLPM N2 for the 25 vol% H2
experiments. After the set reduction time is reached, the powder is cooled down (also
20 ◦C/min), again in a nitrogen environment (0.5 NLPM). During the entire process,
the flow rates of the gases, the temperature and the mass of the crucible are recorded
each second. The crucible is also weighed before and after the experiment, both with
and without powder. The conversion of the powder at any time is defined as:

X(t) = m0 −m(t)
m0 −m0→Fe

, (3.1)

where m0 is the original mass of the powder, m(t) is the recorded mass at time t and
m0→Fe is the theoretical mass of the sample assuming full conversion to metallic iron
(using an initial composition of 40 wt.% Fe2O3, 58 wt.% Fe3O4 and 2 wt.% Fe).

3.2.4 Kinetic analysis approaches

In general, the conversion rate of a gas-solid reaction can be defined as:
dX

dt
= kapp(T )f(X), (3.2)

in which kapp(T ) contains the temperature dependency of the conversion rate (constant
in an isothermal experiment) and f(X) is a function describing the influence of the
conversion extent on the conversion rate. Rate constant kapp(T ), often follows the
Arrhenius equation:

kapp(T ) = kapp,0 exp
(
− Ea

RT

)
, (3.3)

with R the universal gas constant, kapp,0 the pre-exponent factor and Ea the apparent
activation energy. kapp,0 and Ea and f(X) are together also known as the kinetic
triplet of gas-solid reactions.

Three common methods exist for extracting the kinetic parameters, each having its
own respective advantages and disadvantages. These methods are (1) the model fitting
method, (2) the isoconversional method and (3) the “lnln” method. The methods are
briefly described below.
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Table 3.2: Mathematical models describing the conversion rate dependency on the
conversion.

Model Abbreviation g(X)

Internal diffusion controlled IDM 1− 3(1−X)2/3 + 2(1−X)
Phase boundary controlled PBC 1− (1−X)1/3

Nucleation and growth NAG − ln(1−X)1/n

Different mathematical expressions exist for f(X) based on theoretical kinetic models.
Moreover, by integrating Equation 3.2 in time we obtain:

g(X) =
∫ X

0

1
f(X)dX = kapp(T ) · t (3.4)

The most common expressions for g(X) for gas-solid reactions of spherical particles
are given in Table 3.2.

From Equation 3.4 we can conclude that by plotting g(X) as a function of time,
we should obtain a straight line, assuming the correct kinetic model is used. Linear
regression can thus be used to decide which model best describes the experimental
data. This method is often referred to as the model fitting method.

This method however is often also criticized, since multiple models might have a
similar shape. This can be observed in Figure 3.5 in which the diffusion model, the
phase boundary model and the 1D nucleation and growth model show a similar shape.
Fitting any of these models to experimental results may result in a satisfying fit,
especially when taking measurement errors into account.

Isoconversional methods overcome this issue by deriving a value for the activation
energy as function of the reduction degree. Assuming that the controlling mechanism
is not dependent of temperature, at a given value of X, f(X) is constant. Therefore,
by performing multiple experiments at different temperatures, Ea can be derived as
function of conversion X. A drawback of this method is that it can only be used
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Figure 3.5: Characteristic shapes of mathematical models g(X) of Table 3.2.
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Figure 3.6: Avrami exponent n as function of conversion extent X for the different
mathematical models g(X) of Table 3.2.

to derive a value for the activation energy if f(X) does not change as function of
the temperature. In the case of mixed controlled reactions (both mass transfer and
reaction kinetics are of importance), this assumption usually does not hold (since they
scale differently with temperature). The same holds when the reaction consists of
multiple reaction steps with intermediate species.

The third method for analyzing gas-solid reaction was developed by Hancock and
Sharp [77]. They noticed that, when only taking into account the data between 0.15 <
X < 0.5 all common kinetic models (f(X)) could also be described by the nucleation
and growth model, if the value of n is used as a fitting parameter (instead of the
traditionally used integer values). They suggested to determine the value of n by
plotting ln (− ln (1−X)) vs ln(t), since the result would give a straight line with a
slope of n:

g(X) = − ln (1−X)1/n = kapp(T ) · t (3.5)
ln (− ln (1−X)) = n · ln (kapp(T )) + n · ln(t) (3.6)

d ln (− ln (1−X))
d ln(t) = n (3.7)

Based on the value of n, a suggestion can be made on whether the reaction is reaction
or diffusion controlled. A drawback is that one only fits their model to the conversion
between 0.15 and 0.5, neglecting data outside that range.

It is well known that the reduction of iron oxides consist of multiple step reac-
tions [72]:

Fe2O3 → Fe3O4 → Fe (below 570 ◦C)
Fe2O3 → Fe3O4 → FeO → Fe (above 570 ◦C)

Due to the drawbacks of the first two methods (especially in the case of multi-step
reactions), in this study, an extended version of the Hancock and Sharp method is
used in combination with the model fitting method to analyze the reduction behavior
of the oxides. Instead of plotting ln (− ln (1−X)) vs ln(t), the value of n (often called
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the Avrami exponent) is plotted as a function of the conversion X. The resulting
curves for the various mathematical models in Table 3.2 are plotted in Figure 3.6.

Comparing Figures 3.5 and 3.10 it is observable that models in Figure 3.5 with a
similar shape are now well distinguishable.

3.3 Experimental results

Isothermal TGA tests were performed at different temperatures between 400-900 ◦C
and between 25 and 100 vol% H2.

3.3.1 Morphological observations

Figure 3.7 shows electron microscope images of the powder after reduction at different
temperatures. Different hydrogen concentrations did not lead to differences in the
morphology of the sponge iron formed. Therefore, all SEM images presented are from
powder reduced at 50 vol% H2. Compared to the original oxides as seen in Figure 3.2,
it can be observed that the powder becomes porous in all reduction experiments. The
pore structure, in particular the average pore size, differs between experiments at
different temperatures. As the reduction temperature increases, the number of pores
decreases, but the pore size increases. This observation matches with the findings
of Turkdogan and Vinters [80]. An important effect is that the pore surface area
decreases when the pore structure becomes coarser. This suggests that the effective
surface area of the produced sponge iron particles reduces with increasing reduction
temperature.

It should be noted that, although swelling and shrinkage of particles has been men-
tioned in literature [81, 82], no clear sign of particle size change can be identified in
the SEM images.

Furthermore, at temperatures above 500 ◦C, agglomeration of the powder was found
to occur in the experiments. As temperature increased, this effect gradually became
stronger. This agglomeration might have to do with the formation of wüstite as an
intermediate species, which is only stable above 570 ◦C.

3.3.2 Reduction behavior

Figure 3.8 shows the evolution of conversion extent of iron oxide for different tempera-
tures and hydrogen concentrations. Each graph represent experiments performed at a
fixed temperature, where each line in the graphs represents an experiment at a specific
hydrogen concentrations. The line markers are only used for visualization purposes,
since the weight of the samples is recorded at each second during each experiment.
In each graph, reference lines are added to show at which points there would be full
conversion to magnetite (dashed), wüstite (dotted) and metallic iron (dash-dotted),
ideally if the reactions take place step-by-step. If any of the intermediate reactions
(Fe2O3 → Fe3O4, Fe3O4 → FeO or FeO → Fe) would take place at a much faster
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3(a) 400 ◦C. (b) 500 ◦C. (c) 600 ◦C.

(d) 700 ◦C. (e) 800 ◦C. (f) 900 ◦C.

Figure 3.7: Scanning electron microscope images of iron oxide after reduction at var-
ious temperatures. Note that there are small differences in the magnifica-
tion used in the images.

reaction rate compared to the subsequent ones, a clear change in the conversion rate
would be observed when the reference lines are crossed. Since no clear transition can
be observed, this conclusion cannot be drawn.

It can be observed that at all temperatures a higher hydrogen concentrations leads
to a faster conversion rate, as expected. Only for reduction at 800 ◦C the effect of
hydrogen concentrations is different. Initially, a higher hydrogen concentration leads
to higher conversion in the same amount of time. However, when the experiment is
ran for longer time we observe that the conversion extent at 100 vol% H2 stagnates,
while for 50 vol% H2 it keeps increasing. After 70 minutes, the powder reduced at
50 vol% H2 reaches a higher conversion than reduction at 100 vol% H2. This effect
is not observed in the other experiments. A possible explanation for this is that of
strong agglomeration occurring, coincidentally leading to this effect.

When comparing reduction curves at different temperatures (with fixed hydrogen con-
centrations) we can observe that the initial conversion rate increases with tempera-
ture. However, while at reduction experiments between 400-600 ◦C the curves seems
to “smoothly” reach to a full conversion, at higher temperatures (700-900 ◦C) a dis-
tinct transition is observable. Initially the conversion rate is fast, but starting from a
conversion extent of 0.5-0.6, the conversion rate sharply decreases. In some cases, full
conversion is not even reached within the 2 hour time frame of the experiments. Simi-
lar observations have been reported in other studies. Piotrowski et al. found a similar
decrease in conversion rate [70]. They suggested that the sharp decrease was due to
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solid state diffusion becoming the limiting factor. Their suggestion agrees with the
model of Qu et al. [83], in which solid state diffusion of oxygen becomes rate-limiting
in the later stage of the reduction.

Another possible explanation for this transition might be agglomeration of the pow-
der. As mentioned before, agglomeration of the powder took place at experiments
between 600-900 ◦C. This agglomeration might hinder mass transfer of hydrogen be-
tween particles and thus decrease the conversion rate. Similar agglomeration effects
were observed by Morales-Estrella et al. [71]. For the case of 900 ◦C and 100 vol% H2,
the conversion rate goes above 1. This is most likely the result of an error in the weigh-
ing of the powder or of the initial composition. A noteworthy effect of this decrease in
conversion rate is that full conversion (X = 1) is reached faster at low temperatures
(400-600 ◦C), than at higher temperatures (700-900 ◦C).
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(b) Reduction at a temperature of 500 ◦C.
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(c) Reduction at a temperature of 600 ◦C.
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(d) Reduction at a temperature of 700 ◦C.
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(e) Reduction at a temperature of 800 ◦C.
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(f) Reduction at a temperature of 900 ◦C.

Figure 3.8: Influence of hydrogen gas concentration on iron oxide reduction at tem-
peratures of 400-900 ◦C. The weight of the sample is measured at every
second, which means that the markers are only added for visualization
purposes. The black dashed, dotted and dash-dotted horizontal lines in
the figure represent 100% conversion to magnetite, wüstite and metallic
iron, respectively, if the reactions take place step-by-step.
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3.4 Kinetic results

3.4.1 Model selection

The result of the standard model fitting method for the cases of 500, 600 and 700 ◦C
can be seen in Figure 3.9. Using these cases as an example, we can observe two
issues with using solely this method. In the case of 500 ◦C both the phase boundary
controlled model and the nucleation and growth model (n ≈ 1.09) seem to fit the
experimental result equally well. The selection of the correct kinetic mechanism is
therefore up for interpretation. For the cases of 600 and especially 700 ◦C, none of
the models fit the experimental data well, suggesting that a multistep mechanism is
required.

To better understand the reaction mechanism, the extended Hancock and Sharp
method explained in Section 3.2.4 is used to further analyze the experimental re-
sults and to improve the interpretation of the model fitting method. Figure 3.10
shows the Avrami exponent for the cases of 500, 600 and 700 ◦C. For the 500 ◦C
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(a) Fitting results at 500 ◦C and 25 vol% H2.
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(b) Fitting results at 600 ◦C and 50 vol% H2.
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(c) Fitting results at 700 ◦C and 25 vol% H2.

Figure 3.9: Fitting results using the model fitting method.
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case, it can clearly be observed that the data follows the phase boundary controlled
model almost perfectly. The deviation of the experimental results at high conversion
(X > 0.8) is due to small measurement errors in the sample weight and initial compo-
sition. The deviation at low conversion (X < 0.05) is most likely due to the conversion
of hematite to magnetite. This step is generally known to be significantly faster than
the magnetite to iron reaction. However, since this conversion happens early on in the
experiment, it is intertwined with stabilization of the hydrogen-nitrogen gas ratio. It
is therefore difficult to obtain good kinetic data for this reduction step. The rest of
the reaction follows a simple phase boundary reaction, often referred to as a reaction
controlled shrinking core model. The low temperature experiments (400 and 500 ◦C)
can therefore be evaluated by fitting a single phase boundary reaction:

X = 1− (1− kapp · t)3 (3.8)

Evaluating the cases of 600 ◦C and 700 ◦C, it can be observed that the experimental
data does not solely follow any of the single step analytical models. A clear transition
can be observed at X ∼ 0.1 and X ∼ 0.5. This suggests a multi-step reaction mecha-
nism is required to describe the reduction behavior at these higher temperatures.

3.4.2 Multi-step mechanism

To analyze the higher temperature reactions, a multi-step mechanism is required, to
account for the intermediate species. Defining our initial masses of hematite, mag-
netite, wüstite and iron as mH,0, mM,0, mW,0 and mF,0, respectively, and setting up
the conservation of mass, we can define our masses at any time as:

mH = mH,0(1−XH) (3.9)

mM =
(
mM,0 + 2MM

3MH
mH,0XH

)
(1−XM) (3.10)

mW =
(
mW,0 + 3MW

MM

(
mM,0 + 2MM

3MH
mH,0XH

)
XM

)
(1−XW) (3.11)

mF = mF,0 + MF

MW

(
mW,0 + 3MW

MM

(
mM,0 + 2MM

3MH
mH,0XH

)
XM

)
XW (3.12)

in whichMi stands for the molar masses of the different species andXi is the conversion
of intermediate reaction step. For each of these conversions, we can again choose the
models listed in Table 3.2. The fractions 2/3 and 3/1 result from the stoichiometry
between the different oxides (Fe2O3 to Fe3O4 and Fe3O4 to FeO, respectively). The
total conversion (which we measure experimentally) can then be defined as:

Xtot = mtot,0 −mtot

mtot,0 −mtot,inf
(3.13)

in which mtot is the summation of the masses of hematite, magnetite, wüstite and iron
and the subscripts 0 and inf stand for initial mass and mass after full conversion (all
Xi are 1).
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(a) 500 ◦C and 25 vol% H2. The phase bound-
ary controlled model (PBC) matches best
with the data.
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(b) 600 ◦C and 50 vol% H2. Between 0.1 <
X < 0.4 data matches with the phase
boundary reaction. Between 0.6 < X <
0.8, n decreases sharply. None of the mod-
els will therefore be able to correctly de-
scribe the entire reaction.
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(c) 700 ◦C and 25 vol% H2. Between (0.15 <
X < 0.5) the data matches with the
phase boundary reaction. Afterwards, the
value of n drops significantly and does not
match any of the models.

Figure 3.10: Exponent n as a function of conversion X for various temperatures.

To select the correct combination of models, the following assumptions are made:

• The reactions occur via a shrinking core principle, where the reaction leaves a
shell of “lower” oxide and the reaction fronts travel inwards.

• In the case of an internal diffusion model, the diffusion of hydrogen towards
the reaction front is limiting and the concentration of hydrogen goes to the
equilibrium concentration when approaching the reaction front. This means that
only the first reaction step (hematite to magnetite) can be diffusion limited, with
subsequent reactions (with reaction fronts closer to the surface of the particle),
being only nucleation and growth or phase boundary controlled.
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(a) Model fitting results of 4 different combi-
nations of models, using a multistep mech-
anism.

0 0.2 0.4 0.6 0.8 1
Conversion X

0.5

1

1.5

2

A
vr

am
i e

xp
on

en
t n

Experiment

IDM+NAG+PBC  | R2 = 0.14976

PBC+PBC+NAG | R2 = -0.02786

PBC+NAG+NAG | R2 = 0.14074

IDM+NAG+NAG  | R2 = 0.14506

(b) Avrami exponent as a function of reduc-
tion degree.

Figure 3.11: Fitting results at 600 ◦C and 100 vol% H2 using multistep kinetics. The
legend describe the model combinations used for XH, XM and XW.

• Each reaction (Xi) can be described by one of the models from Table 3.2.

Different combinations of models are tested and the resulting fits are compared in
both the conversion versus time as well as the “Avrami exponent” versus conversion
graph. The results for higher temperature cases (600-900 ◦C) and 100 vol% H2 are
presented in Figures 3.11-3.14. The coefficients of determination (R2) are mentioned in
the legend of the figures. It should be noted that the fitting occurs in the X, t-domain,
while the Avrami exponent graph aids in selecting the correct model. Comparing the
results, the conversion versus time graphs show all models fitting roughly equally well,
as illustrated earlier. However, when looking at the Avrami exponent over conversion
graphs, the models show more differences. The model that seems to fit all cases best,
is the “PBC+NAG+NAG” model, meaning that the hematite to magnetite reaction
is controlled by a phase boundary reaction, while the magnetite to wüstite and the
wüstite to iron reaction are dominated by nucleation and growth.

3.4.3 Kinetic parameters

Using the models selection, the apparent reaction rates and nucleation and growth
exponent can be determined. The apparent reaction rate can however be separated in
the influence of the hydrogen and water vapor concentration and the influence of the
temperature on the conversion rate:

kapp(T,CH2 , CH2O) = kapp(T ) · (CH2 − CH2O/K)m , (3.14)

in which kapp(T,CH2 , CH2O) is the apparent reaction rate from Equation 3.8 in s−1,
K is the equilibrium constant of the reaction and CH2 and CH2O are the hydrogen
and water vapor concentration in the gas phase in mol/m3, respectively. Due to the
relatively high hydrogen flow rates used in these experiments compared to the little
amount of powder, the influence of water vapor can be neglected (CH2O ≈ 0).
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Figure 3.12: Fitting results at 700 ◦C and 100 vol% H2 using multistep kinetics. The
legend describe the model combinations used for XH, XM and XW.
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Figure 3.13: Fitting results at 800 ◦C and 100 vol% H2 using multistep kinetics. The
legend describe the model combinations used for XH, XM and XW.

It should be noted that the apparent reaction rate can also be dependent on the particle
size dp. However, since all measurements are performed with the same particle size
distribution, this influence can not be extracted from the data presented here.

In the case of 500 ◦C (single phase boundary reaction) the dependency of the reac-
tion on the hydrogen concentration appeared to have an order of 1.4 (exponent m in
Equation 3.14), as can be observed from the slope in Figure 3.15.

For higher temperatures, the resulting gas dependency of each reaction step is shown
in Figure 3.16. It should be noted that for the experiments of 600 and 800 ◦C, only two
data points are available and as such care should be taken in interpreting the results.
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Figure 3.14: Fitting results at 900 ◦C and 100 vol% H2 using multistep kinetics. The
legend describe the model combinations used for XH, XM and XW.
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Figure 3.15: Logarithmic graph of apparent reaction rate versus hydrogen concen-
tration at 500 ◦C. Linear regression is used to determine the reaction
dependency on hydrogen concentration.

However, the gas dependency of apparent reaction rate seems to be in the order of 1-2.5
for most cases, except for the experiment at 800 ◦C. Looking back at Figure 3.8e, we
can see that the conversion at 800 ◦C and a 100 vol% hydrogen environment completely
stagnates after 40 minutes and does not further increase. This is most likely due to
severe sintering occurring. Therefore this experiment was assumed to be faulty and
the accompanied kinetic data is neglected. For the gas dependency for 400 and 800 ◦C,
the results of 500 ◦C and the mean of 700 and 900 ◦C are assumed, respectively. A
summary of the kinetic parameters obtained are presented in Table 3.3.

Since the exponent of the nucleation and growth model for both the magnetite to
wüstite and the wüstite to iron reaction change as function of temperature, as can be
seen in Table 3.3, it is impossible to derive a meaningful activation energy for these
reactions. As mentioned before, since the hematite to magnetite reaction occurs early
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Table 3.3: Apparent reaction rate, nucleation and growth exponent n and gas order
m resulting from the single step (400-500 ◦C) and multistep (600-900 ◦C)
analysis.

T [◦C] Xtot (PBC)
kapp(T ) m

400 3.41E-06 1.421

500 1.30E-05 1.42
XH (PBC) XM (NAG) XW (NAG)
kapp(T ) m kapp(T ) n m kapp(T ) n m

600 1.54E-04 1.55 1.65E-04 1.15 1.52 0.89E-04 0.86 1.79
700 3.61E-04 1.49 5.12E-04 1.2 1.32 0.93E-04 0.36 2.23
8002 2.62E-04 23 2.62E-04 1.09 1.53 2.62E-04 0.42 2.333

900 2.45E-04 2.48 8.25E-04 0.97 1.68 2.65E-04 0.45 2.43
1 The gas dependency at 400 ◦C is assumed equal to that at 500 ◦C.
2 The kinetic parameters are based solely on the 50 vol% H2 experiment.
3 The gas dependency at 800 ◦C is based on the mean gas dependency of 700 and 900 ◦C.

on in the experiment, it is intertwined with the stabilization of the hydrogen-nitrogen
gas ratio and therefore no activation energy is determined.

These results described in this work provide an initial understanding in the reduction
of combusted iron particles. More research is required to investigate the influence of,
among others, particle size and water vapor concentration.

To investigate the reduction behavior of combusted iron powder with hydrogen at
higher temperatures, trial experiments (900-1100 ◦C) in a high temperature drop
tube furnace are performed. The results are presented in Appendix A.2. The results
indicate that reduction at these higher temperatures is possible, but the residence
times in the drop tube furnace (< 1 s) were to short to reach full conversion.
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Figure 3.16: Dependency off the apparent reaction rates on the gas concentration for
the elementary reaction steps of the high temperature multistep model.
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3.5 Conclusions

The reduction kinetics of iron oxides fines by hydrogen was investigated using thermo-
gravimetric analysis in the temperature range of 400-900 ◦C. The powder, consisting
of a mixture of hematite and magnetite, was produced by combustion of iron in air.
During reduction, the removal of oxygen leads to formation of pores in the particles,
and the morphology (pore size, amount of pores) of the products strongly depends
on the reduction temperature. Fewer, but larger pores were observed for reduction at
higher temperature. The pore morphology was found to be independent of hydrogen
concentration. Mathematical modeling of the experimental data of conversion, using
an extended version of the Hancock and Sharp method in combination with the model
fitting method, showed that the reaction is entirely controlled by a single phase bound-
ary reaction at 400 and 500 ◦C, while it must be described by a multistep mechanism
at higher temperatures. The method showed that, at temperatures between 600 and
900 ◦C, the hematite to magnetite reaction was controlled by a phase boundary reac-
tion, while the magnetite to wüstite and the wüstite to iron reactions were limited by
nucleation and growth. The total reaction seems to be dependent on the gas concen-
tration of hydrogen with a power of 1.4 at low temperatures. Noteworthy is that full
conversion to metallic iron was reached faster at 500 ◦C then at higher temperatures.
This investigation provides further understanding in iron oxide reduction with hydro-
gen, especially in the field of metal fuels, and provides a valuable new technique for
analyzing kinetic data.
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4 Sintering

The setup and some of the results presented in this chapter are the result of the
bachelor theses of Hannes Kempe and Anke Smeets. Parts of this chapter are
published in: C.J.M. Hessels et al. Particuology, 83 (2023) 8-17.
Background image: scanning electron microscope image of iron powder cyclically
oxidized and reduced in a thermogravimetric analyzer. See Appendix A.1 for more
details.
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Abstract
Sintering behavior of micron-sized combusted iron powder is studied in a packed
bed reactor, at various temperatures under inert (nitrogen) and reducing (hydro-
gen) conditions. Compression tests are subsequently used to quantify the degree
of sintering. The experimental results are consistent with a sintering model that
describes the formation of a solid bridge force through solid state surface diffu-
sion of iron atoms. Sintering of combusted iron occurs at temperatures ≥ 575 ◦C
in both nitrogen and hydrogen atmospheres and increases exponentially with
temperature. The observed decrease in reduction rate at high temperatures is
not caused by the sintering process but by the formation of wüstite as an in-
termediate species leading to the formation of a dense iron layer. Iron whiskers
form at high temperatures (≥ 700 ◦C) in combination with low reduction rates
(≤ 25 vol% H2), leading to the formation of sub-micron fines.

4.1 Introduction

In DRI research employing hydrogen, sintering and sticking are common problems,
hindering granular solid flow in shaft furnaces and causing defluidization in fluidized
beds [17, 18, 69, 84–88]. In Chapter 3, sintering occurred at high temperature, which
possibly limited the reaction rate. Similar observations where made by Kuhn et al. [89].
Incompletely reduced iron powder has a lower energy density, thereby negatively af-
fecting the efficiency of the metal energy carrier cycle. Besides a possible decrease in
reaction rate, sintering also results in a growth of mean particle size. Using a reduced
powder with a larger mean particle size possibly requires milling/grinding steps before
the subsequent combustion stage (thereby lowering the cycle’s efficiency). Kuhn et
al. [89] recently developed a model to determine the overall efficiency of the iron en-
ergy carrier cycle. They pointed out that more information on the sintering behavior
of the powder is vital for accurate predictions of the cycles efficiency.

Sintering of particles has been studied for many years [90, 91]. Kuczynski [92] derived a
sintering model for metallic particles, based on solid state diffusion of material towards
the contact point between two particles. A neck connecting the two particles forms
and subsequently grows in time. The driving force in this case is the decrease in surface
free energy of the two particles. Mikami et al. [93] showed that compression tests can
be applied to determine the force required to break this metallic neck. They also were
able to derive a correlation between the sintering force and the defluidization behav-
ior. This theory for defluidization has subsequently been used in various experimental
and numerical works [94–100]. However, all these works study the defluidization of
either pre-reduced (atomized) iron powders or iron ore/oxide powders in an inert (N2)
environment. Sintering cannot be studied without considering the changes of mor-
phology and composition of the powder during the reduction process. Many studies
have investigated the morphological/microstructure evolution of iron oxide particles
undergoing reduction [67, 83, 101–103]. Reduction of combusted iron using hydrogen
creates porous (sponge) iron, where the pore morphology mostly depends on the tem-
perature (see Chapter 3). This results in a change in material properties (strength
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Figure 4.1: Scanning electron microscope images of the combusted powder used for
the reduction/sintering experiments.

and solid state diffusion), which influence the sintering process. Therefore the existing
theoretical models which correlate the sintering to the (de)fluidization cannot directly
be applied for combusted iron powder during reduction.

In this work, the initial stage of the sintering of combusted iron powder undergoing
reduction is investigated. Sintering experiments are performed in a packed bed reac-
tor in nitrogen (as validation) and in various hydrogen molar fraction atmospheres.
Compression experiments are used to measure the sintering force. In Section 4.2, the
material used, and the two setups (packed bed and compression) are described. Suc-
cessively, in Section 4.3, the sintering results in nitrogen and undergoing reduction
in various hydrogen concentrations are presented. Finally, the main conclusions are
presented in Section 4.4.

4.2 Materials and methods

4.2.1 Material

The powder in this study is the product of iron powder (Rio Tinto ATOMET95)
combusted in a pilot scale industrial burner and recovered from the cooling section.
The microstructure of powder from the same burner was studied in detail by Choisez
et al. [21]. Figure 4.1 shows scanning electron microscopy images (SEM) of the powder
for two magnifications. The particles are mostly spherical. The holes found in some
of the particles as well as the tulip shaped capsules are the results of micro-explosions
occurring during the combustion process [21, 31–33, 52]. The surface morphology
differs slightly between particles, most likely resulting from different local conditions
inside the combustion chamber. The lines on the surface of the particles correspond
to grain boundaries between hematite and magnetite as well as between individual
magnetite crystals with different crystal orientations [21]. The measured material
properties of the powder are given in Table 4.1. The (volume-based) particle size
distribution is given in Figure 4.2. It can be observed that nearly all particles are
between 10 and 110 µm. The Sauter mean diameter d32 is 53.5 µm.
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Table 4.1: Properties of the combusted iron powder.
Property Value
Density measuring cylinder
Bulk density, ρb 2912 kg/m3

Particle density, ρp 4601 kg/m3

Size laser diffraction
Sauter mean diameter, d32 53.5 µm
Composition X-ray diffraction
Iron, Fe 2 wt%
Magnetite, Fe3O4 58 wt%
Hematite, Fe2O3 40 wt%
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Figure 4.2: Particle size distribution of the combusted powder, determined via laser
diffraction. The bars correspond to the left axis, while the solid line cor-
responds to the right axis.

4.2.2 Packed bed reactor

A schematic and a photograph of the reactor are shown in Figure 4.3. The stainless-
steel reactor (type 316) has an inner diameter of 100 mm and a height of 160 mm. H2
and N2 flows (N5.0 purity) are provided using mass flow controllers (Bronkhorst EL-
Flow). The gas passes through a vertical tube running alongside the reactor, in order to
preheat the gas before it enters the reaction chamber. The powder samples are placed
in porous aluminum oxide crucibles (5 mm inner diameter), which are placed on top
of a perforated plate located 25 mm above the bottom of the reactor. The supplied
flow can thus flow around the crucibles. A thermocouple (Tempcontrol MTK-6) is
inserted from the top to measure the (gas) temperature close to the location of the
sample. Two semi-cylindrical heating elements (Thermcraft VF-180-6-6) are placed
around the reactor and controlled using the thermocouple in order to reach the desired
temperature inside the reactor. The top and bottom of the reactor are insulated using
ceramic plates containing cutouts for the thermocouple and the gas lines.
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Figure 4.3: Schematic (left) and photograph (centre) of the packed bed reactor. The
heating elements indicated in red in the schematic, are visible (white) be-
hind the reactor in the photograph. The right image shows the aluminum
oxide crucibles (marked gray in the schematic), which are used inside the
reactor. TC = thermocouple, MFC = mass flow controller.

Before each sintering experiment, around 1 gram of powder (total) is poured into
the crucibles, without further shaking, vibrating or tamping down. The crucibles are
subsequently positioned on the perforated plate inside the cold reactor. The reactor
is heated up while nitrogen (0.5 NLPM) is supplied to the reactor. When the desired
temperature is reached, the gas is switched to the desired H2:N2 ratio (total flowrate
of 2 NLPM) and a timer is set. After a “sintering time” of either 30 or 60 minutes,
the inflow is switched back to 100 vol% nitrogen (0.5 NLPM) and the reactor is
allowed to cool down. Experiments are performed between 400-800 ◦C with nitrogen
and 450-800 ◦C with hydrogen using 10, 25 and 50 vol% H2. The crucibles together
with the powder are weighed beforehand and afterwards, to obtain the mass change.
The reduction degree (X) is calculated by dividing the mass change obtained during
an experiment (∆mexperiment) by the maximum theoretical mass change (∆mtheory),
based on the initial powder weight and composition, and complete conversion to Fe:

X = ∆mexperiment

∆mtheory
(4.1)

4.2.3 Compression tests

Examples of the produced pellets, which retain the cylindrical shape of the crucible
after sintering, are displayed in Figure 4.4. Uni-axial compression test are carried
out on these samples at room temperature. An electric motor is used to compress
the cylindrical sample uniformly (at 10 µm/s) between two flat surfaces. A load cell
(≤100 N) is used to directly measure the force applied in time. The force is recorded
every 16 ms. Uni-axial compression is chosen instead of diametral compression to more
closely align the results with a typical milling process. During milling/crushing the
forces acting on the powders/agglomerates are typically due to compression, while a
diametrical compression test is used to measure the tensile properties of the material.

For the analysis, a similar approach to Mikami et al. [93] is followed. The measured
force during the compression test relates to the stress in the pellet sample (σpellet)
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Figure 4.4: Examples of created pellets by sintering in nitrogen and hydrogen.

by:

σpellet = 4F
πW 2 (4.2)

in which F is the measured force and W is the diameter of the pellet.

Secondly, Rumpf derived an equation correlating the stress in the pellet with that of
the force between two particles [104]:

σpellet = 1− ε
ε

Fc

d2
p

(4.3)

in which ε is the void fraction of the pellet and dp is the particle size (in this case the
Sauter mean diameter d32 is used). The void fraction is assumed to be 0.4, based on
poured random packing of mono-dispersed spheres. The void fraction is also assumed
to be independent of the degree of sintering, since this study focuses on the initial
phase of the sintering (neck formation) where the formed neck radius is only a few
micrometer large (< 10% of particle radius). Therefore, the decrease void fraction is
expected to be very small and is neglected in this study.

The cohesive force between two particles (Fc) can be calculated by:

Fc = πx2σsb (4.4)

with x the neck radius between two particles and σsb the strength of the neck. Kuczyn-
ski[92] derived two models for the neck formation between metallic particles, based
on either surface or volume diffusion of atoms towards the neck. See Figure 4.5 for a
schematic of the sintering process of two particles. Matsumura [105] and Fischmeister
and Zahn [106] found that for ferrous particles at temperatures below 1000 ◦C, the
neck formation based on surface diffusion agrees best with experimental results. The
growth of the neck in time can then be calculated by:

dx7

dt = 56γδ4

kT
Dsa

3 (4.5)

with γ the surface free energy, δ the lattice spacing, k the Boltzmann constant and T
the temperature. a is the local curvature radius of the particle, which can be assumed
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Figure 4.5: Schematic of sintering of two particles, with formed neck of radius x. The

dotted external arrows represent sintering by surface diffusion of atoms,
while the dashed internal arrows represent sintering by volume diffusion.

to be 1
2d32 for smooth particles [94]. Ds is the solid state surface self-diffusion coeffi-

cient of the material, which can often be described using an Arrhenius expression:

Ds = D0,s exp
(
− Ea

RT

)
(4.6)

in which D0,s is the frequency factor, Ea the activation energy and R the universal
gas constant.

For the sintering experiments in nitrogen, material properties of magnetite are used,
since: (1) The solid-state diffusivity of iron is typically much higher in magnetite
than in hematite [61], and (2) the initial material predominantly exists of magnetite.
It is therefore reasonable to assume that the magnetite phase is the main cause of
sintering. For the sintering experiments with hydrogen, properties of iron are used,
since the outer layer quickly reduces to iron during the reduction process [61].

The correlations from Gorton et al. [107] are used to determine the lattice spacing δ
of magnetite and iron at elevated temperature:

δmagnetite = 8.3939 + 8.46 · 10−5T + 5.52 · 10−8T 2 Å (4.7)
δiron = 2.8658 + 3.747 · 10−5T + 8.59 · 10−9T 2 Å (4.8)

The strength of the neck σsb is known to be different from the bulk material and can
even change depending on the neck size, due to the high vacancy concentration present
in the neck [93]. This parameter is therefore used to match the model with experi-
mental observations. The other material properties used to analyze the experiments
are listed in Table 4.2.

It should be noted that the neck size is determined by solving Equation 4.5 for the
entire temperature profile during an experiment, including the heat-up and cool-down
periods. Figure 4.6 shows a typical temperature profile and neck size evolution during
a sintering experiment. The heat-up temperature profile is calculated based on a
polynomial fit of experimental results, while the cooling-down profile is approximated
by an exponential decay. The majority of the neck already forms during the heat-up
period before the (defined) isothermal sintering time. The effect of this neck growth
during heat-up increases with temperature.
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Table 4.2: Material properties used in sintering model.
Parameter Value Unit

Magnetite Iron
Surface tension, γ 1.441 2.12 N/m
Frequency factor, D0,s 5.23 24 cm2/s
Activation energy, Ea 2303 2394 kJ/mol
Void fraction, ε 0.4 -
Particle size, d32 53.5 µm
Curvature radius, a 1

2d32 m
Pellet diameter, W 5 mm
Boltzmann constant, k 1.381 · 10−23 J/K
Gas constant, R 8.314 J/(mol·K)

1Navrotsky et al. [108]; 2Schönecker et al. [109]; 3Himmel et al. [110]; 4Buffington et al. [111]
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Figure 4.6: Temperature (T ) profile in blue and neck size (x) in red during an en-
tire sintering experiment (heat-up, isothermal sintering and cool-down).
Neck size is calculated using Equation 4.5. This example is for a sintering
experiment of combusted iron in N2 at 700 ◦C for 60 minutes.

(a) 500 ◦C (b) 600 ◦C (c) 700 ◦C (d) 800 ◦C

Figure 4.7: Scanning electron microscopy images of the powder after 60 minutes of sin-
tering in nitrogen at various temperatures. The formed necks are marked
with red ovals in the most right image.
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4.3 Results

4.3.1 Experiments under non-reactive condition in nitrogen

Morphology

Figure 4.7 shows the morphology of the powder after isothermal sintering in nitrogen
for 60 minutes at 500 up to 800 ◦C. The grain boundaries (surface lines) become
more visible after sintering at higher temperature. This is due to the increase of
iron diffusivity with temperature in combination with the large amount of lattice
vacancies at these grain boundaries. Iron will therefore diffuse towards and along
the grain boundaries, especially at the surface, in order to reduce the local vacancy
concentration [61]. This is in line with earlier observations that the sintering process
is mainly caused by surface diffusion [105, 106].

Sintering force

Figure 4.8 shows the force required to break the neck between two particles, determined
experimentally by the compression test and numerically using Equations 4.4 and 4.5.
A neck strength (σsb) of 150 MPa is used in the model. The maximum force recorded
during the compression tests is used for the analysis and then converted into the force
between two particles using Equations 4.2 and 4.3. Note that the temperature on the
x-axis matches with the isothermal region of Figure 4.6. Although part of the sintering
occurs during the heat-up period, the maximum temperature is still the main cause of
neck growth due to the exponential effect in Equation 4.5, in comparison to the effect
of contact time. Below 575 ◦C, no observable sintering takes place. Thus, no pellets are
formed and no compression tests are carried out on these samples. The significantly
lower measured force after sintering at 800 ◦C and 30 minutes is considered to be an
outlier, since (1) the results at the same temperature, but after 60 minutes shows the
same trend as the results at lower temperature and (2) no change in mechanism is
expected based on the Fe-O phase diagram or literature on solid-state diffusion [61,
112].

The results show that the force required to break the solid bridge between two par-
ticles increases significantly with temperature but is nearly independent of sintering
time within the measured range. This can more easily be understood with the use of
Figure 4.9, displaying lines of equal solid bridge force (Equation 4.4) as a function of
temperature and time of sintering. Note that sintering time is plotted on a logarithmic
scale. It can be observed that the contour lines are relatively flat with respect to time,
meaning that the solid bridge force does not change significantly with time. Taking
the force after 3 minutes at 600 ◦C as an example (starting point of the blue arrows
in Figure 4.9), it would take roughly 30 more minutes to double the force and almost
7 hours to quadruple it. However, comparable forces can be obtained after the same 3
minutes of sintering at 675 and 765 ◦C, respectively. This means that temperature is
the dominant parameter in determining the sintering force and the related defluidiza-
tion behavior of a particle bed. Contact time has a much smaller influence. This is
also be reflected by the force equations 4.5 and 4.6. This is in agreement with defluiza-
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Figure 4.8: Solid bridge force between two particles sintered in nitrogen. Markers rep-
resent experimental results, while solid lines are predictions using Equa-
tions 4.4 and 4.5. Error bars correspond to the standard deviation result-
ing from the pellets produced by the 4 crucibles used within 1 experiment
(See Figure 4.3).

tion results of combusted iron powder obtained by Liu et al. [99], whose experiments
showed that defluidization, which is typically caused by sintering, is mainly dependent
on operating temperature and could not be avoided by increasing the superficial gas
velocity (and thereby lowering the contact time).

Figure 4.9 can aid in the design of exhaust systems of iron combustion reactors, where
the oxygen concentration is typically low and the gas thus mainly consists of nitrogen.
In parts of the exhaust system where particle-particle and particle-wall contact is
extensive (such as cyclones), temperatures at which sintering can take place should be
avoided.

4.3.2 Experiments under reactive conditions in hydrogen

The same experimental procedure with N2 is used to carry out sintering experiments
under reacting conditions in 10, 25 and 50 vol% H2 atmospheres. With these experi-
ments, we determine the effect of the reduction process on the force required to break
the solid bridge between particles.

Reduction behavior

Figure 4.10 shows the reduction degree obtained during the sintering experiments with
hydrogen as a function of reduction time and temperature. When using a hydrogen
concentration of 10 vol%, the reduction progresses linearly with respect to time for
all temperatures measured, reaching a maximum reduction degree of 53% after 60
minutes at 800 ◦C. This linear response in time suggests that the process is limited by
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Figure 4.9: Semi-log contour plot showing the solid bridge force obtained as function
of temperature and time for combusted iron powder in nitrogen. The blue
arrows at 3 minutes (vertical) and 600 ◦C (horizontal) are used for the
discussion in the text.

either external mass transport of hydrogen to the crucible or interparticle gas diffusion
inside the particle bed [113].

For reduction at 25 vol% of H2 instead, the reduction degree after 30 minutes more
than doubles in comparison to the 10 vol% H2 results over the entire temperature
range (450-800 ◦C). This indicates that the reduction is also limited by external mass
transfer or interparticle gas diffusion in this case.

However, for the two highest temperatures (700 and 800 ◦C), the reduction degree
has no linear dependency with sintering time. From 30 to 60 minutes the reaction
rate slows down significantly. Similar results were obtained with slightly smaller sized
combusted powder (d32 = 18.2 vs. 53.5 µm) and occurs consistently at a reduction
degree of roughly 60% (See also Chapter 3). Since the decrease of the reduction rate
does not occur in the 10 vol% H2 case, even though (1) the temperature and time
are the same, and (2) the particle surfaces in both cases consist of iron, sintering can
be excluded as the main cause for the decrease in reduction rate. This decrease is
therefore most likely caused by the formation of intermediate species wüstite, which
becomes stable above 570 ◦C, resulting in the reaction being controlled by nucleation
and growth, confirming our earlier findings in Chapter 3.

When considering the reduction degree at 25 vol% and 50 vol% H2, we observe that,
for the high temperature cases (700 and 800 ◦C), the reduction degree is not dependent
on the hydrogen concentration. Indeed, the reaction is limited by phase transforma-
tions (nucleation and growth) instead of mass transfer or kinetics which would scale
with hydrogen concentration. Below 700 ◦C, the reduction degree nearly doubles by
doubling the hydrogen concentration. It can therefore be concluded that reduction up
to 600 ◦C, takes place most effectively.
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Figure 4.10: Reduction degree as a function of sintering time for three different hydro-
gen gas fractions: 10 vol% (left), 25 vol% (centre) and 50 vol% (right).
The different colours represent different reduction temperatures.
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Figure 4.11: Scanning electron microscopy images of the powders after 60 minutes of
isothermal reduction experiments at various temperatures and volumetric
hydrogen concentrations.
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(a) 700 ◦C (b) 800 ◦C

Figure 4.12: Scanning electron microscope images of the whiskers forming in 10 vol%
H2 atmospheres.

Morphology of reduced particles

Figure 10 shows images of the powder after 60 minutes of reduction at different tem-
peratures and H2 concentrations. The pore size increases significantly with reduction
temperature. Interestingly, the powders reduced with different hydrogen concentra-
tions but at equal temperature show the same surface morphology, even though their
reduction degree is considerably different (see Figure 5.9a). This confirms that the
surface of the particles quickly reduces to iron and thus the sintering mainly occurs
via solid-state diffusion in iron (ferrite).

Reduction with 10 vol% hydrogen (and to a lesser extend at 25 vol%) at 700 and
800 ◦C, resulted in the formation of “whiskers” on the particles surfaces. Close-ups of
these whiskers are provided in Figure 4.12. The presence of whiskers has been men-
tioned in previous works on iron ore/oxide reduction [14, 18, 96, 114, 115]. Spreitzer
et al. [15] mention that the formation of whiskers is most dominant in cases where
the nucleation/formation of iron is low, but the diffusivity is high. Indeed, in this
study whiskers form mainly at low hydrogen concentrations (and thus low reduction
rates) in combination with high temperature (high diffusivity). Similarly, Zhang et
al. [103] observed that the combination of high temperature and low hydrogen flow
rates in their conical fluidized bed lead to the formation of whiskers and consequently
to defluidization. As can be seen in the case of 700 ◦C, 10 vol% H2 in Figure 4.11,
these whiskers are fragile and break off from the particle surface during handling of
the powder, producing (sub-)micron-sized fines. In view of using iron powder as a
transportable dense energy carrier, a significant production of these fines will lead to
loss of usable material and might require additional melting and atomization processes
steps to re-integrate these fines. Furthermore, the fines lead to health and safety risks
if small enough to be suspended in air and/or captured by typically used cyclones.
Fortunately, the formation of whiskers and thus fines, is limited to reduction at high
temperature in combination with low hydrogen molar fractions and do not occur in
other conditions. These conditions should therefore be avoided in reduction systems.

Close-ups of the particle surfaces reduced in 10 vol% H2 are provided in Figure 4.13.
The amount of powder used in the individual experiments (∼ 1 gram) is too small for
accurate measurements of properties such as specific surface area, pore size distribu-

57



4

(a) 500 ◦C (b) 600 ◦C (c) 700 ◦C (d) 800 ◦C

Figure 4.13: Scanning electron microscopy images of the produced surface morphology
at various reduction temperatures (all at 10 vol% H2).

tion, particle size and density. However, from the close-ups of the SEM images the
pore size can be estimated to be in the nanometer range at 500 ◦C and in the mi-
crometer range at 800 ◦C. This indicates that the specific surface area decreases with
an increase of temperature. The reduction temperature therefore provides a possible
mechanism to influence the ignitability of the powder, since the specific surface area
is an important parameter influencing the ignition behavior of iron powder [50].

Sintering force of reduced particles

Compression tests are performed on all pellets resulting from reduction at 600 ◦C
or higher. At 450 and 500 ◦C there was insignificant sintering, so no pellets are
produced and thus no compression tests are carried out. From the SEM analysis we
did not observe obvious differences between the powders reduced in different hydrogen
concentrations. This supports the concept that surface diffusion is the main cause of
sintering. When using hydrogen, the surfaces of the particles are quickly reduced to
iron and their morphology is only dependent on temperature. No statistical differences
were found between samples reduced at fixed temperature and time but different
hydrogen concentrations. Therefore, the compression test results of samples reduced at
the same combination of temperature and time, but different hydrogen concentrations,
are combined to determine the solid bridge force.

Figure 4.14 displays the force required to break the neck between two particles, after
reduction. The markers represent measurements from the compression tests, while
the solid lines are the results of Equations 4.4 and 4.5 using the properties of iron. A
neck strength σsb of 300 MPa is used in the model. This is slightly higher that the
100 MPa reported by Mikami et al. [93], but matches well with values for the tensile
strength of commercially available pure iron (250-300 MPa) [116]. The solid bridge
forces for samples reduced with hydrogen are smaller than those sintered in nitrogen,
even though the strength of the neck (σsb) is higher. This is due to the lower solid
state diffusivity of iron atoms in ferrite/iron compared to magnetite (see Table 4.2).
Therefore the neck growth is slower when reduction occurs, which leads to a smaller
contact area between particles over which the applied force is distributed.

Figure 4.15 shows the contour graph of the solid bridge force for reduced powder, using
the sintering model in combination with the neck strength mentioned above. The graph
can be used in future research to estimate the defluidization behavior of combusted
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Figure 4.14: Solid bridge force between two particles for sintering with hydrogen.
Markers represent experimental results, while solid lines are from the
model (Equation 4.4). Error bars represent the standard deviation de-
termined from the pellets produced at different hydrogen concentrations.
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Figure 4.15: Contour plot showing the solid bridge force obtained as function of tem-
perature and time for reduced iron powder sintering in hydrogen.

iron powder undergoing reduction based on the contact forces in combination with
the contact time between particles in the bed. More research using larger amount of
powders is recommended to provide quantitative information on the pore morphology,
iron content, and densification in the later stages of sintering.
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4.4 Conclusions

The sintering behavior of combusted iron powder is studied in a packed bed reactor
in various N2 and H2 atmospheres and at temperatures between 400 and 800 ◦C. The
solid bridge force is measured through compression tests of the sintered pellets.

Sintering occurs in nitrogen at temperatures starting from 575 ◦C and increases ex-
ponentially with temperature. The influence of the contact time is much smaller than
that of temperature, indicating that shorter contact times are not that effective in the
prevention of sticking.

In the case of hydrogen, sintering occurs from 600 ◦C onwards. The sintering forces
in the produced pellets are smaller than in the case of nitrogen, mainly due to the
lower solid-state diffusion giving a slower neck growth. Sintering is found not to be
the main cause for the decrease in reduction rate at high temperature. The decrease is
rather caused by the formation of wüstite as an intermediate species in the reduction
process.

Iron whiskers form during the reduction process of the powders at low H2 concentra-
tions (≤ 25 vol%) in combination with a high mobility/diffusivity of iron (≥ 700 ◦C),
producing (sub-)micron sized fines.

The obtained results can be used to predict the sintering behavior of combusted iron
powder at elevated temperature and aid in the design of components for the metal
energy carrier cycle as well as for direct reduction of iron ores (green steelmaking).
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5 Fluidization

The setup and some of the results presented in this chapter are the result of the
master theses of Nicole Stevens and Daniël Lelivelt [117, 118]. Parts of this
chapter are published in: C.J.M. Hessels et al. Fuel, 342 (2023) 127710.
Background image: photograph of combusted iron powder fluidized using nitrogen.
Image courtesy of B. van Overbeeke.
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Abstract
The fluidization and reduction behavior of micron-sized iron oxide powder, pro-
duced by iron combustion, is studied in a lab-scale cylindrical fluidized bed. The
minimum fluidization velocity umf is found to stabilize above normalized static
bed heights of 0.5 H/D (static bed height divided by the bed diameter). umf is
measured as a function of temperature between 280 and 860 K for both H2 and
N2 as fluidizing gas. The results start to deviate from the Ergun correlation at
temperatures above 560 K, both for N2 and H2. A new correlation, taking the
cohesive inter-particle solid bridge force into account, is proposed in this work
to predict the minimum fluidization velocity at high temperatures. Reduction
experiments are carried out for a total time of 5 hours at constant excess veloc-
ity with 50, 75 and 100 vol% of H2 and temperatures between 623 and 823 K.
Gradual defluidization occurs when the operating temperature exceeds 800 K. A
maximum reduction degree of 61% is obtained at 807 K and 100 vol% H2.

5.1 Introduction

In Chapters 3 and 4, the intrinsic chemical kinetics and sintering behavior of combusted
iron powder with hydrogen is investigated using thermogravimetric analysis and a
packed bed reactor, respectively. However, for larger quantities of powder, a fluidized
bed is preferred over a packed bed reactor due to greater heat and mass transfer
rates.

Fluidization of micron-sized iron(-oxide) powder at high temperature has, however,
proven to be difficult due to the cohesiveness of this material [17, 18, 85, 88, 97, 119,
120]. Zhong et al. [121–123] studied the fluidization behavior of iron and iron-oxide
powders with different fluidizing gases. They observed sticking in beds with pure iron
as well as in beds of iron oxide with both nitrogen and hydrogen as fluidizing gas.
This sticking resulted in an increase in the minimum fluidization velocity at elevated
temperatures. Secondly, they were able to determine a defluidization temperature of
the bed. For nitrogen this temperature was around 923 K, while for hydrogen deflu-
idization already occurred around 673 K. However, most of their experiments were
performed using a non-isothermal method (fixed heating rate), which is different from
typical industrial reactors (fixed temperature). They also used a relatively small flu-
idized bed reactor made of silica, and the possible effect of electrostatic forces was not
considered. Mikami et al. [93] studied the mechanism of defluidization, concluding
that it was due to particle-to-particle neck growth. They observed that the sticking
started to affect the fluidization behavior from 773 K. However, they performed min-
imum fluidization experiments at room temperature after 1 hour of fixed bed heat
treatment (sintering) which might overpredict the influence of sintering in a real flu-
idized bed (where particles are in constant motion). They also used pre-reduced solid
steel shot particles, which are different from combusted iron. Spreitzer and Schenk [69,
124] investigated the fluidization and reduction behavior of different iron ores in the
temperature range of 873-1073 K. They observed that fluidization was possible up
to 1073 K, depending on the specific ore composition. They limited their particle
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size range to 250-500 µm, significantly larger than those used in the metal fuel cycle
(10-100 µm). Thus, the cohesiveness of iron/iron-oxide powder with increasing tem-
perature poses a significant challenge in the design of the fluidization process for iron
fuel regeneration.

The minimum fluidization velocity umf is one of the most important fundamental
parameters in the analysis, characterization and design of fluidized beds [125]. It de-
termines the gas velocity above which fluidization starts to occur, and in combination
with the excess velocity (ue = u0 − umf , with u0 the superficial gas velocity), ap-
pears in most correlations describing the fluidization state. Many expressions exist
for predicting umf , mainly based on the equation derived by Ergun [126]. However, it
is also known that these correlations do not match experimental results both at high
temperature as well as for small (Geldart C) particles [121, 127, 128]. The cause of
this is often attributed to cohesive forces, which are not taken into account in the
Ergun equation. Since the minimum fluidization velocity and the related excess ve-
locity determine properties such as solid mixing, bubble size and voidage, they also
(in combination with the intrinsic chemical kinetics) determine the conversion that
can be obtained in fluidized bed reactors. This also means that experiments trying to
understand chemical reactions by varying gas composition and temperature, should
optimally try to keep the excess velocity the same at different operating conditions.
This can only be done with an accurate prediction of umf .

Therefore, in this work, umf of combusted iron powder is measured experimentally in
a lab-scale cylindrical fluidized bed. In Section 5.2, the experimental setup and proce-
dure are explained. The derivation of a new correlation for umf at high temperature is
also given, which incorporates the cohesive solid bridge force into the Ergun equation.
In Section 5.3, the effect of static bed height, temperature and fluidizing gas compo-
sition on the minimum fluidization velocity is studied and results are compared with
the Ergun equation and the correlation derived in Section 5.2. Section 5.4 presents the
results of the reduction experiments conducted at constant excess velocity. Finally, in
Section 5.5, conclusions are summarized.

5.2 Materials and methods

5.2.1 Materials

The powder used for this research is the product of high-purity iron powder (Rio
Tinto ATOMET95), combusted with air in a pilot scale industrial burner. In this
combustion process the particles are dispersed in air and injected into the burner. A
non-premixed propane pilot flame is used to stabilize the flame. The combusted par-
ticles are captured in a long horizontal cooling section, followed by a cyclone. Powder
(Pometon MT63) combusted using the same burner has been studied in great detail by
Choisez et al. [21], who analyzed the microstructure of the combusted powder in order
to better understand the combustion process. They found their powder to be mostly
spherical, consisting of a mixture of magnetite and hematite. The powder used in this
study is recovered from the cooling section of the burner. It is characterized using
scanning electron microscopy (SEM), particle size analysis (PSA) and X-ray diffrac-
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Figure 5.1: Scanning electron microscope (SEM) images of the iron oxide powder. The
red circle in the center image marks an example of a tulip shaped particle.

tion (XRD). To remove ultra-fine particles and large agglomerates for the fluidization
experiments, the powder is first sieved between 32 and 100 µm, using a RETSCH AS
200 vibratory sieve shaker and LINKER woven wire mesh sieves. The sieving resulted
in 15 wt% of the initial combusted powder to be removed. Figure 5.1 shows SEM
images (FEI ESEM Quanta 600 FEG, 30kV, 3.0 spot size) of the sieved powder. The
combusted particles are mainly spherical, but some of them are tulip shaped hollow
shells, resulting from micro-explosions (see center image in Figure 5.1 for an example),
as already observed in previous studies [21, 31–33, 52]. The particles show different
surface roughnesses, most likely resulting from different combustion profiles. The bulk
density of the powder is determined using a measuring cylinder to be 2912 kg/m3, re-
sulting in a particle density of 4601 ± 58 kg/m3, assuming close random packing. The
solid density, measured using a pycnometer (AccuPyc II 1340 V3.00), is 5267.4 kg/m3.
XRD analysis (Brukes D8 Advance A25-X1, Co target, 35 kV) suggests a composition
of 60 wt% magnetite (Fe3O4) and 33 wt% hematite (Fe2O3) and 7 wt% iron. Figure 5.2
shows the (volume-based) particle size distribution and circularity data measured by
dynamic image analysis (Bettersizer S3 Plus). The particles have a Sauter mean di-
ameter d32 of 56.63 µm and are highly spherical. The Sauter mean diameter is used as
the effective particle size in the minimum fluidization velocity correlations as it gives
the same surface area for the same total bed volume [125].

The hydrogen and nitrogen gases used are provided by Linde Gas Benelux and have
a purity of N5.0.

5.2.2 Fluidized bed reactor

The experiments are conducted in a 3D fluidized bed designed during the graduation
project of Nicole Stevens [117]. The reactor is made of stainless steel (type 316) with
an inner diameter of 80.9 mm and a height (above distributor) of 750 mm. Figure 5.3
shows a schematic and photograph of the setup. A three-zone tubular furnace (Carbo-
lite GZF 12/-/546) is used to heat up the fluidized bed and preheat the inlet gas. Three
thermocouples are used to control each zone and one central thermocouple is inserted
into the bed from above (TC Direct, type N). The central thermocouple is placed
45 mm above the distributor plate. The pressure drop over the bed (including the
distributor plate) is measured using a differential pressure transmitter (Nöding PD40,
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Figure 5.2: Particle size (left) and circularity (right) of combusted iron powder, mea-
sured using dynamic image analysis (DIA). The bars correspond to the
left axes, while the solid lines corresponds to the right axes.
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Figure 5.3: Schematic and photograph of the lab-scale high temperature fluidized bed
reactor setup. DP = differential pressure transmitter, TC = thermocouple,
MFC = mass flow controller. Photograph courtesy of B. van Overbeeke.

0-400 mbar). The gas flows are set using mass flow controllers (Bronkhorst EL-Flow
F201-CV/AV), where a mixture of hydrogen and nitrogen can be used as fluidizing
gas. A second independent nitrogen supply is used to dilute the effluent gas to below
the lower explosion limit of hydrogen. The distributor plate consists of a quartz fiber
membrane filter (Merck Millipore AQFA09050) sandwiched between two perforated
stainless steel plates (807 orifices, 1.5 mm orifice diameter with triangular pitch). The
acquisition frequency of the system is 1 Hz.
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5.2.3 Experimental procedure

Before each experiment the sieved powder is inserted in the cold reactor. The filled
bed is then fluidized to break down any internal structure, such as residual clusters
and stratification. umf is determined at room temperature using nitrogen by incre-
mentally increasing the superficial gas velocity until the pressure drop stays constant,
and subsequently decreased back to zero. The reactor is then heated up (6 K/min) to
the desired bed temperature while the powder is fluidized using nitrogen. After the
desired temperature is reached, a similar umf experiment (as explained above for room
temperature) is carried out using the desired fluidizing gas composition (H2:N2). After
the experiments are performed the reactor is allowed to cool down naturally. Nitrogen
is again provided as fluidizing gas. The quartz fiber membrane filter is replaced after
each experiment.

For the reduction experiments, the powder is inserted in the cold reactor and is subse-
quently heated under fluidizing conditions. When the desired temperature is reached,
the hydrogen and nitrogen gas flow rates are set in order to reach the desired excess gas
velocity and composition. After 5 hours the gas flow is switched back to nitrogen and
the reactor is allowed to cool down naturally under fluidizing conditions. The powder
is weighed before and afterwards using a digital scale (Mettler Toledo PG5002-S).

5.2.4 Data analysis method

The minimum fluidization velocity is determined in the standard fashion by the cross-
ing point of straight lines fitted to the static regime and the fluidized regime using a
decreasing gas velocity method. The static regime is fitted with a linear line with a
free origin (∆p = a · u0 + b) to account for sensor hysteresis/offset, while a horizontal
line (∆p = c) is used to fit the fluidized regime. A typical graph of the pressure drop
versus the superficial gas velocity and the determination of umf is shown in Figure 5.4.
The pressure drop ∆p is normalized using the hydrostatic bed pressure:

∆pn = ∆pA
mg

(5.1)

with A the cross sectional area of the reactor, m the powder bed mass and g the
gravitational constant. The reason that the bed in fluidized state does not reach the
hydrostatic pressure is most likely caused by the dead zone above the distributor plate
(between the holes and in the wall-distributor plate edge).

The static bed height H is calculated using the particle density mentioned in Sec-
tion 5.2.1 and a void fraction εmf of 0.4. This static bed height is subsequently nor-
malized to the bed diameterD. The pressure drop over the distributor plate, measured
using an empty bed, is subtracted from the measurement data.

The reduction degree X is calculated by dividing the mass loss obtained during a
reduction experiment by the theoretical mass loss, based on a full conversion of the
initial powder to 100 wt% iron:

X = ∆mexperiment

∆mtheory
(5.2)
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Figure 5.4: Typical graph showing normalized pressure drop over superficial gas ve-
locity. Error bars on the umf display a 95% confidence interval.

5.2.5 High temperature fluidization model

Traditionally, umf can be determined from empirical correlations, e.g., the Ergun equa-
tion [126], by matching the pressure drop of a gas through a packed bed (of height H)
with the buoyant weight of the particle bed:(

∆p
H

)
drag

=
(mg
AH

)
weight

(5.3)(
∆p
H

)
drag

= 150 (1− εmf)2

ε3
mf

ηgumf

d2
32

+ 1.75(1− εmf)
ε3

mf

ρgu
2
mf

d32
(5.4)(mg

AH

)
weight

= (1− εmf) · (ρs − ρg) · g (5.5)

in which εmf is the bed void fraction at minimum fluidization, ηg is the dynamic
viscosity of the gas mixture, d32 the Sauter mean diameter of the powder, ρg the density
of the gas mixture, ρs the density of the solid and g the gravitational acceleration.

Xu and Zhu [127] suggested an improved balance for cohesive particles by incorporating
inter-particle forces in the packed bed force balance:(

∆p
H

)
drag

=
(mg
AH

)
weight

+
( σ
H

)
cohesion

(5.6)

in which the third term is due to the tensile stress of the particle bed, following the
expression by Rumpf [104]:( σ

H

)
cohesion

= 1− εmf

εmf

Fc

d2
32

1
H

(5.7)

where Fc is the sum of all inter-particle cohesive forces acting between two particles
in a bed. Multiple different interparticle forces can exist during fluidization [129]. In
the case of metallic particles at high temperature, the dominant cohesive force is the
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formation of a solid bridge via the surface diffusion mechanism [95, 105]. We can use
the equation derived by Kuczynski [92] to calculate the solid bridge force between two
particles:

Fc = πx2σsb (5.8)

x =
(

56γδ4

kT
Dsa

3tc

) 1
7

(5.9)

in which σsb is the tensile strength of the neck (with radius x), γ is the surface free
energy, δ is the lattice spacing, k is the Boltzmann constant, T the temperature, a
is the curvature radius of the particle (which is 1

2d32 for smooth particles) and tc is
the contact time. Ds is the solid state surface self-diffusion coefficient of the material,
which can often be described using an Arrhenius expression:

Ds = D0,s exp
(
− Ea

RT

)
(5.10)

in which D0,s is the frequency factor, Ea the activation energy and R the universal
gas constant.

The contact time during fluidization is related to the particle size and the characteristic
velocity (≈ umf) [97]:

tc = d32

v
= d32

ξ
√
u0umf

= d32

ξ
√
u2

mf
= d32

ξumf
(5.11)

in which ξ is a factor, between 0 and 1. Values of 0.1 and 0.15 have been used by
other researchers [97, 130].

The gas viscosity ηg of a mixture of hydrogen and nitrogen is determined using the
equation derived by Wilke [131]:

ηg = ΣNi=1
ηg,i

1 + 1
χi

ΣNj=1,j 6=iχjψij
(5.12)

with

ψij =

(
1 +

(
ηg,i
ηg,j

) 1
2
(
Mj
Mi

) 1
4
)2

2 3
2

(
1 + Mi

Mj

) 1
2

(5.13)

with χi is the molar fraction, Mi the molar mass, ηg,i the dynamic viscosity of a pure
component.

The density of a gas mixture is:

ρg = ΣNi=1xiρg,i (5.14)

The density and viscosity of pure hydrogen and nitrogen gas at different temperatures
are determined using NIST polynomials [132]:
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Table 5.1: Properties used in minimum fluidization model.
Parameter Value Source
Surface free energy, γ 1.44 N/m [108]
Curvature radius, a 1

2d32 [94]
Frequency factor, D0,s 5.2 · 10−4 m2/s [110]
Activation energy, Ea 230 kJ/mol [110]
Empirical factor, ξ 0.1 - 1
Void fraction, εmf 0.4
Particle density, ρs 4601 kg/m3

Sauter mean diameter, d32 56.63 µm
Gravitational constant, g 9.81 m/s2

Boltzmann constant, k 1.381 · 10−23 J/K
Universal gas constant, R 8.314 J/(mol K)

ρg,H2 = 24.53724 · T−1 kg/m3 (5.15)
ηg,H2 = 1.678903 · 10−6 + 2.78703 · 10−8 · T

−1.617117 · 10−11 · T 2 + 9.132361 · 10−15 · T 3

−2.172766 · 10−18 · T 4 Pa · s (5.16)
ρg,N2 = 341.3592 · T−1 kg/m3 (5.17)
ηg,N2 = 2.219433 · 10−6 + 6.073737 · 10−8 · T

−3.194531 · 10−11 · T 2 + 1.229863 · 10−14 · T 3

−1.799528 · 10−18 · T 4 Pa · s (5.18)

Although the density change has a negligible effect on the calculation of umf compared
to the viscosity change for the powder size used, both are included in the analysis for
completeness.

For material properties, values for magnetite Fe3O4 are used, since (1) the particles
mainly consist of magnetite, and (2) the solid state diffusivity of iron in hematite
is known to be much lower than in magnetite [61]. Therefore it can reasonably be
assumed that the magnetite phase is the main cause of sintering.

For the lattice spacing δ of magnetite, we can use the correlation from Gorton et
al. [107]:

δ = 8.3939 + 8.46 · 10−5T + 5.52 · 10−8T 2 Å (5.19)

Literature on the tensile strength of magnetite is limited, especially at elevated tem-
perature. Therefore, an estimate is made based on the results obtained by Hidaka et
al. [133], by fitting a line through their data:

σsb = −0.0628T + 73.425 MPa (5.20)

For the bed voidage at minimum fluidization εmf a constant value of 0.4 is assumed,
which is estimated based on the minimum fluidization velocity at room temperature.
It also matches the voidage for dense packing of spherical particles. Although some
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correlations exist for the change of bed voidage with temperature, the results are
inconclusive and material dependent [125]. Furthermore, although εmf is present in
the cohesive term (via Equation 5.11), the influence of the voidage on umf still decreases
with temperature (when the cohesive term becomes important).

A summary of all other properties used can be found in Table 5.1.

Due to the fact that umf is present in the cohesive term (Equation 5.11), no trivial
explicit form for umf exists and Equation 5.6 is therefore solved numerically.

5.3 Minimum fluidization velocity

5.3.1 Influence of bed height

Figure 5.5 shows umf as a function of static bed height, determined at room tempera-
ture using nitrogen. It can be observed that umf is mostly independent of bed height,
which is in agreement with Equation 5.3. However, at low static bed height, umf seems
to be slightly underestimated. The reason for this might be that shallow bed effects,
such as channeling, occur. There also seems to be more variation between experiments
at low static bed heights, which might indicate slight variations in the mean particle
size between batches. The larger error bars at low H/D are due to the higher uncer-
tainty on the linear slope for the static regime. Due to the availability of combusted
powder and the hydrogen usage, lower bed heights are preferred, while still avoiding
shallow bed effects. Therefore, for the umf measurements at high temperature as well
as the reduction experiments reported later in this chapter, a bed height of H/D ≈
0.65 (750 gram, εmf = 0.4) is used.

0 0.5 1 1.5
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Experiment
Ergun

Figure 5.5: Minimum fluidization velocity umf for different normalized static bed
heights, determined at room temperature using nitrogen. The error bars
on the experiment are 95% confidence interval. The grey area defines
the range of umf , according to Ergun (Equation 5.3), due to variation in
ambient temperature between the experiments.
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Figure 5.6: Normalized pressure drop over superficial gas velocity for N2 and H2 at
low and high temperature.

5.3.2 Influence of temperature and gas composition

Figure 5.6 shows examples of ∆pn vs. u0 graphs of nitrogen and hydrogen around
300 and 700 K. It can be observed that a higher temperature leads to a steeper slope
of the pressure drop, when increasing the gas flow from zero to above the minimum
fluidization velocity (umf,increasing). This is attributed to the increasing cohesiveness
of the powder with increasing temperature. Similar effects are observable for small,
cohesive particles (Geldart C) [134].

Figure 5.7 compares the experimental results of umf with the predictions using the Er-
gun correlation (Equation 5.3) and the new correlation (Equation 5.6) which considers
the solid bridge force (Equation 5.8).

From the experimental results we can observe that with increasing temperature, the
minimum fluidization velocity initially decreases, due to the changes in viscosity of the
gas. However, from a temperature of 560 K onward (marked by the dotted black line
in Figure 5.7), the minimum fluidization velocity actually increases with temperature.
Similar observations were also reported by Zhong et al. [121] from experiments using
slightly larger iron powder (74-149 µm). We can see that the Ergun correlation,
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Figure 5.7: Minimum fluidization velocity as function of temperature for N2 and H2.
Vertical error bars show 95% confidence intervals, while horizontal error
bars represent the temperature span that occurred during each experi-
ment. The colored areas are the results of using different values for ξ in
Equation 5.11.

using a void fraction of 0.4, accurately predicts the minimum fluidization velocity of
both pure nitrogen and pure hydrogen at temperatures up to 560 K. However, above
this value, the Ergun correlation fails to predict the experiments. However, the new
correlation, which takes into account the cohesive solid bridge force, does match the
experimental results quite well. It should be noted that, due to the relatively large bed
mass (750 grams of iron oxide powder) and the relatively low H2 gas flow rate, far less
than 1% conversion is expected to occur within one minimum fluidization experiment.
Therefore, the prediction using magnetite instead of iron as material in Equation 5.9,
is still valid.

Using this new predictive model for the minimum fluidization velocity (Equation 5.6),
it is possible to perform experiments at equal excess velocities, and therefore at equal
fluidization behavior, by using:

ue(T ) = u0(T )− umf(T ) (5.21)

In the following section, results of reduction experiments at equal excess velocity are
presented.

5.4 Reduction behavior

Isothermal reduction experiments are carried out between 623 and 823 K, with hydro-
gen concentrations of 50, 75 and 100 vol% H2. All reduction experiments are performed
at an excess velocity ue of 26 mm/s, equaling superficial gas velocities in the range of
u0,N2(T ) = 5-9 umf,N2(T ) and u0,H2(T ) = 3-5 umf,H2(T ). The total reduction time of
each experiment was set to 5 hours.
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Figure 5.8: Examples of the two types of pressure drop and temperature profiles oc-
curring during the reduction experiments.

5.4.1 Fluidization behavior

Two different types of fluidization behavior occured during the experiments. Exam-
ples of the pressure drop and temperature profiles of the two types are displayed in
Figure 5.8. The filtered signal (red line) is produced using the ‘ischange‘-algorithm
in MATLAB and is meant as a visual aid only. At temperatures below 800 K (Fig-
ure 5.8a), the bed stays fluidized during the entire 5 hours, with only a minor decrease
of the pressure drop due to the reduction process (decrease in particle density). At
the experiments performed above 800 K, independently of the hydrogen concentration,
defluidization occurs. Figure 5.8b shows that the pressure drop steadily decreases un-
til the bed is completely defluidized at t ≈ 150 min. The remaining pressure drop is
due to the resistance of the agglomerated bed. This type of defluidization matches
with the classification of “gradual defluidization” described by Lei et al. [97]. They
visually observed an agglomerate forming at the distributor plate which subsequently
grew upwards. In their case the gradual defluidization occurred at relatively low su-
perficial gas velocities and bed temperatures between 923 and 1023 K. The higher
temperature at which gradual agglomeration occurred, compared to the one found in
this work (823 K), might be caused by the larger particles they used (106-150 µm
versus 32-100 µm in this work).

The reason that defluidization occurs, even though the superficial gas velocity was
above the predicted minimum fluidization velocity, is due to particles sintering to the
wall of the reactor and in the dead zone just above the distributor plate, where the local
gas velocity is known to be much lower than the minimum fluidization velocity [93,
97]. In these locations the contact times between particles are significantly longer than
calculated by Equation 5.11, leading to sintering.
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Figure 5.9: (a) reduction degree and (b) H2 utilization as a function of temperature,
obtained after 5 hour reduction experiments. Horizontal error bars repre-
sent the temperature span, while vertical error bars are due to the error
on the initial composition.

5.4.2 Reduction degree

Figure 5.9a illustrates the reduction degree obtained after 5 hours at various tempera-
tures and hydrogen concentrations, calculated using Equation 5.2. It can be observed
that the reduction degree increases both linearly with temperature. Interestingly, the
highest reduction for all three hydrogen concentrations is obtained at the experiments
above 800 K, even though defluidization of the bed occurs. The highest reduction
degree of 61% is reached at a temperature of 807 K and a hydrogen concentration of
100 vol%. Qualitative X-ray diffraction indicated that all reduced powders consisted
of a ratio of magnetite and iron. Figure 5.9b displays the H2 utilization, defined as
the amount of H2 used for the reduction divided by the total amount of H2 supplied.
The utilization degree increases linearly with reduction temperature and is nearly
independent of hydrogen concentration, indicating that reduction degree is linearly
dependent on the hydrogen concentration. The small difference above 800 K is most
likely caused by differences in defluidization time, which are slightly shorter at higher
hydrogen concentrations.

5.4.3 Morphological observations

Figures 5.10 and 5.11 show SEM images of the powder after reduction. Figure 5.10
shows the effect of gradual defluidization on the powder. Only images for reduction at
75 vol% H2 are shown, since the effect of hydrogen concentration on the agglomeration
was negligible. Images for the other cases can be found in Figure 5.12. We can
clearly see that at 823 K the powder consists mainly of agglomerates, while at 722 K
hardly any agglomerates are formed. This difference in powder morphology matches
the pressure drop profiles in Figure 5.8. Above 800 K gradual defluidization occurs,
caused by this agglomeration. Below 800 K the decrease in pressure drop was solely
caused by the reduction process.
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Figure 5.11 shows a close-up of a particle after reduction. A dendritic iron structure
can be observed, leading to a particle surface which is highly porous. This agrees with
with results obtained in previous studies on iron oxide reduction [76, 83, 135]. Only
the results at 807 K and 100 vol% H2 are shown here, while the images of the other
cases are provided in Figure 5.13. Interestingly, the difference in surface morphology
between the particles reduced above 700 K was negligible, even though the reduction
degree obtained varied significantly (X = 0.2 − 0.6). This matches with the kinetic
result obtained in a previous study, which indicated that the reaction progresses via
a shrinking core principle (phase boundary controlled), where the conversion of iron
oxide to iron starts at the surface and grows inwards, creating an oxide core with an
iron shell surrounding it (see also Chapter 3).

(a) 722 K & 75 vol% H2, X = 0.29 (b) 823 K & 75 vol% H2, X = 0.52

Figure 5.10: SEM images of the powder after reduction experiments showing agglom-
eration.

(a) 1000x magnification (b) 5000x magnification

Figure 5.11: SEM images of the partially reduced powder (X = 0.61). Reduced at
807 K & 100 vol% H2.
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Trial combustion experiments are carried using powder from this fluidized bed, indicat-
ing that the produced powder can be combusted and has some advantages compared
to commercially available powder. Details about these combustion experiments are
given Appendix A.3.

(a) 640 K & 50 vol% H2,
X = 0.08

(b) 629 K & 75 vol% H2,
X = 0.11

(c) 624 K, 100 vol% H2,
X = 0.13

(d) 705 K & 50 vol% H2,
X = 0.18

(e) 722 K & 75 vol% H2,
X = 0.29

(f) 725 K, 100 vol% H2,
X = 0.39

(g) 828 K, 50 vol% H2,
X = 0.37

(h) 822 K, 75 vol% H2,
X = 0.52

(i) 807 K, 100 vol% H2,
X = 0.61

Figure 5.12: Scanning electron microscopy images of the particles after 5 hour reduc-
tion experiments (100x magnification).
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(a) 640 K & 50 vol% H2,
X = 0.08

(b) 629 K & 75 vol% H2,
X = 0.11

(c) 624 K, 100 vol% H2,
X = 0.13

(d) 705 K & 50 vol% H2,
X = 0.18

(e) 722 K & 75 vol% H2,
X = 0.29

(f) 725 K, 100 vol% H2,
X = 0.39

(g) 828 K, 50 vol% H2,
X = 0.37

(h) 822 K, 75 vol% H2,
X = 0.52

(i) 807 K, 100 vol% H2,
X = 0.61

Figure 5.13: Scanning electron microscopy images of the particles after 5 hour reduc-
tion experiments (1000x magnification).
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5.5 Conclusions

The fluidization and reduction behavior of combusted iron powder is investigated in
a lab-scale fluidized bed. The minimum fluidization velocity is measured for different
bed heights, temperatures and fluidizing gases:

• The influence of the static bed height on the minimum fluidization velocity at
room temperature is insignificant for normalized static bed heights H/D above
0.5. However, below this value, the influence is not negligible due to shallow bed
effects.

• The minimum fluidization velocity at elevated temperatures is reported for ni-
trogen and hydrogen. The measured minimum fluidization velocity starts to
deviate from the Ergun correlation at temperatures above 560 K.

• The Ergun equation is extended by considering the cohesive solid bridge force
to better predict the umf at elevated temperatures. This new correlation is
validated by our experimental results.

5 hour reduction experiments at equal excess velocity were carried out between 623
and 823 K and at hydrogen concentrations of 50, 75 and 100 vol%:

• Gradual defluidization occurs at temperatures above 800 K, due to the formation
of many agglomerates.

• A maximum reduction degree of 61% is obtained at 807 K and 100 vol% hydro-
gen, even though defluidization occurs.

• The surfaces of the particles became highly porous during reduction. Since the
particle surface morphology was equal for all experiments, even though the ob-
tained reduction degree varied, it suggests that the surface already fully reduces
to iron in an early stage of the reduction process, confirming a shrinking core
principle.

This work contributes to the design of high temperature fluidized beds using metallic
powders (such as for chemical looping combustion). It also supports the research being
carried out on green steelmaking (DRI), and the metal energy carrier cycle.
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6 Conclusions and Outlook

Background image: photograph of regenerated iron powder combusting in a jet-
in-hot-coflow burner. See Appendix A.3 for more details. Image courtesy of
J. Hameete.
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Abstract
Each of the previous chapters of this thesis shine light on different aspects of the
reduction process for the use of iron powder as a dense energy carrier. Moreover,
the results of each chapter are acquired using a different reactor containing a
different amount of powder (≈ 0.1−1000 g). This concluding chapter summarizes
the key findings and provides recommendations for further investigation into the
reduction process.

6.1 Conclusions

The goal of this thesis was to provide insight for the design of the reduction process of
combusted iron powder using hydrogen. This was done by performing a detailed kinetic
study using a thermogravimetric analyzer (Chapter 3), a sintering study using a packed
bed reactor (Chapter 4), and a fluidization & reduction study using a fluidized bed
reactor (Chapter 5). The findings from each study are summarized in the individual
chapters. Here, the overall findings/insights are summarized in the following:

• The pore morphology of the produced sponge iron powder is strongly depen-
dent on the reaction temperature (above 600 ◦C), while only to a minor extend
on the hydrogen concentration. Pore size increases consistently with reduction
temperature, while the overall porosity seems to be independent of temperature.
This means that the effective surface area of the powder can be tuned using the
reduction temperature, possibly leading to different (auto-)ignition behavior of
the produced iron powder.

• Iron “whiskers” form on the surface of the particle during reduction at tempera-
tures above 700 ◦C and hydrogen concentrations below 25 vol%. These whiskers
can lead to increased sticking/agglomeration of the powder and reduced flowa-
bility. Furthermore, these whiskers are expected to break off during powder
handling, producing (sub-)micron-sized fines. These fines pose health and safety
risks due to dust formation. Conditions at which these whiskers are formed
should therefore be avoided in reduction systems.

• Proper determination of the kinetic mechanism/triplet cannot be carried out by
using solely the standard model fitting method, the iso-conversional method or
the standard Hancock-Sharp method. The use of this might lead to incorrect in-
terpretation of the mechanism and therefore to incorrect kinetic parameters. An
extended version of the Hancock-Sharp method was proposed that can illuminate
which mechanism is dominant and therefore helps in the correct interpretation
of kinetic results.

• The reduction kinetics of iron-oxide are heavily influenced by the existence of
wüstite as a stable intermediate species from around 600 ◦C. Below this tem-
perature the reduction process, in excess amount of hydrogen, follows a classical
single-step phase boundary controlled shrinking core model. Full reduction can
be obtained within 10 minutes at 500 ◦C and 100 vol% H2 for small powders
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(< 50 µm). Although the initial reduction rate increases further with tempera-
ture, the reaction is strongly inhibited from a reduction degree of 60% onwards
at these higher temperatures.

• Sintering of powder occured in both reducing (H2) and non-reducing (N2) atmo-
spheres at temperatures from 600 ◦C onwards. The force required to break this
sintering increases exponentially with temperature. It was found that a decrease
in contact time has a much smaller effect on this sintering, indicating that a
sole increase in superficial gas velocity in bubbling fluidized beds can most likely
not prevent sintering. Locations in combustion and reduction systems where
particles are in frequent contact (such as cyclones and bubbling fluidized beds)
should therefore be kept below 600 ◦C to prevent sintering.

• The cohesiveness of combusted iron powder leads to an increase of the minimum
fluidization velocity, from a bed temperature of 300 ◦C. This increase can be
predicted accurately by incorporating the cohesive inter-particle force in the
Ergun correlation.

• Reduction of combusted iron using a bubbling fluidized bed should be kept below
530 ◦C in order to prevent gradual defluidization from occurring. The produced
powder is spherical and porous, providing good flowability and ignition behavior
for cyclic combustion-reduction processes.

6.2 Outlook

In this study, many new insights were obtained on the reduction, sintering and flu-
idization behavior of iron-oxide powder using hydrogen, which are valuable for the
future of the metal energy carrier cycle, but in a broader sense to fossil-free future of
iron-making and chemical looping combustion. However, many new research questions
also arise, which were not investigated due to time and recourse restrictions. These
can be summarized as:

• The influence of particle size, initial composition and water vapor concentration
on the reduction kinetics should be investigated in more detail, to extend and
improve on the current understanding of the kinetic mechanism. Especially the
influence of the water vapor concentration is needed for correct implementation
of the kinetic model in numerical models of dense particle systems (such as
fluidized beds).

• Cross-sections of partially reduced powder can provide valuable insight into the
reduction behavior, by analyzing their morphology and local composition. Espe-
cially the local concentration and distribution of the different oxides (hematite,
magnetite, wüstite and iron) can aid in further refinement of the kinetic mecha-
nism.

• Brunauer-Emmett-Teller (BET) surface area analysis measurements can be used
to quantify the effective surface area of the particle after reduction. This param-
eter determines the amount of area of the powder in direct contact with air and
will therefore probably correlate to the reactivity and ignitability of the powder.
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• The sintering behavior of the combusted and regenerated powder can be fur-
ther understood by extending the current measurements presented in Chapter 4
to shorter contact times and by improving the compression method for better
quantification.

• Reduction and combustion experiments should be carried out over multiple con-
secutive cycles to evaluate whether changes occur in the reduction and combus-
tion behavior. It can also provide insights in the viability of the metal energy
carrier cycle.

• The use of a circulating fluidized bed might allow for better hydrogen utilization,
(slightly) higher temperatures and possibly allow for shorter reduction times. It
can also provide more practical information for feasibility studies on the entire
cycle.

• The influence of impurities, as stated in Chapter 2, was assumed negligible in
this research, partly due to the use of high purity iron powder as “virgin” mate-
rial. However, it is known that doping and coating of iron powder can improve
the reduction behavior of iron-oxides. As long as these additives can be well con-
trolled and maintained over multiple cycles, they have the potential to improve
the energy carrier cycle efficiency.
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A Appendices

Background image: scanning electron image of a peculiar “combusted iron” par-
ticle. The geometric shapes (squares and hexagons) are most likely caused by
impurities in the material (e.g. pyrite FeS2). See Section 2.3 for other examples.



A Abstract
The appendices to this thesis contain additional results that were left out of the
main chapters of this thesis. Appendix A.1 contains a cyclic oxidation and re-
duction experiment performed in the thermogravimetric analyzer as part of the
kinetic research described in Chapter 3. These experiments suffer from severe
sintering, limiting proper interpretation. Appendix A.2 presents drop tube re-
duction test that were performed to evaluate the reduction behavior at high tem-
peratures. The residence times were too short for significant reduction. Finally,
in Appendix A.3, the regenerated powder, similar to that produced in Chapter 5
is combusted as a trial experiment in a newly designed jet-in-hot-coflow burner.
The burner was unfortunately not yet optimized for quantitative measurements.

A.1 Cyclic reduction-oxidation experiment

In an attempt to investigate both the oxidation and reduction kinetics of iron(-oxide),
a cyclic experiment is carried out in the thermogravimetric analyzer described in Chap-
ter 3. 118 mg of combusted iron powder, from the same batch as in Chapter 3, is used.
The reactor temperature was set to 600 ◦C. Each reduction step was set to a duration
of 40 minutes, using a flow rate of 0.48 NLPM of 50:50 vol% N2:H2. Each subsequent
oxidation step was set for 90 minutes, using 0.48 NLPM of air (21 vol% O2).

Figure A.1 shows the reduction degree in time for 8 reduction-oxidation (redox) cycles.
It should be noted that for the first oxidation step, the duration was only 60 minutes.
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Figure A.1: Reduction degree in time for 8 redox cycles at 600 ◦C. The reduction
time is 40 minutes using 50:50 vol% N2:H2, while the oxidation time is 90
minutes using air (21 vol% O2). The black dashed and dotted horizontal
lines in the figure represent full conversion to magnetite and wüstite,
respectively, if the reactions take place step-by-step.
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Figure A.2: Scanning electron microscope images of oxidized iron powder pellet after 8
reduction-oxidation cycles at 600 ◦C. The bottom three images are taken
from a crosscut of the pellet.

From the reduction degree, we can see that (near) full reduction (X = 1) is consistently
reached within the 40 minutes reduction time. Moreover, the reduction rate (slope)
seems to be constant between cycles. However, we can see that full oxidation (X = 0)
is not reached during any of the cycles. The oxidation potential of the powder seems to
decrease over multiple cycles. That is, the obtained oxidation degree (1−X) decreases
for each subsequent oxidation step. After 8 cycles, less then 10% of the material is
oxidized, of which most occurs in the first 5 minutes of exposure to air.

Figure A.2 shows scanning electron microscope images of the sample (including a cross-
cut) taken out of the thermogravimetric analyzer. It can be seen that the powder has
fully sintered together, thereby strongly inhibiting the gas from reaching the interior
iron. Moreover, from the crosscut images we can see that a shell has formed around
each particle. Shell formation has previously been observed before during iron(-oxide)
redox cycles with hydrogen by Qin et al. [63]. Since the last step of the redox cycle
was oxidation, this shell most likely consists of iron-oxide, while the porous interior
probably consists mostly of iron. This shell forms a dense/protective layer, prohibiting
oxygen from reaching the particles interior, thereby limiting the oxidation rate. Since,
during the reduction, pores are formed, these shells do not inhibit the hydrogen and
therefore the reduction process.

However, a cyclic TGA study is not representative of the combustion step of the metal
energy carrier cycle, which in a real burner has a very different, much more effective
oxidation mechanism. We can conclude from this experiment that cyclic reduction-
oxidation in a packed bed type of reactor, leads to a degradation of the powder during
the oxidation stage. More research would be required to understand this degradation
process as well as to find strategies to prevent it.
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A A.2 Drop tube reduction experiments

To investigate the reduction behavior of combusted iron powder with hydrogen at
higher temperatures than presented in Chapter 3, experiments are carrier out in a
drop tube furnace at Delft University of Technology at temperatures between 900-
1100 ◦C with 100 vol% H2. A schematic of the setup is provided in Figure A.3, while
a full description can be found in Qu [136]. This setup has been used before to study
the reduction and decomposition behavior of iron ores [67, 83, 137]. Similar research
for the development of green steelmaking has been performed by Sohn et al. [66,
115, 138–140]. A 60 mm inner diameter “Alsint” tube is surrounded by an electrical
heating element. A “carrier” gas flow (pre-heated to 500 ◦C) is used in conjunction
with a syringe pump particle feeder to inject the powder into the top of the furnace
(powder feeding rate is roughly 1-2 g/h). The injection tube has an inner diameter of
3 mm. A separate “main” gas flow is provided in a co-flow arrangement. The total
length of the drop tube is 1100 mm, while the hot zone (heated region) is 410 mm. A
sample collector is placed below the drop tube to capture the particles.

The combusted iron powder used is similar to the one used in Chapter 3. The com-
position is 45 wt% Fe2O3 and 55 wt% Fe3O4. The powder was manually sieved under
63 µm using mesh sieves, to prevent large particles/agglomerates from blocking the
particle feeding system. The size distribution, determined using dynamic image anal-
ysis, as well as a scanning electron microscope image are presented in Figure A.4. The
Sauter mean diameter d32 is 42.4 µm and Dv10 : Dv50 : Dv90 = 32.0 : 44.4 : 59.0 µm.
The experimental conditions used are mentioned in Table A.1. The residence time
of the particle in the hot zone of the drop tube furnace is calculated using Newton’s
second law of motion (assuming Stokes flow), similar to the description given by Qu
et al. [67].

Figure A.3: Schematic of the high temperature drop tube furnace (left) and forces
acting on a particle (top right). Adapted from Qu et al. [67].
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Figure A.4: Particle size distribution (left) and scanning electron microscope image
(right) of the (sieved) combusted iron particles.

Table A.1: Experimental conditions used in the drop tube furnace experiments.
Gas composition Temperature Carrier gas Main gas Residence time
100 vol% H2 900◦C 0.3 NLPM 2.7 NLPM ∼ 650 ms
100 vol% H2 1000◦C 0.3 NLPM 1.7 NLPM ∼ 680 ms
100 vol% H2 1100◦C 0.3 NLPM 1.7 NLPM ∼ 715 ms

(a) 900 ◦C (b) 1000 ◦C (c) 1100 ◦C

Figure A.5: Scanning electron microscope images of combusted iron powder, partially
reduced in the drop tube furnace.
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A Table A.2: Semi-quantitative X-ray diffraction results of drop tube reduced powder.
Case Fe FeO Fe3O4 Fe2O3 Unit
Original 0 0 33 67 wt%
900 ◦C 3 2 72 23 wt%
1000 ◦C 3 2 78 17 wt%
1100 ◦C 2 18 76 4 wt%

Scanning electron microscope images of the powder after reduction can be seen in
Figure A.5. The particles become porous, indicating that the particles are (at least)
partly reduced. However, there is quite some difference in porosity between individual
particles in all three cases. Some particles, especially in the 900 ◦C case, look nearly
identical to the original powder, while others have become significantly porous. This
result is different from the other experiments presented in this thesis, and might be
either a result of the short residence time, the high temperature or from improper
dispersion of the powder.

Semi-quantitative X-ray diffraction is carried out to determine the changes in compo-
sition. The results can be seen in Table A.2. It should be noted that these results are
semi-quantitative, meaning that relative differences can be inferred, but no quantita-
tive factors. We can see that the hematite concentration decreases systematically with
reduction temperature. This hematite is converted into magnetite. However, except
for the 1100 ◦C, only a small amount of the magnetite is converted into wüstite and
iron. This indicated that the hematite to magnetite reaction occurs faster than the
magnetite to wüstite reaction.

The most important conclusion is that the conversion to iron is very low due to the
short residence times in these experiments, rendering the drop tube experiment un-
suited for studying full iron-oxide reduction. More experiments would be required to
investigate the reduction behavior at even higher temperatures and/or longer residence
times.
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AA.3 Combustion behavior of regenerated powder

The properties as well as combustion behavior of regenerated powder, produced using
the fluidized bed described in Chapter 5, is compared with that of “virgin” iron powder,
commercially produced using an arc furnace in combination with subsequent water
atomization.

To produce the regenerated powder, a similar reduction experiment is performed as
described in Section 5.4. An excess velocity of 26 mm/s (on top of the minimum
fluidization velocity) is used in combination with 100 vol% H2. The pressure drop and
temperature profile in time can be seen in Figure A.6. Occasionally, short bursts of a
higher hydrogen flow rate are provided in an attempt to break up any agglomerates.
These bursts are visible in the graph by short spikes (increases) in the pressure drop
profile. Furthermore the temperature was reduced during the experiment, in order
to reduce the defluidization. However, the bed still defluidized over the course of
the experiment. A maximum reduction degree of 75.6% is eventually obtained. X-
ray diffraction indicated that the powder consists of around 70 wt% iron and 30%
magnetite. No hematite or wüstite phases are present.

The produced regenerated powder is analyzed alongside the original (virgin) pow-
der Rio Tinto (ATOMET95), as well as the combusted powder. Scanning electron
microscopy images of the powders are presented in Figure A.7. The particle size dis-
tributions (from dynamic image analysis) are given in Figure A.8. Semi-quantitative
X-ray diffraction indicated that the virgin powder consisted almost entirely out of iron,
while the regenerated powder consisted of a mixture iron and magnetite (see Table
A.4). Other determined material properties are summarized in Table A.3.

The results show that the virgin powder is quite different from the combusted and
regenerated powder in particle size and shape (smaller and less round, respectively).
Furthermore, the reduced powder is effectively the same size as the combusted powder,
but has a much larger inner porosity. This, in combination with a lower reduction
degree compared to the virgin iron powder, substantially lowers the energy density of
the material in comparison to the virgin powder.
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Figure A.6: Pressure drop and temperature profile during the reduction experiment.
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Figure A.7: Scanning electron microscope images of: virgin (left), combusted (center)
and regenerated (right) iron power.
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Figure A.8: Particle size distributions of: virgin (left), combusted (center) and regen-
erated (right) iron power.

Table A.3: Properties of virgin, combusted and reduced powder.
Property Virgin Combusted Regenerated Unit
Sauter diameter, d32 32.7 53.6 54.6 µm
Average L/D, LD 1.403 1.092 1.126 -
Bulk density1, ρb 4027 2910 2320 kg/m3

Particle density2, ρp 7820 4700 3750 kg/m3

Solid density3, ρs 7820 5270 6835 kg/m3

Internal porosity, εp 0 10 45 %
Reduction degree4, X - - 75.6 %
Ferrite content5 99 7 71 wt%
Energy density6 29.5 - 12.5 MJ/L
Specific energy 7.3 - 5.4 MJ/kg

1 Measured using a 100 mL measuring cylinder (vibrated).
2 Based on a packing density of 0.62 (poured random packing) for combusted & regenerated powder.
3 Estimated using known solid densities of pure constituents.
4 Defined as the weight loss during reduction, divided by the weight loss for full conversion to Fe.
5 Defined as the weight of α-Fe present, divided by the total mass.
6 Based on the bulk density mentioned and full combustion to Fe2O3.
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(a) 3 NLPM jet-flow (b) 10 NLPM jet-flow (c) 30 NLPM jet-flow

Figure A.9: Photographs of virgin (top) and regenerated (bottom) iron powder, com-
busting in a Jet-in-Hot-Coflow burner, using three different jet-flow ve-
locities (and thus powder feeding rate). Camera placement and settings
are identical for all cases. For reference, the distance between burner tip
and suction hood is roughly 0.45 m. Photographs courtesy of J. Hameete.

To compare the combustion behavior of virgin and regenerated powder, experiments
are conducted using a Jet-in-Hot-Coflow burner, developed by L. Boone. Details about
the burner can be found in his master thesis [141]. A co-flow temperature of 993 K
is used, measured at the height of the burner tip. The co-flow (600 NLPM air) and
jet-flow (3-30 NLPM air) are set using Bronkhorst EL-Flow mass flow controllers. The
jet-flow was also used to disperse the powder, using an air-knife & piston dispersion
system. Unfortunately the exact powder feeding rates could not be determined, which
means that the results can only be interpreted qualitatively.
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Figure A.10: Scanning electron microscope images of virgin (left) and regenerated
(right) iron powder, after combusted in a Jet-in-Hot-Coflow burner.

Table A.4: Semi-quantitative X-ray diffraction results of Jet-in-Hot-Coflow combusted
powder.
Case Fe FeO Fe3O4 Fe2O3 Unit
Virgin 99 1 0 0 wt%
Combusted virgin 68 2 30 0 wt%
Regenerated 63 0 37 0 wt%
Combusted regenerated 49 13 36 2 wt%

Figure A.9 shows the combustion behavior of virgin and regenerated powder. All
images are taken with equal camera settings (Nikon D7500, 56 mm, f/4.5 lens, 1/400 s
exposure time). From the images a couple of observations can be made. First, we
can observe that the regenerated powder results in less flame fluctuations/instabilities
compared to the virgin powder. This most likely has to do with the lower density of the
particles, meaning that they follow the flow better. Secondly, we can observe that the
particles ignite earlier, i.e. at a lower height above the burner. This can be explained
by the higher porosity of the regenerated powder, causing both a faster heat-up time
and a larger effective surface area for initial oxidation. Finally, the accumulated light
is consistently less in the case of regenerated powder. This matches with the fact that
the energy density for this powder is lower.

Scanning electron microscope images of the powders are given in Figure A.10. From
these two images we can observe that not all powder combusts (indicated by the ir-
regularly shaped particles, matching the size and shape of Rio Tinto ATOMET95
powder). However, the particles that do combust seem to have a similar shape and
size, indicating that the regenerated powder might produce similar powder after com-
bustion. Results of semi-quantitative X-ray diffraction can be seen in Table A.4. We
can see that a large amount of the original iron did not combust (fully). Interestingly,
wüstite and magnetite are formed during the combustion of regenerated powder, while
only magnetite is formed when virgin iron powder is combusted.

Further analysis using a well-defined combustion system is required to fully understand
the combustion behavior of regenerated powder and the differences with virgin iron
powder combustion.
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