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ABSTRACT
Diversity, equality, and inclusion (DEI) are critical factors that need
to be considered when developing AI and robotic technologies for
people. The lack of such considerations exacerbates and can also
perpetuate existing forms of discrimination and biases in society
for years to come. Although concerns have already been voiced
around the globe, there is an urgent need to take action within
the human-robot interaction (HRI) community. This workshop
contributes to filling the gap by providing a platform in which to
share experiences and research insights on identifying, addressing,
and integrating DEI considerations in HRI. With respect to last
year, this year the workshop will further engage participants on the
problem of sampling biases through hands-on co-design activities
for mitigating inequity and exclusion within the field of HRI.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing; Accessibility design and evaluation methods; • Social
and professional topics → User characteristics.
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1 INTRODUCTION
As artificial intelligence (AI) powered devices, including robots,
become prevalent in everyday life, there is an urgent need to pre-
vent the creation or perpetuation of stereotypes and biases around
gender, age, race, sexual orientations [6, 11], among other social
characteristics at risk of bias and discrimination. Often, AI sys-
tems and the underlying datasets do not reflect the diversity that
exists in human societies, exacerbating structural and systemic bi-
ases [17, 27]. For example, critical work has shown that the design
of AI-based conversational voice assistants [3, 9], gender classi-
fiers, hiring algorithms, and sex robots [2, 14] tend to be rooted in
oppressive gender inequities historically present in society.

One major cause is the lack of diversity among the stakeholders
responsible for developing such technologies [16, 24]. Thus, it is
critical for the AI community, including those of us in the field of
human-robot interaction (HRI), to address this lack of diversity,
acknowledge its impact on technology development, [5, 7] and
seek solutions to ensure diversity and inclusion [15]. Recent work
has emphasized a need to incorporate more human-centred, equity-
focused, holistic, and critical HRI approaches [10, 13, 19, 25]. Critical

956

https://doi.org/10.1145/3568294.3579965
https://doi.org/10.1145/3568294.3579965


HRI ’23 Companion, March 13–16, 2023, Stockholm, Sweden Ana Tanevska et al.

robotics approaches also stress how the involvement of stakeholders
in HRI does not meet the ideal practices of user-centred design [1,
20] because it is often hard to identify stakeholders’ influence in
the final design [23].

End-user participation is also fundamental to empirical research
in HRI. Yet, critical scholarship on human subjects research has
raised concerns about a troubling pattern with participant sampling.
Participants have largely been drawn from nations and populations
characterized as Western, Educated, Industrialized, Rich, and Demo-
cratic (WEIRD) [8]. Besides, patterns related to other diversity fac-
tors and representation exist and extend to gender and sexuality;
race and ethnicity; age; sexuality and family configuration; disabil-
ity; the body; ideology and domain expertise. We recognize that
those with less social power in terms of social identity and physi-
cal characteristics laden with social values are underrepresented
and marginalized [12, 21, 26]. People at the intersections of these
population slices experience greater disenfranchisement [18, 22].
Part of the workshop aims to highlight this issue and take action
on rectifying it.

2 WORKSHOP OVERVIEW
This workshop brings together researchers interested in expanding
efforts to advance diversity, equity, and inclusion (DEI) in HRI.
Besides foundational information about DEI in HRI, this workshop
delves deeply into the DEI challenge of participant recruitment.

Part 1: Foundations and Provocations. To understand how
robotic systems and embedded AI can replicate and amplify inequal-
ities and injustice among underrepresented communities, the first
edition [4] sought to answer: What do diversity and inclusion mean
in the context of HRI? This year, we aim to provide a forum to share
experiences and research insights on identifying, addressing, and
integrating DEI aspects in HRI, including robot design, applications,
research methods, and the HRI community.

Part 2: Co-Constructing Future Praxis. Sampling bias is a
community-level challenge. Part 2 will introduce hands-on co-
design activities for immediate practical changes in HRI. We ask:
How can we tackle sampling biases now and craft a foundation for all
future work? We will engage diverse and like-minded researchers
and practitioners who wish to make practical changes to the status
quo right away. We aim to raise awareness and escalate the problem
of sampling biases to advance fairness and rigour in HRI.

Workshop objectives: 1) build a community of researchers by
strengthening existing connections and building new ones under
DEI; 2) raise awareness of how to avoid creating and perpetuating
existing biases and stereotypes and highlight promising directions
and approaches; 3) identify oversights and better understand the
challenges related to study design (e.g., unrepresentative recruit-
ment); 4) co-develop recommendations for constructive strategies
and best practices to include excluded groups; and 5) propose re-
porting guidelines and co-construct a template on the choices for
participant recruitment in HRI studies.

3 FORMAT AND ACTIVITIES
Our full-day hybrid workshop format will combine informative
sessions, panel discussions, and interactive activities. Participants
will: a) engage with invited guest speakers; b) present papers on a

range of topics relevant to DEI in HRI; c) discuss how to advance DEI
in the field of HRI; d) participate in activities to identify strategies
and best practices; e) co-construct a template for ACM, IEEE, and
HRI venues. The schedule (CET time) will be:

• 8-12:30: Part 1 - Foundations and Provocations
• 12:30-14: Lunch
• 14-18: Part 2 - Co-Constructing Future Praxis

Part 1 will facilitate discussions on how to make HRI more di-
verse, equal, and inclusive. Accepted papers will be presented in
two blocks to accommodate different time zones. Three panel dis-
cussions are scheduled: Two with invited speakers from diverse
backgrounds, and one with students. To boost discussion, paper
authors and the HRI community will submit questions and issues
on DEI matters in HRI before the workshop on our website.

Part 2 consists of two activities. The first will be a card sort to
co-develop DEI recommendations for HRI. Organisers will guide
attendees to categorise the submitted ideas about challenges, needs,
and recommendations on diversity factors into clusters. Attendees
will then share and brainstorm strategies and best practices that
address the needs and challenges. The second activity will involve
co-constructing a DEI template built upon the results of the first
activity, to be formalized in a follow-up paper (attendees will be
invited for co-authorship or acknowledged).

4 TARGET AUDIENCE
We aim to bring together researchers and practitioners from diverse
backgrounds, including computer science, engineering, ethics, psy-
chology, gender studies, and more. We also target those interested
in addressing the challenge of WEIRD research and who have pub-
lished on human subjects research in HRI and adjacent spaces. We
will also invite participants from previous workshops who indi-
cated an interest in future opportunities. Our goal is to maximize
community engagement to further increase awareness of and ac-
tion on DEI issues. We aim for about 20-50 participants, in light of
the activities. We will distribute calls for participation via mailing
lists, social media, and professional networks. We will update last
year’s website on the topics of workshop information, papers, and
community building. Slack will be used to facilitate asynchronous
Q&A, idea sharing, networking, and discussions on DEI matters.

5 SUBMISSIONS AND EXPECTED OUTCOMES
Participants are encouraged to join both parts or can choose one.
We offer this dual format of participation because of the special
requirements and outcomes for Part 2, to be explained.

Those interested in Part 1 (general topics) are invited to submit
an extended abstract (2 pages, excl. references) and short papers (4
pages, excl. references). We welcome submissions on HRI and social
robotics research focusing on accessibility, disability and ableism,
LGBTQIA+ topics, intersectional feminism, neurodiversity, race,
ethnicity, and/or religion. We also encourage submissions from
researchers outside of the HRI community. Submissions will be
made to EasyChair, and will be peer reviewed based on original-
ity, relevance, technical knowledge, and clarity. Paper acceptance
requires that at least one author registers for and presents at the
workshop, virtually or in-person. We will provide online access to
the workshop proceedings on the website, with permission.
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Those interested in Part 2 will need to fill out a survey to par-
ticipate. Anonymous responses will be used as the basis for the
activities. The survey will explain WEIRD and other diversity and
representation factors and collect the following information: 1)
brief descriptions of published studies wherein the WEIRD fac-
tors were accounted for; 2) participant details and paper citation;
and 3) the challenges encountered in recruiting or participation.
The primary outcomes will be: (a) a critical set of challenges and
opportunities for recruitment; (b) an initial set of strategies and
best practices for addressing these challenges and opportunities
in recruitment; and (c) a reporting template with accompanying
guidelines that target diverse recruitment and are grounded in cur-
rent HRI reporting structures. We aim to submit these outcomes to
the International Journal of Social Robotics, with contributing and
consenting participants as co-authors.

6 ORGANIZING TEAM
The workshop is co-organized by a diverse team of researchers and
practitioners in HRI and adjacent spaces:

Ana Tanevska is a postdoctoral researcher at Uppsala University,
Sweden. Their work focuses on trust and social cognition in HRI.

Shruti Chandra is a postdoctoral fellow at the University of
Waterloo, Canada. Her research focuses on socially-assistive robots,
inter-generational gameplay and well-being of people.

Giulia Barbareschi is a Research Fellow at the Keio School of
Media Design, Japan. She works on technologies to empower people
with disabilities living in different parts of the world.

Amy Eguchi is an Associate Teaching Professor at UC San Diego,
USA. Her research focuses on CS education and AI literacy through
the use of robotics in K-12 classrooms.

Zhao Han is a Postdoctoral Fellow at the Colorado School of
Mines, USA. He focuses on explanation, language and AR in HRI.

Raj Korpan is an Assistant Professor at Iona University, USA. He
works on robot navigation explainable AI, and cognitive models.

Anastasia K. Ostrowski is a PhD candidate at MIT, USA. Her
current research explores equitable design of robots and design
education through Design Justice and human-centered approaches.

Giulia Perugia is an Assistant Professor in HRI at Eindhoven Uni-
versity of Technology (TU/e). Her research lies at the intersection
of Social Robotics, Social Psychology, and Inclusive HRI.

Sindhu Ravindranath is an Assistant professor at IFHE University
and a research student of ICFAI, India. She works on communication
theories, HRI, health communications, and qualitative analysis.

Katie Seaborn is an Associate Professor at Tokyo Institute of
Technology. She works on voice-based agents, inclusive design
with older adults, and intersectionality in critical computing.

Katie Winkle is an Assistant Professor in Social Robotics at Upp-
sala University, where she works on trustworthy HRI.
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