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1 Introduction

A digital twin of a (controlled) physical system allows en-
gineers to efficiently optimize the design of the physical
system and both optimize its performance and monitor its
health in real-time. Since a model (i.e., a digital twin) is
typically not an exact representation of a measured physical
system, the digital twin cannot be exploited to its full po-
tential. Therefore, model (parameter) updating is employed
to minimize the mismatch between the model and the mea-
sured system. To make model parameter updating generally
applicable in an online, digital twin context, the updating
method should be: 1) applicable in (near) real-time, 2) ap-
plicable to nonlinear models, and 3) physically interpretable.
To satisfy these requirements, the Inverse Mapping Param-
eter Updating (IMPU) method is proposed [1] which maps
a set of features to corresponding parameter values. Since
many distinct features can be extracted and using too many
features may lead to deteriorating accuracy and computa-
tional efficiency, Feature Selection (FS) is applied.

2 Inverse mapping parameter updating

In this research, the IMPU method is used to update phys-
ically interpretable parameter values p of a first-principles
(nonlinear dynamics) parametric (forward) model. This is
achieved by using the inverse relation between p and a set
of features ) as extracted from output responses that are ob-
tained for user-defined initial conditions and excitation sig-
nals, see Figure 1. This inverse relation is captured in an
Inverse Mapping Model (IMM):

p=1(). M
The IMM is constituted by an ANN that is trained offline us-
ing simulated training data {p,, ¥}, where ngs = 1, ..., n,,

such that it learns an accurate mapping. Then, in an on-
line phase, measured sets of features are used as input to
the already trained ANN such that parameter estimates are
typically obtained in approximately 5 milliseconds, allow-
ing for real-time updating. In this method, features describe
the transient output response of the system. As many dif-
ferent features can be extracted from output data, see [1],
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Fig. 1: Comparison of a first-principles forward model and an in-
verse mapping model and their inputs and outputs.

and too many features may deteriorate accuracy and train-

ing/inference time, FS is be applied to obtain a more infor-

mative subset.

3 Feature selection using mutual information

To select a subset of features, the Mutual Information (MI)
[2] between the different features and the different parame-
ter values is used. Here, MI can be regarded as the entropy
that represents the information contained within a variable
(feature or parameter value). By calculating a MI score for
each combination of features and parameters in the training
data, the features are ranked and the features with highest
MI score are selected. By employing a subset of selected
features as inputs to the ANN, it is observed that accuracy
of the parameter estimates is maintained or improved with
respect to the use of the entire set of features.

4 Conclusions

Using an IMM, constituted by an offline trained ANN, phys-
ically interpretable parameter values of nonlinear dynamics
models can be updated in (near) real-time. To decrease train-
ing and inference time, and potentially increase accuracy of
the estimated parameter values, MI-based FS is employed.
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