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Chapter 1
Introduction

Nano- and micro-particle and droplet transport phenomena in complex flows are cru-
cial for many environmental [1, 2], industrial [3–9] and medical applications [10–12].
This class of particles can be released or suspended in fluids due to a large variety of
causes during materials production, handling, processing, and during machine opera-
tions. Their release into the environment is often unintentional and/or undesired and,
in many cases, the suspending fluid is a gas. For example, submicron-sized particles
are released in the ambient air in large scale production processes involving different
materials (rubbers, plastic and paints) and from the use of fossil fuel, becoming a
major contribution to air pollution. In the semiconductor industry, with its extreme re-
quirements, contamination from submicron particles is a major challenge, and a large
effort is dedicated to improve modelling capabilities and fundamental understanding
of the dynamics of suspended particles. Macroscopic gas properties such as viscosity
and density are often not affected by the presence of these particles due to their small
size and relatively low volume loading in gases.
Particularly relevant for the scope of this thesis work are applications related to the
emerging high-tech industry: in [3] the problem of contamination from particles dur-
ing vacuum-loss in ITER, the new experimental reactor for nuclear fusion research, is
addressed; in [5, 6] the authors investigate the phenomena of back-flows of particles
from thrusters of satellites, which creates pollution or damages to the thruster nozzle.
In [7–9] the effects from contamination from particle debris in modern lithography sys-
tems are discussed. In the latter case contamination from nanoparticles is particularly
important as the latest technology lithography scanner systems have entered High-
Volume Manufacturing. This technology uses 13.5nm Extreme Ultra Violet (EUV)
radiation, which is transmitted and focused through a hydrogen background gas at
near-vacuum conditions. The hydrogen gas can be excited into a low-density plasma
due to the interactions with the EUV light and the complex interactions between solid
surfaces, gas and plasma can lead to the release of particulate and molecular contami-
nation. Such contaminant release can have a negative impact on product quality and
productivity, leading to significant economic impact. An example of a typical particle
contaminant that is found in modern lithography machines is shown in Fig. 1.1, where
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Defect on Wafer

Figure 1.1: On the left side: sketch of a particle debris that reached the reticle of a lithography
machine, where the feature to imprint on the wafer is located. The presence of
the particle on the reticle leads to multiple defect printing on the wafer [9]. On
the right, field picture of real debris nanoparticle on the reticle [8].

also a sketch of the effects of particle contamination on the reticle and the wafer is
presented.
Another relevant source of contamination is the EUV source itself [13]. The 13.5nm

light is, in fact, obtained via complex high-energy interactions between a high-power
infrared laser and tin droplets. The fundamental physical processes behind such inter-
actions are still not well understood and represent an active research topic [14–19].
In very few words, the incoming infra-red radiation quickly warms up the tin droplet,
generating a hot and dense plasma whose emission spectrum is centered at the desired
13.5nm wave length required to imprint the small features of commercial microchips.
During the irradiation process, some of the high-energy tin residuals can enter in the
low-pressure chamber where the light is guided and focalized to the wafer, creating
sources of defects (see Fig. 1.1).
In modern lithography systems, gas flows are used to protect sensitive regions from
particle contamination and range from continuum to rarefied conditions. The spectrum
of physical regimes is, thus, extremely wide and there is a continuous effort from the
scientific community to improve the mathematical and numerical modeling required
to accurately describe the transport of contaminant in such a variety of conditions.
In this context, the main aim of this thesis work is to develop advanced numerical
techniques that contribute to improved modelling and prediction of the transport of
particles in a wide range of applications, from continuum to rarefied flows. Since the
numerical methods developed in this work, as well as their mathematical foundations,
will be extensively described in the following chapters, in this Chapter we will pro-
vide a bird-eye overview about some of the mathematical models commonly used to
describe flows ranging from continuum to rarefied conditions.
Gas flows are traditionally classified accordingly to the so-called Knudsen number,
which represents a measure of the departure from the local thermodynamic equilib-
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rium typical of continuum flows. The Knudsen number is defined as the ratio between
a molecular length scale, i.e. the mean free path, λ, and a characteristic flow-related
length scale, L:

Kn =
λ

L
. (1.1)

Depending on the value of this dimensionless parameter, gas flows are typically classi-
fied in continuum (Kn < 0.01), slip (0.01 < Kn ≤ 0.1), transition (0.1 < Kn < 10)
and free molecular (Kn ≥ 10) regimes. In continuum flows, we can imagine that for
each element of fluid (which evolution in time and space is described by the macro-
scopic equations) there are a large amount of molecules and that local thermodynamic
equilibrium is preserved. More precisely, the fluid element must be preserved, in
terms of its constituent molecules, during the typical lengths and time scales of the
investigated phenomenon. This allows to derive macroscopic laws, embodied by the
Navier-Stokes Equations (NSE), that describe the evolution in time and space of the
fluid elements. In low pressure environments, however, a further degree of complexity
arises as rarefaction and non-equilibrium effects have to be taken into account. In such
conditions, more fundamental approaches based on a kinetic description of gases must
be used to properly capture the physical phenomena that appear when departing from
the continuum case. While for continuum flows, in fact, the standard Navier-Stokes
(NS) level of description is proven to be an adequate model to describe the dynamics
of the macroscopic properties of the flow (such as density, velocity and pressure),
when rarefaction effects are larger than a certain threshold, it is not possible anymore
to describe the higher order moments, such as the shear stresses and the heat flux,
in terms of the lower-order macroscopic quantities. This leads to the impossibility
to have a closed set of conservation equations and, thus, defines the validity limits
of the continuum description. When such condition is met, it is required to adopt a
lower level of description based on the solution of the Boltzmann Equation (BE). The
BE describes the fundamental physics in the whole range of Kn, but it is extremely
complex to solve both analytically and numerically to the point that some analytical
solutions can be obtained only for very simple cases in the free-molecular regime (i.e.
when the fluid is so diluted that inter-molecular collisions are absent).
From a numerical point of view, it is typically unpractical or inaccurate to describe the
whole spectrum of Kn-based regimes with a single model, and different techniques
must be employed accordingly to the regime of interest. A graphical representation
of the discussed physical regimes, as well as some numerical techniques typically
employed for gas flow simulations are presented in Fig. 1.2.
The two main categories of solvers can be identified as continuous and particle-based.

To the first group belong all the approaches that solve a system of partial differen-
tial equations (PDEs) describing the evolution of the macroscopic flow fields in time
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Navier-Stokes Equations

Figure 1.2: Schematic representation of the mathematical and numerical methods (with their
validity limits) used to model various regimes of gas flows. Rarefaction effects,
quantified by the dimensionless parameter Kn, can be related to an increase in
the mean free path of the gas molecules to the point that it becomes comparable,
or larger, than the typical macroscopic length-scale of the system and the Navier-
Stokes Equation cease to be valid. In such regimes, solvers based on the solution
of the Boltzmann Equation (as the DSMC method) must be employed. Figure is
adapted with permission from [20].

and space. To the second group belong, instead, methods that directly model the dy-
namics of a collection of microscopic molecules, and the macroscopic properties of
the gas flows are derived from averages or integrals of the dynamics of individual
particles. Solvers based on the continuous NSE (such as finite-elements [21] and
finite-volume [22] solvers) fall in the first category and cannot be safely extended
beyond the slip-flow regime. Some advancement in this sense can be obtained via
the Burnett and Super Burnett models [23–25], which represent, from a theoretical
point of view, the governing macroscopic equations in the transition regime. The Bur-
nett Equations are, however, not widely used for a number of reasons, including that
no proper boundary conditions are known and they are unstable for transient prob-
lems [26].
Continuous approaches can also include kinetic models, i.e. models based on the so-
lution of the BE. A prominent example in this sense is the Method of Moments [27],
which attempts to solve additional transport equations for the stress and heat flux
variables. This is done by coupling systems of equations involving an increasing
number of moments of the BE (the meaning of this will be explained in Chapter 2).
The Method of Moments is actively developed by the scientific community [28–30]
as it represents a promising approach to model rarefied flows. Since the number of
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moments to be included quickly rises with the rarefaction levels [27], this method
becomes numerically less feasible for increasing Kn.
When dealing with particle-based solvers, the Lattice-Boltzmann method (LBM) and
the Direct Simulation Monte Carlo (DSMC) are among the most relevant approaches.
The former is an efficient BE solver that is mostly used in the low Kn regime as it
formally recovers the NSE, while the latter is the de-facto standard to model rarefied
flows as it correctly describes dilute gas flows in all regimes, but becomes compu-
tationally unfeasible for low values of Kn. Since the entirety of Chapter 3 will be
dedicated to the description of these two approaches, we will omit their discussion
here.
This thesis specifically focuses on the development of different numerical methods to
address the interactions between flows and solid particles under various flow condi-
tions based on the Lattice-Boltzmann (for continuum and near-continuum flows) and
the Direct Simulation Monte Carlo (for highly rarefied flows) methods. The reason of
this choice is related not only to the predisposition of these numerical approaches to
describe arbitrary shaped solid particles (avoiding complicated meshing of their sur-
face), but also because they are both based on the numerical solution of the discretized
BE. This aspect is particularly desirable in relation to the possibility of developing
a hybrid LBM-DSMC solver that includes the dynamics of fully-resolved particles.
The possibility to couple the two solvers has, in fact, been successfully addressed
by Di Staso [20, 31, 32], showing that it is possible to efficiently increase the LBM
capabilities in modelling flows with increasing rarefaction by dedicating a portion of
the gas volume to DSMC calculation. A natural outlook of this work would then be
(as discussed in the Conclusions Chapter) to include a particle transport algorithm to
the LBM-DSMC hybrid solver.
More specifically, in this work we aim to address the following research questions:

• Mesh-free uniform approach for flow-particle interactions: we aim to de-
velop a framework to describe two-way coupled particle-flow interactions in
the LBM and DSMC which is based on a common mathematical and numerical
approach. Such approach does not involve constant re-meshing of the surface
of the particle, facilitating the future development of hybrid kinetic solvers that
include particle transport algorithms.

• Investigate accuracy of LBM particle transport algorithms in dynamics
conditions: in the framework of the LBM various boundary treatments are
available which offer different degrees of accuracy. While many benchmarks
are available in the literature featuring static particles in different flows, it is
still unclear what accuracy is expected when particles can move in the fluid
domain. This difficulty is partially related to the absence of a clear benchmark
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Chapter 1 Introduction

for dynamic conditions. We aim to provide such benchmark to investigate and
improve moving boundary treatment in the LBM.

• Improve Euler-Lagrangian Point Particles simulations of non-spherical
particles in rarefied conditions: in many practical applications particles are
orders of magnitude smaller than the geometry of the flow and are typically
modelled as spherical point particles transported in the flow. In these conditions
rarefaction effects are dominant on the drag of the particles and, currently, only
drag corrections for spherical particles are available for the whole range of Kn.
We will adopt the DSMC method to derive drag corrections on different ellip-
soidal particles, including complex aspect ratios with shapes close to needles
and disks.

The thesis is organized as follows: in Chapter 2 we cover the fundamental theory
behind gas flow modelling, starting from the derivation of the BE to its connection to
the macroscopic models represented by the Navier-Stokes Equations via the so-called
transfer equation. In this framework, we also cover the basic theory of interactions
between flows and solid particles, focusing on the continuum and free molecular
regimes, showing some fundamental analytical results. Through this chapter it will
become evident how flow-particle interactions in the transition regime are the most
difficult to model, as analytical solutions are not available and the typical approach is
to employ heuristic relations obtained experimentally.
In Chapter 3, we focus entirely on the description of the numerical methods used and
developed during this thesis work, namely the Lattice-Boltzmann Method (LBM) and
the Direct Simulation Monte Carlo (DSMC) method. In this context, we introduce
the similarities and differences between these two BE solvers, focusing on providing
the details of the respective implementations and working principles. Particular care
is dedicated to the description of the numerical schemes used to model the two-way
coupling between flows and solid particles, which represents the main contribution,
from the numerical point of view, of this work.
Chapter 4 will be fully dedicated to the analysis performed with the LBM related to
the accuracy assessment of the particle transport algorithm in Stokes flows. We pro-
pose a systematic approach, based on the development of novel boundary conditions
to apply at the simulation box, to accurately estimate the degree of accuracy of the
two-way coupled numerical schemes used to include solid colloidal particles in the
framework of the LBM. Different boundary treatments at the fluid-solid interface are
evaluated, and an improvement of existing schemes is proposed.
In Chapter 5, we transition from the LBM to the DSMC method. We employ our novel
scheme to model fully-resolved colloidal particles in the DSMC algorithm to perform
an aerodynamic study of drag and lift coefficients of ellipsoidal particles immersed in
ambient flow in rarefied conditions. The main objective of this Chapter is to develop
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and discuss a methodology to obtain heuristic models that capture rarefaction effects
on the drag and lift of such particles. These models are obtained via interpolation and
extrapolation of DSMC results and we show that their predictions correctly recovers
results from DSMC simulations in a broad range of Kn.
In Chapter 6, we further develop the discussion presented in Chapter 5 by first improv-
ing the mathematical formulation of the proposed heuristic model for the drag and lift
of ellipsoidal particles in rarefied ambient flow conditions and then by extending it to
particles with different aspect ratios (up to very pronounced needle or flake shapes)
and gas-surface interactions. Additionally, we perform a study of the impact of the
vicinity of a wall to the drag experienced by the particles. The predictive models
discussed in Chapters 5 and 6 are, in fact, formally derived for particles immersed
in unbounded fluid and it is important to estimate the degree of variation from the
predictions when particles are instead closer to a solid surface. We show that near-wall
effects take the form of a drag increase when compared to the unbounded case, but
such effects quickly vanish as the particle-wall distance increases, and are weaker
for increasing rarefaction. The heuristic models obtained in this study can strongly
improve the accuracy and capabilities of Euler-Lagrangian point particles simulation
typically employed in contamination control studies of particles transport.
Finally, in Chapter 7 we discuss and summarize our main results, underlying the
possible outlooks and applications from the results presented in this thesis work.
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Chapter 2
Theoretical Background

In this thesis we will rely on different numerical approaches to address the problem
of flow-particle interactions, namely the Lattice-Boltzmann method (LBM) and the
Direct-Simulation Monte Carlo (DSMC) method, which are both based on a numeri-
cal solution of the Boltzmann Equation (BE).
This chapter provides an introduction to the modeling of the interactions between
flows and solid objects in different flow regimes, starting from the connection be-
tween the microscopic dynamics of a gas flow, based on a kinetic description, with the
macroscopic variables. We will show how the BE describes the underlying physics
of gas flows at any level of rarefaction. Its limiting cases, in fact, yield the contin-
uum description, typically modeled via the Navier-Stokes Equations (NSE), and the
collisionless (or free-molecular) flows. Most problems in rarefied gas dynamics in-
volve, however, the central region of these two extremes (transition regime), which is
the most challenging to address numerically, theoretically and experimentally due to
the interplay of non-equilibrium effects and non-vanishing intermolecular collisions
probability. In this chapter we will introduce the most common techniques to address
particles-flow interactions in the transition regime, highlighting their strengths and
limitations. To address the transition regime, in fact, advanced numerical techniques,
such as the DSMC method, are often required due to the lack of analytical models. For
this reason, the continuum and free-molecular regimes represent the most natural start-
ing point to understanding the fundamental physics behind gas-surface interactions
from a theoretical perspective.

2.1 The Boltzmann Equation

In this Section we provide a brief introduction to the physical modeling at the basis
of the BE. For an in-depth derivation of the BE from the fundamental mathematical
principles, we refer to the seminal textbooks of Bird [33], Cercignani [34–36] and
Succi [37, 38], on which this Chapter is based.
The practical impossibility to describe a gas flow, in a classical sense, by the Newto-
nian equations of each individual molecule led to the necessity of a statistical descrip-
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Chapter 2 Theoretical Background

tion based on probability distributions.
In a sample of gas with N identical gas molecules, a typical molecule has a velocity
c with components u, v and w in the x, y and z directions, respectively. The number
of molecules dN with velocity components in the range u to u+ du, v to v + dv and
w to w + dw can be expressed as:

dN = Nf(c)dc, (2.1)

where dc = dudvdw is the volume element in the velocity space and f(c) is the
single particle distribution function. From now on, the functional statement is omitted
and f ≡ f(c). It can be easily proven that f is normalized, and that it cannot have
negative values. The macroscopic properties of the gas can then be related to f by
computing the average value over the desired microscopic quantity Q:

Q =
1

N

∫

N
QdN =

+∞∫

−∞

Qfdc. (2.2)

The rightmost integral is called a moment of the distribution function and, as it will be
shown in more detail later, the macroscopic quantities are referred to as moments of
the distribution function. For example, by setting Q = c, the streaming macroscopic
velocity can be computed via Eq. (2.2) as the average of the microscopic velocity c.
In most cases of interest, it is desirable to express the explicit dependence of f with
respect to position and time, as the macroscopic flow properties are usually related to
these variables. Following [33], the 6-dimensional space that includes the three spatial
dimensions, as well as the three velocity dimensions, is called phase space, and the
single particle distribution function in phase space, F(c, r, t) ≡ F can be defined as

dN = F(c, r, t)dcdr, (2.3)

where dr = dxdydz is the volume element in physical space. Now dN represents the
number of molecules with velocity components in the range u to u+ du, v to v + dv
and w to w+ dw and with spatial positions ranging from x to x+ dx, y to y+ dy and
z to z + dz. A relation between f and F can be easily obtained by combining Eqs.
(2.1) and (2.3), and reads

nf = F , (2.4)

where n = N/dr is the gas number density. This relation must be used in cases where
f(c) is used in a context in which it also depends on the position, r and time, t. A
straightforward application of Eq. (2.4) is the derivation of the macroscopic density
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2.1 The Boltzmann Equation

field, ρ, by combining it with Eq. (2.2) and by setting Q = m:

ρ(r, t) =

+∞∫

−∞

mnfdc = mn(r, t). (2.5)

From a rigorous point of view, the most complete level of description of a monoatomic
gas composed of N indistinguishable particles is obtained by considering the 6N di-
mensional phase space and its relative N -particle distribution function F (N), which
allows to define the probability for the whole system to be in a specific state. The
statistical mechanics of such system is described by the Liouville equation [39], which
expresses the conservation of F (N) in the 6N dimensional phase. However, the enor-
mous mathematical complexity required by this description makes it impossible for
practical use and the only distribution function that can have some hope to be solved
is the single-particle distribution function, F (1) = F/N , which thus represents a nor-
malized version of F . This can be achieved by repeatedly integrating the Liouville
equation in order to obtain the BBGKY [40] set of equations which, ultimately, lead
to an equation for F . This approach, however, allows to express F as a function of
the two-particle distribution function F (2) and the physical assumption of molecular
chaos must be invoked to obtain a closed equation for F . In a dilute gas, only a small
fraction of space is actually occupied by the gas molecules. Assuming that the system
is in molecular chaos means that each molecule is statistically independent from the
others and the probability to find them in a specific two-particle configuration is just
the product of each individual molecule in their respective one particle configuration,
so that

F (2)(c1, r1, c2, r2, t) = F (1)(c1, r1)F (1)(c2, r2). (2.6)

To describe the time evolution of F (equivalent to NF (1)), three main aspects must
be taken into account: firstly, the flow of molecules across the surface of dr of phase
space induced by the molecular velocity c. Additionally, the flow of molecules across
the surface of dc as a result of the external force per unit mass F. Finally, the in- and
outflow of molecules from dcdr due to the scattering from molecular collisions, that
are assumed to be binary and instantaneous in a dilute gas.
The final form of the equation that governs the evolution of the single particle distri-
bution function f in terms of the aforementioned microscopic interactions was firstly
obtained by Ludwig Boltzmann [41] in 1872, and takes his name. The famous BE
reads:

∂

∂t
(nf) + c · ∂

∂r
(nf) + F · ∂

∂c
(nf) = C, (2.7)
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where the left-hand terms represent the streaming motion of the molecules in the
6-dimensional phase space and the right-hand side is the integral collision operator.
Under the assumption of molecular chaos, C can be expressed as

C =

+∞∫

−∞

4π∫

0

n2(f ′1f
′
2 − f1f2)crσdΩdc1, (2.8)

where the subscripts 1 and 2 refer to the two molecules involved in the collision, the
primed quantities are the post-collisional distributions, cr = c1 − c2 is the relative
velocity of the colliding molecules and dΩ is the unit solid angle about c′r = c′1 − c′2.
The integral form of the collision operator, in contrast with the partial differential
form of the left-hand side of Eq. (2.7), is responsible for most of the mathematical
and numerical complexities associated with the solution of the Boltzmann Equation.

2.2 From the microscopic to the macroscopic
description

In the previous Section we showed the basic concepts behind the BE. We will now
focus on its applications, showing how to derive the continuum level of description,
represented by the Navier-Stokes Equations (NSE), as well as how to apply it in cases
where non-equilibrium effects are so relevant that the continuum limit is not a valid
model anymore.
Given any microscopic quantity, Q, which is either a constant or a function of the
molecular velocity, we can compute the moments of the BE with respect to this quan-
tity. In the same way as the moments of the distribution function, given by Eq. (2.2),
allow to obtain the macroscopic properties of the gas, the moments of the BE include
the conservation equations of the continuum gas dynamics. By multiplying the BE by
Q and integrating in the velocity space, we obtain the so-called transfer equation:

∂

∂t
(nQ) +

∂

∂r
·
(
ncQ

)
− nF · ∂Q

∂c
= ∆ [Q] , (2.9)

where ∆ [Q] is called the collision integral, which computation is in general very
complicated. Luckily, there are quantities for which the collisional integral is zero.
This happens thanks to the two symmetries associated to ∆ [Q], namely the symmetry
between collision partners and between post- and pre-collision velocities (see [33]).
Such quantities, called collisional invariants, are the mass m, momentum mc and
energy 1

2mc2.
To compute Eq. (2.9) on the aforementioned collisional invariants, it is useful to
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2.2 From the microscopic to the macroscopic description

first derive some fundamental quantities from the microscopic velocity. The first of
these quantities is the macroscopic fluid density ρ obtained in Eq. (2.5). The second,
then, is the macroscopic stream velocity, which can be obtained by separating the
molecular velocity in its average (or stream) and thermal components, given by u and
c′, respectively:

u = c, (2.10)

c′ = c− u. (2.11)

It is now appropriate to spend a few words about the notation used throughout this
work. We introduced the microscopic velocity c = (u, v, w) to describe the velocity
component of each individual gas molecule. When dealing with macroscopic proper-
ties, instead, we will use the typical notation u = (ux, uy, uz), where the subscripts
refer to the average velocity along the different Cartesian components. Here, some
confusion might arise between the x component of the microscopic velocity, u, and
the individual components of the macroscopic velocity u. The latter, however, will
always appear with the subscript associated with the Cartesian component, and we
believe that the context of usage will be clear enough to avoid any misunderstanding.
The next quantity of relevance is the pressure tensor, obtained as the momentum
average over the thermal velocities:

P = nmc′c′. (2.12)

The components of P are Pαβ = nmc′αc
′
β , where the subscripts α and β are used to

represent the tensor in Einstein notation and refer to the three Cartesian components.
The scalar pressure, P , is the average of the diagonal components of P:

P =
1

3
ρ
(
u′2 + v′2 + w′2

)
=

1

3
ρc′2. (2.13)

If we imagine that a solid surface is present inside the gas, Eq. (2.13) represents the
normal force per unit area that the gas exerts on the surface. From the pressure tensor,
following the derivation from [33], the viscous stress tensor can be defined as the
negative of the pressure tensor with the scalar pressure subtracted from the normal
components:

τ ≡ ταβ = −
(
nmc′αc

′
β − δαβP

)
, (2.14)

where δαβ is the Kronecker delta, which represents the identity matrix, 1, in Einstein
notation. The identity matrix can, in fact, be defined as 1α,β = δα,β .
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Chapter 2 Theoretical Background

Finally, by computing Eq. (2.9) setting Q to one of the collisional invariants and by
using the definitions from Eqs. (2.10)-(2.14), we obtain the conservation equations
for the macroscopic quantities of a fluid, more commonly known as the Navier-Stokes
equations:

Mass:
∂ρ

∂t
+ ∇ · (ρu) = 0, (2.15)

Momentum:
∂(ρu)

∂t
+ u ·∇ (ρu) = −∇P + ∇ · τ + ρF, (2.16)

where we limited our derivation to the first order moment (momentum equation), as
the energy equation is not relevant for this work (we refer the reader to [33] for its
derivation).
For Newtonian fluids in the continuum regime, the stress tensor τ can be written as a
function of the lower order moments:

ταβ = µ

(
∂uα
∂rβ

+
∂uβ
∂rα

)
+ δαβχ

∂uγ
∂rγ

, (2.17)

where µ and χ are dynamic and volume viscosity (also known as bulk or second
viscosity), respectively. For incompressible Newtonian fluids, we have that µ is a
constant, χ = 0 and, ultimately, ∇ · u = 0. In this regime, Eq. (2.16) assumes the
more popular form:

∂(ρu)

∂t
+ u ·∇ (ρu) = −∇P + µ∇2u + ρF, (2.18)

which represents, together with ∇ ·u = 0, the incompressible Navier-Stokes equation
of motion for the fluid parcel.
A fundamental application of Eq. (2.9) in a case where ∆[Q] 6= 0 is given by setting
Q = H , where H is the Boltzmann’s H-function given by [41]:

H = ln(nf). (2.19)

The physical meaning of H can be understood by observing that over a small interval
∆t, f changes to f + ∆f and the fractional change can be expressed as ∆f/f =
∆(ln f), so that H is the mean value of this infinitesimal variation and it is related to
the thermodynamic entropy of the system.
By considering a dilute gas in its equilibrium state and without any external forcing,
the only term different from zero in the left-hand side of Eq. (2.9) is the partial
derivative with respect to time, while it can be shown that the collision integral on
the right-hand side is always negative [33]. This result recovers the Boltzmann’s
H-theorem, i.e.

∂H

∂t
< 0, (2.20)
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2.2 From the microscopic to the macroscopic description

which states that the entropy of the system can only increase and recovers the second
principle of thermodynamics from a statistical mechanical point of view. Due to the
finite energy of the system, it can be shown that H will decrease monotonically to a
finite lower bond, after which

∂H

∂t
= 0. (2.21)

From this relation, combined with Eq. (2.9), we can obtain the equilibrium, or Maxwellian
distribution function f0, which reads [41]

feq =
β3

π3/2
e−β

2c′2 , (2.22)

where β = m/(2kBT ).
The NSE given by Eqs. (2.15) and (2.16), which describe the temporal and spatial
evolution of the macroscopic fields, can be expressed as a closed set only when shear
stresses can be defined in terms of the lower-order quantities, such as the velocity
or the density fields, as shown in Eq. (2.17) for the viscous stress. When the gradi-
ents of the macroscopic variables become comparable to the typical distance traveled
from molecules between collisions, which is called the mean free path λ, the afore-
mentioned condition is not met and the continuum description is not valid anymore
(continuum breakdown). In such cases, the gas flow is called rarefied, and the Knud-
sen number, namely the ratio between λ and a typical size of the system L, is the
parameter that defines the rarefaction degree:

Kn =
λ

L
. (2.23)

The mean free path, λ, is defined as [42]:

λ =
2µ

c̄mρ
, (2.24)

where c̄m =
√

8kBT/πm is the mean thermal velocity for a gas molecule with tem-
perature T and mass m.
Care must be taken in choosing the most significant value of L: while for simple
geometries and uniform flows a general Kn number can be defined using a relevant
size of the system, such as the channel width, a more precise approach can be estab-
lished by using a local definition of Kn based on the characteristic scale length of
the macroscopic gradients, so that for example L = ρ/|∇ρ| (or, similarly, using other
macroscopic fields).
The NSE are generally considered accurate for Kn < 0.1, while the upper validity
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limit can be taken to be Kn ' 0.2. In the range of 0 < Kn ≤ 0.2 (slip flow regime),
rarefaction effects are generally modeled through the introduction of second-order slip
boundary conditions to capture the slip velocity, Uslip, that appears at the solid-fluid
interface due to non equilibrium effects. These boundary conditions read:

Uslip = A1λ

(
∂u

∂n

)

wall

−A2λ
2

(
∂2u

∂2n

)

wall

, (2.25)

where n is the unit vector normal to the solid surface and pointing into the flow and
A1 and A2 are parameters related to the gas-wall interaction. As an example of the
breakdown of the continuum model, in Fig. 2.1 we show a comparison between the NS
prediction of simple rectangular Poiseuille flow and the results from Direct Simulation
Monte Carlo (DSMC) computations, which are able to correctly capture rarefaction
effects without extra modeling since it is a BE solver (details of the numerical method
will be extensively discussed in Chapter 3). The NS solution at a given vertical location
y inside the channel for this kind of flow is given by

U(y)

U0
=

4

H2
y(H − y) + Unormslip , (2.26)

where U0 = ρa
8µH

2 is the centerline velocity at Kn = 0 obtained using a body force a
on the fluid (e.g. gravity), H is the total height of the channel and Unormslip = Uslip/U0

is the normalized slip velocity. For a Poiseuille flow the, Unormslip can be written as

Unormslip = 4A1Kn+ 8A2Kn
2, (2.27)

so that the final NS prediction is obtained by inserting the value of Uslip given by
Eq. (2.27) into Eq. (2.26). The value of the coefficients is set to A1 = 0.8183 and
A2 = 0.65311 following [43].
As can be seen from Fig. 2.1, the NS prediction with the addition of the slip model
is accurate only for very small values of Kn, as important deviations appear for
Kn & 0.2. For Kn > 0.2, the continuum model must be replaced with a molecular
based one, as the slip model embodied by Eq. (2.25) is no longer able to describe
rarefaction effects.
Besides the Kn number, other two fundamental dimensionless quantities that define
the physics of fluid flows are the Mach number and the Reynolds number:

Ma =
u

cs
, (2.28)

Re =
uL

ν
, (2.29)
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Figure 2.1: On the left, a sketch of the geometry of a rectangular force-driven Poiseuille flow.
The distance between the channel walls isH , and a flow is driven by the presence
of an external body force a, which generates the typical parabolic velocity profile
with centerline velocity U0 as described in Eq. (2.26). In presence of a finite
Kn number, non-equilibrium effects appear close to the walls and induce the
appearance of a slip velocity Uslip at the fluid-solid interface. On the right, the
comparison between the NS predictions (dashed lines) for a Poiseuille flow from
Eq. (2.26) at finite Kn with the results from DSMC simulations (empty circles).
The NS predictions are obtained using the second-order slip model from Eq.
(2.27) using the values of the coefficients A1 = 0.8183 and A2 = 0.65311 [43].
The NS solution is reliable only for small values of Kn, as forKn & 0.2 the slip
model is no more adequate to describe rarefaction effects in the flow.

where u and L are the characteristic velocity and length of the flow, respectively, cs is
the sound speed and ν = µ/ρ is the kinematic viscosity. The Mach number measures
the ratios of velocities in the flow, whereas the Reynolds number is a measure of
inertial versus dissipative effects. In this work we will focus on quasi-incompressible
Stokes flows, so that Ma� 1 and Re� 1.

2.3 Surface interactions in the continuum and low
Reynolds number regime

In this Section, we will cover some fundamental examples of solid surface-flow inter-
actions in the framework of vanishing Kn (continuum regime) and Re. A flow with
vanishing Re is called a Stokes flow (or creeping flow) and in this regime the inertial
and acceleration terms in Eq. (2.16) vanish, leading to the Stokes equations:

∇ · u = 0, (2.30)
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∇ · σa = −∇P + µ∇2u = −F, (2.31)

where σa is called absolute stress tensor and it is related to the pressure and viscous
stress tensor from Eqs. (2.12) and (2.14) by

σaαβ = −Pδαβ + ταβ = −Pαβ. (2.32)

The most relevant difference between the Stokes Eqs. (2.30)-(2.31) and the NSE
(2.15)- (2.16) is the disappearance of the non-linear advection term, so that the former
set is linear. Linearity also implies that motions are reversible in the driving force (e.g
gravity) and instantaneous, meaning that the flow will adapt very quickly (instanta-
neously) to modifications in the boundary conditions (such as a moving particle). The
only requirements to determine the flow are, thus, given by the boundary conditions
(on the particle and on the external boundaries of the flow), and the external forcing.
To begin, we will present the solutions of simple relevant cases, such as the problems
involving a single particle immersed in Stokes flow. For a more detailed explanation
of the topic we refer to [44, 45].

The drag force on a particle in Stokes flow

The influence of the particle on the fluid flow arises from the surface interactions
between the fluid in contact with the solid surface, which from a mathematical point
of view are described by the boundary conditions that the solid particle imposes to
the fluid motion. When Kn vanishes, these conditions are embodied by the so-called
no-slip boundaries, meaning that the velocity of a fluid parcel in contact with an area
of the solid surface is locally the same as the velocity of the surface element itself. For
a particle with center of mass rP , this condition can be expressed, mathematically, as

u(r) = UP + ωP × (r− rP ), (2.33)

where r is a point on the surface of the particle, UP is the translational velocity and
ωP is the rotational velocity of the particle.
The force acting on the particle due to the interactions with the fluid is called the drag
force and is defined as the integral over the surface of the particle of the dynamic
stress σ = σa − F · r1, i.e.

FD =

∫

SP

(σa − F · r1) · ndS =

∫

SP

σ · ndS, (2.34)

where n is the outward unit vector normal from the surface of the particle and F rep-
resents an external body force (e.g. gravity). The reason of subtracting the hydrostatic
stress field, given by the term F · r1, is to consider only the stress due to the relative
motion between the fluid and the solid particle.
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2.3 Surface interactions in the continuum and low Reynolds number regime

Motion of a single sphere in a general flow

In the most general case, and up to linear order, the form of the velocity and pres-
sure fields at position r in a reference system centered on a particle moving in an
unbounded fluid is given by:

u(r) = u∞ + Ω∞ × r + E∞ · r + u′, (2.35)

p = p∞ + p′, (2.36)

where u∞ and p∞ are the fluid velocity and pressure at infinity (i.e. far from the
particle), Ω∞ and E∞ are the ambient vorticity and strain and the primed quantities
represent the perturbation induced by the presence of the moving particle, which can
be decomposed into:

u′ = u′t + u′r + u′s, (2.37)

p′ = p′t + p′s, (2.38)

where the subscripts t, r and s are abbreviations for translation, rotation and strain,
respectively. It has to be noted that the rotational term in Eq. (2.38) is zero, as rota-
tional motion does not influence the pressure field.
In the case of a spherical particle moving at velocity UP and rotating at angular ve-
locity ωP , the analytical expressions for the perturbations in Eqs. (2.37)-(2.38) can
be obtained by enforcing the no-slip conditions given by Eq. (2.33) [44], and read as:

u′t,α =
3R

4
UP,β

(
δαβ
r

+
xαxβ
r3

)
+

3R3

4
UP,β

(
δαβ
3r3

+
xαxβ
r5

)
, (2.39)

u′r,α =

(
R

r

)3

εαβγ(ωP,β − Ω∞β )xγ , (2.40)

u′s,α =− 5R3

2

xα(xβE
∞
βγxγ)

r5
− R5

2
E∞βγ

[
δαβxγ + δαγxβ

r5
− 5xαxβxγ

r7

]
, (2.41)

where u′α is the component α of the fluid velocity at position r in the reference system
centered on the particle, R is the particle radius and r is the distance between r and
the particle center and εαβγ is the Levi-Civita tensor. A graphical representation of
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Eqs (2.39)-(2.41) is presented in Fig. 2.2.
Analogously, for the pressure the analytical solutions read [44]:

p′t =
3µR

2

UP,αxα
r3

, (2.42)

p′s = −5µR3
xαE

∞
αβxβ

r5
, (2.43)

where µ is the dynamic viscosity of the fluid.
The hydrodynamic force, torque and stresslet (i.e. the symmetric first moment of the

surface stress) acting on the particle are obtained by the integration of the stress tensor,
σ, over the normal vector to the surface elements:

Fh =

∫

Sp

σ · ndS = 6πµRU∞, (2.44)

Th =

∫

Sp

r× σ · ndS = 8πµR3ω∞, (2.45)

Sαβ =
1

2

∫

Sp

[σαγxβ + σβγxα]nkdS =
20π

3
µR3E∞αβ. (2.46)

An important application of these relations is the case of a spherical particle settling
in an unbounded and quiescent fluid by the action of an external force, such as gravity.
In this case, and under steady conditions, the drag force will balance the excess weight
of the particle and Eq. (2.34) can be written as

FD =

∫

Sp

(σa + ρg · rδαβ) · ndS = −4

3
πR3(ρP − ρ)g. (2.47)

By combining Eq. (2.44) with the result from Eq. (2.47), and by substituting U∞

with−UP (which is always possible in Stokes flows thanks to their linearity), we can
obtain a relation for the final equilibrium velocity of the settling particle, commonly
referred at as the settling velocity:

Us =
2

9

(ρP − ρ)R2

µ
g. (2.48)

Motion of ellipsoidal particles

When particles with more complex shape are considered, it is in general not straight-
forward (and in most cases not possible at all) to derive an exact expression for the
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2.3 Surface interactions in the continuum and low Reynolds number regime

Velocity perturbations:

u′ = u′t + u′r + u′s

a): translational, u′t

b): rotational, u′r

c): strain, u′s
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Figure 2.2: Examples of different velocity perturbations in the xy plane induced by the pres-
ence of a spherical particle with radius R in an unbounded fluid. On the top
right (a), the perturbations given by Eq. (2.39) induced by a sphere translating at
velocity UP along the negative y direction in a quiescent fluid are plotted. The
flow field is normalized with respect to UP . In the bottom left (b), we show the
perturbations given by Eq. (2.40) produced by a rotating sphere with angular
velocity ωP in a quiescent fluid, normalized with respect to the velocity at the
boundaries of the sphere given by ωPR. At the bottom right (c), we present the
flow fields in presence of an ambient strain with only non-zero components given
by Exy = Eyx = 1, obtained by inserting Eq. (2.41) into the general expression
for the flow given by Eq. (2.35).
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Figure 2.3: Sketch of a prolate (a) and oblate (b) ellipsoids with major axis a, minor axes b
and focal radius c =

√
a2 − b2.

perturbation induced by the particle on the flow field. Luckily, the drag and torque inte-
grals for ellipsoidal particles can be solved analytically in the case of prolate or oblate
particles immersed in uniform flows. Ellipsoidal particles are of extreme interest in
many practical applications, as not only they include a large variety of shapes, such as
needles and flakes, but also because most of the physical cross-section geometries can
be described as ellipsoidal shapes, so that ellipsoidal particles with different aspect
ratios can be used as good approximation for a large variety of complex shapes.
The first derivation of the drag force experienced by a prolate or oblate ellipsoidal

particle translating in a fluid was derived by Oberbeck [46]. Some years later, Happel
and Brenner [45] obtained the same result by solving the axisymmetrical creeping
flow past a spheroidal particle in ellipsoidal coordinates. An example of a prolate and
oblate ellipsoid with major axis a, minor axes b and focal radius c =

√
a2 − b2, is

presented in Fig. 2.3. The drag force acting on this class of particles, for the case in
which their symmetry axis is aligned along an external flow with velocity U∞, reads:

F prD = − 8πµcU∞

(A2
pr − 1) coth−1Apr −Apr

, (2.49)

F obD = − 8πµcU∞

Aob − (A2
ob − 1) cot−1Aob

, (2.50)

where Apr = a/c and Aob = b/c are shape-dependent quantities for the prolate and
oblate case, respectively.
Concerning the rotational dynamics, the first analytical solution of an ellipsoid rotating
in a shear flow has been derived by Jeffery [47], who solved the rotational problem in
ellipsoidal coordinates. The angular velocity ω(t) of a general spheroidal particle set
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2.3 Surface interactions in the continuum and low Reynolds number regime

into motion by an unbounded shear flow is given by

ω(t) =
C

a2 + b2
(
a2 cos2 θ(t) + b2 sin2 θ(t)

)
, (2.51)

tan θ(t) =
a

b
tan

[
Cabt

a2 + b2

]
, (2.52)

where a and b are the major and minor axes of the ellipsoid in the plane of the shear,
respectively. Here, C = 2Ushear/L is the shear rate, assuming that the shear flow is
driven by two moving parallel walls separate by a distance Lwith respective velocities
±Ushear. The variable θ(t) describes the angle between the major axis and one of
the main directions in the shear plane. The angular velocity ω(t) of the ellipsoid is
then described by a family of curves that depend on the shear rate and on the starting
orientation of the particle, and in general it will show periodic oscillations with period

Tjef =
π(a2 + b2)

abC
. (2.53)

Two particular cases are shown in Fig. 2.4, where the analytical trajectory of the
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Figure 2.4: Analytical prediction given by Eq. (4.8) of the angular frequency as a function
of time for a sphere with a/b = a/c = 1 (black dashed line) and for a prolate
ellipsoid with aspect ratio a/b = a/c = 2 (purple) and one with a/b = a/c = 4
(green) originally oriented with the major axis a parallel to the flow. The angular
frequency and time are normalized with respect to the shear rateC = 2Ushear/L.

angular velocity is plotted for a sphere and for an ellipsoid with internal aspect ration
a/b = 2 and a/b = 4.
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Figure 2.5: Decomposition of forces acting on an arbitrary-shaped particles (depicted as
ellipsoidal for simplicity) oriented with angle Φ with respect to the ambient
flow U0. The drag and lift forces (FD and FL, repetitively) are always oriented
parallel (drag) and perpendicular (lift) to the ambient flow, while normal (Fn)
and parallel (Fp) forces are aligned with, or orthogonal to, the principal axis of
the particle, respectively.

The sine-squared drag law

One fundamental application of the linearity of Stokes flows is related to the derivation
of a general scaling law, with respect to the relative orientation between an arbitrary
shaped particle and a uniform ambient flow, for the drag and lift forces acting on the
particle. According to Happel and Brenner [45], who first derived such relations, the
general expression for the drag force on a particle with an arbitrary shape immersed
in uniform ambient flow can be expressed as

FD = 6πµReqU0K, (2.54)

where Req = 3
√

3V/3π is the radius of the sphere with equivalent volume, V , of the
investigated particle and K is a shape-dependent correction factor to be determined.
Happel and Brenner [45] then show that Eq. (2.54) can be applied to describe orien-
tation effects as a function of only the drag force at 0◦, the drag force at 90◦ and a
trigonometric function of the relative orientation between the particle and the ambient
flow.
To derive this relation, we consider the general problem of the drag exerted by a flow

with ambient velocity U0 on a generic particle oriented with angle Φ with respect to
the flow, sketched in Fig. 2.5. It is always possible to define a reference frame xyz in
which the x axis is in the same direction of U0. In this way the drag force FD lies
on x and it forms an angle Φ with respect to the principal axis of the particle, while
the lift force FL lies on y. Additionally, the resistance forces along the parallel and
normal directions with respect of the major axis of the particle can be defined as Fp

and Fn, respectively.
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2.4 Surface interactions in the free-molecular regime

The drag and lift forces can then be expressed as a combination of Fp and Fn:

FD = Fp cos Φ + Fn sin Φ (2.55)

FL = Fn cos Φ− Fp sin Φ, (2.56)

So that the total force acting on the particle can be obtained as Ftot = FD + FL, or,
similarly, as Ftot = (FD, FL). In the latter notation the vector notation is dropped as
FD and FL now refer to the total force components along x and y, respectively. For
the rest of this work, we will adopt this notation, referring to the drag and lift forces
as components. Using Eq. (2.54) we can directly obtain the expressions for Fp and
Fn in the xyz reference frame:

Fp = 6πµReqU0 cos ΦK0◦ , (2.57)

Fn = 6πµReqU0 sin ΦK90◦ , (2.58)

where we specified different correction terms K for the case at 0◦ and 90◦. By in-
serting Eqs. (2.57)-(2.58) into the Eqs. (2.55)-(2.56) we obtain the general relation
for FD and FL with respect to the orientation Φ as originally derived by Happel and
Brenner [45]

FD = FD,0◦ + (FD,90◦ − FD,0◦) sin2 Φ, (2.59)

FL = (FD,90◦ − FD,0◦) sin Φ cos Φ, (2.60)

where we indicated with FD,0◦ and FD,90◦ the drag force experienced by the particle
at Φ = 0◦ and Φ = 90◦, respectively. These relations are extremely important as
not only they show the explicit Φ-dependence of the drag and lift forces, but also
that it is sufficient to know FD,0◦ and FD,90◦ to obtain a complete knowledge of the
orientation effects on the drag and lift on any kind of particle.
The relation expressed by Eq. (2.59) is commonly referred to as sine-squared drag
law, and it is not only valid in the continuum, low Reynolds number regime. Recent
studies [48,49], in fact, show that this relation holds for non-spherical particles such as
fibers and ellipsoids also at larger values of Re, and we will show later that it appears
unchanged also in collisionless flows for which the streaming velocity is sufficiently
small.

2.4 Surface interactions in the free-molecular regime

In the previous Section we showed how to apply the NSE in the continuum regime to
address some basics particle-flow interaction problems. In this Section we will show,
instead, how to directly apply the BE to obtain solutions of surface-gas interactions
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problems in such cases where an analytical solution is obtainable. One fundamental
example of such cases is given by free-molecular (or collisionless) flows, i.e. flows
for which the Knudsen number tends to infinity:

Kn =
λ

L
→∞. (2.61)

Collisionless flows are thus associated with either very low densities (which lead to a
large mean free path) or very small characteristic lengths. For this kind of flows, the
collisional term in Eq. (2.7) vanishes and, in the absence of external force fields, the
collisionless Boltzmann equation reads

∂

∂t
(nf) + c · ∂

∂r
(nf) = 0, (2.62)

and it can be solved analytically for simple steady [33] and unsteady [50] flows.
In the rest of this Section we are interested in showing how to apply the gas-kinetic
description, from an analytic point of view, to investigate the aerodynamics of different
bodies immersed in a free-molecular flow. This class of problems is of great interest
in many real-case applications related to particle contamination in high-tech systems,
where the typical size of the particles is of few µm (or even nm), while the mean
free path of the gas is typical on the order of mm. This leads to an extremely large
particle-based Knudsen number, and the particle-flow interaction can be regarded as
free-molecular.
The basic assumption required to derive the fundamental quantities related to the
gas-surface interactions in the free-molecular limit is that the gas is in an equilibrium
state, so that its distribution function is given by the Maxwell-Boltzmann distribution
from Eq. (2.22). The collisionless assumption imposes that the gas molecules that are
reflected from the surface of the solid object do not interact with the incoming flow
and, thus, the surface quantities are obtained by using Eq. (2.22) in the calculation of
the transfer equation, given by Eq. (2.9).

Derivation of fluxal quantities

In order to derive the description of the interactions between a collisionless gas in
thermal equilibrium with a solid surface, we need to define some fundamental flux
quantities across a surface element. Following the derivation from Bird [33], the
geometry of the problem is as follows: the stream velocity u of the gas is inclined
with an angle θ with respect to unit normal vector n to the surface element, as sketched
in Fig. 2.6. The reference system is chosen in a way, and without loss of generality,
that the x axis goes in the opposite direction of n and that the streaming velocity lies
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2.4 Surface interactions in the free-molecular regime

in the xy−plane. In this way, each molecule has velocity components

u = u′ + u cos θ, (2.63)

v = v′ + u sin θ, (2.64)

w = w′, (2.65)

where u, v and w refer to the velocity components along the x, y and z coordinates
respectively (as discussed in Section 2.2).
The inward, i.e. along the negative direction of n, flux of some quantity Q can then
be obtained by directly computing Eq. (2.9), using the equilibrium distribution feq in
place of f , i.e.

nQu = n

+∞∫

−∞

+∞∫

−∞

+∞∫

0

Qufeqdudvdw =

=
nβ3

π3/2

+∞∫

−∞

+∞∫

−∞

+∞∫

0

Que−β
2(u′2+v′2+w′2)dudvdw. (2.66)

The three main quantities related to gas-surface interactions are the inward number
flux,Ni, the inward normal momentum flux, pi, and the inward parallel momentum flux,
τi and they can be obtained by setting Q in Eq. (2.66) to 1, mu and mv, respectively.
In the computation we used Eqs. (2.63)-(2.65) to expand the molecular velocities (and
relative integration limits) and to transform the differential operators. The expressions
for the aforementioned fluxes, as obtained by Bird [33], are given below:

Ni =
nβ3

π3/2

+∞∫

−∞

e−β
2w′2dw′

+∞∫

−∞

e−β
2v′2dv′

+∞∫

−u cos θ

(u′ + u cos θ)e−β
2u′2du′ =

=
n

2π1/2β

[
e−s

2 cos2 θ + π1/2s cos θ{1 + erf(s cos θ)}
]
, (2.67)

pi =
nmβ3

π3/2

+∞∫

−∞

e−β
2w′2dw′

+∞∫

−∞

e−β
2v′2dv′

+∞∫

−u cos θ

(u′ + u cos θ)2e−β
2u′2du′ =

=
ρ

2π1/2β2

[
s cos θe−s

2 cos2 θ + π1/2{1 + erf(s cos θ)}
(

1

2
+ s2 cos2 θ

)]
,

(2.68)
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τi =
nmβ3

π3/2

+∞∫

−∞

e−β
2w′2dw′

+∞∫

−∞

(v′ + u sin θ)e−β
2v′2dv′×

×
+∞∫

−u cos θ

(u′ + u cos θ)e−β
2u′2du′ =

=
ρ

2π1/2β2
s sin θ

[
θe−s

2 cos2 θ + π1/2s cos θ{1 + erf(s cos θ)}
(

1

2
+ s2 cos2 θ

)]
,

(2.69)

where

s = |u|β =
|u|
c′m

(2.70)

is the molecular speed ratio, i.e. the ratio between the streaming velocity and the most
probable molecular speed, and

erf(x) =
2

π1/2

x∫

0

e−t
2
dt (2.71)

is the error function.
As it will be shown later, Eqs. (2.67)-(2.69) provide the fundamental quantities re-
quired to compute the drag and lift force exerted by an equilibrium gas flow on a solid
body.

Surface interactions in collisionless flows

The surface pressure and shear stress expressed in Eqs. (2.68)-(2.69) can be directly
integrated over the surface of the solid body to obtain the aerodynamics forces acting
on it. In order to perform such calculation, we first need to obtain the same fluxal
quantities related to the reflected molecules, which will be indicated with the subscript
r, as the total momentum exchanged by the gas on the surface will be the sum of the
contributions from incoming and reflected particles. In the absence of absorption or
emission effects at the surface, the incident number flux must be equal to the reflected
one, therefore we have that the total fluxes read:

N = Ni +Nr = 0, (2.72)
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Figure 2.6: Coordinate system used for the derivation of fluxal quantities from Eqs. (2.67)-
(2.69) across a surface element dA.

p = pi + pr = 0, (2.73)

τ = τi + τr = 0. (2.74)

To evaluate the reflected quantities, we need to define the type of reflection that the gas
molecules undergo when they hit the solid surface. Maxwell [51] proposed two mod-
els to describe this interaction: specular reflection, in which collisions are perfectly
elastic and the normal component of the velocity with respect to the solid surface is
reversed, and diffusive reflections, in which the velocity of each molecule is reset to
a Maxwell-Boltzmann distribution after the collision event. The most general way to
describe gas-surface interactions is typically to consider a combination of the afore-
mentioned models, as a comprehensive general theory of such interactions is absent.
More complex models of gas-surface interactions have been introduced in the attempt
to cover this gap, such as the Cercignani-Lampis-Lord model [52], but the mathemat-
ical complexity of these models is often difficult to connect with experimental data.
The values of the reflected fluxal quantities for specular reflections are:

pr = pi (2.75)

τr = −τi, (2.76)

while for diffusive reflection, the only difference is given by

τr = 0. (2.77)

If a fraction σ of molecules undergoes diffusive reflection and the remaining (1 −
σ) is reflected specularly, the above results can be combined to obtain the general
expression for the pressure and shear stress acting on the surface element of the
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particle. In Eqs. (2.68)-(2.69) we express the orientation dependence through the
angle θ, which is the angle between the streaming velocity and the normal component
at the surface. It is more natural, however, to use the angle of attack Φ = π/2− θ for
aerodynamics studies. The expressions of the pressure and shear stress then read [33]:

p

p0
=

2β2
0p

p0
=

[
(2− σ)π−1/2s sin Φ +

1

2
σ

(
Tw
T0

)1/2
]
×

× e−s2 sin2 Φ +

[
(2− σ)

(
1

2
+ s2 sin2 Φ

)
+

+
1

2
(2− σ)

(
Tw
T0

)−1/2

π1/2s sin Φ

]
[1 + erf(s sin Φ)] (2.78)

τ

p0
=

2β2
0τ

p0
= π−1/2σs cos Φ

[
e−s

2 sin2 Φ + π1/2s sin Φ{1 + erf(s sin Φ)}
]
,

(2.79)

where the subscript 0 refers to the ambient values (i.e. far from the solid surface)
and Tw is the temperature of the solid surface, which is relevant only in the case of
diffusive reflections. The drag and lift forces can then be obtained from the integration
over the particle surface of Eqs. (2.78)-(2.79):

FD =

∫

Sp

(p cos θ + τ sin θ)dS, (2.80)

FL =

∫

Sp

(p sin θ − τ cos θ)dS, (2.81)

from which the drag and lift coefficients can be immediately obtained:

CD =
FD

1
2ρ0U2A

, (2.82)

CL =
FL

1
2ρ0U2A

, (2.83)

where U is a characteristic velocity of the flow (usually the streaming velocity) and
A is a relevant area of the solid body (usually the cross-sectional area).
The evaluation of the integrals given by Eqs. (2.80)-(2.81) on complex surfaces is,
however, a complicated task also using numerical techniques and can be carried on
analytically only for the most simple surfaces. In the following of this paragraph we
will present and comment some applications of this approach.
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Figure 2.7: Sketch of aerodynamics of a thin plate oriented at angle of attack Φ with respect
to uniform ambient flow with velocity U0

Drag on a thin plate

The case of a rectangular plate is the first natural example as Eqs (2.78)-(2.79) can
be directly applied (without integration) to determine its aerodynamic properties. A
sketch of the problem is presented in Fig. 2.7.
The net force is obtained, in fact, by subtracting the pressure on the upper plate, for

which the values of Φ are negative, to the pressure on the upper plate, for which Φ
assumes positive values. The final results for the drag and lift coefficients are [33]:

CD = 2
1− (1− σ) cos(2Φ)

π1/2s
e−s

2 sin2 Φ+

+
sin Φ

s2

[
1 + 2s2 + (1− σ){1− 2s2 cos(2Φ)}

]
erf(s sin Φ)+

+
σ

s
π1/2 sin2 Φ

(
T2

T0

)1/2

(2.84)

CL =
3(1− σ)

π1/2s
sin Φ cos Φe−s

2 sin2 Φ +
cos Φ

s2
{1 + (1− σ)(1 + 4s2 sin2 Φ}×

× erf(s sin Φ) +
σ

s
π1/2 sin Φ cos Φ

(
Tw
T0

)1/2

. (2.85)

The scaling of CD and CL, with respect to the angle of attach Φ, is presented in
Fig. 2.8. It is interesting to observe that the correlations typical of the continuum
regime from Eqs. (2.59)-(2.60) holds also for the collisionless regime, in the limit

of low values of the speed ratio s = U0

(
m

2kBT

)1/2
. This highlights that rarefaction

effects do not depend on the orientation of the solid body with respect to the gas
flow. This result is related to the fact that for low free stream velocities, the friction
due to pressure effects and the one due to tangential effects are equally important in
the interactions between the gas molecules and the surface of the solid object (see
discussion in [33]).
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Figure 2.8: Drag (left) and lift (right) coefficients (solid lines) as obtained from Eqs (2.84)-
(2.85) for a thin rectangular plate immersed in a collisionless gas flow for different

speed ratios s = U0

(
m

2kBT

)1/2

as a function of the angle of attack, Φ. The
results, obtained for a fully diffusive surface, are compared with the analytical
correlations (dashed lines) proposed by Happel and Brenner [45] and embodied
in Eqs. (2.59)-(2.60). For small velocities the prediction from the continuum
regime holds also in the collisionless case, highlighting that rarefaction effects
do not depend on the relative orientation of the solid body with respect to the
incoming flow in the limit of small speed ratios.

Drag on a sphere in the collisionless limit

For bodies different than flat plates, Eqs. (2.80)-(2.81) must be integrated over the solid
surface. For a spherical particle, this is particularly straightforward as the integration
can be performed in polar coordinates. In such reference system, the polar angle θ
corresponds to angle θ in the flux Eqs. (2.67)-(2.69), so that the drag coefficient based
on the cross-sectional area of the sphere is [33]

CD =

π∫
0

(p cos θ + τ sin θ)2πr2 sin θdθ

1
2U

2πR2
=

=
2s2 + 1

π1/2s3
e−s

2
+

4s4 + 4s2 − 1

2s4
erf(s) +

2σπ1/2

3s

(
Tw
T0

)1/2

. (2.86)

This result is an extension to the pioneering work of Epstein [53], who firstly obtained
a relation for the drag force exerted by a gas on a spherical particle in the limit of
low streaming velocities (i.e. for small values of s). From the scaling of Eq. (5.10)
with respect to the molecular speed ratio s, presented in Fig. 2.9, we can observe that
CD decreases monotonically until the supersonic limit is reached, for which s = 1
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Figure 2.9: Drag coefficient CD of a spherical particle, as obtained by Bird [33], in uniform
collisionless flow for different values of the molecular speed ratio s, as described
by Eq. (5.10). Results are obtained for a fully diffuse surface with σ = 1.

and Ma ∼ 1. We then observe the onset of trend reversal, with a steady and fast
monotonic increase of CD as s reaches higher values.

Drag on an ellipsoid in the collisionless limit

When dealing with ellipsoidal particles, Eqs. (2.80)-(2.81) must be integrated using
ellipsoidal coordinates, and a general expression similar to Eq. (5.10) is, up to our
knowledge, not available in the literature. Dahnekë [54], however, presents a deriva-
tion valid in the limit of small streaming velocities (using a similar approach as Epstein
did for spherical particles). The final expression of the drag force exerted by a flow
with ambient velocityU0 on a prolate ellipsoidal particle, as obtained by Dahnekë [54],
reads:

Fpr =
πµabU0

λ

[
sin2(Φ)×

(
Apr

{
4 +

(
π

2
− 1

)
σ

}
+
Cpr
B2
pr

{
2 +

4B2
pr + π − 6

4
σ

})
+

+ cos2(Φ)

(
2Aprσ +

Cpr
B2
pr

{
B2
pr(4− 2σ)− 4 +

(
3− πb2

2a2

)
σ

})]
,

(2.87)
where a and b are the ellipsoid major and minor axes, respectively,Bpr =

√
1− b2/a2,

Apr = sin−1(Bpr)/Bpr and Cpr = b/a−Apr. Similarly, the expression for the drag
force on oblate ellipsoids reads:
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Figure 2.10: Drag force experienced by a prolate (red) and oblate (blue) ellipsoidal particle
in the free molecular regime, as obtained from Eqs. (2.87) and (2.88), for a fully
diffuse surface σ = 1, as function of the orientation Φ. Results, normalized with
respect to the drag force at Φ = 90◦, are obtained for a particle with volume
V = 6.5× 10−20m3 and aspect ratio a/b = 2 immersed in uniform argon gas
flow with ambient velocity U0 = 100m/s and temperature T = 300K. As it
can be seen, the sine-squared drag law (dashed lines) given by Eq. (2.59) is still
valid in the free molecular regime.

Fob =
πµabU0

λ

[
sin2(Φ)

(
A2
obBob

{
6− π

4
σ − 2

}
+ Cob

{
4− 4− π

2
σ

}
+
a

b
σ

)
+

+ cos2(Φ)

(
A2
obBob

{
4− 6− π

2
σ

}
a2

b2
+ Cobσ +

a

b
σ

)]
,

(2.88)
with Aob = 1/

√
a2/b2 − 1, Cob = Aob log (a/b+ 1/Aob) and Bob = a/b − Cob. A

relative comparison between Eqs. (2.87) and (2.88) is presented in Fig. 2.10, where
it is shown that the sine-squared drag law from Eq. (2.59), valid in the continuum
regime, is extendable to the free molecular case.
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2.5 From the continuum to the free molecular limits:
the transition regime

In the previous Section we presented how to model fluid-surface interactions in the
free-molecular regime, i.e. neglecting inter-molecular collisions by setting the col-
lision operator in the BE to zero. This approximation is valid only for very large
values of the Knudsen number, Kn, and in many practical applications this condition
is not met, as inter-molecular collisions still play an important role. An example of
the impact of intermolecular collisions on the drag experienced by a sphere immersed
in a uniform ambient gas flow is shown in Fig. 2.11, where the resulting drag force
from DSMC collisional and collisionless simulations is compared for different values
of Kn. In this kind of simulations, a fully resolved spherical particle is kept fixed
in space at the center of the simulation box and a constant ambient flow is gener-
ated around it; the total drag exerted by the gas on the particle is then computed and
compared for the different cases. In-depth details on the on how to setup this kind
of DSMC simulations will be given in Chapter 5. From the results, it is evident that
collisions are particularly relevant when Kn ≤ 10, but their effect is still appreciable
at Kn = 10, which typically is chosen as starting point of the free molecular regime.
When the mean free path λ of the gas is comparable with the size of the system, i.e.
0.2 < Kn < 10, rarefaction effects are dominant, but the collision operator in the BE
can not be regarded as vanishing. This regime is called the transition regime, and it rep-
resents the most challenging regime to be investigated numerically, theoretically and
experimentally. Since the pioneering work of Cercignani and Daneri [55], different
models based on the numerical approximation of the BE [56–58] have been proposed
in the literature to describe flows in the transition regime in simple geometries, such
as pipes and ducts. In terms of the interaction between gas and solid particles, some
expressions for the scaling of the drag force, with respect to the Kn number, experi-
enced by particles immersed in a rarefied gas flow has been obtained [42, 59], also in
this case from a numerical solution of the BE. Due to the mathematical complexity
of the boundary conditions, these approaches have been successfully applied only to
spherical particles in unbounded fluid.
The most important advancement in the understanding and modeling of the drag force
on spherical particles in the whole range of Kn comes without doubts from the mon-
umental experimental work of Millikan [60,61], who performed a fit of the correction
function for the drag firstly proposed by Cunningham [62], and later improved by
Weber [63]:

C(Kn) = 1 +A(Kn) ·Kn = 1 + (α+ βe−γ/Kn)Kn, (2.89)

where A is called the slip correction parameter, α, β and γ are characteristic param-
eters that are somewhat dependent on particle surface and gas characteristics, and
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Figure 2.11: On the left: comparison between the drag force experienced by a sphere with
radius R = 0.25µm immersed in an uniform argon gas flow for different values
of the particle-based Kn number for the collisional (red squares) and collision-
less (blue squares) cases, as obtained from DSMC simulations (more details in
Chapter 5). On the right: relative difference between in the drag force between
the collisional and the collisionless cases. Intermolecular collisions have an
important impact for 1 ≤ Kn < 10, and their effect appears to be negligible
for Kn ≥ 100. Interestingly, for Kn = 10, which is considered the beginning
of the free molecular regime, a relative difference of about 2.5% is still present
between the collisional and the collisionless cases, stating that even at large
values of Kn intermolecular collisions might still be relevant.

must be determined experimentally. The drag force on a spherical particle can then be
written as the Stokes drag from the continuum regime, given by Eq. (2.44), divided
by the correction term from Eq. (2.89):

FD(Kn) =
6πµRU∞
C(Kn)

. (2.90)

Through meticulous measurements of the drag force experienced by micro-metric oil
droplets, Millikan obtained a value for the free parameters of α = 1.209, β = 0.406
and γ = 0.893. A vast effort has been devoted to improve and extend Millikan’s mea-
surements [64–68] to a wider range ofKn and gas flows. Among the others, Allan and
Raabe [69] proposed and improved version of the Millikan apparatus and measured
the drag on micro-metric solid glass particles in a Knudsen range of 0.01 ≤ Kn ≤ 10,
obtaining the values of α = 1.142, β = 0.558 and γ = 0.999. A graphical repre-
sentation of the scaling of the slip correction parameter, A, as a function of Kn is
presented in Fig. 2.12.
The drag correction, given by Eq. (2.90), also often referred to as the Cunningham

correction, became the standard reference to model rarefaction effects on spherical
particles, and has been extensively used in Lagrangian-point particle models [70–73],
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Figure 2.12: Slip factor (solid purple line) A from Eq. (2.89), as a function of Kn using
the values of the free parameters of α = 1.142, β = 0.558 and γ = 0.999,
as obtained from Allan and Raabe [69]. The vertical dashed lines represent
the conventional separation from the different regimes: slip flow regime for
0.01 . Kn . 0.2, transition regime for 0.2 . Kn . 10 and free molecular
regime for Kn & 10.

as well as to model the correction to the diffusion coefficient in the Brownian motion
of point-particles in rarefied conditions [74]. To extend this approach to non-spherical
particles, Dahnekë [54, 75] proposed two approaches, the Equivalent Sphere Approx-
imation (ESA) and the Adjusted Sphere Approximation (ASA). The ESA simply
consists in the direct application of Eq. (2.90), using an effective radius Reff so that
the volume of the particle under investigation matches the one of a sphere with Reff
(hence equivalent sphere). This approach is accurate only for slightly non-spherical
bodies, and it quickly becomes poor as soon as the particle shape deviates significantly
from the spherical shape. Moreover, no influence of the orientation is retained.
The ASA approximation is a more sophisticated approach that consists of the follow-
ing steps:

1. For a specific body at a given orientation, the correction factor C must be
obtained as the ratio between the continuum and the free molecular drag force.

2. The obtained expression for C is equated to the one of the sphere given by Eq.
(2.89):

C = 1 + (α+ βe−γ/Kna)Kna, (2.91)

where Kna = λ/Ra is the Knudsen number related to the adjusted sphere with
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radius Ra still to be determined. It can be obtained with the following relation:

Kn

Kna
=
Ra
L∗
, (2.92)

where L∗ is a characteristic length of the body under investigation.

Once the value of the adjusted radius Ra is obtained for a specific body and for the
orientation under consideration, the corrections on the drag force over the whole Kn
range are obtained by combining Eqs.(2.92) and (2.91). A table with the values of Ra
for different bodies and orientation is presented in [75].
While the Cunningham correction is widely used to model the drag force on different
bodies with different shapes, any explicit relation to the momentum accommodation
coefficient σ, i.e. the dependence on the type of reflections that the gas molecules
undergo when they hit the solid surface, is lost. In his experiments, in fact, Millikan
assumes that the large majority of reflections is diffusive. This assumption has been
later verified by Buckley et al. [76], who found that a value for the tangential accom-
modation coefficient of σ = 0.809 described Millikan’s results with good accuracy. If
smaller particles, such as nano-particles, are considered, however, a larger fraction of
specular reflections can appear [77], leading to a reduced accuracy of the Cunningham
correction. Moreover, the determination of the correction curve in the transient regime
is extremely susceptible to small variations in the fit coefficients, so that the accuracy
of the Cunningham correction in this regime can vary when used to describe particles
with a different material than the ones used for the experimental observations.
When dealing with non-spherical particles, as will be shown later in Chapter 5, the
ASA approximation also shows some limitations, as not only it can be applied to
the cases where both the continuum and free molecular drag force of the body are
known, but it is also less accurate for bodies that highly deviates from the spherical
shape, such as oblate spheroids. A large part of this thesis work, presented in Chap-
ters 5 and 6, is devoted to address the possibility to obtain a predictive model for the
drag and lift forces on ellipsoidal particles in the transition and free molecular regime
using the DSMC method, which is also able to include effects of the momentum
accommodation coefficient.

2.6 Concluding remarks

In this Chapter we presented the fundamental concepts behind the statistical descrip-
tion of a gas based on the single particle velocity distribution function and how its
evolution in time and space can be modelled through the BE. A fundamental as-
sumption, required to reach a closure of the BE, is that in a dilute gas individual gas
molecules are statistically independent so that collisions can be regarded as binary
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events involving solely two molecules. This physical assumption is called molecu-
lar chaos and it allows to simplify the collision operator in the Boltzmann-Equation.
From the evaluation of the moments of the BE we then show how to recover the NSE
that govern the macroscopic dynamics of fluid parcels, highlighting the limitations
(and eventually the breakdown) of such model in presence of rarefaction effects.
In the framework of the continuum description, we present the fundamental theory
related to fluid-particles interactions in the Stokes-flow regime, with several examples
such as the settling of a sphere in an unbounded fluid, to the rotational dynamics of
an ellipsoidal particle in a shear flow, and the sine-squared relation for the drag force,
with respect to the orientation, of a body immersed in uniform flow. The physical
principle at the basis of the interactions between a fluid and a solid surface is found in
the pressure and viscous effects that are ultimately originated from the microscopic
interactions between the gas molecules and the surface of the body. Following this
principle, we then derive the analytical description for the drag and lift forces, follow-
ing literature results, in the free molecular regime which is at the opposite extreme
of the continuum regime. For this purpose, different particle geometries have been
considered. In the free molecular regime, intermolecular collisions can be neglected
and analytical calculations can be performed by assuming that the incoming distribu-
tion of the gas molecules is unaffected by the molecules that are reflected by the solid
body. Particularly relevant for the scope of this thesis work is the preservation of the
sine-squared drag law, experienced by an arbitrary-shaped body immersed in a uni-
form flow, and typical for the continuum regime, also in the free molecular case. This
aspect highlights the general validity of this law in the whole spectrum of Knudsen.
The most challenging regime in terms of rarefaction effects is given by the so-called
transition regime, which connects the slip flow with the free molecular regime. In
these conditions, in fact, rarefaction effects are dominant, but inter molecular col-
lisions cannot be neglected. In the final part of this Chapter we discuss the most
important techniques, as well as their limitations, to model the drag experienced by
particles in the transition regime starting from the well-known Cunningham correc-
tion.
In this thesis work we will first show how to accurately model Stokes flows with
the Lattice-Boltzmann method, presenting an improvement of the state-of-the-art al-
gorithm related to the coupling between flow and particles. We will then focus on
investigating rarefaction effects on the drag force experienced by different particles
through DSMC simulations in the transition and free molecular regimes. Before dig-
ging into the main research topics of this thesis work, the fundamental concept at the
basis of the aforementioned numerical models will be discussed in the next Chapter.
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Chapter 3
Numerical Methods

In this thesis, we will adopt two numerical methods to simulate the interactions
between flows and particles in different conditions, namely the Lattice Boltzmann
Method (LBM) for flows in the continuum regime and the Direct Simulation Monte
Carlo (DSMC) approach for rarefied flows.
This chapter is aimed to provide an introduction to these methods, starting from their
connection to the kinetic theory of gases and, more specifically, to the Boltzmann
Equation (BE). We first discuss the analogies and differences between the methods in
the numerical approximation of the BE, focusing on the detailed explanation of the ba-
sic principles behind each approach. Particular attention will then be dedicated to the
treatment of the particle-flow coupling algorithms specifically developed in this the-
sis work. The underlying modeling within each numerical method will be discussed,
as well as the validations required to assess their accuracy. In this framework, this
chapter contains some of the results published in the papers “Influence of numerical
resolution on the dynamics of finite-size particles with the lattice Boltzmann method”,
Phys. Rev. E 103, 013303, (2021) and “On the drag and lift coefficients of ellipsoidal
particles under rarefied flow conditions”, Phys. Rev. E 105, 015306, (2022).

3.1 Introduction to the LBM and DSMC methods:
analogies and differences

Since its first introduction by Bird [33], the DSMC method represents a de-facto
standard in the modelling of rarefied gas dynamics and has been used for a wide
range of applications. The principal drawback of the method is that it becomes nu-
merically increasingly expensive as the flow approaches to the continuum regime.
On the opposite side, the LBM has recently emerged as a powerful and reliable tool
to model the Navier-Stokes Equations (NSE). Compared to the DSMC method, the
LBM is, in fact, particularly accurate and efficient in modelling a continuum level of
description. Examples of few outstanding applications of the LBM are simulations
of arterial flows [78, 79], simulations of finite-size particle dynamics at low Reynolds
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number [80,81] and in particle-laden turbulent flows [82–84], as well as investigation
of particle transport in micro-channels [85, 86], just to cite some works.
Regardless of their fundamental difference in terms of applications, both methods con-
sist of a technique to approximate numerically the BE and the phase space associated
with it. In the DSMC method this is done by “grouping” a large number of real gas
molecules into computational particles, which have a given position and velocity. This
is analogous to a Lagrangian discretization of the phase space, as the computational
particles are free to move ballistically in a continuous physical and velocity space.
On the other hand, the LBM adopts an Eulerian discretization of the phase space on
the lattice grid, where both spatial and velocity coordinates are discretized. The gas
molecules are then represented by components of the single particle Velocity Distribu-
tion Function (VDF) f , and they can propagate only along specific directions, defined
by the lattice structure. This is equivalent to a mesoscopic representation of the gas
dynamics, while the DSMC is a microscopic particle-based system. Both descriptions
are equivalent in terms of the macroscopic properties of the flow, and both recover
the macroscopic hydrodynamic fields by computing the momenta (or averages) of the
distribution function, as sketched in Fig. 3.1.
In both methods, the evolution of the BE in time and space is then approximated

Macroscopic scale

Navier-Stokes

Microscopic scale

Particle-based methods
(DSMC)

Mesoscopic scale

Lattice-Boltzmann Method

Figure 3.1: Overview of the typical length scales related to different numerical methods.
The DSMC is based on a microscopic particle-based representation and, for this
reason, becomes unpractical to simulate large scale systems. The LBM bridges
the gap between the microscopic description and the macroscopic scales, typically
represented through the Navier-Stokes Equations.
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through a splitting algorithm scheme. At first, the streaming step (or free flow) in
which the collisionless BE is solved over a time interval ∆t:

{
∂fs(r,c,t)

∂t + c · ∇fs(r, c, t) = 0,

fs(r, c, 0) = f0(r, c),
(3.1)

where the subscript s refers to the streaming part of f and f0 is a given initial condi-
tion. The streaming step is then followed by the collision step, in which the collision
operator C of the BE (see right-hand side of Eq. (2.7)) is taken into account. This is
done by solving the space homogeneous BE

{
∂fc(r,c,t)

∂t = C,

fc(r, c, 0) = fs(r, c,∆t),
(3.2)

using as initial condition the solution from the streaming step calculated from the
system of Eqs. (3.1). A schematic representation of the splitting algorithm for the two
methods is presented in Fig 3.2.
Behind their evident analogies, the two methods present fundamental dissimilarities
in both the streaming and the collision steps, and these dissimilarities are what ulti-
mately distinguish and characterize each individual approach. For what concerns the
streaming step, as already anticipated, the most evident difference is the drastic reduc-
tion in terms of degrees of freedom that appears in the LBM, as the components of the
distribution function can move only along predetermined directions. The capability to
recover a Navier-Stokes level of description with such a strong approximation of the
velocity space is one of the most surprising features of the LBM, and certainly one of
its strengths, as it allows to achieve outstanding numerical efficiency.
The most characteristic feature of the DSMC method, on the other hand, consists in the
stochastic treatment of the collision term in the BE, which involves binary collisions
between computational particles that are close enough. It has been proved [87] that
this approach provides a reliable approximation of the collision term of the BE and,
thus, the DSMC is able to capture its complicated effects without the need of numer-
ical modeling of detailed collision processes. The drawback of this approach is that
it becomes numerically unfeasible for systems close to the continuum limit and such
formulation is adequate only for dilute gases, as it involves only binary collisions. In
the LBM, instead, collisions are modeled through a relaxation towards an equilibrium
distribution. This relaxation dynamics is generally controlled by a single parameter
(the relaxation time), that contains all the information related to the collision process.
While this approach is more suited to capture the dynamics of liquids and gases in the
continuum regime, it suffers in capturing rarefaction effects. The next sections will
provide a more detailed explanation of these numerical schemes.
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Figure 3.2: Sketch of the splitting scheme adopted by the DSMC and LBM to obtain an
approximate solution of the BE, consisting of a streaming step and a collision
step. In the former, the DSMC particles are advanced ballistically in the domain,
while in the LBM the distribution functions are only allowed to move along
specific directions, defined by the lattice typology (in the sketch a standard 2D
lattice with 9 discrete speeds is presented). The collision step is instead very
different among the two schemes: in the DSMC a stochastic method is used to
simulate binary collisions between particles (highlighted in green) residing in the
same computational grid cell, while in the LBM the collision step is performed
through a relaxation towards the equilibrium distribution, described as feq .

3.2 Basics of the LBM

The fundamental concept of the LBM is the replacement of the single particle distri-
bution function, f(x, c, t), in its discrete counterpart fa(x, t), where the subscript a
refers to one of the discrete velocities ca that characterize the lattice (note the slight
change of notation with respect to Chapter 2: here we denote the space coordinates
with x, rather than r, as it is more appropriate to describe an Eulerian grid). In fact,
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the space coordinates x at which fa is defined are positioned on a Cartesian lattice,
with lattice spacing ∆x. Moreover, fa is defined only at certain times t, separated by
a time interval ∆t. Typically ∆x and ∆t are expressed, without loss of generality,
in lattice units, so that ∆x = ∆t = 1. There are different possibilities to convert
lattice units into physical units, for a detailed explanation of how this process can be
performed, we refer the reader to [88]. In few words, one possibility is to associate the
lattice grid spacing ∆x to a relevant physical unit and derive all the other quantities
accordingly using the relation between ∆x, ∆t, the gas kinematic viscosity ν and the
LBM relaxation time, τ . Alternatively, it is possible to exploit the law of similarity by
simulating a system in lattice units with the same relevant dimensionless number as
the physical system.
The discrete velocities ca, together with their associated weighting coefficients wa,
form the velocity sets {ca, wa}. These velocity sets are usually denoted by DdQq,
where d is the number of spatial dimensions of the lattice and q represents the number
of discrete velocities. The most commonly used sets are the D2Q9 and the D3Q19,
depicted in Fig. 3.3.
In the framework of the LBM, the BE is approximated in the so-called lattice Boltz-
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Figure 3.3: Sketch of the D2Q9 (left) and D3Q19 (right) lattice topologies. The space domain
is divided into lattice nodes (circles), typically distributed on a Cartesian grid,
while the velocity space is discretized along only the directions depicted by the
black arrows, so that the population can travel only along the direction prescribed
by the velocity sets. The D2Q9 and D3Q19 configurations are mathematically
equivalent to a Navier-Stokes level of description, in 2D and 3D, respectively.

mann Equation (LBE), which is obtained from a discretization of the BE in space,
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velocity and time:

fa(x + ca∆t, t+ ∆t) = fa(x, t) + Ωa(x, t), (3.3)

that expresses the combination of the streaming of the populations fa to a neighboring
lattice node with velocity ca, with the effects of collisions embodied by the discrete
collision operator Ωa.
The most common and simple collision operator Ωa that allows to recover a Navier-
Stokes level of description is the Bathnagar-Gross-Krook (BGK) operator [89], de-
fined as follows

Ωa = −fa − f
eq
a

τ
∆t. (3.4)

The action of this operator is to relax the populations towards a local equilibrium, at
a rate that is determined by the relaxation time τ . The local equilibrium is described
by the distribution function feq. This equilibrium distribution function is obtained
via a Taylor expansion in the limit small velocity (expressed in lattice units) of the
Maxwell-Boltzmann distribution, see Eq. (2.22):

feqa = waρ

[
1 +

ca · u
c2
s

+
3(ca · u)2 − u2

2c2
s

]
, (3.5)

where the weights wa are chosen depending on the velocity set, cs is the lattice speed
of sound, also depending on the choice of the velocity set, and ρ and u are the values
of the macroscopic density and velocity, respectively, on the lattice node at position x.
The macroscopic hydrodynamic fields, in fact, are computed in the same way as they
were obtained using the distribution function f (see Chapter 2), i.e. by computing the
momenta of the discrete distribution function. The only difference is that the integral
from Eq. (2.2) now is represented by a discrete sum over the populations a:

ρ(x, t) =
∑

a

fa(x, t), (3.6)

ρu(x, t) =
∑

a

cafa(x, t). (3.7)

By combining Eq. (3.3) with Eq. (3.4), we obtain the LBE-BGK in its final form:

fa(x + ca∆t, t+ ∆t) = fa(x, t)−
fa(x, t)− feqa (x, t)

τ
∆t. (3.8)
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Like any collision operator, the BGK operator must conserve mass and momentum,
so that

∑

a

(fa(x, t)− feqa (x, t)) = 0;
∑

a

ca (fa(x, t)− feqa (x, t)) = 0. (3.9)

The great advantage of the BGK collisional operator is that it allows to approximate
the complicated collision integral from the BE in terms of known variables, the popu-
lations fa and the equilibrium populations feqa . This operation allows to successfully
capture not only gas behavior, but also liquids, for which the collision operator from
Eq. (2.7) is not strictly valid as, due to the significantly larger densities, molecules in
liquid can undergo more complicated interactions involving three and more particles.
The consequence of having a single relaxation time, however, leads to some impor-
tant limitations, such as that all gas diffusivities correspond to the same numerical
value [37]. Moreover, as it will be discussed later, this simple treatment of the col-
lision operator introduces spurious effects, which are detrimental for the numerical
accuracy. To overcome such limitations, and improve the reliability of the LBM, more
sophisticated collision operators have been proposed, such as the Multi-Relaxation
Time (MRT) [90] or the Projection-Based Regularized LBM [91]. In this work we
will adopt the latter, which will be discussed later in this Section.

From the LBE to Navier-Stokes: the Chapman-Enskog expansion

After having introduced the LBE-BGK in Eq. (3.8), it remains to show that it actu-
ally recovers the NSE from a rigorous point of view. The most common method to
accomplish this task, closely following the derivation presented in [88] is to exploit
the Chapman-Enskog analysis [92–95], which consists in a perturbation expansion of
fa around the equilibrium distribution, feqa , with the Knudsen number as expansion
parameter:

fa = feqa +Knf (1)
a +Kn2f (2)

a + . . . . (3.10)

The accurate procedure to show how to obtain NSE from the LBE-BGK is rather
complex and here we will focus on the main passages and fundamental concepts. For
a thorough derivation we refer to the textbook of Krüger [88], or the thesis work of
Viggen [96]. By performing a Taylor expansion of Eq. (3.8) and by subtracting from
the result the operator (∆t/2)(∂t + caα∂α) applied to the equation itself (to remove
second-order derivative terms), we obtain the equation that will be used for the rest of
this analysis:

∆t(∂t + caα∂α)fa = −∆t

τ
fneqa + ∆t(∂t + caα∂α)

∆t

2τ
fneqa , (3.11)
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where fneqa = (fa(x, t) − feqa (x, t)) represents the non-equilibrium contribution to
fa and all terms of orderO(∆t3) have been neglected. The next step is to also expand
the time and space derivatives (in what is often called a multi-scale expansion):

∂t = Kn∂1
t +Kn2∂2

t +O(Kn3), (3.12)

∂α = Kn∂1
α +O(Kn2). (3.13)

By applying both expansions of fa from Eq. (3.11) and Eqs. (3.12)-(3.13), and by
separating the resulting relation into terms of different order in Kn, we obtain

O(Kn) :
(
∂

(1)
t + caα∂

(1)
α

)
feqa = −1

τ
f (1)
a , (3.14)

O(Kn2) : ∂
(2)
t feq +

(
∂

(1)
t + caα∂α

)(
1− ∆t

2τ

)
f (1)
a = −1

τ
f (2)
a . (3.15)

Before proceeding with the derivation, we need to introduce the assumption, following
the conservation relations from Eq. (3.9), that also the momenta of the higher order
terms in fa vanish [97]

∑

a

f (n)
a = 0;

∑

a

caf
(n)
a = 0. (3.16)

In this way, we can easily compute the zeroth (mass) and first (momentum) moments
of Eqs. (3.14)- (3.15) to obtain the relations in terms of the density ρ and the velocity
u. By doing so, and then by summing the different order in the mass and momentum
equations, we obtain

(
Kn∂

(1)
t +Kn2∂

(2)
t

)
ρ+Kn∂(1)

α (ρuα) = 0, (3.17)

(
Kn∂

(1)
t +Kn2∂

(2)
t

)
(ρuα) +Kn∂

(1)
β Πeq

αβ = −Kn2∂
(1)
β

(
1− ∆t

2τ

)
Π

(1)
αβ .

(3.18)

The general expression of the momentum flux tensors Π, as a function of fa, is given
by:

Πeq
αβ =

∑

a

ciαcaβf
eq
a , (3.19)

Π
(1)
αβ =

∑

a

ciαcaβf
(1)
a . (3.20)
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The perturbation moment from Eq. (3.20) is related to the viscous stress tensor τ by

ταβ = −
(

1− ∆t

2τ

)
Π

(1)
αβ . (3.21)

The explicit derivation of Π(1) in terms of the macroscopic variables is the last missing
element to reconnect with the NSE. For the complete derivation, which requires quite
some algebra, we refer the reader to [88], while here we will just present the final
result, valid for the isothermal equation of state and for a second order expansion of
feqa :

Π
(1)
αβ = −ρc2

sτ
(
∂

(1)
β uα + ∂(1)

α uβ

)
+ τ∂(1)

γ (ρuαuβuγ). (3.22)

The first term in the right-hand side of Eq. (3.22) represents the Navier-Stokes viscous
stress tensor from Eq. (2.17), while the second term represents an O(u3) arising from
having limited the expansion of feq to the second order in u. By inspecting this term,
it is evident that the O(u3) is negligible if u2 � c2

s , which corresponds to the weakly
compressible limit.
By inserting Eq. (3.22) (neglecting the third-order error term) into Eqs. (3.17)-(3.18)
and by reversing the derivative expansion, we finally re-obtain the NSE as in Eqs.
(2.15)-(2.16):

∂tρ+ ∂α(ρuα) = 0, (3.23)

∂t(ρuα) + ∂β(ρuαuβ) = −∂αP + ∂β

[
µ(∂βuα + ∂αuβ)

]
, (3.24)

with pressure, P , and dynamic viscosity, µ, given by

P = ρc2
s, (3.25)

µ = ρc2
s

(
τ − ∆t

2

)
. (3.26)

This result, additionally, allows to connect the lattice relaxation time τ with the vis-
cosity of the fluid, showing that τ > ∆t/2 is a necessary condition to ensure the
positiveness of µ and thus a stable simulation.

Hermite expansion and regularization procedure

From the previous paragraph, we have derived the LBE-BGK formulation and showed
how it can recover a Navier-Stokes level of description. We introduced the Single-
Relaxation time BGK operator, discussing its advantages and some of its limitations.
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In this paragraph we show how to derive a more advanced collision operator that
allows to further improve the accuracy of our simulations. The starting point is to
observe that, following the approach originally proposed by Grad [98], the distribution
function f can be expressed as a series of the orthonormal Hermite polynomials
(which form a complete basis) in the velocity space c:

f(x, c, t) = ω(c)
∞∑

n=0

1

n!
a(n)(x, t)H(n)(c), (3.27)

where a(n)(x, t) andH(n)(c) are the n-th rank symmetric expansion coefficient and
the Hermite polynomial tensors, respectively, and ω(c) are the weight functions, also
called generating functions, as they allow to construct all the Hermite polynomials:

ω(c) =
1

(2π)d/2
e−c

2/2, (3.28)

H(n)(c) = (−1)n
1

ω(c)
∇(n)ω(c), (3.29)

where d represents the dimensionality of the problem.
The most valuable feature of the expansion in the Hermite Basis (HB) is that the ex-
pansion coefficients, a(n)(x, t), are directly connected to the conserved hydrodynamic
moments. By definition, in fact, the expansion coefficients are given by:

a(n)(x, t) =

∫
f(x, c, t)H(n)dc, (3.30)

and by carrying out the computation for the first three moments, we obtain that they
correspond to the corresponding order hydrodynamic moment:

a(0) =

∫
fdc = ρ, (3.31)

a(1) =

∫
fcdc = ρu, (3.32)

a(2) =

∫
fccdc = P + (u2 − I). (3.33)

This represents a powerful result, since it shows that to reproduce the relevant physics
(i.e. to satisfy the conservation laws at a macroscopic level), the first three terms of
the Hermite series expansion are sufficient. Another important result is that, due to
the orthonormality of the HB, a truncation of the expansion to the N -th order will
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preserve the leading N moments, allowing to approximate f by its projection onto
the subspace spanned by these leading moments:

f(x, c, t) ≈ fN (x, c, t) = ω(c)
N∑

n=0

1

n!
a(n)(x, t)H(n)(c). (3.34)

Now we need to connect the formulation based on the expansion on the HB with the
LBE and its discretization of the velocity space. This can be done through the Gauss-
Hermite quadrature [99], which allows to convert exactly the continuous integral of
Eq. (3.30) into a weighted discrete sum. In order to apply this technique, we need first
to replace f in Eq. (3.30) by its truncation to the N -th order. In this way the integrand
can be written as

fN (x, c, t)H(n) = ω(c)p(x, c, t), (3.35)

where p(x, c, t) is a polynomial with degree ≤ 2N . By applying the Gauss-Hermite
quadrature to Eq. (3.30), where the integrand is substituted with Eq. (3.35), we can
express the expansion coefficient as a discrete sum over the discrete velocity set ca

a(n) ≈
∫
fN (x, c, t)H(n)dc =

q∑

a=0

wa
ω(ca)

fN (x, ca, t)H(n)(ca), (3.36)

where wa and ca are the weights and abscissae of a Gauss-Hermite quadrature of
a degree ≤ 2N and, as it will be clear later, can be chosen as velocity set for the
LBE. By defining fa(x, t) = waf

N (x, ca, t)/ω(ca), we can write the moments of
the truncated distribution as

ρ =

q∑

a=0

fa, (3.37)

ρu =

q∑

a=0

faca, (3.38)

P + ρu2 =

q∑

a=0

facaca, (3.39)

(3.40)

which represents the typical way to compute the macroscopic hydrodynamics moment
in the LBM, showing that the LBE formalism is recovered if the truncated distribution
function is used.
The same procedure can be applied to the equilibrium distribution function, feq, and
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its explicit expression for an isothermal system and up to the second order of expansion
in the HB, reads

feqa = waρ

[
1 +

ca · u
c2
s

+
3(ca · u)2 − u2

2c2
s

]
. (3.41)

This expression coincides with Eq. (3.5), which is instead obtained by the Taylor
expansion around zero fluid velocity. This approach, however, not only allows to
control the order of accuracy by retaining higher-order terms, but also shows that
the equilibrium distribution of the LBM lies entirely on the subspace spanned by
the Hermite Polynomials. This last aspect is of particular relevance, as it allows to
understand one important source of error in the standard BGK collisional operator.
The usual LBGK approach, in fact, when viewed as a projection of the continuum
BGK-BE into theN -th order Hermite Basis, HN , introduces an error in relation to the
non-equilibrium distributions fneq that appear in the BGK operator, differently from
their equilibrium counterpart, do not automatically lie within the same sub-space.
This leads to the presence of numerical artifacts from the higher order moments
that cannot be accurately evaluated with the velocity sets in use. The Projection-
based Regularization (PR) procedure, first introduced and discussed in [91], allows to
overcome this problem by ensuring that also the non-equilibrium component of the
discrete distribution function belongs entirely to HN , in order to stabilize the LBM
and e.g. reduce numerical slip effects at fluid-solid interfaces.
The PR procedure has been extensively described in several previous works [91,
100], so here we will provide just the most important features. The discrete velocity
distribution function is split into two components:

fa = f ′a + feqa , (3.42)

where f ′a is the non-equilibrium part of the total distribution. Since feq already lies en-
tirely on the subspace spanned by the first N Hermite polynomials, the PR procedure
allows to convert this non-equilibrium part into the new distribution f̂ ′a which lies in
the same subspace. The components of the discrete velocity distribution function thus
read:

feqa = waρ

[
1 +

ca · u
c2
s

+
3(ca · u)2 − u2

2c2
s

]
, (3.43)

f̂ ′a = wa

N∑

n=0

1

n!
a(n)H(n)(ca), a = 0, . . . , d− 1, (3.44)
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a(n) =
d∑

a=1

f ′aH(n)(ea), n = 0, . . . , N, (3.45)

where N must be chosen accordingly to the maximum order of expansion provided
by the Gauss-Hermite quadrature. The D3Q19 scheme allows a complete projection
up to N = 2, such that weakly-incompressible, isothermal flows are completely
recovered at a Navier-Stokes level of description, meaning that when a no-slip rule
is applied on a solid boundary, the slip velocity at its surface should be identically
zero. Since the first two Hermite coefficients vanish due to the vanishing contribution
from the non-equilibrium distributions to mass and momentum, the projection of the
non-equilibrium distributions is given by

f̂ ′a = wa
H(2)(ca)

2

d∑

b=1

f ′bcbcb. (3.46)

This method has already been applied to a large variety of flows, including multi-
component flow applications [101] and rarefied gas flows [102], demonstrating its
capability to improve the accuracy and stability of standard LBM simulations.
In the context of the present work, we adopt the PR-LBM because of its ability to
suppress the residual numerical slip that we expect to appear around the particle in
cases where its dimension is small compared to the lattice grid. It has been indeed
shown [43] that for a planar Poiseuille channel flow discrete effects related to the na-
ture of the LBM produce a numerical slip at the fluid-wall interfaces. The slip velocity
produced on the walls of the channel, using a standard LBM model with Bounce-Back
rule at the boundaries (boundary treatment and relative nomenclature will be further
explained later), is

Us =
32

π
Kn2 − 1

L2
, (3.47)

where

Kn =

√
π

2
cs
τ − 0.5

L
(3.48)

is the Knudsen number and L is a characteristic spatial length of the simulated system.
As shown in Fig. 3.4, using a PR-LBM it is possible to strongly suppress the numerical
slip at walls, even if some small slip still appears for large values of Kn. In Chapter
4, we will address simulations involving spherical particles suspended in unbounded
fluid. In such conditions, the characteristic spatial length L will be replaced by the
typical size of the particle and while an analytical relation such as Eq. (3.47) for the
numerical slip around the particle is missing for curved boundaries, we expect the
PR-LBM to reduce such effects when compared to a standard LBM scheme.
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Figure 3.4: Comparison of the slip velocity at the walls, Us, normalized with respect to the
center channel velocity, U0, of a rectangular 2D Poiseuille channel flow for stan-
dard LBM (blue diamonds) and for Projection-based Regularized LBM (PR-
LBM, red triangles), as a function of Kn (bottom axis) and τ (top axis), for a
fixed channel width, L = 64. When a strict no-slip boundary condition on the
walls is imposed, the slip velocity should be identically zero at any Kn number,
but due to the discrete nature of the LBM a numerical slip velocity can appear. A
PR-LBM strongly suppresses the numerical slip produced at the channel walls,
especially for large values of Kn.

3.3 Fluid-surface interactions in the LBM: no-slip
conditions for particle-transport algorithm

The formulation of boundary conditions in the LBM is typically non-trivial, as they
apply to the mesoscopic populations fa, rather than to the macroscopic variables of
interest, such as ρ and u, as it is done for standard NS solvers. This introduces more
degrees of freedom related to the non-uniqueness of the problem, which ultimately
led to the formulation of a large number of LBM boundary conditions.
We will start the discussion with the half-way Bounce-Back (BB) scheme [103–105],
which represents the most common way to model fluid-surface interactions in the
LBM. During the streaming step, if a component of the velocity distribution function,
fa, meets a rigid boundary, it will be reflected back to its original location with its
velocity reversed, so that

fā(xi, t+ ∆t) = fa(xi, t), (3.49)

where xi represents a fluid node adjacent a solid nodes, represented with xb, and the
subscript ā refers to the velocity direction opposite to a. The application of Eq. (3.49)
to all the fluid nodes, a macroscopic no-slip velocity condition is obtained for a wall
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located mid-way on the link between lattice nodes.
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Figure 3.5: Sketch of the time evolution of the half-way Bounce-Back method. The arrows
represent the different components of fa that are impinging on a solid wall lo-
cated half-way between the fluid node xi and the solid nodes xb. During one
single streaming step, these components of the velocity distribution are reversed
(red arrows) and applied to the corresponding fluid node. In this way a no-slip
boundary condition is enforced on the solid wall.

According to the original works by Ladd [104, 106] and by Aidun [107], solid
particles (and non-deformable droplets) can be modeled as finite volumes enclosed
by moving boundaries suspended in the fluid domain. Fluid-solid interactions are
addressed via no-slip boundary conditions applied at the particle surface. Momentum
exchange between the fluid and solid lattice nodes at the interface is used to compute
the force and the torque exerted on the solid particle. Newton’s equation of motion for
the particle can then be directly integrated to update the particle position and velocity.
While this method has been successfully applied to simulate many particle-laden
flows, its principal drawback lies in the introduction of discretization effects from
the particle representation on the lattice grid. This imposes an approximation of the
exact location of the surface of the particle, which is commonly found in between the
fluid and solid nodes. In the most common approach, when a standard Bounce-Back
(BB) no-slip rule is applied at the interface, the particle is approximated by a “rough”
stair-case shape (as sketched by the blue solid line in Fig. 4.8) leading to a recon-
struction of the hydrodynamics around the particle that is, in general, only first-order
accurate [108].
Several studies can be found in the literature offering various improvements for

particle discretization. Bouzidi et al. [109], Lallemand et al. [110] and Ginzburg et
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Figure 3.6: Sketch of a spherical particle representation on the lattice grid. The radius of the
particle is set to 2.5 lattice units. Momentum exchange is calculated for every
fluid node (xi) and its adjacent solid nodes (xb) along the fluid-solid links (black
dashed lines). The inward component along the direction a of the velocity distri-
bution function f interacts with the surface of the particle during the streaming
from xi to xb and the outward component in the direction ā is generated. Using
standard BB, the interaction point is approximated in the middle position of the
fluid-solid link (blue squares), while using an interpolation method the surface
of the particle is evaluated in its exact location (red squares).

al. [111] propose different techniques to treat curved and moving boundaries based on
second-order accurate interpolation schemes. While improving the accuracy of the BB
rule and conserving stability, all these methods require additional fluid nodes along the
fluid-solid link in order to apply interpolation successfully. Chun et al. [108] consider
interpolation of the equilibrium distribution only, keeping the second-order accuracy
without the need of extra fluid nodes along the fluid-solid links. Kao et al. [112] pro-
posed a new interpolation-free treatment of the fluid-boundary interaction based on
local grid refinement. This approach improves accuracy while reducing the effects of
mass fluctuations typical of interpolated schemes related to the reconstruction of the
velocity distribution function, at the price of increased complexity and computational
load.
On-grid particle description is not the only approach to describe particle transport in
the LBM. Wu and Aidun [113] enforced a no-slip boundary condition on the external
surface of the solid particle based on the External Boundary Force (EBF) approach
developed by Goldstein et al. [114]. The EBF method consists in the application of
a force density to the fluid domain to force the difference between the fluid and the
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solid velocity at the boundary nodes to be zero, resulting in smoother fluid-solid inter-
actions with respect to the standard BB.
Niu et al. [115] investigated the possibility to implement a momentum exchange-
based method by using two unrelated meshes using the Immersed Boundary Method
(IBM) firstly proposed by Peskin [116], without however increasing the accuracy with
respect to standard approaches. A comprehensive comparison between interpolation
and IBM is addressed by Peng et al. in [117], where it is found that while interpolated
schemes are in general more accurate, IBM efficiently suppresses force and torque
fluctuations on the particle due to the different representation of the particle surface on
the lattice grid. For the scope of this work, we use an on-grid description to investigate
and compare the accuracy provided by different fluid-solid interaction models follow-
ing the algorithm introduced by Aidun et al. [107], which combines a Lagrangian
description of the solid particle with the LBM solver for the fluid phase.
The momentum contribution of a fluid grid point in contact with the solid particle is
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Figure 3.7: Section of the flow velocity field (in LBM lattice units) from a 3D LBM simu-
lation around a settling spherical particle in unbounded fluid (left) and plot of
the particle velocity, Up, normalized with the Stokes settling velocity, Us, as a
function of time. The particle discretization on the lattice grid is evident from the
left figure, however, using EI it is possible to capture the physical position of the
surface of the particle and recover the correct settling velocity with great accu-
racy. To obtain accurate simulations of unbounded fluid an advanced boundary
treatment at the simulation box is required and it will be discussed in Chapter 4.

obtained by the summation of the inward and outward momentum for each fluid-solid
link given by

pa = ea(fa(xb, t) + fā(xi, t)), (3.50)

where we denote with the subscript b a node belonging to the solid, i a fluid node in
the vicinity of b and with a the velocity direction pointing from i to b. The subscript
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ā refers to the velocity direction opposite to a, as shown in Fig. 4.8.
Since the particle is moving across the lattice grid, two extra sources of momentum
must be taken into account, namely the momentum gained by the particle when cov-
ering new fluid nodes and the momentum lost by the particle when uncovering a
(former) solid node [107].
Once the total momentum exchange between the fluid and the solid particle is evalu-
ated, the equations of motion of the particle are integrated through a leapfrog scheme
to update its translational and rotational velocity, position and orientation [104, 107].
The outward momentum, i.e. from solid to fluid, given by fā(xi, t) in Eq. (3.50), is
obtained by enforcing a no-slip rule on the particle surface. Such condition can be
applied through different boundary condition schemes. In this work we focus on an ac-
curacy comparison between the BB rule, which leads to a stair-case approximation of
the surface of the particle, and the Equilibrium Interpolation (EI) scheme [108] which
allows to correctly detect the particle surface at its actual position on the fluid-solid
link. The EI method consists in applying a BB rule to the non-equilibrium component
of the velocity distribution function

f ′ā(xi, t+ ∆t) = f ′a(xi, t), (3.51)

while a linear interpolation is applied to the equilibrium part as follows:

f
(0)
ā (xi, t+ ∆t) = 2qf (0)

a (xi, t) + (1− 2q)f (0)
a (xi − ea, t),

for 0 ≤ q < 1/2, (3.52)

f
(0)
ā (xi, t+ ∆t) =

1

2q
f (0)
a (xi, t) +

2q − 1

2q
f

(0)
ā (xi, t),

for 1/2 < q ≤ 1, (3.53)

where q denotes the distance of the fluid node to the solid boundary (non-dimensionalized
by the grid spacing). In this work, the exact value of q is evaluated through the ray-
sphere intersection algorithm described in [118]. We discuss our approach to describe
the two-way coupling between flow and particle in Appendix B, where we also men-
tion in detail the implementation of our ray-traced technique to evaluate q.
The effects of moving boundaries on the fluid are taken into account by adding to
the right-hand side of Eqs. (3.52) and (3.53) an additional term δfā proportional to
the velocity ub at boundary node b. Following the scheme proposed by Bouzidi et
al. [109], first-order contributions from the motion of the boundary are given by:

δfā = 2waea · ub, if q < 1/2, (3.54)
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δfā =
1

q
waea · ub, if q ≥ 1/2. (3.55)

An application example of the algorithm described in this Section is presented in Fig.
3.7, where the settling of a spherical particle in unbounded fluid is simulated and
the settling velocity from Eq. (2.48) is recovered with great accuracy. The details on
how to simulate open boundaries in Stokes-flow conditions, as well as an in-depth
accuracy analysis of the moving-boundaries algorithm presented in this paragraph
will be addressed in Chapter 4.

3.4 Basics of the DSMC method

The DSMC represents another method, or better, a family of methods, to approach
the solution of the BE. In this thesis work, we use an algorithm based on the classic
approach originally developed by Bird [33] called No Time Counter (NTC) algorithm.
The performances achieved by the DSMC in resolving complex flows led to a rapid
rise of the approach’s popularity in the scientific community, to the point that it has
been addressed as ”the dominant predictive tool in rarefied gas dynamics of the past
decade” [119].
Besides the NTC, other common schemes have been proposed in the literature to
approximate the collision operator in the BE, such as the time counter [120], the ma-
jorant collision frequency [121] and the Bernoulli scheme [122]. We chose the NTC
for the good compromise between accuracy and numerical efficiency that the scheme
offers. In the rest of this Section, we will go through the basic concept of the DSMC
method, referring the reader to specific textbooks [33, 123] for a more detailed view
on the topic.
In this approach, the real gas molecules are approximated by a finite set of N model
particles denoted by their positions, xi and velocities, ci, that move and collide in a
physical space domain. These computational molecules are representative (or parlia-
ment) particles that embody a large number of real physical gas molecules, so that the
total dynamics of the real system is described in the simulation by this parliamentary
subset and binary intermolecular collisions and interactions with solid boundaries are
modeled through a stochastic approach. The time evolution for the computational
molecules is then split in two separate parts: a streaming step and a collision step.
During the streaming step, the position of the molecules is updated ballistically and,
during the update, the boundary conditions are taken into account.
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Streaming step

During this phase, the position of the particles is updated ballistically accordingly
to their microscopic velocity and the imposed timestep, as sketched in Fig. 3.2. If
external forces are absent, the equation of motion of the particles can be integrated
through a standard Euler scheme:

xi(t+ ∆t) = xi(t) + ci∆t. (3.56)

In this framework, it is important to set the value of ∆t to an appropriate value in
order to achieve meaningful results. From a physical point of view, in fact, it is nec-
essary that the numerical time step has a value comparable to the molecular collision
characteristic time, i.e. ∆t ∼ λ/v, where v represents a relevant microscopic velocity
such as the most probable velocity vmp = (2kBT/m)1/2. Following the standard
approach proposed by Bird [33], a stricter relation is applied to enforce that during a
single time step, the particles can travel for only a fraction of the computational grid
they are occupying:

∆t <
1

4
· ∆x

(vmp + Uf )
, (3.57)

where Uf is the estimated flow velocity and ∆x is the spatial dimension of the com-
putational cell. The relation in Eq. (3.57) ties together ∆t and ∆x, so that an accuracy
requirement must be also defined for the spatial resolution. The standard rule-of-
thumb relation [33,123] on the cell size Lc is that it must be a fraction of the gas mean
free path:

Lc ≤ 0.3λ. (3.58)

It is interesting to notice that Eq. (3.58) is analogous to impose that the cell-based
Knudsen number Kncell = λ/Lc ≥ 3. This relation can be used within to define
an adaptive refinement of the DSMC grid to ensure that (3.58) is respected also in
complex flows with large pressure variations.
The combination of Eqs. (3.57) and (3.58) force the computational particles residing
in a single DSMC cell to undergo a sufficient number of collision within one mean
free path distance.

Collision step

To address the intermolecular collisions [33], the physical simulation domain is di-
vided into a computational grid and the DSMC molecules within the same grid cell
undergo stochastic binary collisions, where the post-collision velocities of the two
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molecules involved in a single collision event, c∗1 and c∗2, are obtained by imposing
the detailed balance of momentum and energy during the collision:

Momentum conservation: m1c1 +m2c2 = m1c
∗
1 +m2c

∗
2 = (m1 +m2)ccm

(3.59)

Energy conservation: m1c
2
1 +m2c

2
2 = m1c

∗2
1 +m2c

∗2
2 (3.60)

Relative velocity: |cr| = |c1 − c2| = |c∗r | = |c∗1 − c∗2|, (3.61)

where ccm and cr are the center of mass and relative velocities, respectively. The last
ingredient required to evaluate the post-collision relative velocity, c∗r , is the collision
solid angle. This angle depends on the specific interaction model chosen to describe
the single intermolecular binary collisions The two most common model choices
are the Hard-Sphere (HS) and Variable-Hard-Sphere (VHS) models, for which the
scattering is isotropic in the center of mass reference frame. The expression for c∗r in
the HS and VHS models reads

c∗r = |cr| [(sinχ cos Φ)x̂ + (sinχ sin Φ)ŷ + cosχẑ] , (3.62)

where the azimuthal angle, Φ is uniformly distributed between 0 and 2π, while the
elevation angle, χ is distributed accordingly to

P (χ)dχ =
1

2
sinχdχ. (3.63)

Finally, after sampling the collision angle, the post-collision velocities are obtained
as:

c∗1 = ccm +

(
m2

m1 +m2

)
c∗r ; c∗2 = ccm −

(
m1

m1 +m2

)
c∗r . (3.64)

Once the collisional dynamics is defined, the total number of colliding pairs within
every computational DSMC grid cell can be calculated. Every DSMC molecule has a
collision probability given by the NTC scheme [33]:

P = FNσT cr∆t/Vc, (3.65)

where FN is the kinetic resolution, i.e. the number of real molecules represented by a
single computational molecule, σT is the collision cross-section, cr is the magnitude
of the relative velocity between the colliding molecules, ∆t is the computational time
step and Vc is the volume of the DSMC grid cell. The total number of intermolecular
collisions that are imposed in every DSMC cell can be defined [123] as:

Mcoll =
Nc(Nc − 1)FNσT c

max
r ∆t

2Vc
, (3.66)
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where Nc is the total number of DSMC molecules contained in the DSMC cell and
cmaxr the maximum relative velocity between pairs of molecules inside the cells. The
collision pairs are then selected through an acceptance-rejection algorithm with prob-
ability given by Eq. (3.65).
In this work we describe the intermolecular interactions using the Variable Hard-
Sphere (VHS) model, in which, following Bird [33], σT is given by:

σT,V HS = πd2

(
2kBT
mc2r

)ω−0.5

Γ(2.5− ω)
, (3.67)

where d is the molecular diameter at the reference temperature T , kB is the Boltzmann
constant, m is the molecular mass, Γ is the gamma-function and ω is the viscosity
coefficient used to recover the correct scaling of the viscosity, with respect to the
temperature, in the VHS model. For argon gas (which will be the gas used in Chapters
5 and 6) the reference quantities are [33] T = 273.15K, d = 4.17 · 10−10m, m =
6.63 · 10−26kg and ω = 0.81.
In the rest of this work we will define λ according to Phillips [42] as:

λ =
2µ

vthρ
, (3.68)

where µ is the dynamic viscosity of the gas, vth = (8kBT/πm)1/2 is the mean
thermal velocity for a gas molecule with temperature T , mass m and density ρ. In the
VHS model µ is defined as:

µV HS = µ(T/Tref )ω, (3.69)

where for argon gas µ = 2.12 · 10−5 kg m−1s−1 [33] at the reference temperature.

Evaluation of macroscopic fields

In the DSMC method, macroscopic flow properties are typically evaluated after the
streaming and collision steps by performing statistical sampling of the microscopic
quantities and, for this reason, they always result in being fluctuating fields. In our
approach, we employ volume-averaged measurements on each individual DSMC com-
putational cell, so that for a generic microscopic property, Q, its average value on a
specific cell is defined as:

〈Q(c)〉 =
1

S

S∑

s=1

1

Vc

Nc∑

i=1

Q(ci), (3.70)
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where S is the total number of samples. In order to obtain correct measurements,
individual samples must be statistically independent, requiring that a certain amount
of time intervals (typically on the order of 10) must separate the acquisition of different
samples. The standard hydrodynamic moments are then obtained following Eq. (3.70):

ρ = 〈m〉, (3.71)

u = 〈mc〉, (3.72)

T =
2m

3kBρ

(
1

2
〈mc2〉 − 1

2
ρ|u|2

)
, (3.73)

σαβ = 〈m(cα − uα)(cβ − uβ)〉. (3.74)

The statistical error on the average values is then obtained following the equilibrium
statistical mechanics theory [124], so that, for example, the relative error on the density
and on the velocity components of a dilute gas are given by

Eρ =

√
〈(δN)2〉√
SN0

=
1√
SN0

, (3.75)

Eux =

√
〈(δux)2〉√
SN0

=
1√
SN0

1

Ma
√
γ
, (3.76)

where N0 is the average number of particles per cell,Ma = u/cs is the Mach number
defined in Eq. (2.29) with the speed of sound cs =

√
γRT and γ = cP /cV is the ratio

of the specific heats. In this way, in order to obtain the desired accuracy, it is sufficient
to set the parameters S and N0 accordingly.

3.5 Fluid-surface interactions in the DSMC: boundary
conditions and cut-cell method

During the streaming step, interaction with solid boundaries must be taken into ac-
count. In this work we follow the model proposed by Maxwell [51], where collisions
at the solid interface are either diffusive, specular, or a combination of both. This ap-
proach allows to mimic real gas-surface interactions using simplified mechanisms, in
the absence of a complete theoretical model. A sketch of the aforementioned models
is presented in Fig. 3.8.
The evaluation of gas-surface interactions requires the calculation of two fundamental
elements that are common to both boundary conditions: the collision point between
the gas molecule and the solid surface, and the value of the residual time, ∆t∗, that
the molecule needs to travel after reflection. In the specular model, then, the velocity
component normal to the solid surface of the incoming gas molecule is reversed, as
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n̂

Figure 3.8: Sketch of the Maxwell gas-solid interactions in the DSMC method. An incoming
particle (red) that hits a solid surface gets reflected either via specular bouncing
(left), where the velocity along the normal direction with respect to the surface n̂
(red arrow) is reversed and the tangent one is the same, or via a diffuse bouncing
(right) where the particle is reflected in a probabilistic manner following Eqs.
(3.77)-(3.79). The post-collision velocity is calculated accordingly to the residual
time, ∆t∗, the incoming particle would have spent in the solid volume before
applying the desired bouncing, as well as wall properties such as velocity and
temperature.

it would happen for a perfectly smooth surface. In the diffuse wall model, instead,
the wall is treated as a rough surface and the gas molecule post-collision velocity
components are sampled from a biased Maxwell distribution in the frame of reference
of the wall. The probability distributions for every component, assuming a collision
with the upper wall orthogonal to the x̂ direction as depicted in Fig. 3.8, are given by

P (cx) = − m

kBTw
cxe
− mc2x

2kBTw , (3.77)

P (cy) =

√
m

2kBTw
e
−
m(c2y−Uw,y)

2

kBTw , (3.78)

P (cz) =

√
m

2kBTw
e
−m(c2z−Uw,z)

2

kBTw , (3.79)

where Tw and Uw are the wall temperature and translational velocity. Once the post-
collision velocity components are computed, the gas molecule is streamed by a time
∆t∗ from the collision point on the solid surface. The residual time ∆t∗ can be evalu-
ated by simply comparing the portion of the trajectory the particle traveled inside the
solid body with the one in which the particle traveled in the fluid volume.
In addition to the boundary conditions applied at the gas-solid interface, also the sim-
ulation domain boundaries need to be considered. More complicated boundary condi-
tions can be employed to the simulation boundaries, such as pressure or free-streaming
boundary conditions, where particles are continuously generated and removed at the
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boundaries to prescribe a certain pressure or flow velocity. In this thesis work we
will apply to the simulation boundaries a combination of free-streaming, based on the
open-boundary conditions which implementation in our DSMC code is described by
Di Staso [20], and periodic boundary conditions.
The boundary conditions described in this Section to model interactions with solid
walls can be extended to model the interactions between the gas flow and fully-
resolved solid ellipsoidal particles immersed into it. In the following, we will present
our implementation of this technique, called the cut-cell method. Similarly to what
we did for the LBM particle-transport algorithm, the surface of the particle immersed
in the gas domain is described by its analytical expression through the approach
discussed in Appendix B. The momentum exchange between the gas and the solid
particle is then computed from the microscopic interactions between the simulated
gas molecules and the solid surface, where we use the same ray-sphere intersection
algorithm [118] employed for the LBM to detect the collision points at which the
DSMC molecules impinge on the surface of the solid particle (see Appendix B). In
this way, we overcome the limitations of the alternative method used to evaluate the
force and the torque on the particle based on the macroscopic stress tensor, which is
often less accurate due to the statistical fluctuations of the higher-order macroscopic
fields around the particle.
For each DSMC molecule i hitting the surface of the solid particle at position xi, with
initial momentum pi and post-collision momentum p′i, the total momentum trans-
ferred from the gas to the solid particle within a single time step ∆t is:

∆p =
∑

i

(
pi − p′i

)
, (3.80)

from which the total force F and torque T, exerted on the rigid body, can be directly
obtained:

F =
∑

i

(
pi − p′i

∆t

)
, (3.81)

T =
∑

i

[
(xi −X)× (pi − p′i)

∆t

]
, (3.82)

where X denotes the center of mass of the solid particle. While in this work we only
perform DSMC simulations of particles that are fixed in space, Eqs. (3.81) and (3.82)
can be used to update the solid particle translational and angular velocities, position
and orientation in the same way we did for the LBM case.
Since a portion of the domain is occupied by the solid volume of the particle, the sim-
ulation grid is divided in three regions: gas cells completely filled with gas molecules,
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solid cells that are completely occupied by the solid particle and boundary cells (cut
cells) that are partially covered by the solid particle and partially filled with gas, as
sketched in Fig. 3.9. In order to correctly evaluate the collision probability given by
Eq. (3.65) within the boundary cells, the local cell volume with gas has to be calcu-
lated. We perform this update by marking the cells close to the solid particle, so that
only the marked cells are candidates for being boundary cells. The gas volume of the
boundary cells is then evaluated through a Monte Carlo approach: a set of Nt random
points is generated in the DSMC boundary cell and the gas fraction volume, Vg, is
obtained as:

Vg = Vc − Vs =
Nt −Ns

Nt
Vc, (3.83)

where Ns represents the number of points that are generated inside the solid volume
and Vs is the volume fraction of a DSMC cell occupied by the solid volume. The
relative error at which the solid volume fraction of the boundary cells is computed
can be expressed as [125]:

εrel =
Vp −

∑
all cells Vs

Vp, bound. cells
, (3.84)

where Vp is the real (analytic) volume of the solid particle and Vp, bound. cells is the
real volume of the solid fraction of all boundary cells. The numerator represents the
difference between the real volume of the particle and the computational volume as
calculated from the Monte Carlo approach, which ultimately describes the difference
in volume in the boundary cells. The denominator represents the real volume of only
the boundary cells, and this can be obtained by subtracting to Vp the volume of the
DSMC cells completely occupied by the solid particle. In this way, we can define an
estimator of the accuracy at which the total volume of the boundary cells is computed.
The scaling of the relative error in Eq. (3.84), with respect to different resolutions of
a spherical particle with radius R (in cell units) is plotted in Fig. 3.10 for different
values of the Monte Carlo trials Nt. It is shown that using a sufficiently large number
of Monte Carlo trials, the volume of the boundary cells is recovered with an accuracy
of at least ∼ 95% also for particles with a radius that is only a fraction of the simu-
lation grid size. Since in this work we focus on particles that are fixed in space, the
gas volume fraction of the boundary cells can in principle be computed analytically.
We prefer, however, to keep our approach general using the Monte Carlo approach,
as it can be directly applied to different grids, particle shapes and moving objects.
Moreover, using fixed particles, the volume fraction evaluation of the boundary cells
needs to be performed only once and we set Nt = 100000 to ensure a very high
precision of the computation. It is worth mentioning that in cases where the particle
is allowed to move, the volume computation must be performed at each time step and
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Solid Cells

Boundary Cells

Gas Cells

Solid surface

Solid

Gas

Figure 3.9: Sketch of the decomposition of the DSMC computational grid in cells occupied
only by the gas (white), cells completely occupied by the solid particle (gray) and
boundary cells (yellow) partially occupied by both the gas and the solid. These
boundary cells are cut by the surface of the simulated particle (black curved line)
and the volume fraction occupied by the gas must be calculated in order to obtain
the correct intermolecular collision probability. In this work we use a Monte
Carlo approach to evaluate the gas and solid volume fractions of the boundary
cells: a set of random points Nt (blue dots) is generated in each boundary cell
and the final solid volume fraction of the cell is given by the ratio between the
points belonging to the solid region and the total number of points generated in
the boundary cell, as defined in Eq. (3.83).

a lower number of Nt would allow a faster computation.
The cut-cell algorithm implemented and presented in this study has been incorporated
in the parallel DSMC solver validated by Di Staso [20]. The intensive computations
required for the DSMC simulations presented in this work, in fact, can become feasi-
ble only by taking advantage of parallel computation. This can be easily done for a
DSMC algorithm, thanks to the locality of the interactions between gas molecules, by
enforcing a three-dimensional Cartesian processor grid on which the DSMC simula-
tion domain is decomposed.

3.6 Concluding remarks

In this Chapter we introduced and extensively discussed the numerical methods used
in this thesis work, namely the LBM and DSMC, starting from the fundamentals to
conclude with the particle transport algorithms that will be used in the next Chapters.
We show that due to the shared roots in the kinetic theory, the two methods have sev-
eral similarities, but also fundamental differences that ultimately make the LBM ideal
for flow in the continuum regime and DSMC, on the other hand, to address rarefied
flows.
Starting from the LBM, we discuss its theoretical foundations and rigorously derive its
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Figure 3.10: Relative error, as defined in Eq. (3.84), in the evaluation of the boundary cell
solid volume using a Monte Carlo approach as a function of the radius of the
particle, R (cell units), for different values of the Monte Carlo trials Nt. The
solid volume fraction of the boundary cells is reproduced with an accuracy
higher than 90% for Nt ≥ 1000 also in cases where the solid particles are very
small when compared with the DSMC grid. The scaling of the error with respect
to the numerical resolution of the particle is second-order. The error bars are
calculated as the standard deviation calculated on a sample of 100 independent
measurements.

connection to the Boltzmann Equation and the Navier-Stokes level of description. We
then focus on the boundary treatment employed to describe fully-resolved particles in
the framework of the LBM boundary conditions, showing how the standard approach
to model flat walls can be generalized for ellipsoidal particles. Similarly, we introduce
the DSMC method, presenting its basics principles and the connection between micro-
scopical and macroscopic quantities. We then again focus on the two-way coupling
algorithm developed in this work to model the interactions between gas flows and
solid ellipsoidal particles.
In the following of this work we will employ such numerical schemes to investigate
fundamental aspects of the interactions between particles and flows in different con-
ditions.
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3.7 Appendix A: lattice weights and Hermite
Polynomials

In this appendix we provide the values of the lattice velocities ea and relative weights
wa for the D3Q19 and D3Q27 lattice stencils, followed by the explicit expression of
the Hermite Polynomials required for the full second-order expansion of the PR-LBM
adopted in this work:

eD3Q19 =[e0, ..., e18] (3.85)
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eD3Q27 =[e0, ..., e26] (3.88)
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The Hermite Polynomials of order n,H(n)(e), up to the second order, read:

H(0)(e) = 1, (3.91)

H(1)
i (e) = ei, (3.92)

H(2)
ij (e) = eiej − δij , (3.93)

where δij is the Kronecker delta function.

3.8 Appendix B: Two-way coupled representation of
ellipsoidal particles

In this Appendix we will present the mathematical formulation on which our two-way
coupled particle transport algorithm are based. This approach has been implemented
in both the LBM and DSMC method to model the physical boundaries of the solid
particles suspended in the fluid domain.
Two Cartesian coordinate systems are employed: the inertial frame, (x, y, z), attached
to the computational domain, and the body-centered frame (x′, y′, z′) which is instead
attached to the center of mass of the particle and is aligned along the principal direc-
tion of inertia of the particle. To transform the inertial frame into the body-centered
frame, firstly we perform a negative translation of X = (X,Y, Z), representing the
coordinates of the center of mass of the particle. A sketch of the collision detection
algorithm is shown in Fig. 3.11.

The translation is followed by a rotation defined by the matrix M :

M =




q2
0 + q2

1 − q2
2 − q2

3 2(q1q2 + q0q3) 2(q1q3 − q0q2)

2(q1q2 − q0q3) q2
0 − q2

1 + q2
2 − q2

3 2(q2q3 + q0q1)

2(q1q3 + q0q2) 2(q2q3 − q0q1) q2
0 − q2

1 − q2
2 + q2

3


 , (3.94)

where we use the four quaternion variables

q0 = cos(θ/2) cos((Φ + Ψ)/2), (3.95)

q1 = sin(θ/2) cos((Φ−Ψ)/2), (3.96)

q2 = sin(θ/2) sin((Φ−Ψ)/2), (3.97)

q3 = cos(θ/2) sin((Φ + Ψ)/2), (3.98)

defined from the Euler angles (θ,Φ,Ψ) sketched in Fig. 3.12. A final transformation
is then enforced to ensure that in the final reference system (x′, y′, z′) any generic
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y′
x′

z′

n̂

t̂1

t̂2
×

pi

p′i Fi = pi−p′i
∆t

Ti =(xi −X)×
pi−p′i

∆t

Figure 3.11: Sketch of the gas-solid interaction scheme. An impinging gas molecule i (red
sphere) with initial momentum pi hits the surface of the solid particle (gray
sphere) and undergoes a diffusive reflection with post-collisional momentum p′i,
where the collision point (red cross) is evaluated exactly in the body-centered
reference system (x′, y′, z′). Then, the reflections are computed in the reference
system formed by the normal and tangent unit vectors, (n̂, t̂1, t̂2), with respect
to the surface of the particle. Finally, the post-collisional poistion and velocity
is transformed back in the inertial reference system.

ellipsoidal particle is described as a spherical particle with unitary radius. Such stretch
along the main axes is represented by the matrix S:

S =




1/a 0 0

0 1/b 0

0 0 1/c



, (3.99)

where a, b and c are the radii of the ellipsoidal particle. The final transformation
equation for a generic point x in the inertial reference frame into its equivalent x′ in
the stretched body-centered frame thus reads

x′ = SM(x−X). (3.100)

We then apply Eq. (3.100) to transform the pre- and post-streaming positions x0

and xf of the impinging molecules (for the DSMC) or distribution functions (for the
LBM)) in the body-centered stretched reference system:

x′0 = SM(x0 −X), (3.101)

x′f = SM(xf −X). (3.102)
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Then, the ray-sphere intersection algorithm simply consists in the evaluation of the
intersections between the unit radius sphere centered in the origin (which represents
the transformed particle) and the parametric line, L(t), passing from x′0 and x′f with
unitary direction v′, given by

L(t) = x′0 + tv′. (3.103)

The intersection points are found by substituting the generic point on the sphere with
a generic point on the line L(t) and resolving for the free parameter t. The final
quadratic equation reads

(v′ · v′)t2 + 2(v · x′0)t+ (x′0 · x′0) = 1, (3.104)

whose solutions, t1 and t2, allow to calculate the intersection points by inserting them
into Eq. (3.103). To ensure the selection of the correct collision points, only the values
of t1 and t2 that satisfy the condition ||L(t)− x0

′|| ≤ ||xf
′ − x0

′|| are considered. If
both points respect this condition, then the point closer to x0

′ is chosen. The reflection
scheme is then applied in the reference system formed by the normal and tangent unit
vectors, with respect to the surface of the particle, with origin in the collision point and
given by (n̂, t̂1, t̂2). In this way the collision routine is equivalent as the one employed
for a planar wall.
It is possible to extend the algorithm to particles with different shapes by employing a
different ray-surface intersection algorithm and its relative coordinates transformation.
Some examples on such intersection algorithms for the most common shapes, such
as boxes, cones and triangles can be found in [118]. Ultimately, a particle with a
complex shape can be described by an opportune combination of these known shapes,
and intersections can be found using the appropriate ray-surface intersection scheme
for each one of the constituent basic shapes, separately. In the more general case, a
triangulation of the surface can be applied and then use a ray-triangle intersection
scheme.
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Figure 3.12: Euler angles representation. Any rotation of the coordinate system
(x, y, z) (black) can be described by a precession rotation around the
axis z by an angle Ψ, which leads to the auxiliary system (u, v, z) (blue),
followed by a nutation rotation of an angle θ around the axis v to obtain
the second auxiliary system (w, u, z′) (red) and finally by a rotation of
Φ around z′ to obtain the reference system (x′, y′, z′) (green).
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Chapter 4

Influence of numerical resolution on
the dynamics of finite-size particles
with the Lattice Boltzmann Method

In this Chapter we investigate and compare the accuracy and efficiency of different
numerical approaches to model the dynamics of finite-size particles using the Lattice
Boltzmann Method (LBM) described in Chapter 3, namely the standard Bounce-Back
(BB) and the Equilibrium Interpolation (EI) schemes. To accurately compare the
different implementations, we firstly introduce a novel boundary condition to approx-
imate the flow properties of an unbounded fluid in a finite simulation domain, taking
into account the perturbation induced by a moving particle. We show that this novel
boundary treatment is efficient in suppressing detrimental effects on the dynamics of
spherical and ellipsoidal particles arising from the finite size of the simulation domain.
We then investigate the performances of the BB and EI schemes in modeling the
dynamics of a spherical particle settling under Stokes conditions, which can now be
reproduced with great accuracy thanks to the novel treatment of the exterior boundary.
We find that the EI scheme outperforms the BB scheme in providing a better accu-
racy scaling with respect to the resolution of the settling particle, while suppressing
finite-size effects due to the particle discretization on the lattice grid. Additionally, in
order to further increase the capability of the algorithm in modeling particles of sizes
comparable to the lattice spacing, we propose an improvement to the EI scheme, the
Complete Equilibrium Interpolation (CEI). This new approach allows to accurately
capture the boundaries of the particle also when located between two fluid nodes. We
evaluate the CEI performance in solving the dynamics of an under-resolved particle
under analogous Stokes conditions and also for the case of a rotating ellipsoid in
a shear flow. Finally, we show that EI and CEI are able to recover the correct flow
solutions also at small, but finite, Reynolds number. Adopting the CEI scheme it is
not only possible to detect particles with zero lattice occupation, but also to increase
up to one order of magnitude the accuracy of the dynamics of particles with a size
comparable to the lattice spacing with respect to the BB and the EI schemes. The
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material presented in this chapter closely follows the results and exposition presented
in the publication “Influence of numerical resolution on the dynamics of finite-size
particles with the Lattice Boltzmann Method”, Phys. Rev. E 103, 013303, 2021.
The rest of the Chapter is structured as follows: the introduction to the research con-
text is firstly discussed in Section 4.1. In Section 4.2 the problem of reproducing ideal
Stokes flow for the settling of a spherical particle is addressed and results related to
particle resolution analysis for different fluid-solid interaction models are presented.
We investigate the performances for the same interaction models in resolving the an-
gular dynamics of an ellipsoid in a shear flow at low Reynolds number in Section 4.3.
We summarize and discuss our results in Section 4.4.

4.1 Introduction

As briefly discussed in the Introduction (Chapter 1) of this thesis, particle and droplet
transport phenomena in complex flows are crucial for many environmental, industrial
and medical applications. Examples include droplets, aerosol and particle transport
in turbulent flows [126, 127], but also in red blood cells flow in plasma [128] or
contamination from particle debris in next generation lithography machines [129].
This topic is nowadays also extremely relevant in relation with the COVID-19 pan-
demic [130, 131].
To cope with such a wide spectrum of applications, an increasingly growing effort
from the scientific community is devoted towards the development of accurate and
efficient numerical methods. Over the past decades, the Lattice Boltzmann Method
(LBM) [37, 132] emerged as an efficient and reliable tool to address a large variety of
flows, including particle-laden ones [133].
In this Chapter, we use a PR-LBM featuring an on-grid description of solid particles
as presented in Chapter 3, to investigate and compare the accuracy provided by the
standard Bounce-Back (BB) and the Equilibrium Interpolation (EI) schemes typically
used to model fluid-solid interactions in the framework of the LBM.
The problem of accuracy scaling of on-grid particle description with respect to dif-
ferent resolutions, in the case of non-moving particles, has been addressed by several
authors. For example, Chun et al. [108] performed a convergence analysis of the per-
meability for flows across different arrays of spheres and cubes, while Sanjeevi et
al. [49] show the scaling of the drag coefficient of a fixed sphere for different resolu-
tions.
When particle motion is taken into account, accuracy can be negatively affected by
different mechanisms, such as volume fluctuations and lack of strict mass conserva-
tion, induced for example by the reconstruction the distributions at the uncovered
fluid nodes, as shown in [110]. These detrimental effects can in principle lead to dif-
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ferent convergence rates as a function of particle resolution with respect to the case
of stationary particles, especially if the two-way coupling between particle and flow
is relevant like in the settling of a particle in the Stokes flow regime. However, fine
accuracy measurements in cases where particles are moving coupled with the flow are
challenging due to the difficulties related to find an appropriate benchmark capable of
taking into account finite-domain effects. Indeed, in most of the cases where an ana-
lytical expression of the motion of the particle is available, the deviations induced by
the finite simulation domain are often larger than the one induced by finite-resolution
effects related to particle discretization (as shown later in Fig. 4.2 in Section 4.2).
In this Chapter we firstly address the possibility to reduce the effects of a finite-size
domain by focusing on cases where the flow is strongly coupled with the particle
motion, namely the settling of a spherical particle in a quiescent fluid and the rotation
of spherical particles in a shear flow, both under low-Reynolds number conditions
(approaching Stokes flow regime). For these cases we have access to analytical ex-
pressions for the flow field in an unbounded domain.
In order to recover these flows under ideal conditions, we propose an adaptive bound-
ary treatment at the boundaries of the simulation domain that allows to mimic the
behavior of an unbounded fluid, allowing to strongly reduce non-ideal effects induced
by the finite-size of the simulation domain. Accuracy scaling with varying particle
resolution can then be finely evaluated for different fluid-solid treatments, namely the
standard BB, and the Equilibrium-Interpolated (EI) Bounce-Back scheme proposed
by Chun et al. [108].
We introduce an improvement of the aforementioned EI scheme that allows to detect
very small particles in the framework of the standard momentum-exchange interaction
scheme. This new method will be addressed as Complete Equilibrium Interpolation
(CEI) and it will be compared with the aforementioned EI scheme in cases where the
simulated particles are described by very few lattice nodes. As an addition to the in-
vestigation under Stokes flow conditions presented in this work, we show in Appendix
A that for fully resolved particles EI and CEI recover the expected flow behavior also
in cases where the Reynolds number is small, but finite.
The final motivation of this work is the understanding and fine measurements of the
accuracy scaling of momentum-exchange methods with respect to particle resolution,
with a focus on cases when their computational resolution is decreased to just a few
grid points. The possibility to efficiently simulate smaller particles without a loss in ac-
curacy when compared to standard approaches can be a valuable tool for simulations
of dense suspensions, where many more particles can now be simulated without loss
in accuracy and without up-scaling the simulation size to larger resolutions, greatly
increasing the computational efficiency. The feature to be sensible to surface details
as small as the lattice spacing can be relevant also for fully-resolved particles with
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complex shape or fine surface details; these details can now be captured with more
precision.

4.2 Adaptive boundary conditions to simulate Stokes
settling

In this Section we present the definition of an adaptive boundary treatment of the
computational domain boundaries for the case of a spherical particle settling under
the effects of gravity in Stokes conditions. Thanks to this novel approach we are able
to strongly reduce the effects of the finite simulation domain on the dynamics of the
moving particle, allowing to perform precise accuracy measurements.
In Chapter 2 we presented the general expressions, given by Eqs. (2.35)-(2.36), for
the perturbations induced by a particle moving in an unbounded fluid. For the case
of a spherical particle, we showed that the analytical expressions of the different
perturbations in the velocity field induced by its motion are given by Eqs. (2.39)-
(2.41), while for the pressure field the same perturbation are given by Eqs. (2.42)-
(2.43).
We will use these results to address the problem of the settling of a spherical particle
under the effect of gravity in an otherwise unperturbed fluid, so that all the external
ambient fields are set to zero and the perturbations induced by the particle reduce to
Eq. (2.39) and Eq. (2.42).
As already discussed in Chapter 2 (with a slightly different notation), when the particle
motion is caused by an external acceleration g, e.g. gravity, the final settling velocity
U0 is given by the well-known relation

U0 =
2(ρp − ρf )gR2

9µ
, (4.1)

where ρf and ρp are the fluid and the particle density, respectively. In the rest if the
Chapter we will address only motion along the −z direction, so that g = (0, 0,−g),
UP = (0, 0, UP ) and U0 = (0, 0, U0).
Simulating the settling of a particle in the ideal Stokes regime (which formally requires
an unbounded domain) is not possible using standard boundary conditions (e.g. no-
slip or periodic) on the domain boundaries of the simulation box. In these kind of
simulations of the dynamics of finite-volume particles, in fact, two main sources of
errors are typically present: one is introduced by the finite size of the simulation
domain, and another comes from resolution effects due to the discretization of the
particle. The influence of domain boundaries on the overall accuracy of the Stokes
flow description is significant, making it unfeasible to use the Stokes settling problem
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and the computation of the terminal settling velocity as an accuracy estimator for
the numerical scheme. To overcome such limitations we propose a method to mimic
unbounded fluid within a finite simulation domain by exploiting the analytical solution
for the Stokes flow problem under investigation.
The dynamics of the particle and the fluid inside the computational domain are fully
resolved using the PR-LBM, while we impose on the boundary nodes (see sketch in
Fig. 4.1) the macroscopic velocity u and the pressure p according to Eqs. (2.35) and
(2.36), where the instantaneous particle velocityUP (as computed from the simulation)
and its radius, R, are used to calculate the analytical values. In the LBM framework
this is done by setting the equilibrium distribution f (0) given in Eq. (3.43) on the
boundary nodes.
In this way, even if the particle velocity is affected by an error related to the particle

UP

u1

Simulation boundaries

Analytical value of u is enforced on the boundaries

u = u1 + u0

Figure 4.1: Sketch of the application of the adaptive boundary condition for the problem of
a settling sphere. The analytical value of the velocity field (and of the pressure
field) produced by a spherical particle settling at velocity UP is enforced on
the boundary nodes in order to emulate the properties of an unbounded fluid.
At infinite distance from the particle the flow velocity is the unperturbed one,
defined with u∞.

discretization, we are able to reproduce the Stokes velocity field of a sphere moving
with speed UP , largely reducing the impact of having a finite size simulation box.
An example of the improvement is shown in Fig. 4.2, where the particle velocity
is plotted for different boundary conditions and sizes of the computational domain.
While in the case of periodic boundary conditions the particle would indefinitely
accelerate due to the interactions with its mirror images, imposing no-slip at the
domain boundaries would lead to a severe under-estimate of the Stokes terminal
velocity also for very large sizes of the simulation domain. As a proof of concept
of the method, we apply the same approach to a more complex case, i.e. the settling
of two vertically aligned identical spheres. The analytical solution for this case can
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Figure 4.2: Particle velocity, UP , normalized with the Stokes velocity, U0 defined in Eq.
(4.1), is plotted for no-slip (blue), periodic (green) and adaptive (red) boundary
conditions applied on the simulation box of different sizes L with respect to
a fixed particle radius R. The ideal Stokes settling velocity is recovered only
using an adaptive domain boundary that mimics the behavior of an unbounded
fluid. Results here represented correspond to R = 10, τ = 0.85, ρp = 2ρf and
Re = 10−3.

be obtained from Lamb’s general expression of the velocity perturbations generated
by two moving spheres, as from [134]. While the general solution by Lamb consists
of an infinite series of terms from a Spherical Harmonic expansion, for the sake of
simplicity we only impose on the domain boundaries its truncation to the first order.
Notwithstanding this approximation, simulations results are in fairly good agreement
with the theoretical estimate of the settling velocity of the particle provided by the
method of reflections [44] , computed at the first reflection, given by:

UP
U0

= 1 +
3R

2d
, (4.2)

whereR is the radius of the spheres and d is the distance between their centers. Results
as shown in Fig. 4.3.

4.2.1 Accuracy as a function of the simulation box size at fixed
resolution

The adaptive boundary conditions, proposed in the previous paragraph, are now ap-
plied to measure the performance of the BB and the EI fluid-solid interaction schemes
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Figure 4.3: Terminal velocity UP , averaged over the last 100 timesteps, of two vertically
aligned spheres settling under gravity as a function of the distance between the
centers of the spheres d over their radius R. The simulation domain size is fixed
to L = 180, while τ = 0.6 and ρp = 2ρf . Results using the adaptive treatment
on the simulation domain boundaries (red squares) are compared with the ones
obtained using periodic (green squares) and no-slip (blue squares) conditions.
For the adaptive case, the general solution from Lamb, truncated to the first term,
is applied on the domain boundaries to simulate Stokes settling of two vertically
aligned spheres. Results are in fairly good agreement with the predictions from
the method of reflections, computed at first reflection, from Eq. (4.2) (purple
solid line), except at the smallest value of d/R where the truncation to the first
order shows its limitations. The error bars represent a confidence interval of our
measurements and are obtained from the velocity difference, converted in relative
units, between the adaptive case and in the no-slip case at d/R = 10, for which
we expect maximum accuracy.

in reproducing the dynamics of the settling of a spherical particle in Stokes flow con-
ditions.
In this first analysis we evaluate the impact of different simulation box sizes L on
the accuracy of the particle terminal velocity, computed as the percentage deviation
from the Stokes settling velocity given by Eq. (4.1). Simulations are performed with
particle radius R = 10, Reynolds number Re = 10−3 and a value of τ = 0.6 is
chosen in order to reduce as much as possible the onset of numerical slip effects. The
Kn number given by Eq. (3.48) is now calculated using the particle radius as charac-
teristic length scale. In this way Kn ∼ 0.07 for R = 1 and Kn = 0.007 for R = 10.
The density of the particle is set to ρp = 2ρf and the gravity acceleration along the z
direction, −g, applied on the particle follows from the choice of Re = U0R/ν and
using Eq. (4.1) . The time-averaged settling velocity 〈UP 〉 is computed after the initial
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transient required to reach the terminal velocity has decayed, and then compared with
the Stokes value from Eq. (4.1).
While the distance between the simulation boundaries and the particle is still playing
a relevant role on particle dynamics, we are now able to isolate the accuracy loss
induced by finite-resolution effects due to particle discretization from domain size
effects. These results are highlighted in Fig. 4.4, where we plot the relative error of the
average of the particle terminal velocity for different simulation domain sizes L. We
observe that the accuracy on the particle velocity converges to a non-zero value that
we interpret as the maximum precision achievable for a given particle resolution and
for a virtually unlimited simulation domain size, for which all the non-ideal effects
induced by the finite size of the simulation domain will be vanished and only the res-
olution error will remain. In order to exclude, as much as possible, boundary effects
on the accuracy estimation, we extract the convergence value through a power-law fit
of the form

f(L) =

(
1

L

)α
+ ε, (4.3)

where α and ε are free fit parameters.
The accuracy loss induced by the presence of the simulation boundaries for large
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Figure 4.4: Accuracy of the particle terminal velocity using EI (red triangles) and BB (blue
diamonds) boundary conditions for R = 10, τ = 0.6 and Re = 10−3 obtained
varying the simulation domain size L from 48 to 408. Fit functions obtained
using Eq. (4.3) (colored dashed lines) show a convergence of the error to a limit
value (black dashed lines) represented by the fit parameter ε. This limit value
represents the maximum accuracy achievable for a given particle resolution.

confinement ratios 2R/L can be understood by recalling the general theory of multi-
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4.2 Adaptive boundary conditions to simulate Stokes settling

poles expansion (e.g. Chapter 3 in [44]) for the velocity field generated by an arbitrary
shaped particle. Firstly, since the simulated particle is not an ideal sphere due to finite-
resolution effects related to the modeling of the particle surface within the LBM, the
perturbation induced on the flow will deviate from the one of an ideal sphere. Sec-
ondly, an additional source of error is given by the model used to describe moving
boundary effects embodied in Eqs. (3.54) and (3.55), where the velocity profile be-
tween particle surface and the first adjacent fluid node is assumed linear, which we
know from Eq. (2.39) is not the case for the problem under examination.
As a result of these two error sources, deviations from Stokes analytical solution are
expected in the vicinity of the particle, as shown in Fig. 4.5, where the relative error
of the flow is computed for every fluid node as:

eu =

√
|uan(UP )− usim|2

u2
an(UP )

, (4.4)

where the analytical velocity field uan(UP ) is calculated from Eqs. (2.35) and (2.39)
using the instantaneous velocity UP of the particle.
If the boundaries of the simulation domain are too close to the particle, the higher order
terms in the flow field generated by non-ideal effects related to particle discretization
will not vanish and the match with the analytical solution for a settling sphere forced
on the domain boundaries will not be perfect, negatively affecting the simulation
accuracy.

Figure 4.5: Relative error in the flow as defined in Eq. (4.4), eu =√
|uan(UP )− usim|2/u2

an(UP ), for a less resolved (left) and better re-
solved (right) particle with respectively R = 5 and R = 20 at the same
confinement ratio 2R/L. The analytical velocity field uan(UP ) is computed
using Eqs. (2.35) and (2.39). Discretization effects induce higher deviation from
the ideal Stokes flow field around the particle that strongly depend on particle
resolution.
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Chapter 4 Influence of numerical resolution on the dynamics of finite-size particles with the LBM

4.2.2 Convergence analysis and velocity fluctuations

In the previous paragraph we showed how to measure the asymptotic error for a parti-
cle at fixed radius. The same analysis shown in Fig. 4.4 is now repeated for different
values of R in order to obtain the accuracy convergence rate with respect to particle
resolution. For each investigated value of R we performed different simulations vary-
ing the domain size L in order to fit the measured error with Eq. (4.3) to obtain the
asymptotic error.
In addition to the average deviation of the particle velocity from the Stokes solution,
velocity fluctuations around the mean velocity represent another important observ-
able to assess particle dynamics accuracy. While the particle moves across the lattice
grid, its total volume varies accordingly to the lattice nodes that are covered (and
un-covered) by the particle during its motion. These volume fluctuations are reflected
in the particle dynamics by unphysical jumps in the velocity profile, as shown in Fig.
4.6, where the time evolution of the velocity of the particle is plotted. We compute the
average velocity fluctuations as:

〈∆UP 〉 =

∑
t(UP,t − 〈UP 〉)2

T
, (4.5)

where t represents a measure at a given timestep and T the total number of timesteps,
both taken excluding the initial transient.
Results obtained from the convergence analysis of the two investigated models (BB

and EI) are compared in Fig. 4.7, where the measured asymptotic error and the average
velocity fluctuations are plotted against the particle radius. All the simulations have
been performed by keeping τ = 0.6, ρp = 2ρf , Re = 10−3. After a best fitting of the
data we obtain an empirical relation for the asymptotic error given by:

εBB(R) = 13.7 ·R−0.89, (4.6)

εEI(R) = 13.7 ·R−1.51. (4.7)

While for the EI scheme the measured convergence rate is in fair agreement with
the one observed for fixed particles in [108], for the BB case the second-order scal-
ing shown in [108] is lost and now it exhibits a clear first-order scaling. The main
difference between our case and the reference one is the motion of the particle: EI is
able to continuously detect the boundaries location while the position of the particle
is updated, while BB can detect an update in the boundary locations only after a dis-
placement of the particle of the order of the lattice spacing, resulting in a first-order
accurate description of the boundary motion. Velocity fluctuations are second-order
convergent for both investigated cases.
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Figure 4.6: Velocity UP of a settling particle with R = 10, normalized with respect to the
Stokes settling velocity U0 using the EI (red solid line) and the BB (blue dashed
line) schemes, as function of time. Other relevant parameters are L = 200, τ =
0.6, ρp = 2ρf . In the inset a zoom on the y axis of the selected region is
performed to show the fluctuations in the velocity profile due to the volume
variation of the particle during its motion.
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Figure 4.7: Asymptotic error (left) of the average velocity 〈UP 〉/U0 and average velocity
fluctuations 〈∆UP 〉/〈UP 〉 as computed from Eq. (4.5) (right), with respect to
particle radiusR. Convergence rates are obtained through a power law fit (colored
dashed lines) of the measured asymptotic error and reported as the slope of the
best fit in the semilog plot. EI strongly reduces errors, keeping an accuracy scaling
comparable with the one observed in [108]. Using BB, the accuracy scaling is
instead only first-order. Second-order convergence is maintained in both cases
for the velocity fluctuations.

There are other concurring mechanisms that have a detrimental effect on the accu-
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Chapter 4 Influence of numerical resolution on the dynamics of finite-size particles with the LBM

racy of particle dynamics: at first, lattice parameters such as the relaxation time τ
are known to influence the LBM accuracy in recovering the hydrodynamics of the
flow [135], so that a different choice of τ can lead to a different accuracy scaling. An-
other relevant error source is the already discussed model for the interaction between
the flow and a moving boundary embodied in Eqs. (3.54)-(3.55), which introduces a
first-order error in the flow velocity around the particle.

4.2.3 Complete Interpolation: sub-grid particle simulations and
accuracy

In the standard momentum exchange approach, the link-nodes (i.e. fluid nodes from
which at least one lattice velocity component ea points inside the solid volume) are
evaluated only between fluid and solid nodes, neglecting the possibility to detect the
surface of the particle when it is located between two fluid nodes. While, in general,
this feature is not particularly important for fully-resolved spherical particles, it can
introduce an important effect for particles with complex shapes or with fine surface
details. In this section, we propose an improvement of the EI scheme in which the
capability to detect the surface of the particle also in between two fluid nodes is
implemented using a standard ray-sphere intersection algorithm [118] as shown in
Fig. 4.8. This novel boundary treatment will be addressed as Complete Equilibrium
Interpolation (CEI).
One example of the capability to resolve sub-grid particle dynamics offered by CEI

is shown in Fig. 4.9 where the settling of a particle with radius R = 0.6 initialized in
the center of the simulation domain is compared with the EI scheme for two different
lattice models, namely the D3Q19 and D3Q27 lattice stencils. An increased number
of velocities, provided by a larger lattice, can increase accuracy of CEI in detecting the
surface of the particle. This effect can be observed in the top plot of Fig. 4.9, where
the number of links is plotted as a function of time. It is to be noted, however, that
on-grid particle description only allows to use single-cells lattice stencils, so that the
D3Q27 is already the upper limit.
The achievable accuracy for small radii, i.e. when R ≤ 2, using a CEI scheme is now
investigated and compared with the standard EI and BB models for a D3Q19 lattice
stencil. The simulations are performed by keeping the confinement ratio 2R/L =
0.05 between particle radius R and the size L of the computational box, which is
enough to keep the effects from the boundaries of the simulation box negligible when
compared to the ones from the particle resolution for such small radii. The relaxation
time is again set to τ = 0.6, while the density of the solid particle is increased to
ρp = 3ρf to increase numerical stability against the stronger fluctuations observed in
the simulation due to the extreme values of R.
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4.2 Adaptive boundary conditions to simulate Stokes settling
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fā
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Figure 4.8: Sketch of a particle with a resolution comparable to the grid spacing (R = 0.55).
In such cases there might be no lattice nodes enclosed by the solid volume and
both BB and EI schemes fail to detect the particle. Using Complete Equilibrium
Interpolation (CEI) it is now possible to detect the particle position and surface
(green squares) also between adjacent fluid node links.

For such small particles the discrete effects introduced by the simulation grid can play
an important role on the dynamics, so we addressed the problem by performing an
ensemble of 10 identical simulations with different initialization of the particle center,
that now is randomly located in the range of ±0.5 with respect to the simulation
domain center, as sketched in Fig. 4.10. In this way the particle discretization on the
lattice grid will be different for every different location of the particle center, allowing
us to observe the impact of the lattice on the overall accuracy.
Results are shown in Fig. 4.11, where the final accuracy and velocity fluctuations,
averaged over the ensemble, are plotted against the particle radius, R. In addition,
minimum and maximum values, observed in the ensemble, are reported as error bars
in order to give a quantitative idea of the fluctuations that can occur for such small
particles using an on-grid description.
It is remarkable that using the CEI scheme it is possible to keep the average error on
particle speed below 10% for sub-grid particles, while strongly suppressing velocity
fluctuations of more than one order of magnitude in these cases. The performance
scaling of the momentum exchange routine with respect to particle resolution has been
investigated in Fig. 4.12. It is found that the overhead introduced by CEI, noticeable
only for large radii, is small if compared with the increase in accuracy provided by
the CEI scheme. From Fig. 4.11 it can be noted, in fact, that for the case of a particle
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Figure 4.9: Number of link-nodes for momentum exchange (left) and time evolution of parti-
cle velocity (right); EI (red triangles), CEI using D3Q19 lattice (blue diamonds)
and CEI using D3Q27 lattice (green squares) for a particle with radius R = 0.6.
Standard EI is not able to capture a sub-grid particle when initialized in the do-
main center (zero occupation on top plot), leading to a free fall velocity profile
(and thus omitted from the bottom plot for the sake of readability). Using CEI,
the particle is correctly detected, but some peaks appear in the velocity profile
due to the drop in the number of link-nodes during the motion of the particle
when a D3Q19 lattice is used. This effect can be mitigated by using the higher
order lattice such D3Q27.

with R = 1 the accuracy obtainable with the CEI scheme is higher than the one
achievable with the BB scheme using R = 2, while the computational overhead is
barely noticeable. Moreover, if the same reduction in resolution is applied also to the
domain size, like in convergence studies, a shrinking of a factor of 2 in the overall
resolution can lead to an improvement in the performances up to a factor of 8 in terms
of simulation time.

4.3 Rotational dynamics of a spheroidal particle in a
shear flow

In this Section we investigate the dynamics of spheroidal particles set into rotation by
a shear flow. In the first part of the analysis we show an application of the adaptive
boundary conditions to the case of spherical and ellipsoidal particles free to rotate in
an ambient shear flow, while in the last part we study the accuracy of the CEI scheme
in resolving the rotational dynamics of an ellipsoidal particle. The relaxation time is
again set to τ = 0.6 for all the simulations in this Section. The fundamental theory
behind rotation of ellipsoidal particles in shear flows was developed by Jeffery [47]
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4.3 Rotational dynamics of a spheroidal particle in a shear flow

Figure 4.10: Sketch of particles with R = 1 initialized with random offsets of ±0.5 with
respect to a particle (black solid line) located at the center of the simulation
domain (black square). The colored squares represent the center of each dif-
ferent particle (dashed colored lines). Different initializations lead to different
discretizations of the particles on the lattice grid, represented by the number
of lattice nodes connected by the black dashed lines that are enclosed by the
surface of the particles.

and has been discussed in Chapter 2. There, we show that the angular velocity, ω(t),
of a general spheroidal particle set into motion by an unbounded shear flow is:

ω(t) =
C

a2 + b2
(
a2 cos2 θ(t) + b2 sin2 θ(t)

)
, (4.8)

tan θ(t) =
a

b
tan

[
Cabt

a2 + b2

]
, (4.9)

where a and b are the major and minor axes of the ellipsoid in the plane of the shear
respectively, C = 2Ushear/L is the shear rate at a given simulation domain size L,
assuming that the shear flow is driven by two moving walls at ±Ushear. The variable
θ(t) describes the angle between the major axis and one of the main directions in the
shear plane.
The angular velocity ω(t) of the ellipsoid is then described by a family of curves that
depend on the shear rate and on the starting orientation of the particle and in general
it will show periodic oscillations with period

Tjef =
π(a2 + b2)

abC
. (4.10)
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Figure 4.11: Averages (solid lines) of the accuracy on particle velocity (left) and of the veloc-
ity fluctuations (right) for 0.6 ≤ R ≤ 2. Results are averaged over an ensemble
of 10 simulations having different random initialization of the particle center
within ±0.5 from the domain center. Minimum and maximum values within
the ensemble are represented by the error bars. The CEI scheme (green squares)
allows to describe the dynamics of particles with small radii at increased accu-
racy with respect to EI (red triangles) and BB (blue diamonds) schemes, while
strongly reducing velocity fluctuations. With the CEI scheme is now possible
to detect solid features on the order of one lattice grid spacing.
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Figure 4.12: Time required to perform one call of the momentum exchange routine, aver-
aged over 1000 timesteps, for BB (blue diamonds), EI (red triangles) and CEI
(green squares) as a function of the particle radius, R. For small values of R the
performances of the three investigated algorithm are similar, while for larger
values of R CEI introduces some overhead, that can be reduced with a higher
level of code optimization.
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4.3 Rotational dynamics of a spheroidal particle in a shear flow

Some particular cases are shown in Chapter 2 (see Fig. 2.4), where the analytical
trajectory of the angular velocity is plotted for a sphere and for an ellipsoid with
different internal aspect ratios.
The adaptive boundary conditions presented in the previous Section, i.e. the possibility
to enforce on the boundaries of the simulation box the analytical expression of the
perturbation induced by the presence of the particle, can be straightforwardly applied
for the case of a spherical particle free to rotate in a shear flow. An unperturbed shear
flow can be modeled as the sum of two equal contributions from an ambient vorticity,
Ω∞, and an ambient strain, E∞. The velocity field of a shear flow having a velocity
of±Ushear along the x̂ direction at y = ±L/2 respectively can then be obtained from
Eq. (2.35) by imposing the ambient fields as:

Ω∞ =

(
0, 0,−C

2

)
, (4.11)

E∞ =




0 C
2 0

C
2 0 0
0 0 0


 . (4.12)

In this configuration, the rotational dynamics of the particle is limited to the shear
plane and the angular velocity of the particle can be written as ωP = (0, 0, ωP ). For
this reason, from now on we will refer only to the non-zero component ωP and the
vector notation will be omitted.
As we did for the settling problem, the particle and flow dynamics are fully solved by
the PR-LBM and the instantaneous value of the particle angular velocity, ωP , is used
to impose the analytical flow using Eq. (2.35) on the boundaries of the simulation
domain. In this way we are able to suppress any boundary effects due to the finite
size of the simulation domain also for extreme cases, as shown in Fig. 4.13, where we
plot the angular velocity of a spherical particle with R = 10 initialized in the center
of a domain with size L = 24 (which means that the confinement ratio 2R/L ∼ 1).
We compare the results using our adaptive method and the standard approach (i.e.
when the shear flow is driven by walls moving at ±Ushear and periodic boundary
conditions are applied along the direction of the flow). The exact angular frequency
for the particle, as predicted by Eq. (4.8), is obtained for any values of the particle
radius and domain size, so that a resolution analysis for the spherical particle case is
omitted.
While in principle Eqs. (2.40-2.43) are exact only for a spherical particle, the adaptive
boundary treatment can be efficiently used to reduce boundary effects also for the case
of a non perfectly spherical particle. We focus on the case of an ellipsoid with internal
aspect ratio a/b = a/c = 2 and major radius a = 10, rotating in a shear flow with
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Figure 4.13: Angular velocity for a sphere of radius R = 10, rotating in a shear flow with
shear rate C = 0.002. The simulation domain size is set to L = 24, so that the
domain boundaries of the simulation box are almost in contact with the particle.
Using the adaptive boundary conditions (red solid line) we are able to suppress
detrimental boundary effects and the analytical angular frequency (black dashed
line) is exactly reproduced. Using a standard approach (blue point-solid line)
consisting of no-slip moving walls in the orthogonal direction to the flow and
periodic boundaries along the flow the detrimental effects due to the vicinity of
walls on Jeffery’s ideal dynamics is evident.

analogous geometry as the one used for Fig. 4.13. The shear rate C is set in such a
way that Ushear = 0.01 is fixed for all the simulations. In this context we apply the
adaptive treatment on the boundaries using Eqs. (2.40-2.43), but this time we use an
effective radius for the perturbations given by Reff = 3

√
abc. This is equivalent to

approximate, on the simulation boundaries, the perturbation generated by the rotating
ellipsoid with the ones generated by a sphere with the same volume. We compare
the performance in recovering the analytical period from Eq. (4.10) using our adap-
tive approach and the standard approach, for different confinement ratios 2a/L, and
the results are shown in Fig. 4.14. In order to perform this measurements we fit our
data with a modified set of Eqs. (4.8-4.9), which are now able to capture period varia-
tions and to take into account the presence of an initial transient. These equations read:

ωfit(t) =
C

a2 + b2
(
a2 cos2 θfit(t) + b2 sin2 θfit(t)

)
, (4.13)

tan θfit(t) =
a

b
tan

[
Cabt

a2 + b2
s+ φ

]
, (4.14)
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where s and φ are free fit parameters that represent a period stretching and a phase
shift due to an initial transient, respectively.
While it is commonly found in the literature [136, 137] that in this setup boundaries
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Figure 4.14: Relative error on the analytical period, given by Eq. (4.10) and measured by
fitting our data with Eqs. (4.13) and (4.14), of the oscillations of the angular
frequency for an ellipsoid with aspect ratio a/b = a/c = 2, at fixed major
radius a = 10 for different values of the simulation domain size L. We compare
the results using the BB (blue diamonds) and EI (red triangles) schemes for two
different treatments of the simulation domain boundaries. The influence on the
dynamics of the particle of the simulation boundaries is strongly reduced using
our novel adaptive treatment. Results for τ = 0.6, Ushear = 0.01.

effects induced by triggering the shear flow using moving walls can be considered
negligible for a confinement ratio 2a/L ≤ 0.1, we observe that we can largely reduce
their impact using our novel adaptive approach for all the investigated confinement
ratios.
We now aim to test and compare the CEI scheme capabilities to model particles with
more complex shapes. This is done by comparing the performances of different bound-
ary treatments of the surface of the particle in reproducing the dynamics of an ellipsoid
rotating in a shear flow. To simulate this setting we again use the adaptive treatment by
enforcing on the simulation boundaries Eqs. (2.40-2.43), where the perturbation terms
are approximated by the ones produced by a sphere rotating at ωP with the effective
radius Reff = 3

√
abc, in an analogous way as we did for Fig. 4.14. The shear rate C

is again set to reproduce the shear flow produced by two walls moving at ±Ushear,
with Ushear = 0.01.
Simulations have been performed for an ellipsoid with internal aspect ratio a/b =
a/c = 2, while varying the radii of the particle and the simulation domain size L in
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order to keep the confinement ratio constant at 2a/L = 0.1.
An example of the improvement introduced by interpolation based algorithms is
shown in Fig. 4.15, where the angular velocities of a low resolution particle are com-
pared for different boundary treatments. The EI scheme already leads to a remarkable
improvement with respect to the BB scheme, but now using the more sophisticated
CEI scheme the ellipsoid poles are better resolved during the dynamics, leading to a
more defined trajectory. The algorithm capabilities to capture particle dynamics for
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Figure 4.15: Angular frequency evaluated from Eq. (4.8) using BB (blue diamonds), EI
(red triangles) and CEI (green squares) schemes for an ellipsoidal particle with
major radius a = 1.5 and minor radii b = c = 0.75 at τ = 0.6 and L = 30.
The particle center is initialized at the point (15, 15, 15). For the BB case the
algorithm is not able to distinguish the ellipsoid from a spherical particle, while
the EI and CEI schemes are increasingly better in capturing shape features. The
best fits, obtained using Eqs. (4.13-4.14), are used to evaluated the accuracy of
every method in reproducing the ideal rotational dynamics.

a progressively less resolved ellipsoid can now be addressed. We investigate how the
error scales with the resolution of the particle by varying a from 1 to 5. As we did for
the case of the settling of a spherical particle, we address the problem of the impact
of grid resolution on the simulation accuracy by repeating 10 identical simulations
for different random initialization of the particle center within a range of ±0.5 with
respect to the simulation domain center.
The error on the period is once again measured using Eqs. (4.13) and (4.14). It is
to be noted, however, that the error on the period is not the best indicator to finely
address the accuracy of the dynamics of a low resolution particle, since the fit model
embodied by Eqs. (4.13) and (4.14) can often extract an accurate angular trajectory
also from not so accurate signals, as shown for the BB case in Fig. 4.15. For this
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4.3 Rotational dynamics of a spheroidal particle in a shear flow

reason here we consider also the average error on the angular trajectory between the
simulation data, ωP , and the fit function ωfit obtained from Eq. (4.13). In this way
we are able to provide a more reliable indicator of the instant-by-instant precision in
the reconstruction of the rotational dynamics of the ellipsoid under examination.
Results are shown in Fig. 4.16, where the error on the period and the average error
on the angular trajectory, as well as their maximum and minimum values, are plotted
for the BB, EI and CEI schemes and different values of particle resolution. Improve-
ments introduced by interpolation schemes are evident, with the maximum accuracy
obtained through CEI, that allows now to capture particles radii small as half of the
grid spacing. It is interesting to note, by comparing Fig. 4.16 with Fig. 4.11, that
the improvements introduced by the CEI scheme are slightly more evident when an
ellipsoidal particle is used, showing that CEI is more effective for particles with a
complex shape.

10
0

10
1

10
2

 0.5  1  1.5  2  2.5

|1
-T

/T
je

ff
|(

%
)

b

BB avg.
EI avg.

CEI avg.

10
0

10
1

10
2

 0.5  1  1.5  2  2.5

〈
|1

 -
 ω

P
/ω

fi
t|
〉
(%

)

b

BB avg.
EI avg.

CEI avg.

Figure 4.16: Error on the period (left) and error on the trajectory of the angular frequency
(right) of an ellipsoid rotating in a shear flow. The ellipsoid has internal aspect
ratio a/b = a/c = 2, where a is the major axis and b = c are the minor axes.
The resolution of the ellipsoid ranges between 0.5 ≤ b ≤ 2.5. Results are av-
eraged over an ensemble of 10 simulations, each with a different offset of the
position of the particle from the domain center. The confinement ratio between
particle major axis and simulation domain is kept constant, with 2a/L = 0.1.
While EI (red triangles) provides better accuracy with respect to BB (blue dia-
monds), both methods fail in detecting a particle with a = 1 and b = 0.5, where
CEI (green squares) succeeds. The latter leads to a general improved accuracy
with respect to EI. The error bars represent the minimum and maximum value
in the ensemble
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4.4 Concluding remarks

We propose an accurate and efficient method, based on an adaptive boundary treat-
ment, to strongly suppress boundary effects due to the finite size of the simulation
domain on the dynamics of spherical and ellipsoidal particles free to move in an
unbounded fluid under Stokes flow conditions. This is done by enforcing the ideal
Stokes flow solution on the simulation domain boundaries for an unbounded domain,
accordingly to the instantaneous particle velocity as solved by the Lattice-Boltzmann
simulation. In a sense, our approach allows to impose the correct boundary condition
at infinity, but at a finite distance instead.
We firstly show that through this novel treatment of the boundaries of the simulation
domain we are able to reproduce the ideal Stokes dynamics in two cases of interest,
i.e. the settling of a spherical particle under gravity and the rotation of a spherical and
ellipsoidal particle in a shear flow, with a higher precision with respect to the standard
approaches.
We then isolate the influence of particle resolution by performing fine measurements
of the accuracy convergence of the particle dynamics in the aforementioned problems,
down to very low resolutions. It is the first time, up to our knowledge, that an accurate
evaluation of the accuracy of the particle is carried down to such low resolutions in
cases where the particle is free to move across the lattice grid.
Particle translational accuracy is firstly measured for two widely used fluid-solid
interaction models, namely Bounce-Back (BB) and Equilibrium Interpolation (EI),
showing that the latter strongly improves accuracy while reducing velocity fluctua-
tions. Under the investigated case, measured convergence rate for the EI scheme is in
fair agreement with what is found in the literature for a fixed obstacle, while the BB
scheme only exhibits a first order convergence due to the lower accuracy in capturing
the dynamics of moving boundaries.
Finally we propose a third model as an extension of EI called Complete Equilibrium
Interpolation (CEI), that allows to detect momentum exchange also between two fluid
nodes, in the case in which the particle surface is occupying a position between the
two. We show that CEI is not only able to detect particles as small as one lattice grid
spacing, where the BB and EI schemes fail, but also to provide an higher accuracy in
cases where the particle size is only a few lattice nodes, while strongly suppressing
velocity fluctuations due to particle volume change during time evolution.
We find that these improvements are more evident for elongated particles such as ellip-
soids, making this new model promising for the modeling of particles with complex
shapes (i.e. needles) or with small features at their surface. Another relevant applica-
tion of this method is the simulation of dense suspensions of particles, since it allows
to increase the number of simulated particles without a large accuracy loss, potentially
increasing computational efficiency.
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4.4 Concluding remarks

We finally show that Complete Equilibrium Interpolation is capable to recover correct
flow results when inertial effects are relevant for the dynamics of the particle (Ap-
pendix A).
As last note, the adaptive domain boundary treatment presented in this Chapter can
find relevant applications as an improvement to the standard periodic boundaries in
all the cases where a spherical or quasi-spherical particle or bubble is moving in an
ambient flow under Stokes conditions, such as in jetting problems or transport of
droplets in aerosols, and it can be further extended to address more complex shapes
and number of particles.
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4.5 Appendix A: recovering effects of inertia at finite
Reynolds numbers

In this appendix we investigate the capability of CEI and EI to recover the correct re-
sults in cases where inertia is relevant on the dynamics of the particle, focusing firstly
on the problem of a cylindrical particle settling in a vertical channel at Re = 1.03
and Re = 8.33, and later on the problem of a cylindrical particle rotating in a shear
flow at Re = 79.6. The 2D nature of this class of problems and the presence of finite
Reynolds numbers are the reasons why this investigation is addressed as an appendix,
since in the manuscript we focus on 3D flows in the Stokes regime.
In the absence of inertia, a particle released away from the center of a vertical chan-
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Figure 4.17: Schematic representation of: (a) a cylindrical particle of radius R re-
leased near one wall of a two dimensional channel set into motion by a
gravity force g, (b) a cylindrical particle free to rotate in a shear flow.

nel would settle straight down with no lateral motion [134]. This is no longer the
case when inertia becomes important, as particle migrates horizontally until the final
equilibrium position is reached at the center of the channel. This class of phenomena
has been extensively investigated by a number of authors through different numerical
schemes such as the finite-element method [138–140] and the LBM [141–143]. In
the first part of this appendix we investigate the performances of EI and CEI with
respect to BB to recover the expected dynamics under the same flow conditions as Li
et al. [141] (the simulation setup is sketched in Fig. 4.17-(a)).
The channel width (along the x̂ direction) is set to L = 8R, where R is the particle
radius; the particle is released at an horizontal position of x = 0.19L and it is free
to settle under the effect of a body force g = (0, 0, g). The relaxation time and the
particle density are set to τ = 0.6 and ρp = 2ρf , respectively. The body force g is
tuned to match with the desired Reynolds numbers of Re = 1.03 and Re = 8.33,
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4.5 Appendix A: recovering effects of inertia at finite Reynolds numbers

where Re = UP 2R/ν and UP is the final settling velocity of the particle. We apply
uniform zero velocities at the inlet and zero normal derivative of the velocity at outlet.
Using a fully resolved particle with R = 12 the results from [141] are recovered with
very high accuracy as shown in Fig. 4.18.
From the same plot (Fig. 4.18) it can be also observed that using EI and CEI the
particle tends to respond slightly slower in the transient when compared with the BB
results. This effect can be related to the increased accuracy at which EI and CEI can
capture inertial effects with respect to BB and the Stress-Integration Method proposed
in [141]. These differences are, in any case, very small.
Furthermore, we investigate the accuracy in recovering the final horizontal position
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Figure 4.18: Settling trajectory of a cylinder released at x = 0.19L of a vertical channel at
Re = 1.03 and Re = 8.33. The particle radius is R = 12, while the channel
width L = 8R. The horizontal migration towards the center of the channel is
an effect related to the inertia of the particle. The dynamics observed by Li et
al. [141] (black dashed lines) is correctly reproduced with all the investigated
boundary schemes (colored point lines). Other relevant simulation parameters
are τ = 0.6 and ρp = 2ρf .

for different resolutions of the system as a function of the particle radius R at fixed
Reynolds number Re = 1.03. It is found that the correct horizontal position of the
particle is recovered with very high precision for all the investigated combinations of
resolution and boundary schemes. Interpolation-based schemes only provide a small
improvement in the velocity fluctuations of the final settling velocity for small radii
as shown in Fig. 4.19.
In the last part of this Appendix we show that EI and CEI are able to reproduce the

correct flow dynamics of a cylinder freely suspended and free to rotate in a shear flow.
Following the simulation setup presented by Ding and Aidun [145], and sketched in
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Figure 4.19: Average velocity fluctuations 〈∆UP 〉 (as defined in Eq. (4.5)) of the terminal
velocity UP of a cilynder settling in a vertical channel as a function of its
radius R for BB (blue diamonds), EI (red triangles) and CEI (green squares).
The particle is released at x = 0.19L of a channel with width L = 8R at
Re = 1.03. EI and CEI slightly reduce the velocity fluctuations related to the
volume fluctuations of the particle, but the effect is noticeable only for small
values of R.

Fig. 4.17-(b), the radius of the particle is initially set to R = 64 and it is initialized
in the center of a channel with a size of 34R × 4R, so that the channel width along
the ŷ direction is set to be L = 4R. The relaxation time and the particle density are
set to τ = 1 and ρp = ρf , respectively. The shear flow is generated by two opposite
walls located at y = ±L/2 and moving with a velocity ±Ushear. The velocity of the
walls is tuned to have Re = CD2/ν = 79.6, where D is diameter of the cylinder and
C = 2Ushear/L is the already defined shear rate. This setup is in agreement with the
experiments of Zettner and Yoda [144].
The simulation results are presented in Fig. 4.20, and they show a good agreement
with the experimental data presented in [144], confirming that for large resolution of
the particle BB, EI and CEI recover identical results.
By performing the same simulations at different resolutions, down to R = 4, we ob-
served that good accuracy is always recovered for all investigated boundary schemes
until a critical resolution limit is reached. Below this threshold the flow is clearly
under resolved and the algorithm is unable to capture the correct hydrodynamics for
the simulated Re.
The weak relation between the accuracy of the dynamics and the resolution of the
particle observed in this section is partially related to the strong symmetry of the
investigated systems, combined with the more strict requirements in terms of fluid
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Figure 4.20: The x̂ (dashed lines) and ŷ (solid lines) velocity components Ux and Uy of the
flow versus y/R at the domain section x/R = −1.8467742 from a rotating
cylinder with radius R = 64 centered at (0, 0). The Reynolds number is Re =
79.6. The same simulation is performed using BB (blue), EI (red) and CEI
(green) and numerical results are in good agreement with the experimental data
from Zettner and Yoda [144] (black circles and diamonds) for all the investigated
schemes.

resolution needed to simulate higher Re numbers. This last aspect suggests that low-
Reynolds number conditions provide a better test case to asses resolution effects
related to particle discretization.
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Chapter 5

Drag and lift coefficients of
ellipsoidal particles under rarefied
flow conditions with the DSMC
method

While in the previous Chapter we focused on the dynamics of particles in the contin-
uum regime, we now shift our attention to rarefied flows. Since we are interested in the
transition and free-molecular regimes, the Direct Simulation Monte Carlo (DSMC)
method is the most suitable tool to describe such scenarios. More specifically, we
investigate the influence of the orientation of the particle and rarefaction on the drag
and lift coefficients, in the case of prolate and oblate ellipsoidal particles immersed
in a uniform ambient flow. This is done by modeling the solid particles using the cut-
cell algorithm discussed in Chapter 3 within our DSMC solver. In this approach, the
surface of the particle is described by its analytical expression and the microscopic gas-
solid interactions are computed exactly using a ray-tracing technique. The measured
drag and lift coefficients are used to extend the correlations, based on the sine-squared
drag law, available in the continuum regime to the rarefied regime, focusing on the
transitional and free-molecular regimes. The functional forms of the correlations for
the ellipsoidal particles are chosen as a generalization from the spherical case. We
show that the fits over the data from numerical simulations can be extended to regimes
outside the simulated range of Kn. Our approach allows to achieve a higher preci-
sion when compared with existing predictive models from the literature. Finally, we
underline the importance of this work in providing new correlations for non-spherical
particles that can be used for point-particle Euler-Lagrangian simulations to address
the problem of contamination from finite-size particles in high-tech mechanical sys-
tems. The material presented in this Chapter closely follows the results and exposition
presented in the publication “Drag and lift coefficients of ellipsoidal particles under
rarefied flow conditions”, Phys. Rev. E 105, 015306, 2022.
The Chapter is structured as follows: Section 5.1 introduced the research topic, as well
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as the relevant literature. In Section 5.2 we present a detailed analysis and validation
of the proposed numerical scheme, showing its capability to recover the drag force ex-
erted by a uniform ambient flow on a spherical particle as well as the accuracy scaling
with respect to the spatial and kinetic resolutions of the simulations. In Section 5.3 we
introduce and discuss the definition for the Knudsen number for ellipsoidal particles
based on the equivalent sphere. In Section 5.4 we propose the predictive model for the
drag and lift coefficients of a prolate and oblate ellipsoidal particle. We summarize
and discuss our results in Section 5.5.

5.1 Introduction

Numerous studies have been proposed to address the problem of shape influence on
the transport of particles in the continuum regime. From the pioneering theoretical
work of Oberbeck [46] and Jeffery [47], who firstly investigated the motion of an
ellipsoid immersed in a fluid in the Stokes limit, an increasingly growing effort has
been dedicated to understand shape and orientation effects on the drag, lift and torque
experienced by particles in different flow conditions [48, 49, 146–152].
While the understanding of particle-flow interactions in the continuum regime is con-
sistently increasing through the years, our knowledge on the impact of rarefaction
on the dynamics of the particles is still limited. From the numerical point of view,
limitations arise as Navier-Stokes solvers fail due to the breakdown of the continuum
assumption, while from the experimental point of view it is difficult to create ideal
conditions to investigate the dynamics of very small particles in low pressure environ-
ments.
Typically, Eulerian-Lagrangian simulations are employed in numerical studies related
to the transport of nano-sized particles in micro-mechanical devices [70,71,73,74,153].
In this approach, the flow field is evaluated on Eulerian grids, while the solid bodies
are modeled as (spherical) point particles and evolved in time in a Lagrangian fashion.
Rarefaction effects are then included through the phenomenological Cunningham cor-
rections [62,154] on the drag force experienced by the particles. Although, in general,
this approach is a reasonable approximation for the dynamics of micro- and nano-
metric particles immersed in a gas, any effect related to their finite size, shape and
orientation is neglected. Such effects are essential in high-tech applications, where
high accuracy is required in the modelling approach, so that finite-size effects must
often be taken into account.
Different authors addressed, both analytically and numerically, the interaction between
rarefied gas flows and a finite-size spherical particle. Epstein [53] firstly derived a drag
relation for a sphere translating in a gas at thermal equilibrium in the free-molecular
regime in the limit of low velocities. This approach was later extended by Baines [155]
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to account for larger velocities. Gallis et al. [156,157] proposed a a formulation based
on the use of Green’s function to calculate drag and heat flux experienced by a sphere
in the free-molecular regime for monatomic and diatomic gases.
While the aforementioned analyses are focused on the free-molecular regime, Phillips
[42] provided an analytical expression for the drag force on a sphere through an
approximate solution of the Boltzmann equation which includes the effects of in-
termolecular collisions. His approach, based on the method of moments [158, 159],
is applicable to a large range of Knudsen numbers, covering the slip and transition
regimes (0.0865 ≤ Kn ≤ 3.36). The results from Phillips show a good match with
the experimental observations from Millikan [60,61]. These approaches are, however,
limited to spherical particles and have not been extended, so far, to particles with more
complex shapes.
Some works are available in the literature that tackle the problem of gas-solid inter-
actions in the case of non-spherical particles from a theoretical perspective: Halbrit-
ter [160] derived a formulation for the torque exerted by a rarefied gas on an ellipsoidal
particle at thermal equilibrium. Dahnekë [54] extended the analytical formulation
from Epstein to particles with different shapes, including cylinders, prolate and oblate
ellipsoids. These studies are again limited to free-molecular flows.
Some phenomenological models have been proposed [75] to describe the drag correc-
tions experienced by non-spherical particles in the transition and slip flow regimes,
such as the Equivalent Sphere Approximation (ESA) and the Adjusted Sphere Ap-
proximation (ASA) briefly introduced in Chapter 3. As it will be further explained
later, these approaches are based on the approximation of the investigated particle
with an appropriate spherical volume, and rarefaction effects are included through
the Cunningham corrections. The main feature of the ASA model is that it retains
orientation effects, but it requires the knowledge of the drag force on the body in the
continuum and free-molecular regimes, and this information is only available for a
limited number of shapes.
To numerically address rarefied gas flow problems in a broad spectrum of Kn, rang-
ing from slip to free-molecular flows, the Direct-Simulation Monte Carlo (DSMC)
method [33,161] has proven to be a stable and accurate approach to accurately model
the Boltzmann equation [162, 163]. We employ the DSMC method due to its ver-
satility in including solid particles with different shapes in the simulation domain,
combined with its capability to correctly describe rarefaction effects and gas-surface
interactions. Two main approaches are usually applied to model the surface of the
particle in the DSMC framework: in one case it is approximated by a non-Cartesian
body-fitted mesh, and every face on the meshed surface coincides with a DSMC grid
cell face on the gas domain [164]. In the second approach, the surface of the particle
is represented with its analytical expression and it is free to move on the Cartesian
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DSMC grid.
The latter approach, firstly introduced in 1999 by LeBeau [165], has been called the
cut-cell method [166,167], as the super-imposition of the solid particle volume on the
DSMC cartesian grid imposes that some of the DSMC grid cells (i.e. the boundary
cells at the gas-solid interface) are cut by the solid surface, requiring to dynamically
compute and update the volume of such cells. The cut-cell method provides two main
advantages: it allows to describe the surface of the particle analytically and, when
the motion of the particle is present, it overcomes the need of adaptive re-meshing
of the simulation grid at every time step, as only the cut-cells volumes have to be
recomputed.
Examples of recent successful applications of the cut-cell method to model gas-
particle interactions can be found in the literature: Jin et al. [125] proposed an efficient
approach to recalculate the cut-cell volume based on a polyhedral approximation of
the solid volume fraction in each boundary cell. They apply this approach to spherical
particles as well as to particles with more complex surfaces. Shrestha et al. [168]
applied the cut-cell algorithm to study the Brownian diffusion of a spherical particle
in the free-molecular regime and the transport of an arbitrary-shape particle driven by
the thermophoretic force. In their formulation the surface of the particle is approxi-
mated by a triangulated mesh. Baier et al. [169] investigated the thermophoretic force
experienced by a spherical Janus particles in presence of an external thermal gradient.
Chinnappan et al. [170] addressed the transport dynamics of ellipsoidal particles in
the free-molecular gas flow regime. The aforementioned studies are focused on the
free-molecular regime and, up to our knowledge, an extensive investigation of the
drag and lift correlations in the transitional regime is still missing in the literature.
In this work we cover this gap by addressing the impact of a finite Knudsen number
(1 ≤ Kn ≤ 10) in the interactions between a gas flow and ellipsoidal particles. This
range of Knudsen is particularly relevant for modern industrial problems, as most of
the gas flows are not in the free-molecular regime, although still at very low pressure,
and the Knudsen number based on the particle size of the contaminant particles often
exceeds unity. To efficiently investigate gas-solid interactions at lower values of Knud-
sen (Kn < 1), where the DSMC simulations may become very expensive, alternative
techniques can be employed, such as the method of moments [42, 171] or appropriate
Lattice-Boltzmann models [31, 172].
We propose a cut-cell algorithm which is able to describe a spheroidal particle exactly,
at any aspect ratio. Through the use of a modified ray-sphere intersection approach,
the collision points between the gas molecules and the ellipsoidal solid particle are ob-
tained at the exact position on the surface of the particle and the volume of the bound-
ary cells (cut-cells) is computed through a Monte-Carlo approach. This approach
differs from both the triangulated approximation of the surface of the solid body pro-
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posed in [166–168, 173] and the polyhedral approximation of the cut-cells proposed
in [125]. In particular, when compared with modern state-of-the-art, multi-purpose
DSMC algorithms [166,173], in which solid surfaces are approximated through a trian-
gulated surface mesh and cut-cell volume evaluated through a cut/split algorithm [166],
our approach allows to describe the surface of spheroidal particles via their analytical
representation, limiting numerical approximations only to the evaluation of the cut-
cells volume. This requires that surfaces can be represented mathematically, and for
the more general case of arbitrary-shaped surfaces a generalized approach as the one
discussed in Appendix A, or the one used in [166, 173] is required.
We use this algorithm to investigate rarefaction and orientation effects of an impinging
uniform gas flow on different ellipsoidal particles. This class of problems can be stud-
ied, without loss of generality, by changing the angle of attack at which the gas flow
impinges on the simulated particles, as sketched in Fig. 5.1. We firstly aim to verify
the validity of the sine-squared drag law in presence of rarefaction. The sine-squared
correlation of the drag force experienced by an arbitrary-shaped particle as a function
of its orientation was firstly proposed by Happel and Brenner [45] for Stokes flows in
the continuum regime, and later extended by Sanjeevi et al. [48,49] to larger Reynolds
numbers. Here we plan to investigate and extend its validity in the case of rarefied
flows.
We perform this analysis for different Knudsen numbers ranging from the transitional
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Figure 5.1: Sketch of an ellipsoidal particle immersed in a uniform Stokes flow with velocity
U for an arbitrary orientation. In the body-centered reference, (x′, y′, z′), the
ambient velocity U can be decomposed in its components Ux′y′ , laying on the
x′y′-plane forming an angle Φ with respect to the x′ axis, and Uz′ , laying on the
z′-axis. Since Uz′ is independent on the relative orientation between the particle
and the flow, orientation effects are described by the angle of attack, Φ, without
loss of generality.

to the free-molecular regime by defining a suitable definition of the Knudsen number
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for ellipsoidal particles. We firstly show that the sine-squared drag law typical for the
continuum regime is preserved for the whole range of investigated Knudsen numbers,
and then we use this correlation to build a heuristic model which is able to predict rar-
efaction and orientation effects on the hydrodynamic forces acting on the ellipsoidal
particles. Such model can be used to improve existing Euler-Lagrangian simulations
of particle transport in rarefied conditions, as it would allow to model ellipsoidal par-
ticles and to include orientation effects in the dynamics of the simulated particles.

5.2 Validation of the cut-cell algorithm

In this work we employ the cut-cell technique to model fully-resolved solid particles
in the DSMC method discussed in Chapter 3. To validate the algorithm, we firstly
perform simulations of a rarefied argon gas flow impinging on a spherical particle in
the same conditions as Jin et al. [125]. The simulation setup is the following: the radius
of the particle is fixed at R = 0.25µm and the gas temperature is set to T = 300K.
The gas density, ρ, flow velocity, U0, and pressure, P , are varied accordingly to the
Knudsen number, defined as Kn = λ/R, and the (particle-based) Reynolds number,
Re = 2U0R/ν, is kept constant and equal to 0.022 to match with the setup from [125].
The mean free path. λ and the gas dynamic viscosity, µ are use the same definition
presented in Chapter 3 [Eqs. (3.68) and (3.69)].
The simulation box size L = 20 ·R = 5µm to avoid as much as possible detrimental
effects due to the vicinity of the particle to the boundaries of the simulation box. Using
120 DSMC cells per linear direction to discretize the domain is sufficient to respect
the rule-of-thumb criteria [33, 123], ensuring high accuracy for all the simulations.
This discretization leads to a particle radius of R = 6 (cells units). The number
of particles-per-cell is set to Nc = 50, leading to roughly 8.6 · 107 computational
particles. Free-streaming boundary conditions are imposed along the flow direction
and periodic boundary conditions are applied along the transverse directions. With
this configuration we reach a very high accuracy for the investigated range ofKn and,
to give an example, for Kn = 10 we have that one computational DSMC particle
represents four physical argon atoms.
We validated the proposed algorithm by inspecting the drag force, FD, experienced
by the particles in such setup for two cases: spherical particles in collisional flows
and ellipsoidal particles in collisionless flows. In all the simulations presented in this
Chapter FD is averaged overN∆t = 10000 time steps after an initial transient of 5000
time steps, which is enough to reach the steady state in all investigated cases. The error
bars are calculated using the 95% confidence interval defined as ε95 = 2σstd/

√
N∆t,

where σstd is the standard deviation on the average value of FD. The validation of the
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drag force experienced by a spherical particle is presented in Fig. 5.2, where the drag
force measured with our DSMC code is compared with the DSMC results from Jin et
al. [125], as well as with the analytical approximations from Takata et al. [59] (based
on a direct solution of the Boltzmann equation using a finite-difference approach),
and Phillips [42] (based on the method of moments developed by Lees [158, 159]
and extensively described in [171]). The results are normalized with respect to the
prediction from Phillips, given by:

FPhil.(R) = −6πµRU0f(Kn), (5.1)

with f(Kn) representing the rarefaction corrections:

f(Kn) =
15− 3c1Kn+ c2(8 + πσ)(c2

1 + 2)Kn2

15 + 12c1Kn+ 9(c2
1 + 1)Kn2 + 18c2(c2

1 + 2)Kn3
, (5.2)

where c1 = 2−σ
σ , c2 = 1

2−σ , µ is the gas dynamic viscosity and σ is the momentum
accommodation coefficient, with range 0 ≤ σ ≤ 1. In our simulations σ = 1 (fully-
diffusive surface) and thus c1 = c2 = 1.
As it can be seen from Fig. 5.2, simulation results with our DSMC method are well
aligned with the results available in the literature obtained with similar approaches
(see Jin et al. [125]). The consistent small deviation between the values obtained
with DSMC solvers and those based on the approximations from Phillips [42] and
Takata et al. [59] are related to the limitations of the different numerical approaches
used by [42, 59] to solve the Boltzmann equation. Additionally, the inset shows that
setting L = 120 is sufficient to exclude detrimental effects due to the finite size of the
simulation box.
In the second part of this validation we focus on ellipsoidal particles by comparing

results from collisionless simulations with the analytical expressions for the drag force
on both prolate and oblate ellipsoidal particles provided by Dahnekë [54]. Dahnekë
extended the theoretical approach from Epstein, valid for small streaming velocities,
to particles with different shapes, assuming that the reflected gas molecules do not
interact with the incoming ones (collisionless limit). We can achieve this in the DSMC
simulations by artificially switching off intermolecular collisions. In our simulations
we fix the volume of the ellipsoidal particles to the same value as the one used for
the spherical particle. The aspect ratio of the ellipsoidal particles is fixed to a/b = 2,
leading to a major radius a = 0.39µm for the prolate case and a = 0.315µm for the
oblate case. A sketch of the ellipsoidal particles used in this work is presented in Fig.
5.3.
Similarly to the spherical case, the physical simulation box size is set in relation to

the major radius of the simulated particles, so that L = 20 · a = 8µm. In terms of
DSMC cell units, 120 cells per linear direction are again sufficient to ensure a high
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Figure 5.2: Average drag force, 〈FD〉, on a spherical particle with radius R = 0.25µm as
a function of the Knudsen number. Our DSMC simulations (red squares) are
compared with the DSMC results from Jin et al. [125] (blue squares), with the
analytical approximation from Phillips [42] (gray dashed line) and from Takata
et al. [59] (green pluses). In the inset, the effects of varying the simulation box
size L, leaving all other parameters unchanged, are reported for Kn = 10 (red
squares) and Kn = 1 (blue squares). The error bars are based on ε95.

Figure 5.3: Sketch of the prolate (a) and oblate (b) ellipsoidal particles used in this Chapter.
The volume of all particles is fixed to V = 6.5 · 10−20m3.

accuracy for all the simulated cases. The Reynolds number is set to Re = 0.1. The
agreement between DSMC simulations and the analytical expressions from Dahnekë
is excellent, as presented in Fig. 5.4.
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The cut-cell algorithm implemented and presented in this study has been incorporated
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Figure 5.4: Drag force from collisionless DSMC simulations (squares) at Kn = 10 for a
prolate (left) and oblate (right) ellipsoid with aspect ratio a/b = 2, for different
orientations Φ, are compared with predictions from Dahnekë [54] (gray dashed
lines). For completeness, we also present simulation results when intermolecular
collisions are present (blue). The error bars are based on ε95.

in the parallel DSMC solver validated by Di Staso [20]. The intensive computations
required for the DSMC simulations presented in this work, in fact, can become fea-
sible only by taking advantage of parallel computation. This can be easily done for
a DSMC algorithm, thanks to the locality of the interactions between gas molecules,
by enforcing a three-dimensional Cartesian processor grid on which the DSMC sim-
ulation domain is decomposed. The simulations presented in this work are executed
on computational nodes with 2 AMD EPYC 7282 CPUs per node, and the individual
run wall clock time strongly depends on the Knudsen number, ranging from 20 hours
(Kn ≥ 10) to several days (Kn ∼ 1) on one node.
To conclude the characterization of the algorithm, an extensive convergence analysis
of the mean value of the drag force experienced by the particle, and its standard devi-
ation, is presented in Appendix B.

5.3 Drag correlations for ellipsoidal particles at finite
Knudsen number

In this Section we investigate rarefaction and orientation effects on the drag force act-
ing on prolate and oblate ellipsoidal particles, with the aim to provide the fundamental
requirements for the predictive model presented in Section 5.4. Such requirements are
embodied by the necessity to firstly define an expression for the Knudsen number for
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ellipsoidal particles that accurately (and consistently) captures rarefaction effects, and,
secondly, to confirm the validity of the sine-squared drag law, introduced by Happel
and Brenner [45] for the continuum regime, when rarefaction effects are present.
In relation to the definition of a single characteristic length for ellipsoidal particles,
a number of authors [48, 49, 151, 174] proposed to use the radius of the sphere with
equivalent volume, Req, to define the Reynolds number. In this work we follow the
same approach, extending this choice also to the Knudsen number, so that the relevant
dimensionless numbers read Re = 2U0Req/ν, and Kn = λ/Req, where ν = µ/ρ is
the kinematic viscosity of the gas.
In the following of this Section, we show that the proposed definition of Kn is a
good approximation to describe rarefaction effects for ellipsoidal particles. Firstly,
it successfully reduces the number of characteristic lengths to one (the radius of the
equivalent sphere). This aspect not only defines Kn in an unambiguous way, but also
makes this definition unrelated to the aspect ratio of the particle and to its orientation.
Additionally, the relation between the drag force acting on the equivalent sphere and
the one acting on the ellipsoidal particles is preserved independently of the specific
value of Kn.
As briefly anticipated in Chapter 2 (see Fig. 2.8), the necessity for rarefaction effects
to be unrelated with a specific aspect ratio or orientation of the particle is a well-
known results for the collisionless regime. In Chapter 2, in fact, we show that for
small free stream velocities (i.e. s� 1) the correlation typical of the continuum limit
is recovered also for the collisionless case. Such correlations are represented by the
same sine-squared drag law introduced by Happel and Brenner [45] for the contin-
uum regime and extensively discussed in Section 2.1. This result represents a clear
indication that rarefaction effects are independent of the relative orientation between
the particle and the incoming flow.
Since the sine-squared drag law represents the fundamental starting point of the anal-
ysis presented in this Chapter we will recall its fundamentals. Using the linearity of
velocity fields in creeping flows (Re � 1), in the continuum regime, the drag force
on an arbitrary shaped particle oriented at angle Φ with respect to the impinging flow
can be expressed as:

FD(Φ) = FD,0◦ + (FD,90◦ − FD,0◦) sin2 Φ, (5.3)

where FD,0◦ and FD,90◦ are the drag force at Φ = 0◦ and Φ = 90◦, respectively. It
is useful to recall (see Fig. 5.1) that Eq. (5.3) is a general expression valid for any
arbitrary orientation of the particle.
From Eq. (5.3), Happel and Brenner obtain the correlations for the drag and lift coef-
ficients, which read:

CD(Φ) = CD,0◦ + (CD,90◦ − CD,0◦) sin2 Φ, (5.4)
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L

2a Φ = 45◦

U

Figure 5.5: Snapshot of the velocity field around a prolate ellipsoidal particle with aspect
ratio a/b = 2 from a DSMC simulation. The plot represents a cut on the xy
plane, crossing the particle center. The particle is immersed in an argon gas flow
with free stream velocity U (yellow arrows) and is oriented at Φ = 45◦ with
respect to the impinging gas flow. The simulation domain size is set such that
L ≥ 20 · a. In the case shown Kn = 10 and U = 99.7x̂m/s.

CL(Φ) = (CD,90◦ − CD,0◦) sin Φ cos Φ. (5.5)

A confirmation of the validity of Eqs. (5.4)-(5.5) in the free-molecular regime can be
found in Section 2.1. Since we found that the sin-squared drag law is valid in both the
continuum and the collisionless regime, we expect it to be valid in the whole range of
Knudsen independently of the particle shape.
We verify this assumption by performing collisional DSMC simulations at varying
Kn = λ/Req and orientation Φ. Like in Section 5.2, the volume of the equivalent
sphere is fixed to V = 6.5 · 10−20m3, corresponding to Req = 2.5µm. The DSMC
grid is set accordingly to the requirements from [33, 123], so that we use a value of
L = 140 for Kn = 1 and a value of L = 120 for all other values of Kn (2, . . . , 10).
A snapshot from the DSMC simulation for Kn = 10 and Φ = 45◦ is presented in Fig.
5.5.
An example of the drag force signal from collisional DSMC simulations of flow on
a prolate ellipsoid with a/b = 2 oriented at Φ = 0◦ for Kn = 10 and Kn = 1 is
presented in Fig. 5.6. Here it can be observed that even in cases where the signal-
to-noise ratio 〈FD〉/σstd approaches unity (as it happens for the Kn = 1 case), the
relative error computed from ε95/〈FD〉 is not larger than ∼ 2%, ensuring highly
accurate results.
In Fig. 5.7, we compare the drag force on the ellipsoidal particles with the one acting
on the equivalent sphere at the same Kn number, as obtained by the prediction of
Phillips from Eq. (5.1). The Φ-dependence in Eq. (5.3) is well captured and rarefaction
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Figure 5.6: Drag force as measured from DSMC simulations (solid red line) on a prolate
particle with a/b = 2, Φ = 0◦ and fully-diffuse surface at fixed Re = 0.1 for
Kn = 10 (left) and Kn = 1 (right). The sampling of the drag force used to
compute its average, 〈FD〉 (solid horizontal black line), starts after 5000 time
steps and it lasts for the subsequent N∆t = 10000 time steps. The standard
deviation, s (dashed horizontal black lines), is used to compute the absolute error
on the drag force using the 95% confidence interval as ε95 = 2σstd/

√
N∆t.

effects seem thus in good approximation independent on the orientation of the particle
also for finiteKn numbers, as the sine-squared drag law, obtained from the continuum
regime, is preserved. Moreover, the relation between the drag force on the equivalent
sphere and the one acting on the ellipsoidal particles is maintained for the investigated
range of Kn, considering the presence of larger fluctuations at lower Kn cases due
to lower kinetic resolution (i.e. the number of real particles described by a single
computational particle). In all the investigated cases, in fact, FPhil(Req) crosses the
curves obtained from the simulations for the drag force on the ellipsoidal particle, and
the intersection happens at Φ ∼ 41◦ and Φ ∼ 22◦ for the prolate and oblate case,
respectively.
The validity of the sine-squared drag law also in presence of rarefaction is, per se, an
important confirmation that can be used to build a predictive model for the drag force
on ellipsoidal particles. While in this work we focus on simple uniform flows, it is
interesting to investigate whether such relation holds also in more complex situations,
such as for particles with more complex shape, in the vicinity of solid walls or in cases
where the Knudsen number varies across the fluid domain. We plan to address this
class of problems in future studies.
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Figure 5.7: Drag force from DSMC simulations for a prolate (left) and oblate (right) ellipsoid
as a function of the Knudsen numberKn for different orientations Φ, normalized
with respect to the Stokes drag of a spherical particle. The results from the DSMC
simulations (squares) are compared with those for the sphere with equivalent vol-
ume (dashed lines) given by Eq. (5.1) and with the theoretical correlation (solid
lines) obtained by inserting the values of FD,0◦ and FD,90◦ from our DSMC
simulations into Eq. (5.3). The error bars are based on ε95.

5.4 Predictive model for the Drag and Lift coefficients

In this Section we propose the derivation of a heuristic model for the prediction of
the drag and lift coefficients of prolate and oblate ellipsoidal particles. Such model
is based on the validity of the sine-squared drag law also in presence of rarefaction
and is aimed to extend the available correlations from the continuum to the rarefied
regime. For our collisional DSMC simulations we maintain all the parameters the
same as in Section 5.3.
Following the work of Sanjeevi et al. [48], we define the drag and lift coefficients for
an ellipsoidal particle as:

CD =
|FD|

1
2ρU

2
0πR

2
eq

, (5.6)

CL =
|FL|

1
2ρU

2
0πR

2
eq

, (5.7)

where FL is the lift force acting on the particle, ρ is the density of the gas,U0 is the gas
free-stream velocity. Since we are investigating uniform flows in the Stokes regime,
the pitching torque is known to vanish in such conditions [44] due to the absence of
an external rotational field, and thus the analysis of the pitching torque is not relevant
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in the scope of this work.
We can directly apply Eqs. (5.4)-(5.5) to obtain the analytical relations for the drag
and lift coefficients, with respect to the angle of attack Φ, of the simulated ellipsoidal
particles. Here CD,0◦ and CD,90◦ can be obtained by measuring the drag force experi-
enced by the particles in our DSMC simulations and the results are shown in Fig. 5.8.
As expected from the analysis presented in the previous Section, simulations results
are in excellent agreement with the theoretical predictions.
In the following of this Section we will provide a heuristic model for CD,0◦ and
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Figure 5.8: Comparison between Eqs. (5.4)-(5.5) (dashed lines) and results from DSMC
simulations (squares) for the drag (CD) and lift (CL) coefficients of a prolate
(a, b) and an oblate (c, d) ellipsoid for different orientations Φ and Kn. Both
ellipsoids have aspect ratio a/b = 2. In order to use Eqs. (5.4)-(5.5) in this
context, we computed CD,0◦ and CD,90◦ directly from our DSMC simulations.
The CD data is plotted in semi-log scale for a better readability.

CD,90◦ that takes into account rarefaction effects, in the attempt to include in Eqs.
(5.4)-(5.5) a dependence on the Knudsen number. Our starting assumption is that,
similarly to the spherical case, an equation for CD that includes rarefaction effects
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for ellipsoidal particles can be written as a product between CD in the continuum
limit and a function g(Kn) which represents a small perturbation with respect to the
spherical case:

CD,0◦(Kn) = CcontD,0◦︸ ︷︷ ︸
continuum

· g0◦(Kn)︸ ︷︷ ︸
rarefaction effects

, (5.8)

CD,90◦(Kn) = CcontD,90◦︸ ︷︷ ︸
continuum

· g90◦(Kn)︸ ︷︷ ︸
rarefaction effects

, (5.9)

where CcontD,0◦ and CcontD,90◦ are the drag coefficients in the continuum regime, while
g0◦(Kn) and g90◦(Kn) are model functions to be evaluated. In order to use Eqs. (5.8)
and (5.9), we first need to compute the values of CcontD,0◦ and CcontD,90◦ for the ellipsoidal
particles investigated in this work. This can be done using the Schiller-Neumann [175]
drag expression for the drag coefficient of a spherical particle,

CsphD =
24

Re

(
1 + 0.15Re0.687

)
, (5.10)

which has proven to be quite accurate up to a moderate Reynolds number. We can
then obtainCcontD,0◦ andCcontD,90◦ for the simulated ellipsoidal particles using the heuristic
relations from Happel and Brenner [45]:

CcontD,0◦ = CsphD K0◦ , (5.11)

CcontD,90◦ = CsphD K90◦ . (5.12)

The correction factors K0◦ and K90◦ depend on the shape of the particle and for
regular prolate and oblate ellipsoidal particles in creeping flow conditions, the exact
analytical expressions for the correction factors were derived by Oberbeck [46] as a
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Prolate Oblate

CD,0◦ 236 247
CD,90◦ 270 282

Table 5.1: Values ofCD,0◦ andCD,90◦ (three-digit accuracy) for a prolate and oblate ellipsoid
with aspect ratio a/b = 2. Results are obtained from the theoretical prediction
given by Eqs. (5.11) and (5.12) using the correction factors from Eqs. (5.13)-(5.16)
and the expression for CsphD from Eq. (5.10).

function of their major and minor axes a and b, respectively:

Kpr
0◦ =

(4/3)(a/b)−1/3(1− (a/b)2)

a/b−
(2(a/b)2−1) ln

(
(a/b)+

√
(a/b)2−1

)
√

(a/b)2−1

, (5.13)

Kpr
90◦ =

(8/3)(a/b)−1/3((a/b)2 − 1)

a/b+
(2(a/b)2−3) ln

(
(a/b)+

√
(a/b)2−1

)
√

(a/b)2−1

, (5.14)

Kob
0◦ =

(8/3)(b/a)−1/3((b/a)2 − 1)

b/a− (3−2(b/a)2) cos−1(b/a)√
1−(b/a)2

, (5.15)

Kob
90◦ =

(4/3)(b/a)−1/3(1− (b/a)2)

b/a+ (1−2(b/a)2) cos−1(b/a)√
1−(b/a)2

. (5.16)

Ouchene et al. [151] show that for creeping flows, the set of Eqs. (5.13)-(5.16) pre-
dicts the drag coefficients of prolate ellipsoids with different aspect ratios with very
high accuracy. We then compute CcontD,0◦ and CcontD,90◦ by substituting Eq. (5.10) into
Eqs. (5.11) and (5.12), using the corrections given by Eqs. (5.13)-(5.16). The results
are shown in Table 5.1, and can be used in Eqs. (5.11)-(5.12) to obtain CD for the
ellipsoidal particles used in this work.
To address rarefaction effects, we propose the following choice for the general expres-
sion of the functions g0◦(Kn) and g90◦(Kn), where we assume that such effects on
ellipsoidal particles can be described as small variations with respect to the function
f(Kn) for the spherical case:

g0◦(Kn) = f(Kn) +
a0◦

b0◦ + c0◦Kn
, (5.17)

g90◦(Kn) = f(Kn) +
a90◦

b90◦ + c90◦Kn
(5.18)
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Figure 5.9: Fit of DSMC simulation data of CD,0◦ (red) and CD,90◦ (blue) using the func-
tions in Eqs. (5.17)-(5.18), for a prolate ellipsoid (left) and an oblate ellipsoid
(right). Fitted curves (dashed lines) represent the model functions given by Eqs.
(5.8) and (5.9). The resulting fit parameters are presented in Table 6.1.

where a, b and c are free parameters to be determined separately for CD,0◦ and
CD,90◦ .
We show that with the proposed choice of the g(Kn) functions, it is sufficient to fit
the model on a small set of Kn to obtain a robust predictive model for rarefaction
effects on ellipsoidal particles. The simulation data is split in two groups:

Knfit = 2, 5, 8, 10.

Kntest = 1, 3, 4, 6, 7, 9, 20.

We then perform a fit of CD,0◦ and CD,90◦ from simulation data as a function of
Kn, using only the Knfit set and the fit functions given by Eqs. (5.8) and (5.9). The
results of the fit are shown in Fig. 5.9 and the obtained fit parameters are given in
Table 6.1. Now Eqs. (5.17)-(5.18) are fully defined and we can proceed with the test
of the model.
Once the functions g(Kn) are determined for the needed orientations, we can verify
if the model succeeds in the prediction of CD at different values of Kn and Φ. In
order to do so we plug Eqs. (5.8) and (5.9) into Eq. (5.4) to obtain the final model
equation for CD(Φ,Kn):

CD(Φ,Kn) = CcontD,0◦g0◦(Kn) + (CcontD,90◦g90◦(Kn)− CcontD,0◦g0◦(Kn)) sin2 Φ.

(5.19)

The comparison between Eq. (5.19) and the results from DSMC simulation is per-
formed on both the data sets Knfit and Kntest, where the latter set has not been used
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Prolate Oblate
Φ = 0◦ Φ = 90◦ Φ = 0◦ Φ = 90◦

a −0.171 0.115 −0.219 0.223
b 1.023 2.492 3.762 1.523
c 1.482 1.603 2.916 1.126

Table 5.2: Fit parameters obtained using Eqs. (5.8) and (5.9) to fit CD,0◦ and CD,90◦ as ob-
tained from DSMC simulations. These parameters are used to define the functions
g0◦(Kn) and g90◦(Kn), which general expression is given in Eqs. (5.17)-(5.18).

during the fit process. The results are shown in Fig. 5.10, where we can observe an
excellent agreement between the proposed model and the simulations. Particularly
relevant is the agreement between the model and the data forKntest, showing that the
model correctly predicts rarefaction effects on values of Kn that were not included in
the fitting process and it can be extended to the regimes with Kn ≤ 2 and Kn ≥ 10.
In an analogous way, we investigate the capability of the predictive model given by

Eqs. (5.8)-(5.9) to address the lift coefficient CL of the different ellipsoids. Following
the same approach we used for the evaluation of CD, we plug Eqs. (5.8) and (5.9) into
Eq. (5.5) to obtain the model equation for CL:

CL(Φ,Kn) = (CcontD,90◦g90◦(Kn)− CcontD,0◦g0◦(Kn)) sin Φ cos Φ. (5.20)

We can now compare the prediction from Eq. (5.20) with the CL obtained from the
DSMC simulations, again using the same approach to separate the data into Knfit
and Kntest. The results of the comparison are shown in Fig. 5.11. The model predic-
tion is in reasonable agreement with the simulation data, considering that CL � CD,
leading to a lower signal/noise ratio from the DSMC simulations for CL with respect
to CD.
In the last part of this Chapter, we compare the performances of the predictive model
proposed in this work with existing phenomenological models available in the litera-
ture used to predict the drag on non-spherical particles at different Knudsen numbers,
namely the previously mentioned (see Section 2.5) ESA and ASA, as defined by Dah-
nekë [75].
The results of the comparison, limited to some of the values in Kntest set, are pre-
sented in Fig. 5.12, where we use the results provided by [75] to compute the ASA
prediction for the spheroidal particles investigated in this work. The performances
of the proposed model in reproducing CD show a general improvement with respect
to the ASA model, and this is particularly evident for the oblate case. This is due to
the larger departure from the spherical case of oblate ellipsoids, as the ASA model
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Figure 5.10: Comparison between DSMC simulations (colored squares) and model predic-
tions (colored dashed lines) of the drag coefficient CD of a prolate (a, b) and
an oblate (c, d). The model predictions, given by Eq. (5.19), are then compared
with the fit set (a, c) and the test set (b, d). In both cases the match is excellent.

appears to be less accurate the higher this departure is.
The presented approach is proven to be successful in predicting rarefaction effects on
the forces exerted on ellipsoidal particles, and shows that it is possible to describe such
effects with a perturbative approach from the spherical case. Our results are, however,
currently limited to the investigated aspect ratio (a/b = 2) and for fully-diffusive
surfaces (σ = 1). In our future works we plan to extend the predictive model to a
larger range of aspect ratios, including also effects from a momentum accommodation
coefficient σ lower than unity to take into account the presence of specular reflections
to model more realistic gas-surface interactions.
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Figure 5.11: Comparison between the lift coefficient CL from DSMC simulations (colored
squares) and the predictive model (dashed lines) for a prolate (a, b) and an oblate
(c, d) ellipsoid. The model predictions, given by Eq. (5.20) are then compared
with the fit set (a, c) and the test set (b, d).

5.5 Concluding remarks

In conclusion, we developed a two-way coupled algorithm to address interactions,
under rarefied conditions, between gas flows and spheroidal particles based on mo-
mentum exchange for our in-house DSMC numerical code. The surface of the solid
particle is defined by its analytical expression and the interactions between the gas
and the rigid body are computed from a microscopic approach. The collision points at
which the computational molecules impinge on the solid surface are obtained through
a ray-tracing technique, allowing an exact computation of the collision points of the
gas molecules impinging on the solid surface.
The algorithm features the cut-cell method to address the DSMC grid cells that are
partially covered by the solid volume. We use a Monte-Carlo approach to evaluate the
volume of the boundary cells, showing that for an appropriate number of trials, it is
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Figure 5.12: Comparison of the CD predictions as obtained with the present model (green
dashed line), with the ASA (blue dotted line) and ESA (gray dotted line) models
as defined in [75] for different values of Kn from the Kntest for a prolate (a, b,
c) and oblate (d, e, f) with internal aspect ratio a/b = 2. The predictions from
the models are also compared with direct results from DSMC simulations (red
squares).

possible to recover the volume of the interested cells with great accuracy.
The algorithm is validated by computing the drag force on spherical and ellipsoidal
particles immersed in a uniform argon gas flow in different conditions. We show that
the measurements from our simulations are in good agreement with different results
available in the literature, especially when compared with analogous DSMC methods.
The accuracy scaling of the mean value and of the standard deviation of the drag
force is investigated with respect to the spatial and kinetic resolutions of the system
in Appendix B.
We then address the impact of shape, orientation and rarefaction on the drag force
for a prolate and an oblate ellipsoid. We firstly propose a suitable definition of the
Knudsen number, Kn, for ellipsoidal particles based on the radius of the sphere of
equivalent volume and then we show that the sin-squared drag law typical of the con-
tinuum regime is valid also in presence of rarefaction. Orientation and rarefaction
effects are, in fact, not related, and it is possible to address them separately.
Finally, we develop a heuristic model to predict the drag and lift coefficients for ellip-
soidal particles in a range of Kn that includes the transition and the free-molecular
regimes. The predictive model is based on the assumption that rarefaction effects
on ellipsoidal particles can be represented as small perturbation with respect to the
spherical case. These perturbations are obtained through a fit of our simulation data.
The model obtained with this procedure shows robust performances in predicting drag
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and lift coefficients in the investigated range of Kn, and we show that the model
can be successfully applied outside of the range of Kn used for its derivation. More-
over, the model proposed in this work offers better predictions when compared to
phenomenological models such as the Equivalent Sphere Approximation (ESA) and
the Adjusted Sphere Approximation (ASA), especially for the oblate ellipsoid case,
where the shape of the particle largely deviates from the spherical case.
We emphasize that the results from this work can be used to improve the available
models used in Euler-Lagrangian simulations of particles in rarefied conditions, as
the drag and lift correlations can now be extended to the rarefied regimes. This allows
in principle to include shape and orientation effects in point-particles simulations,
greatly increasing the capability to simulate suspensions of non-spherical particles in
rarefied gas flows, which are expected to follow different trajectories with respect to
the spherical case. Such feature is of valuable interest in modern high-tech applica-
tions, as it can help to improve the state-of-the-art techniques typically employed to
address problems such as contamination from particles in low-pressure environments.
While we show results for particles with aspect ratio a/b = 2 and with fully diffusive
surface, in our future works we plan to extend the proposed technique to ellipsoids
with different complex aspect ratios, such as needles and disks, and to include a study
of the impact of different momentum accommodation coefficients, by taking into
account the presence of specular reflections at the gas-solid interface.

5.6 Appendix A: accuracy scaling of the cut-cell
algorithm

In this Appendix, we aim to investigate the accuracy scaling of the cut-cell algorithm
proposed in this work with respect to spatial and kinetic resolution, separately. The
former is related to the impact of different sizes of the particles (in cell units), and
is embodied by the parameters Lc/λ and the particle radius R. The latter represents
the number of real particles described by a computational particle and is tuned via
the number of particles-per-cells, Nc. This kind of analysis is, up to our knowledge,
not available in the literature, and it is important to understand the impact of different
parameters, such as the resolution of the solid particle and the number of particles-
per-cell, on the accuracy of the DSMC simulations.
In the first analysis, we compare the relative error on the mean value and the standard
deviation of the drag force on a spherical particle at Kn = 10 for different values
of the particle radius, R (in cells units). This is done by fixing the total number of
DSMC molecules and by fixing the simulation time step, to ensure that the number
of collisions per time step is unchanged between different resolutions. We do so to
isolate the effects induced by varying the simulation grid size on the overall simu-
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Figure 5.13: Relative error (left) and standard deviation (right) of the mean value of the drag
force, 〈FD〉, for a spherical particle at Kn = 10, as a function of the spatial res-
olution of the solid particle R. Results from collisional (blue) and collisionless
(green) DSMC simulations are included. The relative error is computed with
respect to the value of 〈FD〉 measured at R = 8.

lation accuracy. The ratio between the simulation box size and the particle radius is
fixed to L/R = 20, so that varying the resolution of the particles is equivalent to vary
the value of the DSMC spatial resolution given by Lc/λ. By imposing the same time
step between different simulations we finally ensure that the number of collisions per
time step between the DSMC molecules and the solid particle is the same for all the
simulations, leading to a constant standard deviation.
The results are shown in Fig. 5.13, where we observe that when intermolecular col-
lisions are present, the relative error on the mean value of the drag force exhibits a
second-order scaling with respect to the spatial resolution for small values ofR, while
it deviates from the scaling law for larger values of R. This deviation is related to
the approaching of the DSMC resolution limits in resolving stochastic intermolecular
collisions as, in this setup, the number of particles-per-cell, Nc, decreases for increas-
ing R as a consequence of keeping the total number of particles unchanged. Once
intermolecular collisions are switched off, in fact, the error is drastically reduced and
it shows a consistent third-order convergence with respect to spatial resolution. Inter-
estingly, the algorithm offers a remarkable good accuracy also for cases where the
radius of the particle is of the order of one DSMC cell, allowing to correctly resolve
the drag for particles with a small curvature with respect to the DSMC spatial grid
resolution.
We checked also the accuracy scaling with respect to the kinetic resolution. This is

done by fixing the particle radius to R = 4 (and thus Lc/λ = 0.032) and by varying
the number of particles-per-cell, Nc. Results are shown in Fig. 5.14, where it can be
observed that both the scaling of the mean value of the drag force and of its standard
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deviation are in agreement with the typical results of a DSMC simulation, with the
former scaling linearly with Nc and the latter scaling as N−1/2

c .
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Figure 5.14: Relative error (left) and standard deviation (right) of the mean value of the drag
force, 〈FD〉, for a spherical particle at Kn = 10, as a function of the kinetic
resolution, given by the number of particles-per-cell, Nc. In this analysis the
ratio between the simulation box size and the radius of the particle is L/R = 20
and the radius of the particle is set to R = 4. The relative error is computed
with respect to the value of 〈FD〉 measured at Nc = 160.
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Chapter 6

Extension of drag model for
ellipsoidal particles in complex
scenarios

In the previous Chapter we propose an approach to derive heuristic models to predict
the drag and lift experienced by prolate and oblate ellipsoidal particles immersed in
a uniform rarefied gas flow, limiting our derivation to one specific particles aspect
ratio and assuming fully-diffuse gas-surface interactions. In this Chapter we aim to
cover this gap by deriving, again from fully-resolved DSMC simulations, improved
models for the drag force acting on ellipsoidal particles with different aspect ratios. In
this improved formulation we will also include the capability to predict effects related
to gas-surface interactions via the tangential momentum accommodation coefficient
(TMAC). Similarly to the results presented in the previous Chapter, the derived mod-
els are obtained for isothermal, subsonic flows that are typically found in high-tech
lithography machines. These models can be used as corrections (to include shape,
orientation and TMAC effects) in standard Euler-Lagrangian Point Particles simula-
tions in rarefied gas flows. Additionally, we show that the obtained drag corrections,
formally valid for unbounded gas flows, can potentially be applied also in cases where
the particle moves in proximity to a solid wall. We do so by investigating near-wall
effects on the drag of a prolate ellipsoidal particle. Due to confinement effects, the
drag increases when compared to the unbounded case, but such effects are typically
negligible for large Kn also in cases in which the particle is in contact with the solid
wall. The content of this Chapter is based on the paper “Modelling drag coefficients of
ellipsoidal particles in rarefied flow conditions”, currently under revision and available
as a pre-print (arXiv:2208.06172).
The rest of the Chapter is structured as follows: in Section 6.1 we provide an gen-
eral introduction to the topics discussed in this Chapter. In Section 6.2 we derive
the predictive models for the drag coefficient of ellipsoidal particles with different
aspect ratios immersed in a uniform ambient flow. Such models include rarefaction,
orientation, and gas-surface interaction effects, and we show they correctly reproduce
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DSMC data on a broad range of Kn. In Section 6.3, we modify the simulation setup
by adding solid walls to the simulation box boundaries perpendicular to the vertical
direction, and we locate the ellipsoidal particle in proximity of the top wall. We show
that the presence of the wall increases the effective drag experienced by the particles,
leading to a deviation from the sine-squared drag law typical of the unbounded case.
Since such effects quickly vanish at increasing Knudsen and particle-wall distance,
drag corrections from Section 6.2 can be applied also in confined flow domains con-
serving good accuracy (assuming large particle-based Knudsen and that the size of
the particle is much smaller than the typical system size). Finally, in Section 6.4, we
summarize and discuss our results.

6.1 Introduction

As discussed in the previous Chapters, micro and nanoparticles play an important
role in a large variety of fields including aerospace industry [5, 6, 176], drug deliv-
ery [10–12] and contamination control in high-tech mechanical systems [7–9]. In
many numerical investigations, involving the transport of micro- and nano-sized parti-
cles in gas flows, Eulerian-Lagrangian simulations are employed [70–74,177,178]. In
this approach, the flow field is evaluated on Eulerian grids, while spherical particles
are modeled as Lagrangian points whose positions and velocities are evolved in time
and rarefaction effects are included through the Cunningham correction [62], which
represents a rarefaction correction to the Stokes drag experienced by spherical parti-
cles.
While the Cunningham correction is widely used to model the drag force on spherical
bodies, for non-spherical particles any explicit relation to their finite size and shape
is neglected. Moreover, also when only spherical particles are considered, the Cun-
ningham correction does not include a dependence on TMAC, i.e. the relation with
the type of reflections that the gas molecules undergo when they hit the solid surface
of the particle. From the pioneering work of Millikan [60, 61], in fact, it is assumed
that a large majority of gas-surface reflections is diffusive. This assumption has been
later verified by Buckley et al. [76], who found that a value for the tangential accom-
modation coefficient of σ = 0.809 described Millikan’s results with good accuracy. If
smaller particles, such as nano-particles, are considered, however, a larger fraction of
specular reflections can appear [1], in particular for particles with a diameter smaller
than 20nm, leading to a reduced accuracy of the Cunningham correction.
By extending the work presented in the previous Chapter, in this study we aim to

address these aspects by deriving accurate heuristic predictive models for the drag
experienced by ellipsoidal particles with different aspect ratio, orientation and TMAC,
immersed in a uniform rarefied gas flow. Such models are derived by fitting data from
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Figure 6.1: Sketch of the simulation setup: an ellipsoidal particle with aspect ratio a/b is
immersed in a uniform gas flow with ambient velocity U0. The particle is at the
center of a cubic simulation box of size L = 20a, at which free streaming bound-
ary conditions are applied on the faces orthogonal to x̂, and periodic boundary
conditions elsewhere. We perform simulations varying the angle of attack, Φ, the
Knudsen number,Kn (by varying the pressure and density of the gas), the aspect
ratio, a/b, and the tangential momentum accommodation coefficient, σ.

fully-resolved DSMC simulations, performed using our in-house code (described in
Chapter 3), using the same two-way coupled cut-cell algorithm employed for Chapter
5 and discussed in Chapter 3. Our results are currently focused on subsonic, isothermal
conditions typical of contamination control in high-tech mechanical systems (more
about this aspect will be discussed in Section 6.2).
The core of our approach lays on the observation that the sine-squared drag law,
firstly introduced by Happel and Brenner for the continuum and low-Reynolds num-
ber regime [45] (later extended by Sanjeevi et al. to the high-Reynolds regime [48,49]),
is also valid in the low-Reynolds number, rarefied gas flow case. The sine-squared
drag law, given by

CD(Φ) = CD,0◦ + (CD,90◦ − CD,0◦) sin2 Φ, (6.1)

states that the drag coefficient (and, thus, the drag force) of an arbitrary shaped particle
at a given orientation Φ with respect to the uniform flow can be fully characterized by
its values at 0◦ and 90◦. In this way, it is sufficient to obtain predictive models able to
reproduce the drag at the orientations of 0◦ and 90◦ and use Eq. (6.1) to extend the
prediction in the whole range of Φ. A geometry relevant for this study in which the
sine-squared drag law can be applied is shown in Fig. 6.1.
We perform DSMC simulations at finite Knudsen number (2 ≤ Kn ≤ 10) to derive
the predictive models as analytical functions of Kn, Φ and TMAC (σ), for different
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particle aspect ratios. We show that the predictions of the models are in good agree-
ment with DSMC data that is not used during the fitting process, also when data out-
side of the fitting range is considered (confirming the validity of the derived relations).
The models derived in this work can be used to greatly improve Euler-Lagrangian
Point Particles simulations by providing corrections to the drag coefficient of the par-
ticle that include effects with regards to shape, rarefaction, orientation and tangential
accommodation coefficient.
While these results are formally valid only in unbounded fluids, in the last part of
this Chapter we show that the drag corrections obtained with the proposed approach
can be safely employed also in the non-ideal cases where the unbounded condition is
not preserved, for example in cases when domain walls are present. Through a minor
modification of the simulation setup, we investigate the near-wall effects on the drag
force experienced by a prolate ellipsoidal particle (we focus on the prolate case to
restrict the number of parameters in play) located in the vicinity of a solid wall for
different orientations, distances from the wall and rarefaction levels. We show that the
Φ-dependence of the drag force exhibits a deviation with respect to the sine-squared
drag law of the unbounded case, but such effects are negligible for Kn ≥ 2 and they
vanish quickly as soon as the particle distance with the wall increases. Since we aim to
apply the drag corrections derived in this work for large Knudsen number and in cases
where the particles spend on average the majority of the time far away from the walls,
we can conclude that near-wall effects can be neglected in most of the cases of interest.

6.2 Effects of the aspect ratio and gas-surface
interactions at finite Knudsen number

In Chapter 5 we have shown that it is possible to model orientation and rarefaction
effects on simple ellipsoidal particles immersed in a uniform ambient flow by using a
perturbative approach where rarefaction effects are modeled as a continuous function
of Knudsen. Such function is obtained through a fit of the drag force experienced by
the particles, as measured from DSMC simulations, for the two cases with orientation
at Φ = 0◦ and Φ = 90◦, with respect to the uniform ambient flow. Orientation effects
are then extrapolated for all values of Φ through the sine-squared drag law [Eq. (6.1)],
which we show is still valid also for rarefied conditions. Since the discussion presented
in Chapter 5 will be the starting point of this work, we will briefly summarize the main
concepts. We proposed a model for the drag coefficient on ellipsoidal particles based
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on the following expression:

CD,χ(Kn) = CcontD,χ︸ ︷︷ ︸
continuum

· gχ(Kn)︸ ︷︷ ︸
rarefaction effects

, (6.2)

where the subscript χ refers to the two cases with Φ = 0◦ and Φ = 90◦, separately,
CcontD,χ is the drag coefficient of the ellipsoidal particles under investigation in the con-
tinuum regime and gχ(Kn) is the model function to be determined. Note that, in the
subsonic case, an eventual dependence on theRe number would appear only in CcontD,χ .
The drag coefficient in Eq. (6.2) is computed from the spherical case using the rela-
tions derived by Oberbeck [46], while the particle-based Knudsen number is defined
as Kn = λ/Req, where λ is the mean free path of the gas defined via the definition
of Phillips [42] introduced in Chapter 3 [ Eq. (3.68)], and Req is the radius of the
sphere with equivalent volume. In Chapter 5 we showed that this definition of Kn
captures rarefaction effects on ellipsoidal particles unambiguously, and we proposed
the following form for the model functions:

gχ(Kn) = f(Kn) +
aχ

bχ + cχKn
, (6.3)

where aχ, bχ and cχ are free parameters determined through a fit of data from DSMC
simulations, and f(Kn) represents the rarefaction correction to the Stokes drag force
for a spherical particle as proposed by Phillips [42] and given by

f(Kn) =
15− 3c1Kn+ c2(8 + πσ)(c2

1 + 2)Kn2

15 + 12c1Kn+ 9(c2
1 + 1)Kn2 + 18c2(c2

1 + 2)Kn3
, (6.4)

with c1 = 2−σ
σ , c2 = 1

2−σ . It can be seen that Eq. (6.4) recovers the continuum limit
for vanishing Kn as

lim
Kn→0

f(Kn) = 1. (6.5)

While this model is able to predict with good accuracy the effects of rarefaction in the
transition and free-molecular regime of ellipsoidal particles, it is limited to a single
aspect ratio (a/b = 2), to fully diffuse reflection (σ = 1), and it does not properly
recover the asymptotic limit for the continuum regime.
In this Section we propose an improved model to address the aforementioned as-
pects, starting from the recovery of the correct asymptotic continuum limit. The new
functional form for the model functions is given by:

gχ(Kn) = f(Kn) +
pχKn

qχ + rχKnsχ
, (6.6)
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where pχ, qχ, rχ and sχ, with χ = 0◦ or 90◦, are the new free parameters to be
determined separately forCD,0◦ andCD,90◦ and for each different shape of the particle.
The free parameter sχ is set to be strictly larger than unity, so that

lim
Kn→0

gχ = 1, (6.7)

lim
Kn→+∞

gχ = 0, (6.8)

allowing to correctly recover the continuum and free molecular limits also for the
ellipsoidal case.

To obtain the free parameters in Eq. (6.6), we perform collisional DSMC simu-
lations of different ellipsoidal particles immersed in a uniform argon gas flow with
ambient velocity U0, varying Kn and orientation Φ, following a similar procedure as
described in in Chapter 5 (a sketch of the simulation setup is presented in Fig. 6.1).
To obtain the drag coefficient from DSMC simulations we used the same approach
as [48] so that CD = FD/(0.5AρU

2
0 ), where FD is the drag force as measured from

DSMC simulations and A is the equivalent sphere cross-sectional area. We will focus
on the drag coefficient since in Chapter 5 we showed that it knowing the drag coef-
ficient is sufficient to fully determine also the lift coefficient. A discussion about the
lift coefficient and the pitching torque is presented in Appendix A.
The volume of the equivalent sphere is fixed to V = 6.5× 10−20m3, corresponding
to Req = 2.5µm. The aspect ratio of the particles is initially set to a/b = 2, leading
to a major radius a = 0.39µm for the prolate case and a = 0.315µm for the oblate
case (later in the paper the aspect ratio will be varied to a/b = 4, 8 and 10). The
physical simulation box size is set to L = 20a, which has been shown in Chapter 5 to
be sufficient to limit eventual effects induced by the finite size of the simulation box.
In terms of DSMC cell units, for all cases with Kn ≥ 2 a grid resolution of 120 cells
per linear direction is sufficient to ensure high accuracy accordingly to the DSMC
rules of thumb [33, 123] (i.e. Csize ≤ 0.3λ, where Csize is the size of a single DSMC
grid cell). For simulations at Kn = 1, 0.5 and 0.2 the number of cells is increased
to 144, 288 and 640, respectively. The simulation time step is defined accordingly
to [33, 123] as dt = 0.2Csize/(vmp + U0), where vmp =

√
2kBT/m is the most

probable speed of gas molecules.
The number of computational particles-per-cell (PPC) is always set to be larger than
25, again in accordance with [33,123]. The Reynolds number is fixed to Re = 0.1, so
that the ambient flow,U0, the gas density, ρ, and the pressure are obtained from the val-
ues of Kn and Re = ρ2U0R/µ, where µ = 2.12× 10−5 kg m−1s−1 is the dynamic
viscosity of the gas. The temperature of both gas and particle is set to T = 300K, and
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the latter is kept fixed to this value (isothermal assumption). The overall range of Kn
investigated in this work is given by 0.2 ≤ Kn ≤ 20, but, as it will be explained later,
only the range 2 ≤ Kn ≤ 10 is used to derive the model.
The TMAC is initially kept constant with σ = 1 (fully diffuse reflections) and later
it will be varied in the whole range 0 ≤ σ ≤ 1. For the rest of the paper, we will
refer to TMAC with the single parameter σ. The error bars on the measured drag are
calculated using the 95% confidence interval defined as ε95 = 2s/

√
N∆t, where s

is the standard deviation on the average value of the drag force from DSMC simu-
lations, FD, and N∆t is the number of samples, which is set to N∆t = 10000 for
Kn ≥ 0.5, N∆t = 50000 otherwise. Sampling of the drag force starts after the first
5000 time steps, which is enough to reach the steady state in all investigated cases.
As already discussed in Chapter 5, with this setup highly accurate DSMC simulations
are achieved. In order to separate derivation and validation of the presented heuristic
model, the available DSMC data is divided in two sets: Knfit = 2, 5, 8, 10, which is
used as data points for the fit, and Kntest = 0.2, 0.5, 1, 3, 7, 20 which is instead used
to validate the model.
We derive the fit parameters using the same procedure discussed in Chapter 5 for the
cases of a prolate and oblate ellipsoid with a/b = 2, showing that the new model cor-
rectly predicts CD while recovering the asymptotic continuum limit. Results, limited
to the prolate case, are presented in Fig. 6.2..
It is important to mention that while this derivation shows robust performances in pre-
dicting rarefaction corrections to the drag experienced by ellipsoidal particles down
to values of Kn = 0.5, it is not expected to be accurate for the slip-flow regime
(Kn . 0.1) as the Knfit set is limited to the transition and free-molecular regimes.
The loss of accuracy of the model for low values of Knudsen can be observed in Fig.
6.2, where the model predictions start to deviate from DSMC test data at Kn = 0.2.
In order to improve the model in the slip-flow regime, more fitting data should be
provided, either numerically or experimentally and currently our model should be
used only for Kn > 0.2. Additionally, the case at Kn = 0.2 represents the limits of
DSMC capability due to the large domain size and low ambient velocity, as it can be
seen from the larger error bars when compared to other cases in Fig. 6.2 (ε95 = 17.8
for Kn = 0.2, while it already drops to ε95 = 1.8 for Kn = 1). The main aim of
this specific case is to provide an indication of DSMC results in the low-Kn range to
compare with the prediction of our model, obtained as an extreme extrapolation with
respect to the fitting range (2 ≤ Knfit ≤ 10).
Another relevant aspect is related to the predictive capability of the present ap-

proach in relation to changes of the Mach and Reynolds numbers. The Mach num-
ber, Ma, can be related to the Reynolds and Knudsen numbers via the relation
Ma =

√
γπ
2
ReKn

2 = 0.617ReKn2 , where γ is the ratio of specific heats and its value
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Figure 6.2: Fit of DSMC simulation data (squares) ofCD,0◦ (red) andCD,90◦ (blue) using the
functions in Eqs. (6.2) and (6.6), for a prolate ellipsoid with aspect ratio a/b = 2
and a fully diffusive surface (σ = 1). The predictive models (dashed lines)
correctly captures data from Kntest set (diamonds) down to Kn = 0.5, while
they start to deviate atKn = 0.2 (approaching slip-flow regime). The continuum
and free molecular limits (horizontal solid lines) are correctly reproduced by the
models. The former is obtained from the spherical case using the relations derived
by Oberbeck [46], while the latter is calculated from [75] for fixed Kn = 100.
The inset plot shows a zoom on the DSMC data and asymptotic limits are omitted.
Error bars are calculated from ε95.

is approximately 1.67 for argon at 300K. The additional factor 2 at the denominator
originates from the use of different characteristic length scales for Re and Kn (2Req
and Req, respectively).
In the proposed investigation the Mach number ranges globally from 0.006 ≤Ma ≤
0.617, while the model is derived on values of Mach ranging from 0.03 ≤Ma ≤ 0.3,
which is the typical range for low subsonic flows. For what concerns the Reynolds
number, when dealing with micro- and nano-metric particles the Reynolds number is
practically always smaller than unity, which is the reason behind the choice to focus
on creeping flow conditions (Re < 1). Creeping flow condition is, in fact, a require-
ment for CcontD in Eq. (6.2) as it allows to use Oberbeck relations [46], to express the
drag coefficients of ellipsoidal particles from the sphere with equivalent volume. As
long as creeping flow is preserved, the specific choice of Re only impacts the value
of the ambient velocity U0 without any direct effect on the accuracy of our model
predictions, as it will be shown later in this Section.
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Figure 6.3: Comparison of drag coefficient, CD, obtained from DSMC simulations of drag
on a prolate (squares) and oblate (diamonds) ellipsoidal particles with aspect ratio
a/b = 2 and model predictions from Eq. (6.2) (solid and dashed lines) at fixed
Kn = 10 for varying Mach number (and therefore Re). We limit the comparison
to the cases with Φ = 0◦ (red) and Φ = 90◦ (blue) as intermediate value can be
obtained by applying the sine-squared drag law from Eq. (6.1). Model predictions
are in excellent agreement with DSMC data up to Ma ∼ 1 (black dashed line,
corresponding to Re = 0.32), after which they start to deviate as compressibility
effects are not included in the calculation of CcontD from Eq. (6.2). Error bars are
calculated from ε95 and are typically smaller than symbols sizes.

To verify the validity of the model for varying Re and Ma we perform DSMC sim-
ulations at fixed Kn = 10 and compare the results of the model predictions for a
prolate and oblate ellipsoidal particle with aspect ratio a/b = 2. From the results,
presented in Fig. 6.3 it can be observed that the model predictions show excellent
match with DSMC data up to large values of Ma, and start to show appreciable de-
viation only for Ma & 1.6. This allows us to be confident on the applicability of
the model up to Ma ∼ 1 and Re . 1, which correspond to the typical ranges of
interest for Euler-Lagrangian simulations of submicron particles transport in a variety
of high-tech mechanical systems.
In this context it is important to keep into consideration that our DSMC simulations
are based on an isothermal approximation of the particle surface, which is kept at the
same constant temperature of the equilibrium gas (300K in this case). Such approx-
imation neglects local temperature variation due to gas-surface interaction around
the particle, introducing an error on the temperature of the reflected gas molecules
(which will be the same as the surface temperature). While this approach is valid for
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Chapter 6 Extension of drag model for ellipsoidal particles in complex scenarios

subsonic flows (Ma ≤ 0.3), where temperature variation are typically within 1% of
the equilibrium value, this might be not true for high-Mach flows. When compressibil-
ity effects start to play a role, a relevant flow temperature variation can be observed
around the solid particle (especially at the stagnation points), and such effects should
be considered in the energy of the reflected gas molecules. Since in this work we are
mostly focused in contamination control in lithography machines, which are typically
subsonic isothermal problems, the aforementioned approximation is not affecting the
quality of the results. When considering space applications, where high-Mach flows
are common, we suggest to improve the model to account for local thermal effects.
Another potential limitation is that our simulations only employ argon gas. Using a
different gas in principle will only impact the gas viscosity (given by Eq. (3.69 in
Chapter 3)), which will lead to different derived quantities such as λ and Re. We
expect that the rarefaction corrections derived in this work will not be affected by
a modification of the suspending gas, but this assumption must be verified in future
studies.
The presented procedure to derive the predictive models can be efficiently extended to
particles with larger aspect ratio, approximating more complex shapes such as needles
(for the prolate case) and flakes (for the oblate case), which are representative shapes
for many high-tech mechanical systems applications. This aspect highlights that the
perturbative approach employed to derive the model functions from Eq. (6.6) is not
limiting the applicability of such method, even when the shape of the particle under
investigation largely deviates from the spherical case.
By repeating the procedure explained for the case with aspect ratio a/b = 2, we ob-
tain the free parameters pχ, qχ, rχ and sχ, with χ = 0◦ and 90◦, for the cases with
a/b = 4, a/b = 8 and a/b = 10. This is, again, done by fitting the corresponding
data from DSMC simulations related to the Knfit set. In Fig. 6.4 we show the model
functions, as well as their testing by direct comparison with DSMC results from the
Kntest set, which have not been used during the fitting process. We focus on the cases
at 0◦ and 90◦, since it has been shown in [152] that it is sufficient to predict the drag
force at such orientations to be able to extend the prediction to any arbitrary vale of
Φ. Due to the large number of costly DSMC simulations required for this study, and
considering that we are mostly interested in applications at Kn ≥ 1, the test set is
limited to Kntest = 1, 3, 7, 20 for the following validations. The results shown in
Fig. 6.4 clearly indicate that our model functions work properly for all aspect ratios
considered.
In the last part of this Section we will extend our results, so far limited to fully

diffusive reflections at the surface of the solid particles, to include σ effects. For nano-
metric particles, in fact, it is known [1] that an increasingly larger fraction of gas
molecules undergoes specular reflection when hitting the surface of the solid particle,
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Figure 6.4: Fit of DSMC simulation data of CD,0◦ (red) and CD,90◦ (blue) using Eqs. (6.2)
and (6.6), for prolate ellipsoids (top row) and oblate ellipsoids (bottom row) with
same volume and a/b = 4 (a,d), a/b = 8 (b,e) and a/b = 10 (c,f). Fitted
curves (dashed lines) represent the model functions given by Eq. (6.6) and using
Eq. (6.2). The prediction from the derived models is compared with data from
DSMC simulations that is not used during the fitting process (colored diamonds),
showing an excellent match. As shown in Chapter 5, it is sufficient to know the
scaling of the drag force at Φ = 0◦ and Φ = 90◦ to derive its value at any
arbitrary orientation. Legend is shown only for (a) as symbols refer to same
quantities in all plots.

and it is important to capture such effects to correctly model particle transport in con-
tamination control applications. In this work we decide to adopt a diffuse/specular
molecular scattering governed by the single parameter σ rather than the more complex
Cercignani-Lampis-Lord (CLL) model [52], which instead describes the molecular
scattering via multiple momentum accommodation coefficients (namely, tangential,
normal and additional energy accommodation coefficients). The reason behind this
choice resides in the fact that the latter formulation, albeit considered more accu-
rate [179,180], is often difficult or unpractical to connect with typical industrial exper-
iments which are designed (or limited) to capture a single-parameter accommodation,
such as σ used in this work. Since we are targeting engineering applications, for which
TMAC is typically employed, we will restrict our derivation to the aforementioned
diffuse/specular scattering model (in which energy and tangential momentum accom-
modation are the same and both defined by σ).
We show that by adding an extra term to the model Eq. (6.6) we can successfully
include effects of a varying σ in the prediction of the drag coefficient. The modified
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Chapter 6 Extension of drag model for ellipsoidal particles in complex scenarios

model functions are defined as:

g′χ(Kn, σ) = gχ(Kn) +
αχKn

βχ + γχKnδχ
(1− σ), (6.9)

where an extra term containing the σ-dependence is included in the previously defined
model functions (represented by the first term in the right end side). This new term is
used to model the corrections to the drag given by the presence of a combination of
specular and diffuse reflection at the solid interface, with 0 ≤ σ ≤ 1, and it is designed
to vanish for σ = 1, recovering gχ(Kn). It is worth mentioning that Eq. (6.9) is an
heuristic model and it is aimed to simplify the physics behind σ effects on drag
corrections (which are known to be analytically more complex, see e.g. [33, 75, 181]),
while capturing their overall impact.
The extra free parameters αχ, βχ, γχ and δχ are to be determined through a 2D fit in
the independent variables Kn and σ, where again χ refers to the two cases at Φ = 0◦

or Phi = 90◦, separately. The results from the fit for the case of a prolate ellipsoid
with a/b = 2 are presented in Fig. 6.5.
We repeat the fitting procedure for different aspect ratios and values of σ. The testing
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Figure 6.5: Fit of DSMC simulation data (squares) of CD,0◦ (left) and CD,90◦ (right) using
Eqs. (6.2) and (6.9) (dashed lines) for a prolate ellipsoidal particle with aspect ra-
tio a/b = 2. The model functions are derived through the fit of DSMC data using
σfit and Knfit. In the insets, an enlargement on the Knfit range is presented.

is performed on values of Kn and σ that were not used during the fitting process,
to evaluate the predictive capability of the model obtained with this procedure. The
results of the testing are presented in Fig. 6.6, where it can be observed that the
predictive model is able to recover DSMC data with fairly good accuracy for all
investigated cases. The final fit coefficients derived in this Section are reported in
Table 6.1.
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Prolate Φ = 0◦

a/b CD,cont p q r s α β γ δ

2 236 −0.378 1.26 4.30 1.90 0.299 0.436 1.08 1.98
4 249 −0.175 0.708 1.26 1.99 0.423 0.255 1.26 1.95
8 286 −0.134 0.146 1.42 1.90 0.422 0.328 1.04 1.98
10 304 −0.160 0.284 1.26 1.94 0.421 0.296 1.04 1.97

Prolate Φ = 90◦

a/b CD,cont p q r s α β γ δ

2 270 0.094 3.90 1.52 1.99 0.151 1.73 1.16 2.04
4 320 0.110 1.34 1.38 1.90 0.115 1.99 0.753 2.22
8 402 0.064 1.40 0.695 1.94 0.115 1.98 1.25 2.04
10 437 0.053 1.53 0.634 1.92 0.089 0.990 1.24 1.93

OblateΦ = 0◦

a/b CD,cont p q r s α β γ δ

2 247 −0.118 1.84 2.29 1.88 0.308 0.267 1.29 1.99
4 267 −0.082 0.094 1.30 1.92 0.425 0.444 1.28 1.96
8 309 0.010 1.01 1.99 2.10 0.553 0.327 1.15 1.96
10 326 0.025 1.97 0.207 2.01 0.502 0.327 1.01 1.96

Oblate Φ = 90◦

a/b CD,cont p q r s α β γ δ

2 282 0.307 3.01 1.76 2.00 0.040 1.99 0.336 2.52
4 340 0.398 1.31 1.18 1.91 −0.044 1.00 1.36 1.71
8 422 0.603 1.46 1.11 1.90 −0.092 1.22 1.24 1.74
10 454 0.577 0.738 1.17 1.80 −0.056 2.00 0.150 2.39

Table 6.1: Fit parameters obtained using Eq. (6.2) to fit CD,0◦ and CD,90◦ as obtained from
DSMC simulations performed atKnfit for all cases investigated in this work. The
parameters p, q, r, s are used to define the function gχ(Kn) given by Eq. (6.6),
while the parameters α, β, γ, δ are used to define the function g′χ(Kn) given by
Eq. (6.9). Additionally, the drag coefficients in the continuum regime CD,cont,
computed from [46] and used as reference, are presented.
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Figure 6.6: Comparison between DSMC simulations (squares) and model predictions (solid
lines) of the drag coefficient CD of a prolate (a, b, c, d) and an oblate (e, f, g, h)
ellipsoid, for a/b = 2 (a,e), a/b = 4 (b, f), a/b = 8 (c, g) and a/b = 10 (d, h).
Every set of test has been performed with different values of Kn and σ that were
not used during the fitting process. The match between the model predictions and
DSMC data is excellent for most cases, except for the oblate case at a/b = 10
and σ = 0.125. The legend is shown only for (a) as all the symbols refer to the
same quantities in all plots.

6.3 Drag corrections from near-wall effects

The approach discussed in Section 6.2 is formally valid only for the case of a particle
immersed in a uniform unbounded flow. In many practical situations, however, the
particles transported in the flow will interact with other elements of the flow domain,
such as walls or other obstacles and it is important to understand the limitations in
the applicability of the methods proposed in this work when particles are located in
proximity of a wall. The aim of this Section is to demonstrate that the drag corrections
derived in Section 6.2 can adopted also in non-ideal situations where the unbounded
flow condition is no longer valid, provided that the particle-based Kn is large and
that the particle size is much smaller than the typical size of the system in order to
maintain the Point-Particle approximation.
We tackle the problem by evaluating the impact of the presence of a wall on the drag

experienced by an ellipsoidal particle translating parallel to it. This condition is easily
achievable by performing simulations in the reference frame of the particle, so that it
is sufficient to modify the setup discussed in Section 6.2 by adding solid walls on the
direction orthogonal to ŷ moving with the same ambient velocity of the flow (see Figs.
6.8 and 6.7). In this way the problem is analogous to the one of a particle translating
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Figure 6.7: Sketch of the simulation setup: a prolate ellipsoidal particle with aspect ratio
a/b = 2 is immersed in a uniform flow with ambient velocity U0. The center of
the particle, yc, is located in proximity to a solid, fully diffusive (σ = 1) wall
translating at a velocity Uw = U0. In this way the problem is analogous at the
one of a particle translating with uniform velocity −U0 parallel to the wall. We
investigate orientation effects with respect to rotations around the three main
Cartesian axes ẑ (a), x̂ (b) and ŷ (c), for different values of yc (for simplicity, the
rotation angle is always labeled as Φ). Note that in case (b) the major radius a
is always orthogonal to the flow direction. Free stream and periodic boundary
conditions are applied on the directions orthogonal to x̂ and ẑ, respectively.

with a velocity −U0 parallel to the wall. All the simulations are performed with the
same criteria discussed in Section 6.2, with the exception that now the particle center
is located close to the upper edge of the simulation box, at which a solid moving wall
condition is applied.
To validate the simulation setup, we compute the drag acting on a sphere translating
parallel to the wall in the collisionless regime and compare with the results from
Godwami et al. [182]. The comparison is shown in Fig. 6.8, where it can be seen
that the drag acting on the spherical particle measured from our DSMC simulations
correctly reproduces the analytical expression obtained in [182].
We now proceed in investigating the effects on the drag force experienced by an

ellipsoidal particle translating in the vicinity of a wall. Due to the large number of
parameters, we will restrict our study to a prolate ellipsoid with aspect ratio a/b = 2
and by assuming that all the solid surfaces (i.e. both wall and particles) are fully
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Figure 6.8: Drag force experienced by a spherical particle with radius R = 0.25µm trans-
lating with uniform velocity −U0 parallel to a wall, for different values of the
distance from the wall expressed by H/R. Results from DSMC simulations (red)
are compared with the analytical results obtained from Goswami et al. [182]
and their DSMC method (blue). All solid surfaces are considered fully diffusive
(σ = 1).

diffusive (σ = 1). The focus on the prolate case limits our claims to this specific
geometry, however we expect similar results for the oblate case and for the other
aspect ratios.
In our first analysis, we perform simulations varying the orientation and the distance
of the particle from the top wall of the simulation box, addressing separately three
different cases of rotation around the x, y and z axes. Due to the presence of the
wall, in fact, the symmetry of the system is no longer conserved and rotations around
different axes are expected to produce different results. For the sake of simplicity, we
focus on the rotations around the three main Cartesian axes, where for the case of
rotation around the x axis the ellipsoidal particle major axis is orthogonal to the flow
direction (constant angle of attack). A sketch of the simulation setup is presented in
Fig. 6.7.
In Fig. 6.9 we compare the drag force experienced by the particle, at fixed Kn = 10,
for different orientations and different vertical locations of the particle (i.e. different
distances from the wall). The drag force is normalized with respect to the drag force
relative to the unbounded case to emphasize the effects introduced by the wall, while
the vertical position of the center of the particle, yc, is normalized with respect to the
simulation box size, L. The largest value of yc/L is chosen so that the particle is in
contact with the wall at Φ = 90◦ (with the exception of case (c), where yc is chosen

148



6.3 Drag corrections from near-wall effects

0 15 30 45 60 75 90
Φ(◦)

1.00

1.02

1.04

1.06

1.08
〈F

D
〉/

F
u
n
bo

u
n
d
ed

(a) sin2 drag law

yc/L = 0.950

yc/L = 0.942

yc/L = 0.933

yc/L = 0.925

yc/L = 0.500

0 15 30 45 60 75 90
Φ(◦)

1.00

1.02

1.04

1.06

1.08

〈F
D
〉/

F
u
n
bo

u
n
d
ed

(b) sin2 drag law

yc/L = 0.950

yc/L = 0.942

yc/L = 0.933

yc/L = 0.925

yc/L = 0.500

0 15 30 45 60 75 90
Φ(◦)

1.00

1.05

1.10

1.15

1.20

〈F
D
〉/

F
u
n
bo

u
n
d
ed

(c) sin2 drag law

yc/L = 0.975

yc/L = 0.950

yc/L = 0.942

yc/L = 0.933

yc/L = 0.925

yc/L = 0.500

Figure 6.9: Drag force experienced by an ellipsoidal particle with aspect ratio a/b = 2
translating with uniform velocity parallel to a wall at fixedKn = 10, for different
vertical locations yc/L, where yc is the vertical coordinate of the center of the
particle and L is the dimension of the simulation domain. The drag force is
evaluated at different orientations Φ with respect to the ambient flow, for rotations
around the ẑ axis (a), x̂ axis (b) and ŷ axis (c). Results from DSMC simulations
(squares) are compared with the sine-squared drag law (solid lines) from Eq. (6.1)
calculated using values from DSMC simulations at Φ = 0◦ and Φ = 90◦. It is
possible to observe that Eq. (6.1) still captures the general scaling of the drag
force, with the exception of case (a) and particle in close contact with the wall
for which a larger deviation is evident. The error bars in this plot are obtained via
ε95 and considering the error propagation related to the drag force ratio.

so that the particle is in contact for all values of Φ).
A deviation from the unbounded case (horizontal line in Fig. 6.9) is evident, as drag

experienced by the particle increases the closer its surface gets to the wall. We observe
that this drag-increase effect depends, as expected, not only to the vertical position,
but also to the rotation angle Φ for cases (a) and (b), since for larger values of Φ the
surface of the particle is closer to the solid wall, while for case (c) the orientation only
impacts on the squeezing of the flow between the particle and the wall. Interestingly,
we also observe that the general sine-squared scaling is maintained if the drag force
evaluated at Φ = 0◦ and Φ = 90◦ are used in Eq. (6.1), and the largest variations
from it appear in case (a) for particle in close contact with the wall . The drag increase
induced by the plane wall quickly vanishes as the particle moves away from it, to the
point that for yc/L = 0.925 (which corresponds to a wall distance equivalent to the
particle major radius, a) such effects are already lower than 2%.
In the last analysis of this work, we compare the drag force experienced by the near-
wall particle for three values of Kn, i.e. Kn = 10 (free molecular regime), Kn = 2
and Kn = 1 (transitional regime). The vertical position of the particle, yc/L, is
chosen so that the particle is in contact with the wall at Φ = 90◦ for the cases of
rotation around the ẑ (a) and x̂ (b) axes , while it is always in contact for the case of
rotation around the ŷ axis (c). To better resolve the physics in the gap between the
particle and the solid wall and improve the signal-to-noise of DSMC simulations, we
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Figure 6.10: Drag force experienced by an ellipsoidal particle with aspect ratio a/b = 2
translating with uniform velocity parallel to a wall for Kn = 10 (purple),
Kn = 2 (green) and Kn = 1 (red). The drag force, normalized with respect
to the unbounded case, is evaluated at different orientations Φ with respect to
the ambient flow, for rotations around the ẑ axis (a), x̂ axis (b) and ŷ axis (c),
while the vertical position yc/L is fixed so that the particle has one point of
contact with the wall for Φ = 90◦ in cases (a) and (b)( yc/L = 0.95), and is
always on contact for case (c) (yc/L = 0.975). Results from DSMC simulations
(squares) are compared with the sine-squared drag law (solid lines) from Eq.
(6.1) calculated using values from DSMC simulations at Φ = 0◦ and Φ = 90◦.

increased the resolution for Kn < 10. For the case with Kn = 2 it was sufficient to
increase the PPC number to 150, while for the case with Kn = 1 we also increase
the spatial resolution. In the latter case we set a linear domain size of 256 grid cells,
leading to a particle major radius a = 12.7 (in cell units); the PPC number is set to
100.
As it can be seen from the results in Fig. 6.10, the drag increase, with respect to
the unbounded case, exhibits a weak dependence on the Knudsen number, especially
when Kn > 1. In the worst case scenario (Φ = 90◦ and rotation around ẑ axis), the
deviation with respect to the unbounded case is about 27% for the case atKn = 1 and
it quickly drops to 19% for the case at Kn = 2; after this, it remains roughly constant
up to Kn = 10, where we measure an increase of about 18%. Near-wall effects
appear, thus, to be weak enough to be considered negligible for the vast majority of
applications involving the transport of micro- and nano-metrical ellipsoidal particles
in highly rarefied regimes, as the average residence time of particles in areas very
close to the wall (on the order of the particle characteristic size) is typically very
limited, allowing the drag corrections of Section 6.2 to be applied without introducing
large errors also in bounded flow situations.
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6.4 Concluding remarks

We propose a new formulation and derivation of heuristic predictive models for the
drag coefficients of prolate and oblate ellipsoidal particles under rarefied conditions
in a range of particle-based Kn that includes the transition and the free-molecular
regimes. The predictive models are based on a perturbative approach, where rarefac-
tion effects on ellipsoidal particles are represented as perturbation with respect to the
spherical case and such perturbations are obtained through a fit of DSMC simulation
data.
We firstly show that the new models are designed to recover the free-molecular and
continuum asymptotic limits, potentially providing a valid baseline to improve the
fitting procedure and extend the model to the whole range of Knudsen. We then obtain
predictive models for a wide range of particle aspect ratios (including complex shapes
such as needles and flakes), and TMAC effects. For nano-metric particles, in fact, a
larger fraction of specular reflection can occur at the gas-particle interface and it is
important to correctly capture these effects to obtain accurate predictions. The models
obtained with this procedure show robust performances in reproducing DSMC data,
also outside of the range of Kn used for the fitting procedure.
The results from this Chapter, albeit currently focused for isothermal problems, can
be used to further improve the available models of particle transport in rarefied gas
flows. Using the derived predictive models it is now possible, in fact, to include the
full dynamics of prolate and oblate particles under the influence of the local fluid
velocity field in Euler-Lagrangian simulations typically employed for different mod-
ern applications, such as contamination control in high-tech mechanical systems and,
potentially, in aerospace engineering. In relation to aerospace applications, the pre-
dictive models derived in this work show robust capability in reproducing the drag
experienced by particles also when compressibility effects are present, so that the
proposed method to derive such models can be regarded as a valid way of working
for further developments (such as the inclusion of local temperature variations on the
particle surface) to extend their applicability range.
In the last part of this Chapter we show that the aforementioned models, formally
derived for the case of unbounded flow, can be applied also in cases where the un-
bounded condition is not strictly preserved. We do so by investigating the effects
induced on the drag experienced by the particles by the presence of a wall, showing
that while near-wall effects increase the drag force, this effects is rather limited for
large Knudsen number, and it quickly decays as the particle moves away from the wall.
For the worst case scenario of a particle in contact with the wall, we measured a max-
imum drag increase of roughly 27% at Kn = 1, and such increase sharply decrease
to 19% at Kn = 2, while for a larger value of Kn = 10, the maximum increase is
observed to be about 18%. Considering the rapid decay of drag-increase effects due to
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Chapter 6 Extension of drag model for ellipsoidal particles in complex scenarios

wall proximity, such effects can be considered negligible in the high-Knudsen range
typical of the aforementioned applications as the particle residence time in the near
proximity of walls is on average limited.

6.5 Appendix A

In this Appendix we will discuss the torque on the simulated particles as measured
from our DSMC simulations and the applicability the predictive model derived in this
work to the lift coefficient. For Stokes flows, the torque should vanish identically [44].
Due to the finite Reynolds number of our simulations(Re = 0.1) we measure a torque
of the order of∼ 10−17, which is about 8 orders of magnitude smaller than the typical
drag force signal (∼ 10−9) and 7 orders of magnitude smaller than the typical lift
force signal (∼ 10−10). In Fig. 6.11 we present a comparison of the drag force, lift
force and torque (along ẑ) as a function of the angle of attach Φ for a prolate ellipsoid
with different aspect ratios, for the test case with Kn = 7 and σ = 0.375 (similar
conclusions are valid for the other cases). As it can be seen from the figure, while
it is possible to observe a parabolic profile of the torque profile that resembles the
∼ sin Φ cos Φ scaling discussed in [183, 184], the torque signal from our simulations
is too small to be properly resolved and it can be considered as indistinguishable from
noise around a zero-value. For this reason torque effects can be considered negligible
in the scope of this work.
In relation to the lift coefficient, in [152] we showed that it is possible to predict the lift
coefficient, CL, of an arbitrary shape particle from the sine-squared drag law by just
knowing CD,0◦ and CD,90◦ . The sine-squared drag law for the lift coefficient reads:

CL(Φ) = (CD,0◦ − CD,90◦) sin Φ cos Φ. (6.10)

In Fig. 6.12 we repeat the validation proposed in Fig. 6.6 focusing this time on
comparing CL from our DSMC simulations with Eq. (6.10), where CD,0◦ and CD,90◦

are obtained from our predictive model. The lift coefficient is defined as: CL =
FL/(0.5AρU

2
0 ), where FL is the lift force as measured from DSMC simulations.

As it can be seen from Fig. 6.12, the match between DSMC simulations and our
predictive model is excellent, with the exception of the prolate case at Kn = 1,
a/b = 2 and σ = 0.125, in which the lift force signal was at the limit of the numerical
resolution. The predictive model obtained in this work can, thus, be employed to also
predict the lift coefficient for the investigated class of particles.
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Figure 6.11: Comparison of drag force, lift force and torque along ẑ acting on a prolate
ellipsoid with different aspect ratios at fixed Kn = 7 and σ = 0.375.
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Figure 6.12: Comparison between DSMC simulations (squares) and model predictions (solid
lines) of the lift coefficient CL of a prolate (a, b, c, d) and an oblate (e, f, g, h)
ellipsoid, for a/b = 2 (a,e), a/b = 4 (b, f), a/b = 8 (c, g) and a/b = 10 (d,
h). Every set of tests has been performed with different values of Kn and σ
that were not used during the fitting process. The match between the model
predictions and DSMC data is excellent for most cases, except for the prolate
case atKn = 1, a/b = 2 and σ = 0.125, where the lift signal was small enough
to be at the limit of the DSMC simulation accuracy. The legend is shown only
for (a) as all the symbols refer to the same quantities in all plots.
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Chapter 7
Concluding remarks and outlook

In the present thesis, we focused on the modelling of interactions between fully-
resolved particles and gas flows in the framework of two kinetic solvers based on
the numerical solution of the Boltzmann Equation, namely the Lattice-Boltzmann
Method (LBM) and the Direct Simulation Monte Carlo (DSMC) method. The reason
behind this choice, as stated in Chapter 1, is not only related to the predisposition of
these numerical approaches to describe arbitrary shaped solid particles without com-
plex re-meshing of the simulation domain, but also because they individually excel
in modelling flows at different rarefaction levels. The LBM is, in fact, an efficient
solver for continuum flows which can include multiphase, particle-laden flows, while
the DSMC is the most reliable solver to capture rarefaction effects beyond the slip
flow regime. Additionally, their common root to the discretized Boltzmann equation
opens promising possibilities toward the development of a hybrid method that could,
in principle, include the aforementioned individual features into a single framework,
able to correctly and efficiently model flows ranging from the continuum to the free-
molecular regimes. In this Chapter, we first summarize the main results obtained
by applying the developed particle-transport algorithms in the LBM and DSMC to
different scenarios involving the interactions between particles and flows. We then
highlight possible outlooks from the presented work, such as the development of a
hybrid LBM-DSMC method that embeds fully-resolved particle description, or the
direct application of some of the results of this work to Euler-Lagrangian Point Par-
ticles simulations, which are typically employed in the high-tech industry to address
contamination control.

7.1 Conclusions

In this thesis, we present a methodology to capture two-way coupled fluid-particle
interactions based on the combination of a ray-tracing technique, to compute intersec-
tion points, and a double reference system approach, to compute momentum exchange,
for the LBM and DSMC numerical schemes. We show that the two methods can, in
fact, employ the same fundamental scheme to describe a fully-resolved solid particle
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coupled with the external flow, with only minor modifications mostly related to the
different boundary treatments. In both methods, in fact, it is necessary to compute
exact intersection points between impinging particles and the solid surface during
the streaming step, and this can be done by applying the same ray-tracing solution.
Once the intersection points are evaluated, then standard boundary conditions are
applied in the reference frame centered on the particle origin and the total momen-
tum transferred during collision is accumulated. By repeating this procedure for all
the impinging molecules, the total force and torque on the particle can be computed
and used to integrate its position, velocity and orientation, or simply used to perform
aerodynamics studies. One of the main aspects of this implementation is related to
the possibility to efficiently describe mesh-less particles with any shape that can be
described analytically, without introducing any overhead on the computation arising
from the necessity to re-mesh the simulation grid accordingly to the particle instanta-
neous location.
In Chapter 4, we then apply this approach to couple flow and particles in the LBM to
accurately investigate the numerical accuracy offered by different boundary schemes
applied at the fluid-solid interface in dynamic conditions. We do so by introducing a
novel adaptive treatment of the simulation box boundaries, which allows to strongly
suppress boundary effects due to the finite size of the simulation domain on the dy-
namics of spherical and ellipsoidal particles free to move in an unbounded fluid under
Stokes flow conditions. We apply this technique to isolate the influence of particle
resolution by performing fine measurements of the accuracy convergence of the par-
ticle dynamics in two specific conditions, i.e. the settling of a particle in unbounded
flow and the rotation of an ellipsoidal particle in shear flow, down to very low resolu-
tions. We firstly compare the accuracy between two widely used fluid-solid interaction
models, namely Bounce-Back (BB) and Equilibrium Interpolation (EI), and then we
propose a third model called Complete Equilibrium Interpolation (CEI), that allows
to detect momentum exchange also between two fluid nodes, in the case in which the
particle surface is occupying a position between the two. We show that CEI is not
only able to detect particles as small as one lattice grid spacing, but also to provide
higher accuracy in cases where the particle size is only a few lattice nodes.
In Chapter 5, we shift our focus on the DSMC method to perform aerodynamics
studies on ellipsoidal particles immersed in uniform ambient flow under rarefied con-
ditions. We propose a methodology to derive a heuristic model to predict the drag and
lift coefficients for ellipsoidal particles in a range of Knudsen (1 ≤ Kn ≤ 20) that in-
cludes the transition and the free-molecular regimes. The heuristic model is obtained
by the fitting of data from DSMC simulations and it shows robust performances in
predicting drag and lift coefficients in the investigated range ofKn, as well as outside
of the range of Kn used for its derivation.

156



7.1 Conclusions

In Chapter 6, we further develop this study first by improving the mathematical for-
mulation behind the heuristic predictive model, which is now designed to recover the
free-molecular and continuum asymptotic limits, potentially providing a valid base-
line to improve the fitting procedure and extend the model to the whole range of Kn.
We then apply the model to a wide range of particle aspect ratios, and momentum
accommodation effects. In the last part of Chapter 6 we also show that the heuristic
models, formally derived for the case of unbounded flow, can also be applied in cases
where the particle is located in the vicinity of a solid wall. We do so by investigating
the effects induced on the drag experienced by the particles by the presence of a wall,
showing that while wall vicinity leads to a drag increase, such effects can, in general,
be considered negligible for most cases of interest. As it will be shown in the Outlook
Section, the results from this work can be used to further improve the available models
of particle transport in rarefied gas flows, as the full dynamics of prolate or oblate
particles under the influence of the local fluid velocity field can now be included in
the aforementioned Euler-Lagrangian simulations typically employed for different
modern applications, such as contamination control in high-tech mechanical systems
or in aerospace engineering applications.
In relation to the research questions raised in the Introduction of this thesis work
(Chapter 1), we can provide the following answers:

• Mesh-free uniform approach for flow-particle interactions: we successfully
developed an approach to model fully-resolved particles in the framework of
the LBM and DSMC. This approach can be employed to develop hybrid LBM-
DSMC algorithms that include fully-resolved particle transport capabilities.

• Investigate accuracy of LBM particle transport algorithms in dynamics
conditions: we propose solid benchmarks to assess the accuracy of particle
dynamics in different conditions. Such benchmarks are based on a novel defini-
tion of boundary conditions applied at the simulation box that allows to mimic
unbounded fluid behavior.

• Improve Euler-Lagrangian Point Particles simulations of non-spherical
particles in rarefied conditions: we employ the numerical schemes devel-
oped in this work to derive heuristic models that allow to predict the drag force
experienced by a large class of ellipsoidal particles as a function of rarefaction
and their orientation with respect to the flow. These models can be directly used
in Euler-Lagrangian Point Particles simulations to potentially include the full
dynamics of prolate or oblate particles.
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7.2 Outlook

The numerical techniques and results presented in this work may offer the basis for
different applications, as well as for improvements and extensions. In the following
of this Section, we will address some possible new directions.

Integrate fully-resolved particle transport in LBM-DSMC Hybrid scheme: The
possibility to couple LBM and DSMC solvers to retain DSMC capabilities to capture
rarefaction and non-equilibrium effects with the LBM numerical efficiency in the
flow regions that are, instead, in near-continuum regime has been mentioned several
times in the manuscript. Such hybrid model is mostly referring to the work by Di
Staso [20, 31, 32], where it is shown how to efficiently couple these two numerical
schemes on the same computational grid. The flow Knudsen number is used as the
parameter to select which region of the domain must be assigned to each individual
solver. The coupling is then performed via the use of buffer regions, where the proba-
bility distribution obtained from DSMC is converted into the discretized distribution
used in the LBM. The numerical schemes proposed in this work to model two-way
coupled interactions between flow and fully-resolved particles can, in principle, be
included in the hybrid solver. This process may be facilitated by the similarities in
the proposed methods in terms of its implementation in the framework of the LBM
and DSMC. A schematic representation of the basic idea behind the implementation
of such model for particle transport in the hybrid LBM-DSMC scheme is presented
in Fig. 7.1. Similarly to what is already done for the standard hybrid method, regions
of high Knudsen would be adaptively evaluated and assigned to DSMC, while the
low Knudsen region will be assigned to LBM. If the solid particles are in the DSMC
region, then the DSMC algorithm to compute momentum exchange between flow
and particle is used, otherwise the LBM counterpart will be employed. Clearly, this
is a simplistic view of a complex topic, and different difficulties may arise, such as
modelling thermal components, different timescales between solvers, derivation of an
efficient algorithm to dynamically assign flow regions to different solvers and many
more questions that must be carefully considered.

Adaptive boundary treatment of simulation box to evaluate accuracy in differ-
ent conditions: The method proposed in Chapter 4 to evaluate the accuracy of the
dynamics of solid particles can be extended to more complex scenarios to accurately
assess novel numerical schemes. This approach is based on the imposition on the
simulation external boundaries of the Stokes flow solution, using parameters obtained
from the motion of the particle itself. One example can be connected with the afore-

158



7.2 Outlook

<latexit sha1_base64="4Zyefv/05S/aj1/3yDcTtXNG1AY=">AAAB/XicbZBLSwMxFIXv1Fetr/GxcxMsgqsyI0VdFtwIuqhgH9AOJZOmbWgmGZKMWoeiP8WNC0Xc+j/c+W9MHwttPRA4nHNDbr4w5kwbz/t2MguLS8sr2dXc2vrG5pa7vVPVMlGEVojkUtVDrClnglYMM5zWY0VxFHJaC/vno752S5VmUtyYQUyDCHcF6zCCjY1a7l4zCuV9eiXv0KVAinZtOmy5ea/gjYXmjT81eZiq3HK/mm1JkogKQzjWuuF7sQlSrAwjnA5zzUTTGJM+7tKGtQJHVAfpePshOrRJG3WkskcYNE5/30hxpPUgCu1khE1Pz3aj8L+ukZjOWZAyESeGCjJ5qJNwZCQaoUBtpigxfGANJorZXRHpYYWJscByFoI/++V5Uz0u+CeF4nUxX6o+TXBkYR8O4Ah8OIUSXEAZKkDgAZ7hFd6cR+fFeXc+JqMZZ4pwF/7I+fwBk/yVyQ==</latexit>

Low Kn region
<latexit sha1_base64="loVoIII2rzLAs2cPkam7B4YLXOg=">AAAB83icbZBLSwMxFIXv+Kz1VXXpJliEuikzUtRl0Y0LhQr2AZ2hZNJMG5pkhiQjlqHgr3DjQhG3/hl3/hvTx0JbDwQ+zrkhNydMONPGdb+dpeWV1bX13EZ+c2t7Z7ewt9/QcaoIrZOYx6oVYk05k7RumOG0lSiKRchpMxxcjfPmA1WaxfLeDBMaCNyTLGIEG2v5vgjjx6x0c3l7MuoUim7ZnQgtgjeDIsxU6xS+/G5MUkGlIRxr3fbcxAQZVoYRTkd5P9U0wWSAe7RtUWJBdZBNdh6hY+t0URQre6RBE/f3jQwLrYcitJMCm76ez8bmf1k7NdFFkDGZpIZKMn0oSjkyMRoXgLpMUWL40AImitldEeljhYmxNeVtCd78lxehcVr2zsqVu0qx2nia1pGDQziCEnhwDlW4hhrUgUACz/AKb07qvDjvzsd0dMmZVXgAf+R8/gBwoJHF</latexit>

(LBM)

<latexit sha1_base64="d7MpBuRSulnzrtfVvFWlIZAzTLg=">AAAB9HicbZBLSwMxFIXv1Fetr6pLN8Ei1E2ZkaIuC3XhRqhoH9AOJZOmbWiSGZNMsQwF/4UbF4q49ce489+YPhbaeiDwcc4NuTlBxJk2rvvtpFZW19Y30puZre2d3b3s/kFNh7EitEpCHqpGgDXlTNKqYYbTRqQoFgGn9WBQnuT1IVWahfLejCLqC9yTrMsINtbyWyIIH5P81d1N+XTczubcgjsVWgZvDjmYq9LOfrU6IYkFlYZwrHXTcyPjJ1gZRjgdZ1qxphEmA9yjTYsSC6r9ZLr0GJ1Yp4O6obJHGjR1f99IsNB6JAI7KbDp68VsYv6XNWPTvfQTJqPYUElmD3VjjkyIJg2gDlOUGD6ygIlidldE+lhhYmxPGVuCt/jlZaidFbzzQvG2mCvVnmZ1pOEIjiEPHlxACa6hAlUg8ADP8ApvztB5cd6dj9loyplXeAh/5Hz+AA0Lkhs=</latexit>

(DSMC)

<latexit sha1_base64="DILA7+pfvn3nfYEOwVhJ9bJABEw=">AAAB/nicbZBLSwMxFIUz9VXra1RcuQkWwVWZkaIuC24KbirYB7RDyaR32tBMMiQZsQyF/hU3LhRx6+9w578xfSy09UDgcM4NufnChDNtPO/bya2tb2xu5bcLO7t7+wfu4VFDy1RRqFPJpWqFRANnAuqGGQ6tRAGJQw7NcHg77ZuPoDST4sGMEghi0hcsYpQYG3Xdk04cyqesyvoDfCewgr6Nx1236JW8mfCq8RemiBaqdd2vTk/SNAZhKCdat30vMUFGlGGUw7jQSTUkhA5JH9rWChKDDrLZ+mN8bpMejqSyRxg8S3/fyEis9SgO7WRMzEAvd9Pwv66dmugmyJhIUgOCzh+KUo6NxFMWuMcUUMNH1hCqmN0V0wFRhBpLrGAh+MtfXjWNy5J/VSrfl4uVxmSOI49O0Rm6QD66RhVURTVURxRl6Bm9ojdn4rw4787HfDTnLBAeoz9yPn8ANl2WIQ==</latexit>

High Kn region

Figure 7.1: Sketch of hybrid LBM-DSMC numerical scheme including fully-resolved parti-
cle transport algorithm. Flow regions with high Knudsen number are assigned to
DSMC, while regions in continuum or near-continuum conditions are assigned to
the LBM. The two-way particle transport algorithm corresponding to the specific
region the particle is occupying will be used to evaluate momentum exchange
between flow and the solid particle.

mentioned LBM-DSMC hybrid scheme for particle transport: the settling of a particle
in rarefied condition can be addressed using the hybrid scheme and the measured
velocity around the particle can be used as input for the Stokes velocity field to im-
pose on the boundary. Such implementation may be an interesting starting point to
benchmark hybrid models in dynamics conditions.

Implementation of DSMC-derived heuristic model in Euler-Lagrangian Point
Particles simulations: A relevant application of the results discussed in Chapters 5
and 6 consists in the use of the heuristic models for drag and lift coefficients, derived
from DSMC simulations, to include shape and rarefaction effects in Euler-Lagrangian
Point Particles simulations, typically employed in the industry to assess contamina-
tion from micro- and nano-metric particles. A practical example of such application
is presented in Fig. 7.2, where micro-metric particles are released in a low pressure
rectangular channel flow with an initial velocity opposed to the flow. The particle-
based Knudsen number is Knp ∼ 1000 and corrections to the drag force are in
free-molecular regime. We then apply the heuristic models from Chapter 6 to correct
the drag force (lift is neglected) experienced by the particles, mimicking the behavior
of different oblate ellipsoidal particles with different aspect ratios and same volume.
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−Uflow

Figure 7.2: Simulation results of particle release in rectangular low-pressure Poiseuille flow
with channel dimensions of 0.1m×0.01m×1m. The flow is in the−y direction
and is generated by applying inlet and outlet pressures of 5 and 2 Pa, respectively.
Particles are then released from the outlet center with a velocity of (0, 5, 1)m/s.
Different shape and rarefaction corrections from Chapter 6 are applied to the
drag coefficient of the particles, which undergo different trajectories (solid lines)
depending on the applied corrections. We are simulating spherical (blue, and
oblate particles with aspect ratios a/b = 2 (magenta), a/b = 4 (red), a/b = 8
(orange) and a/b = 10 (cyan). Particles are assumed to be always aligned with
the relative velocity, so that only the drag correction relative 0◦ is applied. Elastic
specular bouncing is imposed on contact with the solid walls. Note that only
the last part of the channel (near the outlet) is included in the figure for better
visibility of the trajectories of the particles.

For simplicity, we assume that particles are always aligned with the relative velocity.
As it can be seen from the trajectories represented in Fig. 7.2, the dynamics of the
particles can be greatly influenced when shape (and correct shape-related rarefaction
effects) is included in the model. It is worth mentioning, however, that in the current
state many physical parameters of great importance, such as particle rotation, effective
orientation, bouncing on solid walls and lift effects, are neglected. The study of such
effects and their inclusion in this framework is left for future studies.
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crew. Thank you guys for the amazing times we spent together, looking forward to
meeting you all again soon.
To my parents, Angela e Marcello, thank you for your endless guidance, patience,
kindness, creativity and faith. I shall be forever indebted with you for always being
there for me, encouraging me with words of wisdom in the darkest moments and for
having given me the best possible education I could receive. Family is not just mother
and father, and I would like to thank Alessandra, for all the kindness she gives not
only to me, but to the whole family, and Virginia and Martina for being the most
lovely acquired sisters I could have possibly desired. Thank you all for making my
life exceptional!


	Introduction
	Theoretical Background
	The Boltzmann Equation
	From the microscopic to the macroscopic description
	Surface interactions in the continuum and low Reynolds number regime
	Surface interactions in the free-molecular regime
	From the continuum to the free molecular limits: the transition regime
	Concluding remarks

	Numerical Methods
	Introduction to the LBM and DSMC methods: analogies and differences
	Basics of the LBM
	Fluid-surface interactions in the LBM: no-slip conditions for particle-transport algorithm
	Basics of the DSMC method
	Fluid-surface interactions in the DSMC: boundary conditions and cut-cell method
	Concluding remarks
	Appendix A: lattice weights and Hermite Polynomials
	Appendix B: Two-way coupled representation of ellipsoidal particles

	Influence of numerical resolution on the dynamics of finite-size particles with the Lattice Boltzmann Method
	Introduction
	Adaptive boundary conditions to simulate Stokes settling
	Accuracy as a function of the simulation box size at fixed resolution
	Convergence analysis and velocity fluctuations
	Complete Interpolation: sub-grid particle simulations and accuracy

	Rotational dynamics of a spheroidal particle in a shear flow
	Concluding remarks
	Appendix A: recovering effects of inertia at finite Reynolds numbers

	Drag and lift coefficients of ellipsoidal particles under rarefied flow conditions with the DSMC method
	Introduction
	Validation of the cut-cell algorithm
	Drag correlations for ellipsoidal particles at finite Knudsen number
	Predictive model for the Drag and Lift coefficients
	Concluding remarks
	Appendix A: accuracy scaling of the cut-cell algorithm

	Extension of drag model for ellipsoidal particles in complex scenarios
	Introduction
	Effects of the aspect ratio and gas-surface interactions at finite Knudsen number
	Drag corrections from near-wall effects
	Concluding remarks
	Appendix A

	Concluding remarks and outlook
	Conclusions
	Outlook

	Bibliography
	Curriculum Vitae
	List of publications and conferences
	Acknowledgments

