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Overture
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Notation
Set of numbers:

• Let n be a nonnegative integer, we denote with [n] the set {1, . . . , n}. In particular,
if n = 0 then [0] = ∅.

• N denotes the set of natural numbers {0, 1, 2, . . . }.

• Z denotes the set of integer numbers {. . . ,−2,−1, 0, 1, 2, . . . }.

• R denotes the field of real numbers.

• C denotes the field of complex numbers.

(Linear) algebra:

• R denotes a commutative ring with unit.

• A denotes a commutative R-algebra.

• K denotes a field.

• V,U,W denote finite dimensional vector spaces over a field K .

• Hom(U,V ) denotes the K -module of K -linear maps from U to V .

• End(V ) denotes Hom(V,V ).

• dim(V ) denotes the dimension of V as a K -vector space.

• Fix a vector space U . The map ιV : V → U ⊕ V is defined by ιV (v) = (0, v): it is
the inclusion map.

• Fix a vector space U . The map πV : U ⊕ V → V is defined by πV (u, v) = v: it is
the projection map.

• For m ≤ n the maps πn,m : Kn → Km and ιm,n : Km → Kn denote, respectively,
the projection on the first m coordinates, and the inclusion map.

• V∞ denotes the projective limit of Kn with maps πn,n−1. It is an uncoutable dimen-
sional vector space.

• V ∗ denotes the dual of a vector space V .

• Sym•K (V ∗) denotes the symmetric K -algebra over the vector space V ∗. If the char-
acteristic of the field is zero, its elements are the polynomial functions on V .
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• Mat(n) denotes the space of n × n-matrices with coefficients in the field K .

• Let M be a n ×m-matrix. Then Mt denotes its transpose.

• Inc(N) denotes the monoid of order-preserving maps from N to N.

• An infinite-by-infinite matrix refers to a matrix with entries labelled by (i, j) ∈ N ×
N.

Geometry:

• Spec(R) denotes the spectrum (set of prime ideals) of a ring R.

• Let V be a vector space. The coordinates of V are the elements of a dual basis.

• With variety we mean a reduced affine scheme of finite-type over a field K .

• K [X ] denotes the coordinate ring of a variety X .

• V(I) denotes the vanishing locus of I in the variety X for an ideal I ⊂ K [X ].

• Let φ : X → Y be a morphism of varieties, then the corresponding map on rings is
denoted by φ# : K [Y ] → K [X ].

• dim(X ) denotes the dimension of the variety X .

Groups:

• G denotes a group. We use the multiplicative notation.

• 1G denotes the unit element of the group G.

• Sym(n) denotes the symmetric group on the set [n].

• GLn is the general linear group on Kn.

• GL(V ) is the general linear group of the vector space V .

• Sym denotes the infinite symmetric group. It is defined as the direct limit over Sym(n)
with the obvious inclusion maps.

• GL is the infinite general linear group. It is defined as the direct limit of GLn with

inclusion maps GLn → GLn+1 mapping g to
(
g 0
0 1

)
.

Categories:

• Alg denotes the category of K -algebras of finite-type.

16



• FI denotes the category of finite sets with injections, and FIop the corresponding
opposite category.

• PFdenotes the Abelian category of polynomial functors over an infinite fieldK with
natural transformations, and

• PFd,PF≤d denote the full Abelian subcategories of, respectively, homogeneous poly-
nomial functors of degree d and polynomial functors of degree at most d with nat-
ural transformations.

• PFpol denotes the non-Abelian category of polynomial functors over an infinite field
K with polynomial transformations, and

• PFpol
d
,PFpol

≤d denote the subcategories of, respectively, homogeneous polynomial func-
tors of degree d and polynomial functors of degree at most dwith polynomial trans-
formations.

• Sch denotes the category of schemes over K ,

• Top denotes the category of topological spaces.

• Var denotes the category of varieties over K .

• Vec denotes the category of finite dimensional vector spaces over K .

• Let C,D be objects in some category C. Then HomC (C,D) denotes the collection
of arrows from C to D.
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Chapter 1

Equivariant algebraic geometry

In general, one can study quantities attached to mathematical objects once these quantities
are finite. Notions like the height of an ideal or the dimension of a variety are finite while
working in a finite dimensional frame. In the context of infinite dimensional algebraic ge-
ometry we can look at quantities and qualities up to the action of a symmetry group. In
this thesis we take this point of view: the study of infinite dimensional varieties is always
meant “up to the symmetry” of the infinite general linear group, or the infinite symmetric
group, or both together.

1.1 Stillman’s conjecture
I think that the moving question for this area of mathematics is the following.

Which classical properties can be carried over to the infinite dimensional world if we take
into account the action of a group, and which groups allow this?

However, in my experience, Stillman’s conjecture—which is no longer a conjecture— is
best cited for motivating this area of mathematics and, following this line, I recall it be-
low. Mike Stillman in [PS09, Problem 3.14] asked if, given natural numbers d1, . . . , dk,
the projective dimension of an ideal generated by k homogeneous polynomials of degrees
d1, . . . , dk can be bounded independently of the number of variables involved in these poly-
nomials. This question was proven in by Tigran Ananyan and Mel Hochster in [AH20a]
using the notion of strength of polynomials (and without passing to the infinite dimen-
sional setting). In [ESS19] there are two other proofs of the conjecture: the first extends
the approach of [AH20a] and establishes general results in the infinite dimensional setting
that imply the results of [AH20a]; the second approach uses topological Noetherianity of
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polynomial functors of [Dra19], a powerful tool in infinite dimensional GL-equivariant al-
gebraic geometry. What matters for us is that the infinite dimensional setting is the natural
environment for formalising the techniques used in the proofs of Stillman’s conjecture.

1.2 Up to symmetry
In this section we explain what “up to the symmetry” of a group means. So letG be a group,
let X be a set, and recall we use the multiplicative notation for G.

Definition 1.2.1. A left action of the group G on the set X is a binary operation

φ : G × X → X

such that

• for any g1, g2 ∈ G and any x ∈ X we have φ(g2, φ(g1, x)) = φ(g2g1, x), and

• φ(1G , x) = x for any x ∈ X .

We denote by g · x the left action of g ∈ G on x ∈ X . �

Analogously, one defines the right action of a group G on a set X . As any right action
can be turned into a left action, we will only be using the left action notation.

Definition 1.2.2. If a group G has an action (either left or right) on a set X , we say that X
is a G-set. �

In the case aG-setX lies in some categoryC, and the groupG acts onX via morphisms
in C we say that X is a G-object. For example, if X is a ring and the group G acts via ring-
homomorphisms on X , we say that X is a G-ring. Also, if Y is a subset of a G-set X we
say that Y is a G-stable subset if the restriction to Y of the action of G on X turns Y into a
G-set.

Example 1.2.3. In this example we work over C, the field of complex numbers. Consider
the space of n × n-matrices Mat(n) with entries in C and let GLn be the general linear
group on Cn. The action g · M B gMgt for any g ∈ GLn and M ∈ Mat(n) turns
Mat(n) into a GLn-set. As Mat(n) is also an algebraic variety and the above action of GLn is
given by automorphisms of Mat(n), then Mat(n) is also a GLn-variety. Consider the subset
M≤r (n) of n × n-matrices of rank at most r for some positive integer r. If r ≥ n, then
M≤r (n) = Mat(n); otherwiseM≤r (n) is a proper subset of Mat(n). The multiplication
of a matrix by any invertible matrix doesn’t change its rank and hence M≤r (n) is a GLn-
stable subset of Mat(n). For r < n the GLn-set M≤r (n) is also a proper Zariski-closed
subset of Mat(n): it is defined by the vanishing locus of the (r + 1) × (r + 1)-minors. In
particular, it is a closed GLn-stable subset of Mat(n), or a GLn-subvariety of Mat(n), or
just a GLn-variety. �
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Definition 1.2.4. Let X be a G-set and x ∈ X be an element. We call the set G · x = {y ∈
X | y = g · x for some g ∈ G} the orbit of x under G or the G-orbit of x. �

Example 1.2.5. Consider a nonzero complex symmetric matrix M ∈ Mat(n) of rank r <
n. Then its GLn-orbit is a GLn-subset that is not closed. Indeed, it consists of all symmetric
matrices in Mat(n) of exactly rank r. However, the Zariski-closure of the GLn-orbit of M
is the space of symmetric matrices of rank at most r that is a GLn-subvariety of Mat(n). �

Example 1.2.6. Let I be an ideal of aG-ringR, and suppose I is aG-stable subset. Then I
is a G-ideal of R. �

When we define notions in the equivariant setting we take into account the action of
G. E.g. in the definition of G-Noetherianity of a G-ring R we look at ascending chains of
G-ideals.

Example 1.2.7. This is the dual of Example 1.2.3. We look at Mat(n) as an algebraic variety.
Its coordinate ring C[Mat(n)] is C[xi,j | i, j ∈ [n]]. The action of GLn induces an action
on C[Mat(n)] (by ring automorphisms) and the defining ideal of M≤r (n) (generated by
the (r + 1) × (r + 1)-minors) is stable with respect to this action. In particular it is a GLn-
ideal. �

Definition 1.2.8. Let X and Y be G-sets, and let φ : X → Y be a morphism. We say that
φ is G-equivariant if for every x ∈ X we have:

g · φ(x) = φ(g · x).

�

Proposition 1.2.9. Consider a G-equivariant morphism φ : X → Y and let Y ′ be a
G-stable subset of Y . Then its preimage φ−1 (Y ′) along φ is a G-stable subset of X .

Proof. Let g ∈ G act on x ∈ φ−1 (y) for some y ∈ Y ′. Then φ(g · x) = g · φ(x) by the
G-equivariance of φ, and g · y ∈ Y ′ because Y ′ is G-stable. Hence, g · x ∈ φ−1 (Y ′). □

1.2.1 Noetherianity
Noetherianity is one of the conditions for stabilisation we are interested in. Recall that
a ring R is Noetherian if every ascending chain of ideals stabilises. Equivalently, a ring is
Noetherian if and only if every ideal is generated by a finite number of elements. We now
extend this definition in our G-equivariant setting.

Definition 1.2.10. LetRbe aG-ring, and letΣ be the collection ofG-ideals ofRordered by
inclusion. We say thatR isG-Noetherian if every ascending chain of elements inΣ stabilises.

�
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Example 1.2.11 (Hilbert’s Basis Theorem). LetAbe a finite-type algebra over a Noetherian
ring R and let the group G = {1G} act. Then A is Noetherian in the classical sense. We say
A is {1G}-Noetherian. �

Proposition 1.2.12. LetH be a subgroup ofG and consider aG-ringR. IfR isH -Noetherian,
then R is also G-Noetherian.

Proof. Every ascending chain of G-ideals is an ascending chain of H -ideals that therefore
stabilises. □

Proposition 1.2.13. Let R′ and R be G-rings, and let φ : R → R′ be a surjective G-
equivariant morphism of rings. If R is G-Noetherian then so is R′.

Proof. The pull-back in R of a chain of G-ideals in R′ is a chain of G-ideals by Proposi-
tion 1.2.9 and this chain stabilises by the G-Noetherianity of R. Hence, the initial chain
stabilises too by the surjectivity of φ. □

Below we propose an example of an infinite dimensional ring that is not Noetherian
with respect to the action of the trivial group but that is Noetherian when the infinite
symmetric group Sym acts.

Example 1.2.14. LetRbe a Noetherian ring, and consider the polynomial ringR[x1, x2, . . . ]
in infinitely many variables, and let G = {1G} act. Then the chain of ideals

(x1) ⊊ (x1, x2) ⊊ · · ·

doesn’t stabilise. Hence this polynomial ring is not {1G}-Noetherian. �

Theorem 1.2.15 ([Coh87]1). LetR be a Noetherian ring and k be a positive integer. Consider
the action of the group Sym on R[xi,j | i ∈ [k], j ∈ N] defined by σ · xi,j B xi,σ (j) for any
σ ∈ Sym. Then R[xi,j | i ∈ [k], j ∈ N] is Sym-Noetherian.

Theorem 1.2.15 with k = 1 states that R[x1, x2, . . . ] is Sym-Noetherian.

Proposition 1.2.16. A G-ring R is G-Noetherian if and only if every G-ideal is generated
by the G-orbits of finitely many elements.

Proof. Suppose R is G-Noetherian and suppose that a G-ideal I is not generated by the
G-orbits of finitely many elements. Let r1, r2, . . . be elements of I such that:

(G · r1) ⊊ (G · {r1, r2}) ⊊ · · ·
1 Theorem 1.2.15 was first proven with the action of the monoid Inc(N) for k = 1 andR a Noetherian domain

by Daniel H. Cohen; see [Coh67, Proposition 2]. Its strengthening to any k and to any Noetherian ring R (and
again under the action of Inc(N)) is [Coh87, Theorem 7] by the same author. Similar results were then indepen-
dently rediscovered for the action of Sym and k = 1 [AH07, Theorem 1.1] and also for any k but over fields [HS12,
Theorem 1.1].
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where (G · {r1, . . . , rk}) is theG-ideal generated by the setG · {r1, . . . , rk}. These elements
exist by the assumption on I and the ascending chain of G-ideals above doesn’t stabilise.
This is in contradiction with the G-Noetherianity of R.

Suppose now that every G-ideal of R is generated by the G-orbits of finitely many ele-
ments. Consider a chain of G-ideals in R:

I1 ⊂ I2 ⊂ · · ·

Then
⋃

k Ik is aG-ideal ofR and hence it is generated by the orbits of r1, . . . , rt . In particular
there exists a k0 such that ri ∈ Ik0 for every i = 1, . . . , t and therefore the chain stabilises at
k0. □

1.2.2 Topological Noetherianity
The ring-theoretic G-Noetherianity for the varieties we are interested in “is like the Arab
Phoenix: everybody swears it exists, but no one knows where it is”2—to be fair, we know
the Phoenix exists for some cases ([SS16; SS19; NSS16; SS22]). We will therefore be looking
at a weaker condition for stabilisation and seek for topologicalG-Noetherianity. The price
we pay is that our results are set-theoretic.

So, let nowX be a topological space and consider the poset Σ of closedG-stable subsets
ordered by inclusion.

Definition 1.2.17. We say that X is topologically G-Noetherian if every descending chain
of elements in Σ stabilises. �

Example 1.2.18. Recall the definitions of the infinite general linear group GL, and of the
infinite dimensional C-vector space V∞ from Notation at page 15. Consider two copies of
V∞. The group GL acts on each of them: an element g ∈ GL gives a linear automorphism
of V∞ sending a vector v ∈ V∞ to a vector g ·v. Hence a point (v, w) ∈ V∞⊕V∞ is mapped
via g to (g · v, g · w). By Theorem 1.2.15 together with Proposition 1.2.12, this space is ring-
theoretically GL-Noetherian as Sym is a subgroup of GL. However, we give a direct proof
of topological Noetherianity. Let C[xi , yi | i ∈ N] be the coordinate ring of V∞ ⊕ V∞
where the xi’s are coordinates for the first copy of V∞ and the yi’s for the second one. We
want to describe all the closed GL-stable subsets of V∞ ⊕ V∞. Clearly, the following are
closed subsets:

1. the empty set,

2. the whole space,

3. the point (0, 0), where 0 is the zero vector,
2From “Cosí fan tutte” by W.A. Mozart. The libretto, by L. Da Ponte, reads: “è come l’araba fenice: che ci sia

ognun lo dice, dove sia nessun lo sa.”.
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4. the set Cλ,µ B {(λv, µv) | v ∈ V∞} for a fixed (λ : µ) ∈ P1, with defining ideal
(µxj − λyj | j ∈ N), and

5. finite unions of the latter.

We prove that the above list is complete. Let C be a closed subset. If C is empty, we are
in case 1. Suppose C is nonempty. Let (v, w) be a point in C . If v = w = 0, and there
are no other points in C we are in case 3. If the vectors v, w are linearly independent, then
the closure of the GL-orbit of (v, w) fills the whole space— case 2. Suppose (λv, µv) ∈ C
for a nonzero vector v ∈ V∞ and (λ : µ) ∈ P1. Then its GL-orbit gives the closed subset
Cλ,µ, and, as C is stable under GL, we have Cλ,µ ⊂ C . If C = Cλ,µ or it is a finite union
of these closed subsets, we are in either case 4 or 5. Suppose it is not, and that C is not
the whole space. Let p1, p2, . . . be nonzero points in C with distinct GL-orbits Cλi ,µi for
some (λi : µi) ∈ P1 and i ∈ N. Let f ∈ C[xi , yi | i ∈ N] be a nonzero element of the
defining ideal of C . Then, for each i ∈ N the polynomial f must have a factor from the
ideal (µixj − λiyj | j ∈ N), but C[xi , yi | i ∈ N] is a UFD, µixj − λiyj are irreducible for
every i, j ∈ N, and the degree of f is bounded, hence this is impossible. In particular, the
list above is complete and the space V∞ ⊕ V∞ is topologically GL-Noetherian. �

Proposition 1.2.19. LetX andY be topologicalG-spaces and letφ : X → Y be a continuous
G-equivariant morphism. Suppose that φ is surjective and X is topologically G-Noetherian
then Y is topologically G-Noetherian too.

Proof. The pull-back along φ of any descending chain of closed G-stable subsets of Y is a
descending chain of closed G-stable subsets of X by Proposition 1.2.9 and the continuity
of φ. The pulled-back chain therefore stabilises because X is topologically G-Noetherian.
By surjectivity, the initial chain stabilises too. □

Proposition 1.2.20. Let A be a G-ring and I be a G-ideal. Define Y B Spec(A) and
let X be the G-subscheme V(I). Suppose Y is topologically G-Noetherian. Then there exist
a1, . . . , ak ∈ I such that

X = V((G · {a1, . . . , ak})).
Proof. Suppose not. Then there exist elements a1, a2, . . . in I such that

V((G · a1)) ⊋ V((G · {a1, a2})) ⊋ · · ·

The above is an infinite descending chain of closed G-stable subsets of Y . This is against
the topological G-Noetherianity of Y . □

Remark 1.2.21. In this thesis, either when the action of a group is clear, or it is clear we
are looking up to an action, we might drop the notation referring to the group. For exam-
ple, if X is a topological G-space we might just say “X is a topological space”, and in the
caseX is topologicallyG-Noetherian, we might just write “X is topologically Noetherian”.
However, in this chapter we try to mention the group involved. ��
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1.3 Summary of the thesis
This Ph.D. thesis comprises three papers and a half: the papers [BDD22] and [CDDEF22]—
treating topological Noetherianity; the paper [BDDE22]—about properties of tensors with
high strength; and the first half of [CDD]— regarding the singular locus of GL-varieties.
The papers [BDS22] and [BDFK22] do not appear in this thesis but have been written dur-
ing my Ph.D. time.

This thesis is divided into four parts. You are reading Part I, The Overture. This first
chapter aims to be a gentle and informal introduction to the subject (I hope you agree!),
and now it describes the content of the thesis. Part II, The Players, presents the objects and
the notions we will be working with for proving our results: Chapter 2 introduces poly-
nomial functors over infinite fields and their subvarieties, while the subsequent Chapter 3
presents the theory of polynomial functors defined over rings. These chapters are based on
[Bik20; BDD22; BDDE22; BDES22; Dra19; FS97; Tou14]. The successive Parts III and IV
contain all the results. Part III, composed of Chapters 4,5, and 6, studies stabilisation of
varieties when the group GL acts. In Chapter 4, based on [BDD22], we prove topological
GL-Noetherianity for polynomial functors defined over rings with Noetherian spectrum.
Chapter 5, based on the forthcoming paper [CDD], deals with stabilisation of the singular
locus of varieties in polynomial functors, while Chapter 6, based on [BDDE22], investi-
gates strength and universality of tensors.

Our study of geometric objects with a combined action of the infinite symmetric group
and the infinite general linear group is in Part IV consisting of Chapters 7 and 8. In Chap-
ter 7 we first formalise our point of view on varieties with action of Sym, and then of
Sym×GL. Eventually, we take Chapter 8 to prove that k infinite products of polynomial
functors are topologically Symk ×GL-Noetherian. These last chapters are based on, re-
spectively, [CEF15; CEFN14; DEF22] and [CDDEF22].

1.3.1 The threads
The possibly most striking result in this area is that infinite dimensional algebraic varieties
acted upon by the infinite general linear group GL are topologically GL-Noetherian. This
means that any descending chain of closed subsets stable under GL stabilises or, equiva-
lently, these varieties are cut out by finitely many equations up to the action of GL. The
result has first been shown for quadrics and cubics, respectively in [Egg15] and [DES17].
It was then re-formulated and proven with the language of polynomial functors defined
over infinite fields in [Dra19]. After that, the geometry of polynomial functors has taken
more directions and, under the assumption of working over a field of characteristic zero, it
has been formalised with the language of GL-varieties in [BDES22]. In this paper we find
the starting point of the first thread of this thesis: “The Embedding Theorem” [BDES22,
Theorems 4.1, 4.2]. This theorem was already in [Dra19] but more like a silent actor rather
than one of the main characters. In this thesis, The Embedding Theorem is Theorem 2.4.1.
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It allows the use of induction on “the size” of varieties in polynomial functors as it de-
scribes a distinguished open subset of the variety in terms of “smaller” varieties. The thread
for Chapters 4,5, 6 and 8 relates to the above use of The Embedding Theorem. As men-
tioned before, in Chapter 4 we prove that polynomial functors defined over rings with
Noetherian spectrum are topological GL-Noetherian. Methods come from commutative
algebra and representation theory while the strategy relies on the line of the original proof
of [Dra19]. Indeed, we make use of a (very intricate) triple induction after establishing the
corresponding Embedding Theorem for this setting. The results of Chapter 5 make use of
The Embedding Theorem of [BDES22] tout-court. In Chapter 6 we prove Theorem 6.1.6,
the “Parameterisation Theorem for GL-subsets”: under the assumption of working in char-
acteristic zero we prove that a proper GL-subset (not necessarily closed!) of a Vec-variety
can be covered by finitely many “smaller” Vec-varieties. In Chapter 8, restricting again to
characteristic zero, we prove Theorem 8.4.1: it is a parameterisation theorem for a specific
type of varieties (hence closed) enjoying the action of the group Symk ×GL.

The second thread of this Ph.D. thesis regards the notions of strength and universality
and it is contained in Chapter 6. In the setting of infinite dimensional GL-varieties, there
are elements that can specialise to any element “defined in finite dimension” (in a suitable
sense). We name such elements universal and we find a link with (a generalisation of) the
notion of strength, a founding and fundamental concept in this area.
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Part II

The players
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Chapter 2

Polynomial functors over fields

In this chapter we describe polynomial functors over an infinite field K . These objects
firstly raised in the setting of representation theory [FLS94; FS97] but our interest lies in
their geometry. An introduction to polynomial functors is [FS97; Tou14], while a compre-
hensive geometric study (in their incarnation as spectra of finitely generated GL-algebras)
is in [BDES22]. This chapter is based on these works together with [Bik20; Dra19] and it is
intended to make this thesis self-contained.

2.1 Polynomial representations
Let V be a K -vector space and G be a group. Recall that

• a representation (V, ρ) of G is a morphism of groups:

ρ : G→ GL(V ),

• and an algebraic group is an algebraic variety G that admits a group structure whose
multiplication mapm : G×G→ G (mapping (g1, g2) ↦→ g1g2), and inversion map
ι : G→ G (mapping g ↦→ g−1) are regular morphisms.

Example 2.1.1. For every n ∈ N the group GLn is an algebraic group. �

LetV be a finite dimensionalK -vector space and let (V, ρ) be a representation of GLn. We
are interested in representations coming from geometry, namely, those for which the map

ρ : GLn → GL(V )
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is a morphism of algebraic groups. These representations are called “rational”. Indeed,
after picking a basis for V , we have

ρ((xi,j)ni,j=1) =
(
pk,l (xi,j | i, j ∈ [n])

det((xi,j)ni,j=1)e

)dim(V )

k,l=1

where pk,l is a polynomial in the variables xi,j for i, j ∈ [n], det((xi,j)ni,j=1) is the determi-
nant of the matrix (xi,j)ni,j=1, and e is a natural number. In particular, the entries of the
right-hand-side are rational functions whose denominator is a power of the determinant
of (xi,j)ni,j=1. We are interested when e = 0, and in this case we speak about “polynomial

representations”.

Example 2.1.2. Let V be a vector space of dimension n together with basis {v1, . . . , vn}.
Every matrix g = (xi,j)ni,j=1 in GLn gives an isomorphism g : V → V defined by the usual
matrix-vector multiplication: g(vj) =

∑n
i=1 xi,jvj . This is a polynomial representation with

pk,l (xi,j) = xk,l for all k, l ∈ [n]. �

Example 2.1.3. Let V be as above, and consider the tensor product V ⊗ V . Then every
g = (xi,j)ni,j=1 ∈ GLn gives the automorphism g ⊗ g ∈ GL(V ⊗ V ) defined by v ⊗ w ↦→
g · v ⊗ g · w and extended by linearity. This is a polynomial representation: consider the
ordered basis {vi ⊗ vj | i, j ∈ [n]} where vi ⊗ vj precedes vk ⊗ vl if (i, j) < (k, l) in the
lexicographic order. Then the ((k, l), (i, j))-th entry of the matrix g ⊗ g is xk,ixl,j . �

2.1.1 Polynomial functors
Recall that Vec is the category of finite dimensional K -vector spaces with K -linear maps.
Let V and W be vector spaces in Vec. A polynomial map from V to W is an element of
Sym•K (V ∗) ⊗W , where Sym•K (V ∗) denotes the symmetric K -algebra over the dual space
of V .

Example 2.1.4. Let {x1, . . . , xn} be the dual of a basis {v1, . . . , vn} ofV , and let {w1, . . . , wm}
be a basis for W . An element f of Sym•K (V ∗) ⊗W is of the form:

f B
m∑︁
i=1

pi (x1, . . . , xn) ⊗ wi ,

where pi’s are polynomials inK [x1, . . . , xn]. Then f defines the (polynomial) map f : V →
W mapping the vector v =

∑n
j=1 λjvj with λi ∈ K to the vector

∑m
i=1 pi (λ1, . . . , λn)wi . The

degree of f is the highest degree of the pi’s, and f is said homogeneous of degree d if all the
pi’s are homogeneous of degree d. As we are working over an infinite field, the assignment
Sym•K (V ∗) ⊗W → Map(V,W )—the maps from V to W— is injective. �

30



Example 2.1.5. Let V � K2 be a vector space with basis {v1, v2} and coordinates x, y, and
let W � K3 be a vector space with basis w1, w2, w3. Let f ∈ Sym•K (V ∗) ⊗ W be the
element x ⊗ w1 + xy ⊗ w2 + y3 ⊗ w3. Then, with respect to the above bases, f maps a vector
(u, v) ∈ V , with u, v ∈ K , to the vector (u, uv, v3) ∈W . �

Definition 2.1.6. A polynomial functor is a functor P from the category Vec to itself such
that for all vector spaces U,V ∈ Vec the assignment

PU,V : Hom(U,V ) → Hom(P (U ), P (V ))

is a polynomial map. If the degree of the map PU,V has a fixed bound independent from
U and V we say that the polynomial functor P has finite (or bounded) degree. If for every
U,V the map PU,V is homogeneous of a fixed degree d, we say that the polynomial functor
P is homogeneous of degree d. To simplify notation we write P (φ) instead of PU,V (φ) when
the domain U and the codomain V of a map φ is clear from the context. �

Remark 2.1.7. Note that after choosing bases, a map φ ∈ Hom(U,V ) corresponds to a
matrix with coefficients in K . The fact that PU,V is a polynomial map means that PU,V (φ)
is a matrix whose entries are polynomials in the entries of φ. ��

Example 2.1.8. Consider the functor S1 ⊕ S1 : Vec→ Vec. It assigns to eachV ∈ Vec the
spaceV ⊕ V and to each φ ∈ Hom(U,V ) the map φ ⊕ φ that sends (v, w) to (g · v, g ·w).
Then, S1 ⊕ S1 is a homogeneous polynomial functor of degree 1. �

Example 2.1.9. Consider the functor T 2 (V ) B V ⊗ V assigning to a map φ : U → V
the map φ ⊗ φ : U ⊗ U → V ⊗ V that sends u ⊗ u to φ(u) ⊗ φ(u) for u, u ∈ U , and is
extended by linearity. Let {u1, . . . , um} be a basis for U , {v1, . . . , vn} be a basis for V , and
let (xi,j)i∈n,j∈[m] be corresponding matrix for φ. After ordering lexicographically the bases
{ui ⊗ uj}mi,j=1 and {vi ⊗ vj}ni,j=1, the map P (φ) = φ ⊗ φ corresponds to the n2 ×m2 matrix
where the ((k, l), (i, j))-th entry is xk,ixl,j . So, the second tensor powerT 2 is a homogeneous
polynomial functor of degree two. �

Example 2.1.10. Consider the functor T 2 ⊕ S1 assigning to each V ∈ Vec the space
(V ⊗ V )⊕V , and to eachφ ∈ Hom(U,V ) the mapφ⊗φ⊕φ. This is a non-homogeneous
polynomial functor of degree 2. �

Other examples of polynomial functors are: the d-th symmetric power Sd, the d-th
alternating power

∧d.

Example 2.1.11. Consider the d-the symmetric power V ↦→ Sd (V ). It is a homogeneous
polynomial functor of degree d. If V has basis x1, . . . , xn, then Sd (V ) is isomorphic to
K [x1, . . . , xn]d, theK -module of homogeneous degree-dpolynomials (together with 0). In
this setting, linear mapsSd (φ) forφ : V →W are induced by substitutions of the variables
x1, . . . , xn with linear forms in the variables y1, . . . , ym, withK [y1, . . . , ym]d � Sd (W ). �
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Remark 2.1.12. Polynomial functors show another connection with polynomiality: they
behave like ordinary univariate polynomials. Indeed, they can be added via direct sums,
multiplied via taking the tensor products, subtracted via taking quotients (in the case one
is included in the other), and composed. Moreover, they are direct sums of unique ho-
mogeneous polynomial functors of non-negative degree (see Remark 2.1.13), we can shift
them by a constant as explained in Section 2.1.4, and we can define their derivative as in
Section 6.2.1. ��

Remark 2.1.13. A polynomial functor P is the direct sum of its homogeneous compo-
nents. For every V ∈ Vec the i-th homogeneous component is defined by

Pi (V ) = { p ∈ P (V ) : P (λ idV ) (p) = λip for every λ ∈ K },

and eachPi is a homogeneous polynomial functor of degree i. By the semi-simplicity of GL
we have P =

⊕
i≥0 Pi ([Tou14, Section 4.1.3]). If P is of bounded degree, then the above is

a finite direct sum. We note that P0 is a constant polynomial functor, which assigns a fixed
vector space P (0) ∈ Vec to allV ∈ Vec and the identity map to each linear map. We call P
pure if P0 = {0}. ��

Remark 2.1.14. PF denotes the category of polynomial functors with natural transfor-
mations. In particular, a natural transformation α : P → Q is given by linear maps
α(V ) : P (V ) → Q(V ) for every V ∈ Vec plus the usual commutativity condition. A
check shows that PF is an Abelian category. ��

Remark 2.1.15. For reasons that will become clear later, our proofs rely on the fact that the
polynomial functors we are working with have bounded degree. Hence we will be working
with the full subcategories PFd, and PF≤d that denote, respectively, homogeneous poly-
nomial functors of degree d, and polynomial functors of degree at most d. By [Gre07,
Corollary 2.6e] these categories are semisimple when Char(K) = 0 or Char(K) > d. ��

Remark 2.1.16. Let V ∈ Vec. Note that GL(V ) sits inside End(V ). In particular, P (V )
is a polynomial GL(V )-representation. ��

Definition 2.1.17. We say that a polynomial functor P is irreducible if the only nonzero
subobject of P in PF is P itself. �

Remark 2.1.18. A polynomial functor P is irreducible if and only if for everyV ∈ Vec we
have that P (V ) is an irreducible GL(V )-representation. Indeed, this is true by the Fried-
lander and Suslin’s lemma of the following section. ��

Example 2.1.19. Consider the polynomial functorT 2. For everyV ∈ Vecwe haveT 2 (V ) =
S2 (V ) ⊕∧2 (V ). Then T 2 is not irreducible but S2 and

∧2 are. �
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Remark 2.1.20. When the characteristic of the field is zero, an irreducible polynomial
functor corresponds to a Schur functor. Therefore, a generic polynomial functor is isomor-
phic to direct sums of Schur functors. As Schur functors are quotients of tensors powers,
we may refer to the elements of polynomial functors as “tensors”. We point at [FH91] for
the theory of Schur functors. ��

2.1.2 Friedlander and Suslin’s lemma
Consider a polynomial functor P. Recall that by Remark 2.1.16 for every vector space V ∈
Vec the assignment P ↦→ P (V ) gives a GL(V )-representation P (V ). Denote by

• Rep f

GL(V ) the category of finite-dimensional polynomial representations of GL(V ),

• Rep f

GL(V ) ,≤d the subcategory of finite-dimensional polynomial GL(V )-
representations of degree at most d,

• Rep f

GL(V ) ,d the subcategory of homogeneous degree-d GL(V )-representations.

Then we have the following lemma by Erik Friedlander and Andrei Suslin.

Lemma 2.1.21 ([FS97, Lemma 3.4]). Let n ≥ d and V be a vector space of dimension n.
Then the functor

PFd → Rep f

GL(V ) ,d

assigning to a polynomial functor P the representation P (V ) is an equivalence of categories.

In particular, when the dimension of V is bigger than d the functor above extends to
an equivalence of categories

PF≤d → Rep f

GLn ,≤d.

Example 2.1.22. The condition n ≥ d is necessary. Consider the polynomial functor
∧d,

the d-th alternating tensor power. It is a homogeneous polynomial functor of degree d.
The

∧d (V ) is trivial for any V of dimension strictly smaller than d. �

2.1.3 Well-founded order
By a pre-order ⪯ on a class we will mean a reflexive and transitive relation. We also write
B ⪰ A for A ⪯ B. Furthermore, write A ≺ B or B ≻ A to mean that A ⪯ B but not
B ⪯ A. The pre-order is well-founded if it admits no infinite strictly decreasing chains
A1 ≻ A2 ≻ . . ..
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(Isomorphism classes of) polynomial functors are partially ordered by the relation ≺
defined by Q ≺ P if Q � P and for the largest e with Qe � Pe the former is a quotient of
the latter. This partial order is well-founded by Lemma 2.1.21. See [Dra19, Lemma 12] for a
proof.

2.1.4 Shift operation
Definition 2.1.23. Given a finite dimensional vector spaceU , define the shift functor ShU :
Vec → Vec by assigning to each V ∈ Vec the vector space U ⊕ V , and to each map
φ ∈ Hom(V,W ) the map idU ⊕φ. �

LetP be a polynomial functor. We denote with ShU P the compositionP ◦ShU . Then
ShU P is a polynomial functor assigning to each V ∈ Vec the vector space P (U ⊕ V ), and
to a morphism φ ∈ Hom(V,W ) the morphism P (idU ⊕φ).

Example 2.1.24. Consider P B T 2, then

ShU T 2 (V ) = T 2 (U ⊕ V ) = (U ⊗ U ) ⊕ (U ⊗ V ) ⊕ (V ⊗ U ) ⊕ (V ⊗ V ).

Note in particular that the right-hand-side is different than T 2 (U ) ⊕ T 2 (V ) �

Remark 2.1.25. The group GL(U ⊕V ) acts onP (U ⊕V ). The space ShU P (V ) coincides
with P (U ⊕ V ) but by functoriality only the stabiliser GL(V ) of U acts on it. ��

Remark 2.1.26. Let P be a polynomial functor of degree d. After choosing bases we have

P (µ idU ⊕λ idV ) =
∑︁
i,j≥0
i+j≤d

λiµjMi,j

for some matrices Mi,j ∈ Kdim(P (U⊕V ) )2 . Consider p ∈ (ShU P)d (V ). By definition,
P (idU ⊕λ idV ) (p) = λdp for every λ, and, since the field is infinite, Mi,j (p) = 0 for every
(i, j) ≠ (0, d). In particular, P (µ idU ⊕λ idV ) (p) = λdp for every µ. ��

Remark 2.1.27. Let P be a polynomial functor of degree d. We show below that

ShU P � P ⊕ P′

with P′ a strictly smaller polynomial functor than P (note that P′ � ShU P/P). The in-
clusion map ιV : V → U ⊕V and the projection map πV : U ⊕V → V give linear mor-
phismsP (ιV ) : P (V ) → P (U ⊕V ) andP (πV ) : P (U ⊕V ) → P (V ). As πV ◦ ιV = idV ,
we have that P (ιV ) is injective and P (πV ) is surjective, and a check shows that both of
them respect the grading (they map elements of the e-degree part to elements of degree e).
Hence, ShU P � P ⊕ P′ for some polynomial functor P′. Consider p ∈ (ShU P)d (V ),
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and note 0 · idU ⊕ idV = ιV ◦ πV . By Remark 2.1.26 P (0 · idU ⊕ idV ) (p) = p, so that
P (ιV ) (P (πV ) (p)) = p and therefore p ∈ Pd (V ). Then the two polynomial functors have
isomorphic homogeneous degree-d components

Pd � (ShU P)d,

and P′ has strictly smaller degree than P. ��

Example 2.1.28. In the setting of Example 2.1.24, P′ (V ) = U ⊗ U ⊕ U ⊗ V ⊕ V ⊗ U ,
and it has degree one. �

2.1.5 Dimension
In characteristic zero, when polynomial functors are direct sums of Schur functors, their
dimension is a polynomial in dim(V )with rational coefficients. The same holds for general
polynomial functors of bounded degree:

Proposition 2.1.29. Let P be a polynomial functor of bounded degree. Then there exists a
univariate polynomial fP in dim(V ) of degree at most deg P with rational coefficients such
that for every V ∈ Vec:

dim(P (V )) = fP (dim(V )).
We call the polynomial fP the dimension function of P.

Proof. We do induction on the order ≺ of Section 2.1.3. If the degree of P is zero, then
P (V ) is a constant vector space, hence its dimension function is a constant polynomial and
the statement is true. Suppose now that deg P > 0 and that the statement holds for every
polynomial functor of degree strictly smaller than the degree of P. In particular, we can
assumeP homogeneous of degree d. LetU be a one-dimensional vector space and consider
ShU P � P ⊕ P′ with P′ B ShU P/P. By Remark 2.1.27 deg P′ < deg P. Therefore we
have:

fP (n + 1) = fP⊕P′ (n) = fP (n) + fP′ (n),
where, by induction, fP′ is a polynomial of degree at most d − 1. There exists only one
function p satisfying both p(n + 1) − p(n) = fP′ (n) and p(0) = dim(P ({0})). The
function p is a polynomial of degree at most d1, so we set fP = p and get the statement. □

Example 2.1.30. For every V ∈ Vec we have

• fT 2 (dim(V )) = dim(T 2 (V )) = dim(V )2,

• fS2 (dim(V )) = dim(S2 (V )) =
(dim(V )+1

2
)
= 1

2 (dim(V )2 + dim(V )),

• and f∧2 (dim(V )) = dim(∧2 (V )) = 1
2 (dim(V )2 − dim(V )).

�
1Actually, p has degree one more than the degree of fP′ .
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2.2 Geometry
In this section, we equip polynomial functors with their natural Zariski topology. We de-
scribe the regular maps, the closed subsets (the Vec-varieties), and the connection with in-
finite dimensional GL-varieties.

2.2.1 Polynomial functors as affine spaces
For everyV ∈ Vec the vector spaceP (V ) is naturally an affine space. Indeed, choose a basis
forP (V ) and consider the polynomial functions onP (V ) with respect to that basis. These
are polynomials on the duals of the basis vectors. The Zariski-closed subsets are given by
the vanishing loci of these polynomials. In other words, the coordinate ring K [P (V )] of
P (V ) is given by the symmetric K -algebra Sym•K (P (V )∗) on P (V )∗.

Example 2.2.1. LetV ∈ Vec, then the space S1 (V ) = V is an affine space with coordinate
ring K [x1, . . . , xdim(V ) ] where xi are the dual elements of a basis of V . �

This topology behaves well with respect to functoriality: a polynomial functorP is also
a functor into the category of affine varieties. Indeed, for any linear morphismφ : V →W
the corresponding map P (φ) is a morphism of affine varieties as P (φ) is a linear map.

Moreover, one gets a contravariant functor to K -algebras of finite-type by considering
the symmetric K -algebra on the dual. Summing up, one can look at a polynomial functor
P as a functor to

• finite dimensional vector spaces: V ↦→ P (V ) ∈ Vec;

• topological spaces: V ↦→ P (V ) ∈ Top;

• affine K -varieties: V ↦→ P (V ) ∈ Var;

• K -algebras of finite-type: V ↦→ Sym•K (P (V )∗) ∈ Alg;

• affine K -schemes of finite-type: V ↦→ Spec
(
Sym•K (P (V )∗)

)
∈ Sch.

When we take one of the geometric points of view on P, we change the notation accord-
ingly. For example, let P and Q be polynomial functors, then:

(P ⊕ Q) (V ) = P (V ) × Q(V )

where the right-hand-side is the fibre product over SpecK . In particular, according to the
splitting into homogeneous components, we have P (V ) = P0 (V ) × . . . × Pd (V ).

Remark 2.2.2. The coordinate ring K [P (V )] is a polynomial GL(V )-representation
over K . The (right) action of g ∈ GL(V ) on K [P (V )] is given by P (g)#. ��
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The following proposition is nothing but a very well-known fact in geometry. We single
it out as we will be using this property a lot.

Proposition 2.2.3. Let P and Q be polynomial functors. Then

K [(P ⊕ Q) (V )] = K [P (V )] ⊗ K [Q(V )].

In particular, we will be looking at equations in K [(P ⊕ Q) (V )] as polynomials with
variables in (Q(V ))∗ and coefficients in K [P (V )]. Another consequence of the above
proposition is the definition of the GL-grading. Suppose that the polynomial functor P
has degree d and consider its decomposition into homogeneous components, namely P =⊕d

i=0 Pi . The above proposition implies that

K [P (V )] = K [P0V ] ⊗ K [P1V ] ⊗ · · · ⊗ K [PdV ].

Let x be a coordinate of Pi (V )∗ and consider g = λ idV ∈ GL(V ). Then the action of g
on x gives λix. Hence, besides the standard grading onK [P (V )] that assigns degree one to
each element ofP (V )∗, we have the GL-grading: the coordinates ofPi (V ) have GL-degree
i.

2.2.2 Morphisms
In this section we introduce the morphisms between polynomial functors. They play the
role of regular maps in classical algebraic geometry.

Definition 2.2.4. Let P and Q be polynomial functors. A polynomial transformation
α : P → Q of polynomial functors is given by a polynomial map α(V ) : P (V ) → Q(V )
for every V ∈ Vec such that for every φ ∈ Hom(U,V ) the diagram

P (U ) QU

P (V ) Q(V )

PU,V (φ)

α(U )

QU,V (φ)
α(V )

commutes. �

Example 2.2.5. In this example we think about elements of S1 (V ) and S2 (V ) as, respec-
tively, linear and quadratic forms. Consider α : S1 ⊕ S1 → S2 defined as follows. For every
V ∈ Vec the maps α(V ) : S1 (V ) ⊕ S1 (V ) → S2 (V ) is given by α(V ) (l1, l2) = l1l2, the
multiplication of the two linear forms. Note that for every φ ∈ Hom(U,V ) the diagram

S1 (U ) ⊕ S1 (U ) S2 (U )

S1 (V ) ⊕ S1 (V ) S2 (V ),

φ⊕φ

α(U )

S2 (φ)
α(V )

given by
(l1, l2) l1l2

(φ(l1), φ(l2)) φ(l1)φ(l2)

φ⊕φ

α(U )

S2 (φ)
α(V )

37



commutes. Then, α is a polynomial transformation. �

Remark 2.2.6. Homogeneous polynomial transformations of degree one are the natural
transformations we used in Section 2.1.2. With respect to these latter maps, polynomial
functors form the Abelian category PF. On the other hand, the category PFpol of polyno-
mial functors equipped with polynomial transformations is not Abelian: the image might
no longer be a polynomial functor. ��

Remark 2.2.7. For us a subfunctor Q of a polynomial functor P is a subobject of P in
the category PF. In particular, Q is a polynomial functor, and P = Q ⊕ P′ where P′ is a
polynomial functor. ��

2.2.3 Subvarieties of polynomial functors
After we established how a polynomial functor P is an affine space we now want to define
its “varieties”. Look at a polynomial functor P as a functor from Vec to Sch.

Definition 2.2.8. Let X, Y : Vec → Sch be functors. Let α : X → Y be a natural
transformation. We say that α is a closed embedding if α(V ) : X (V ) → Y (V ) is a closed
embedding for every V ∈ Vec. We say that a functor X : Vec → Sch admitting a closed
embedding α : X → P in some polynomial functorP is an affineVec-scheme. The category
of affine Vec-schemes is the full subcategory (whose objects are affine Vec-schemes) in the
functor category SchVec. �

The following is our main object of study: it is our notion of variety in polynomial
functors.

Definition 2.2.9. Let X be an affine Vec-scheme. If X (V ) is a reduced affine scheme for
every V ∈ Vec, we say that X is a Vec-variety. �

We can think of a Vec-variety X of P as a functor X : Vec → Sch such that X (V ) ⊂
P (V ) is a subvariety and X (φ) = P (φ) |X (U ) for every φ ∈ Hom(U,V ).

Example 2.2.10. LetM≤r be the functor assigning to everyV ∈ Vec, the subsetM≤r (V )
of tensors of rank at most r in T 2 (V ), and to every φ ∈ Hom(U,V ) the restriction to
M≤r (U ) of φ ⊗ φ. Note that M≤r (V ) is a Zariski-closed subset of V ⊗ V for every
V ∈ Vec, and φ ⊗ φ(M≤r (U )) ⊂M≤r (V ) for every φ ∈ Hom(U,V ). Then, together
with the reduced structure, M≤r is a Vec-variety. �

Let X and Y be Vec-varieties. A morphism of Vec-varieties is a natural transformation
α : X → Y such that for every φ ∈ Hom(U,V ) we have Y (φ) ◦ α(U ) = α(V ) ◦ X (φ).
The category of Vec-varieties is the full subcategory whose objects are Vec-varieties in the
category of affine Vec-schemes.
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Remark 2.2.11. Clearly, the category of affine Vec-schemes is closed under taking closed
embeddings. It is also closed under taking finite products. Indeed, the product of X, Y :
Vec → Sch in SchVec is given by V ↦→ X (V ) × Y (V ); and furthermore, given closed
embeddings X→ P and Y→ Q, the assignment

X (V ) × Y (V ) → P (V ) × Q(V )

defines a closed embedding of the productX ×Y into the polynomial functorP⊕Q. ��

Lemma 2.2.12. The category of affine Vec-schemes admits fibre products.

Proof. First note that for morphisms of affine Vec-schemes X → Y , Z → Y the fibre
product X ×Y Z of X and Z over Y exists in the functor category SchVec and is given by

(X ×Y Z) (V ) B X (V ) ×Y (V ) Z(V ).

Moreover, since Y (V ) is affine (or more generally since Y (V ) is separated, see [Stacks, Tag
01KR]) the natural morphismX (V )×Y (V )Z(V ) → X (V )×Z(V ) is a closed embedding.
The statement then follows by Remark 2.2.11. □

Definition 2.2.13. Let α : P → Q be a polynomial transformation. We define the image
of α to be the functor Im(α) defined by assigning α(V ) (P (V )) to every V ∈ Vec and
the maps Q(φ) |α(U ) (P (U ) ) to every φ ∈ Hom(U,V ). By taking the closure of α(V ) (P (V ))
inside Q(V ), we define the closure of the image of α and denote it by Im α. Note that Im α
is a Vec-variety of Q. �

The following proposition is immediate.

Proposition 2.2.14. LetX be aVec-variety of a polynomial functorP, and letφ ∈ Hom(V,W ).
Then:

1. if φ is injective, then P (φ) restricts to a closed embedding X (V ) → X (W );

2. if φ is surjective, then P (φ) restricts to a surjective morphism X (V ) → X (W ); and

3. if V = W and φ is a linear isomorphism, then P (φ) restricts to an automorphism
X (V ) → X (V )—and indeed, the map GL(V )×X (V ) → X (V ), (φ, p) ↦→ P (φ)p
is an algebraic group action.

Proof. We prove the first item; the rest is proved in a similar fashion. If φ is injective, then
let ψ ∈ Hom(W,V ) be such that ψ ◦ φ = idV . Then P (ψ) ◦ P (φ) = P (ψ ◦ φ) =
P (idV ) = idP (V ) by functoriality. It follows that P (φ) is an injective linear map, hence
defines a closed embedding P (V ) → P (W ), and this restricts to a closed embedding
X (V ) → X (W ). □
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Definition 2.2.15. Let X be a nonempty Vec-variety such that if X = Z1 ∪ Z2 for Z1, Z2
two Vec-subvarieties of X , then either X = Z1 or X = Z2. In this case we say that X is
irreducible. �

Remark 2.2.16. Let X be a Vec-variety of a finite degree polynomial functor P. Then X
is irreducible if and only if X (V ) is an irreducible variety for every V ∈ Vec. The “only if”
part is a consequence of Theorem 2.4.3. ��

Remark 2.2.17. Polynomial functors are always irreducible Vec-varieties, but they might
not be irreducible objects in PF. ��

2.2.4 Infinite dimensional varieties
We now show how the language of polynomial functors fits in the frame of infinite dimen-
sional GL-equivariant algebraic geometry.

For n ∈ N≥1 define the map πn : Kn → Kn−1 to be the projection onto the first n − 1
components. The collection P (Kn) with the morphisms P (πn) forms an inverse system.
Denote with P∞ its inverse limit. Explicitly, up to isomorphism one has:

P∞ =

{
( pn)n∈N ∈

∏
n∈N

P (Kn) | P (πj) ( pj) = pj−1 for all j ∈ N≥1

}
,

and the natural projections π∞,n : P∞ → P (Kn) are given by mapping (pi)i∈N to pn. It is
a topological space with respect to the inverse limit topology.

Remark 2.2.18. The inverse limit topology coincides with the Zariski topology induced
by the ring lim−→n

K [P (Kn)]: the direct limit of K [P (Kn)] with maps P (πn)#. Up to iso-
morphism we have

lim−→
n

K [P (Kn)] =
⋃
n

K [P (Kn)]

and the direct limit maps are the natural inclusions ofK [P (Kn)] into the direct limit. Let
I be an ideal of

⋃
n K [P (Kn)], and let In be its preimages in K [P (Kn)] along the natural

inclusions. Then one has:
V(I) =

⋂
n

π−1
∞,n (V(In)),

showing that the Zariski topology sits inside the inverse limit topology. As the inverse limit
topology is the coarsest topology making the maps π∞,n continuous and these are continu-
ous with respect to the Zariski topology, one gets the opposite inclusion too. In particular,
P∞ coincides with the K -points of the scheme:

Spec

(
lim−→
n

K [P (Kn)]
)
.
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Remark 2.2.19. We now describe the action of GL on the affine space P∞. Consider an
element g ∈ GL. In particular g belongs to GLn for a fixed n. For every i denote by gi the
matrix

gi B

(
g 0
0 Ii

)
,

where Ii denotes an identity matrix of size i × i. Define g · (pn+i)i≥0 as (P (gi) (pn+i))i≥0.
This action is well defined by the commutativity of the diagram:

P (Kn+i−1) P (Kn+i)

P (Kn+i−1) P (Kn+i).

P (gi−1 )

P (πn+i )

P (gi )

P (πn+i )

��

LetX be aVec-variety ofP. LetX∞ be the inverse limit ofX (Kn)withP (πn). Let In be
the defining ideal ofX (Kn) insideK [P (Kn)]. Then the inverse limitX∞ is a subvariety of
P∞ given by V (⋃n In) and it is stable under GL, in particular it is a GL-variety. Viceversa,
given a polynomial functor P with inverse limit P∞, and given a GL-variety Y in P∞, we
can construct a Vec-variety X of P such that its inverse limit X∞ satisfies X∞ = Y . Details
follow. Consider the (radical) ideal of Y in K [P∞], and let Ii ⊂ K [P (K i)] be the preim-
ages along the inclusions. LetX (K i) be the vanishing locus of Ii inP (K i) and note that for
every i the inclusion Ii ⊂ Ii+1 holds. For every vector space V of dimension i consider an
isomorphism φ : K i → V , and define X (V ) = P (φ) (X (K i)). One can check that these
data give a Vec-variety X of P, and, by construction, its projective limit satisfies X∞ = Y .

Example 2.2.20. T 2
∞ is the space of infinite-by-infinite matrices, while M≤r∞ is the sub-

space of infinite-by-infinite matrices of rank at most r. �

Remark 2.2.21. The above shows that there is a one-to-one correspondence betweenVec-
varieties of P and GL-varieties in P∞. ��

Remark 2.2.22. A polynomial transformation α : P → Q naturally yields a continuous
map P∞ → Q∞ also denoted by α. ��

2.2.5 Linear endomorphisms
Elements of GL are N ×N matrices of the block form(

g 0
0 I∞

)
where g ∈ GLn for some n and I∞ is the infinite identity matrix.
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Definition 2.2.23. Let E ⊃ GL be the monoid of N×N matrices with the property that
each row contains only finitely many nonzero entries. �

Example 2.2.24. For every integer i ≥ 1, let φi ∈ Kni×mi be a matrix. Then the block
matrix ©«

φ1
φ2

. . .

ª®®¬
is an element of E. �

We define an action of E on P∞ as follows. Let p = (p0, p1, . . .) ∈ P∞ and φ ∈ E. For
each integer i ≥ 0, to compute qi in

q = (q0, q1, . . .) = P (φ)p

we choose ni ≥ 0 such that all the nonzero entries of the first i rows of φ are in the first ni
columns. Now, we let ψi ∈ K i×ni be the i × ni block in the upperleft corner of φ, so that

φ =

(
ψi 0
∗ ∗

)
,

and we set qi B P (ψi)pni . Note that if we replace ni by a larger number ñi , then the result-
ing matrix ψ̃i satisfies ψ̃i = ψi ◦ π, where π : K ñi → Kni is the projection. Consequently,
we then have

P (ψ̃i)pñi = P (ψi)P (π)pñi = P (ψi)pni ,

so that qi is, indeed, well-defined. A straightforward computation shows that, forφ, ψ ∈ E,
we have P (ψ) ◦ P (φ) = P (ψ ◦ φ), so that E does indeed act on P∞. For infinite degree-d
forms, the action of φ ∈ E is by linear variable substitutions xj ↦→

∑∞
i=1 φijxi . Note that,

since each xi appears in the image of only finitely many xj , this substitution does indeed
make sense on infinite degree-d series. Since GL ⊆ E, an E-stable subset of P∞ is also GL-
stable. The converse does not hold, since for instance E also contains the zero matrix, and
P (0)f = 0 ≠ P (g)f for all nonzero f ∈ P∞ and g ∈ GL when the polynomial functor P
is pure. However, it is easy to see that closed GL-stable subsets of P∞ are also E-stable. In
particular, we have GL·f = P (E)f .

2.3 Strength
We now introduce a classical measure for homogeneous polynomials and we then extend
it to elements in any polynomial functor. The strength of polynomials plays a key role
in the resolution of Stillman’s conjecture by Tigran Ananyan and Mel Hochster [AH20a;
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AH20b], the subsequent work by Daniel Erman, Steven Sam and Andrew Snowden [ESS19;
ESS21d; ESS21a], and in David Kazhdan and Tamar Ziegler’s work [KZ18b; KZ20]. Also
see [BBOV22; BBOV21; BV21; BDE19; BO21; DES17] for other recent papers studying
strength.

2.3.1 Definitions and examples
Definition 2.3.1. Let n ≥ 1 be an integer and let f ∈ K [x1, . . . , xn]d be a homogeneous
polynomial of degree d ≥ 2. Then the strength of f , denoted str(f ), is the minimal integer
k ≥ 0 such that there exists an expression

f = g1h1 + . . . + gkhk

where gi ∈ K [x1, . . . , xn]di and hi ∈ K [x1, . . . , xn]d−di for some integer 0 < di < d for
each i ∈ [k]. �

Example 2.3.2. Fix integers d ≥ 2 and k ≥ 0. The elements in Sd (V ) of strength ≤ k
form a subset of Sd. Over an algebraically closed field of characteristic zero this set is closed
for d = 2, 3 but not for d = 4; see [BBOV22]. �

Example 2.3.3. In the context of Definition 2.3.1, we set P B
⊕k

i=1 (Sdi ⊕ Sd−di ) and
Q B Sd and define α by

α(g1, h1, . . . , gk, hk) B g1h1 + . . . + gkhk.

This is a polynomial transformation P → Q. �

Example 2.3.4. Let Q,R be polynomial functors and α : Q ⊗ R→ P a linear morphism.
Then (q, r) ↦→ α(q ⊗ r) defines a bilinear polynomial transformation Q ⊕ R→ P. �

Inspired by these examples, we propose the following definition of strength for ele-
ments of homogeneous polynomial functors. We are not sure that this is the best definition
in arbitrary characteristic, so we restrict ourselves to characteristic zero.

Definition 2.3.5. Assume that charK = 0. Let P be a homogeneous polynomial functor
of degree d ≥ 2 and let V ∈ Vec. The strength of p ∈ P (V ) is the minimal integer k ≥ 0
such that

p = α1 (q1, r1) + . . . + αk (qk, rk)

where, for each i ∈ [k], Qi , Ri are irreducible polynomial functors with positive degrees
adding up to d, αi : Qi ⊕ Ri → P is a bilinear polynomial transformation and qi ∈ Qi (V )
and ri ∈ Ri (V ) are tensors. �
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Remark 2.3.6. Positive degrees of two polynomial functors cannot add up to 1. So nonzero
tensors p ∈ P (V ) of homogeneous polynomial functors P of degree 1 cannot have fi-
nite strength. We say that such tensors p have infinite strength. Note that the strength
of 0 ∈ P (V ) always equals 0. ��

Proposition 2.3.7. Assume that charK = 0. For each integer d ≥ 2, the strength of a
polynomial f ∈ Sd (V ) according to Definition 2.3.1 equals that according to Definition 2.3.5.

Proof. The inequality ≥ follows from the fact that αi : Sdi ⊕ Sd−di → Sd, (g, h) ↦→ g · h is
a bilinear polynomial transformation. For the inequality ≤, suppose that α : Q ⊕ R→ Sd

is a nonzero bilinear polynomial transformation, where Q and R are irreducible of degrees
e < d and d− e < d. SoQ andR are Schur functors corresponding to Young diagrams with
e and d − e boxes, respectively, and Q ⊗ R admits a nonzero linear morphism to Sd, whose
Young diagram is a row of d boxes. The Littlewood-Richardson rule then implies that the
Young diagrams ofQ andRmust be a single row as well, so thatQ = Se andR = Sd−e, and
also that there is (up to scaling) a unique morphismQ ⊗R = Se ⊗ Sd−e → Sd, namely, the
one corresponding to the polynomial transformation (g, h) ↦→ g · h. □

2.3.2 Some properties

The strength of a tensor in P quickly becomes very difficult when P is not irreducible as
the following examples show.

Example 2.3.8. Take P = (Sd)⊕e for some integer e ≥ 1. Then the strength of a tuple
(f1, . . . , fe) ∈ P (V ) is the minimum number k ≥ 0 such that

f1, . . . , fe ∈ span{g1, . . . , gk}

where g1, . . . , gk ∈ Sd (V ) are reducible polynomials. �

Example 2.3.9. Consider P = S2 ⊕ ∧2, so that P (V ) = V ⊗ V , and assume that K
is algebraically closed. The only possibilities for Q and R are Q(V ) = R(V ) = V . The
bilinear polynomial transformations α : Q ⊕ R→ P are of the form

α(u, v) = au ⊗ v + bv ⊗ u = c(u ⊗ v + v ⊗ u) + d(u ⊗ v − v ⊗ u)

for certain a, b, c, d ∈ K . We note that str(A) = ⌈rk(A)/2⌉ whenA ∈ S2 (V ) and str(A) =
rk(A)/2 when A ∈ ∧2 (V ). In general, we have

rk(A)/2, rk(A+A⊤)/2, rk(A−A⊤)/2 ≤ str(A) ≤ rk(A), rk(A+A⊤)/2+ rk(A−A⊤)/2
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for all A ∈ V ⊗ V , where each bound can hold with equality. For example, for the matrix

A =

©«

0 1
0 0

. . .

0 1
0 0

ª®®®®®®¬
we have rk(A + A⊤)/2 = rk(A − A⊤)/2 = str(A) = rk(A). �

Example 2.3.10. Again take P = S2 ⊕ ∧2 and consider P (K2) = K2×2. Assume K is
algebraically closed. The matrix

A =

(
1 x
0 1

)
clearly has strength ≤ 2. We will show thatA has strength 2 whenever x = ±2 and strength
1 otherwise. In particular, this shows that the subset of P (K2) of matrices of strength ≤ 1
is not closed. Suppose A has strength 1. Then we can write A as au ⊗ v + bv ⊗ u with
a, b ∈ K and v, u ∈ K2. Let e1, e2 be the standard basis of K2. Without loss of generality,
we may assume that u = e1 + λe2 and v = e1 + µe2 for some λ, µ ∈ K . We get

a + b = 1, aµ + bλ = x,

aλ + bµ = 0, λµ = 1.

Using λ = µ−1 and b = 1 − a, we are left with aµ2 + (1 − a) = xµ and a + (1 − a)µ2 = 0.
The latter gives us µ ≠ ±1 and a = µ2/(µ2 − 1). We get µ2 + 1 = xµ. Now, if x ≠ ±2, then
such a µ ≠ ±1 exists. So in this case A indeed has strength 1. If x = ±2, the only solution is
µ = ±1. Hence A has strength 2 in this case. �

2.3.3 Strength in infinite dimension
LetP be a pure polynomial functor. IfP = Sd, then the elements ofP∞ can be thought of as
homogeneous series of degree d in infinitely many variables x1, x2, . . .. Here, closed subsets
of P∞ are defined by polynomial equations in the coefficients of these series. On P∞ acts
the group GL and in the case of degree-d series, an element g ∈ GLn ⊂ GL maps each of
the first n variables xi to an invertible linear combination of x1, . . . , xn and the remaining
variables to themselves.

Example 2.3.11. On degree-d forms, GL has dense orbits, such as that of

f = x1x2 · · · xd + xd+1xd+2 · · · x2d + . . .

The reason is that this series can be specialised to any degree-d form in finitely many vari-
ables by linear variable substitutions. This implies that the image of GL·f in each Sd (Kn)
is dense. Hence GL·f is dense in Sd∞. �
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For every pure polynomial functor P, the group GL has dense orbits on P∞—in fact,
uncountably many of them: see [Bik20, Section 4.5.1]. We now extend the notion of strength
to elements in the infinite dimensional setting.

Definition 2.3.12. Assume that charK = 0. LetP be a homogeneous polynomial functor.
The strength of a tensor p ∈ P∞ is the minimal integer k ≥ 0 such that

p = α1 (q1, r1) + . . . + αk (qk, rk)

for some irreducible polynomial functorsQi , Ri whose positive degrees sum up to d, bilin-
ear polynomial transformations αi : Qi ⊕ Ri → P and elements qi ∈ Qi,∞ and ri ∈ Ri,∞.
If no such k exists, we say that p has infinite strength. �

2.3.4 A quasi-order on infinite tensors
Definition 2.3.13. For infinite tensors p, q ∈ P∞ we write p ⪯ q if p ∈ P (E)q. In this case,
we say that q specialises to p. �

Remark 2.3.14. The symbol ≺ or ⪯ was used for the order on polynomial functors in
Section 2.1.3. This cannot lead to confusion: the type of objects involved is completely
different. ��

From the fact that E is a unital monoid that acts on P∞, we find that ⪯ is transitive and
reflexive. Hence it induces an equivalence relation ≃ on P∞ by

p ≃ q⇔ p ⪯ q and q ⪯ p,

as well as a partial order on the equivalence classes of ≃.

Example 2.3.15. Fix an integer k ≥ 1 and consider the polynomial functor P = (S1)⊕k.
A tuple q = (q1, . . . , qk) ∈ P∞ has a dense GL-orbit if and only if q1, . . . , qk ∈ S1

∞ are
linearly independent. Suppose that q has a dense GL-orbit and let A be the N × k matrix
corresponding to q. Then A has full rank. By acting with an element of GL ⊆ E, we may
assume that

A =

(
Ik
B

)
where B is again an N × k matrix. Now, take

φC B

(
Ik
C I∞

)
∈ E

and note that φ−BA = (Ik 0)⊤, so that P (φ−B)q = (x1, . . . , xk). So any two tuples in
P∞ with a dense GL-orbit are in the same equivalence class. Moreover, the element of E
specializing one tuple to the other can be chosen to be invertible in E as φCφ−C = I∞. �
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There is an obvious relation between ⪯ and orbit closures, namely: if p ⪯ q, then
p ∈ GL·q. The converse, however, is not true.

Example 2.3.16. Let p = x1 (x2
1 + x2

2 + . . .), q = x3
1 + x

3
2 + . . . ∈ S3

∞. As every cubic
polynomial is sum of powers of linear forms, the GL-orbit of g is dense in S3

∞, and hence
p ∈ S3

∞ = GL·q. However, we have p ⪯̸ q: suppose that

f B x1g(x1, x2, . . .) + h(x2, x3, . . .) ∈ S3 (E)q

for some g ∈ S2
∞ and h ∈ S3

∞. As only finitely many variables xi are substituted by linear
forms containing x1 when specialising q to f , we see that

x1g(x1, x2, . . .) + h̃(x2, x3, . . .) ∈ S3 (E) (x3
1 + x

3
2 + . . . + x

3
n)

for some integer n ≥ 1 and h̃ ∈ S3
∞. From this, it is easy to see that g has finite strength.

Hence f ≠ p as x2
1 + x2

2 + . . . has infinite strength. So indeed p ⪯̸ q.
�

In order to have a tensor p ∈ P∞ with a dense GL-orbit, the polynomial functor P
must be pure. For some time, we believed that when this is the case all elements p ∈ P∞
with a dense GL-orbit might form a single ≃-equivalence class. When P has degree ≤ 2,
this is in fact true; see Example 6.4.4. However, it doesn’t hold for cubics.

Example 2.3.17. Let p, q ∈ S3
∞ be as before. Now also consider r = p(x1, x3, . . .) +

q(x2, x4, . . .). We have q = r(0, x1, 0, x2, . . .) ⪯ r and so S3
∞ = GL·q ⊆ GL·r. Hence both q

and r have dense GL-orbits. And, we have r ⪯̸ q: indeed, otherwise p = r(x1, 0, x2, 0, . . .) ⪯
r ⪯ q, but p ⪯̸ q. �

Indeed, the poset of equivalence classes for points in S3
∞ of infinite strength is isomor-

phic to N; see [BDS22].

2.4 The Embedding Theorem
In this section we work with polynomial functors of bounded degree defined over a field
K of characteristic zero.

Theorem 2.4.1 (The Embedding Theorem). Let P be a polynomial functor and let X be
a proper Vec-variety of P. Let R be an irreducible subfunctor of P and let π : P → P/R be
the projection transformation. Let X ′ be the closure of the projection of X along π. Then one
of the following holds:

1. X = π−1 (X ′) = X ′ × R,
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2. there exists a finite dimensional vector space U and an equation h ∈ K [P (U )] not
entirely vanishing onX such that the dashed arrow below coming from the compositions
of the diagram is a closed embedding:

ShU X ShU P

ShU X [1/h] ShU P/R[1/h].

Remark 2.4.2. The natural map mentioned in case 2 is the restriction of the projection
map ShU P → ShU P/R to the open subset of ShU X where h doesn’t vanish. Moreover,
we can rephrase case 2 by saying that ShU X [1/h] is isomorphic to a Vec-subvariety Z of
ShU P/R[1/h]. ��

2.4.1 Applications of the Embedding Theorem
The Embedding Theorem first appeared in the proof of topological Noetherianity of poly-
nomial functors.

Theorem 2.4.3 ([Dra19, Theorem 1]). LetX be aVec-variety. Then every descending chain
of Vec-subvarieties

X = X0 ⊇ X1 ⊇ X2 ⊇ . . .

stabilises, that is, there exists N ≥ 0 such that for each n ≥ N we have Xn = Xn+1.

Another corollary of The Embedding Theorem is the following proposition. It is also
known as “The Shift Theorem” in [BDES22, Theorem 5.1].

Proposition 2.4.4. Let X be a Vec-variety of a polynomial functor P, then there exist a
finite-dimensional vector space U , an equation h ∈ K [P (U )] not identically vanishing on
X (U ), a polynomial functor Q, and a finite-dimensional affine variety B such that

ShU X [1/h] � B × Q .

Proof. In the case X is the polynomial functor P the statement of the theorem is true for
Q = P and B being a point. Assume then X to be proper and proceed by induction on the
ordering of polynomial functors. The base case is when P has degree zero andX is a proper
closed subvariety B of the (finite-dimensional) affine space. In this case, X = B, so the base
case of the induction is settled. Suppose P is not constant, X is proper, and assume the
statement true for every Vec-variety of a polynomial functors P′ with P′ ≺ P. We apply
Theorem 2.4.1 toX andP choosingR to be an irreducible subfunctor in the highest degree

48



part of P. The theorem gives two possibilities. In the case 1, we have X = π−1 (π(X )).
Define P′ B P/R and note that

X � π(X ) × R ⊂ P.

By construction P′ ≺ P, hence we can apply the induction hypothesis to π(X ). Therefore
there exist a finite-dimensional vector spaceU , a polynomial functorQ, an equation h, and
a finite-dimensional affine variety B such that ShU π(X ) [1/h] � B × Q. Hence

ShU X [1/h] � ShU
(
π(X ) × R

)
[1/h] = ShU π(X ) [1/h] × ShU R � B × Q × ShU R .

Since Q ⊕ ShU R is a polynomial functor, we proved the theorem for this case.
In the possibility 2 of The Embedding Theorem, there exists aVec-subvarietyZ ⊂ ShU P/R[1/h]
such that

ShU X [1/h] � Z . (2.1)

As ShU P/R ≺ P (because the highest degree parts of P and of any of its shifts are iso-
morphic and R was taken in the top-degree part of P), the induction hypothesis applies to
Z, and hence there are a polynomial functor Q, a finite-dimensional vector space U ′, an
equation h′, and a finite-dimensional affine variety B such that

ShU ′ Z[1/h′] � B × Q.

As the shift of an isomorphism is still an isomorphism and the restriction of an isomor-
phism is an isomorphism too, the map in (2.1) induces the isomorphism

ShU⊕U ′ X [1/h · h′] � ShU ′ Z[1/h′] � B × Q ,

where h′ denotes both the equation in K [(ShU P/R) (U ′)] and its pull-back along the
projection map ShU P → ShU P/R. This proves the theorem. □

Remark 2.4.5. In the case X is proper and there is an R in the top-degree part of P for
which case 2 applies, we have that the polynomial functor Q of Theorem 2.4.4 satisfies
Q ≺ P in the order of polynomial functors given in Subsection 2.1.3. This is true because
in the proof Q is (isomorphic to) the subfunctor of ShU⊕U ′ P/ShU ′ R that is smaller than
P. ��

2.4.2 Dimension functions
Definition 2.4.6. LetX be aVec-variety of a polynomial functorP. We define the dimen-
sion function fX of X to be:

fX (n) B dim(X (V )),
where V is a vector space of dimension n and dim(X (V )) is the dimension of X (V ) as a
variety. �
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Recall Proposition 2.1.29. Below we prove that also the dimension functions of Vec-
varieties are eventually polynomials with rational coefficients:

Proposition 2.4.7. If X is a proper Vec-variety of a polynomial functor P, then its dimen-
sion function is eventually a polynomial with rational coefficients whose degree is at most the
degree of P. In other words, there exists a polynomial pX in n with rational coefficients such
that for any n big enough we have fX (n) = pX (n).

Proof. Assume X irreducible, so that dim(X (U ⊕ V )) = dim(X (U ⊕ V ) [1/h]) for
any equation h not vanishing identically on X . By Proposition 2.4.4 there are a finite-
dimensional vector spaceU , an equationh, a polynomial functorQ, and a finite-dimensional
affine variety B such that ShU X [1/h] � B × Q. Say that the dimensions of U , V , and B
are, respectively, k, n, and b then

fX (k + n) = fShU X [1/h] (n) = fQ (n) + b.

In particular for any n bigger than k we have

fX (n) = fQ (n − k) + b.

By Proposition 2.1.29 the function fQ is a polynomial with rational coefficients, and hence
for n > k the function fX (n) is the polynomial fQ (n − k) + b thought as a polynomial in
n. Since b is an integer, fX (n) has rational coefficients too.
In the caseX is not irreducible, we can consider its irreducible components. The number of
irreducible components is finite because P is Noetherian by Theorem 2.4.3. Let X1, . . . , Xt
be the irreducible components ofX . The dimension function of each of them is eventually
a polynomial with rational coefficients by the above reasoning. Hence, the polynomial with
the biggest leading term among those is eventually the dimension function of X and this
proves the theorem. □

We want to prove the following

Proposition 2.4.8. LetX be an irreducible Vec-variety of a polynomial functor P of degree
d. Suppose that case 1 of Theorem 2.4.1 never applies for any irreducible subfunctor R of P
of highest degree. Then the dimension function fX of X is eventually a polynomial of degree
strictly less than d.

Proof. There exists an U , a h, a Q, and a B as in Proposition 2.4.4 such that

ShU X [1/h] � B × Q , (2.2)

and Q ≺ P by Remark 2.4.5. In particular, the degree of Q is smaller than or equal to
the degree of P. Say that the dimension of U is k and the dimension of B is b. By the
irreducibility of X we have that

fX (n) = fShU X [1/h] (n − k) = fQ (n − k) + b
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for n > k. In particular, the dimension function fX is eventually a polynomial of degree
at most the degree of Q by Proposition 2.1.29. Suppose that the degree of Q is d and let
S be an irreducible subfunctor of Qd. Define Q′ B Q/S, so that Q = Q′ ⊕ S, and con-
sider the morphism B × Q′ × S → ShU P induced by the isomophism (2.2). Fix a point
p = (b, q′) ∈ B × Q′, and consider the restriction of the above map to {p} × S. Its image
gives an irreducible component of degree d in ShU P. With an abuse of notation, name it
S too. In particular, ShU X [1/h] = S × X ′′ for some Vec-variety X ′′ ⊂ ShU P/S. The
morphism ShU P → P induced by the map PU⊕V→V restricts to an isomorphism on the
top degree part, namely, on part of degree d. As this morphism is also surjective, we deduce
that X = S × X ′ with X ′ being a Vec-variety of P/R. This is against the assumption that 1
of Theorem 2.4.1 never applies to X .
We deduce that the degree ofQ is strictly smaller than d and therefore the dimension func-
tion of X is eventually a polynomial of degree strictly smaller than d. □
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Chapter 3

Polynomial functors over rings

In this chapter we introduce polynomial functors defined over rings and their associated
topological spaces. In Section 3.1 we set the notation up and recall some classic results.
Polynomial laws and the coordinate ring of a module are the topics of Section 3.2, while
Section 3.3 describes the topological space AM associated to a module M. Finally, we in-
troduce polynomial functors defined over rings and develop the geometry needed for the
proof of topological Noetherianity in Chapter 4. This chapter is fully based on parts of
[BDD22]. The polynomial functors that we study are often referred to as “strict polyno-
mial functors” in the literature, e.g. in [FS97; Tou14]; we will drop the adjective “strict”. We
do not know whether the polynomial functors over finite fields studied in [Pir02] admit a
similar theory. We will use work of Roby on polynomial laws [Rob63] and work of Touzé
on polynomial functors [Tou14] but indeed only more elementary parts of their work such
as the generalisation of Friedlander-Suslin’s [FS97, Theorem 3.2] to general base rings R;
see [Tou14, Théorème 7.2].

3.1 Notation and classical results
For this chapter and Chapter 4, since we will be working over a ringR, we modify our nota-
tion from page 15 as follows. Recall thatR denotes a commutative ring with unit. Now, the
letters U,V denote R-modules, Hom(U,V ) denotes the R-module of R-module homo-
morphisms fromU toV . In particular, End(U ) B Hom(U,U ), andU ∗ B Hom(U,R).
When we pick an R-algebra A —namely, when we write something like:“Let A be an R-
algebra”— we assume it is commutative. However, not all R-algebras we deal with are
commutative. When we speak about a morphism of rings, we assume it is unital. If A
is anR-algebra andM,N areA-modules, then HomA (M,N ) denotes theA-module ofA-
module homomorphisms from M to N . If F is a field and M is an F -module, dimF (M)
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denotes the dimension of M as an F -vector space. If D is an R-algebra that is a domain,
GLn (D) denotes the invertible n × n-matrices with coefficients in D. AlgR denotes the
category of R-algebras.

3.1.1 Additional notation
Let 𝔭 be a prime ideal of R, then we write K𝔭 for the fraction field of the domain R/𝔭. If
R is a domain, then we write K B K(0) for the fraction field of R. Except where specified
otherwise, tensor products are over R, and we use the terms R-domain and R-field for R-
algebras that, as rings, are domains and fields, respectively.

3.1.2 From finitely generated to free modules.
The following lemma, which we will later generalise to polynomial functors, is well-known;
we give a proof for completeness.

Lemma 3.1.1. Let R be a domain, let M be a finitely generated R-module, and let N be a
submodule of M. Then there exists a nonzero r ∈ R and elements v1, . . . , vn ∈ N such that
R[1/r] ⊗N is a finitely generated free submodule ofR[1/r] ⊗M with basis 1⊗v1, . . . , 1⊗vn,
and such thatR[1/r] ⊗M is the direct sum ofR[1/r] ⊗N and another freeR[1/r]-module.

Note that tensoring with K yields that n = dimK (K ⊗ N ).

Proof. The vector spaceK ⊗N is contained in the finite-dimensional vector spaceK ⊗M.
Hence there exist v1, . . . , vn ∈ N such that 1 ⊗ v1, . . . , 1 ⊗ vn is a basis of K ⊗ N , and
vn+1, . . . , vm ∈ M such that 1 ⊗ vn+1, . . . , 1 ⊗ vm is a basis of a complement of K ⊗ N in
K ⊗M. We claim that both statements hold withK replaced byR[1/r] for some nonzero
r.

To see this, extend v1, . . . , vm with vm+1, . . . , vl to a generating set of the R-module M.
Then for each j = m + 1, . . . , l we have, in K ⊗M,

1 ⊗ vj =
m∑︁
i=1

cij ⊗ vi

for certain coefficients cij ∈ K . This identity means that there exists a non-zero element
r ∈ R and suitable coefficients c′ij in R such that

1 ⊗ vj =
m∑︁
i=1
(c′ij/r) ⊗ vi

holds in R[1/r] ⊗M. Hence R[1/r] ⊗M is generated by 1 ⊗ v1, . . . , 1 ⊗ vm, and these
elements do not have any nontrivial linear relation over R[1/r] since their images in K ⊗
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M do not satisfy any such relation over K . It follows that R[1/r] ⊗M is free with basis
1 ⊗ v1, . . . , 1 ⊗ vm. Furthermore, R[1/r] ⊗ N contains the R[1/r]-module spanned by
1 ⊗ v1, . . . , 1 ⊗ vn; and conversely, if v ∈ R[1/r] ⊗M is an element ofR[1/r] ⊗N , then it
cannot have a nonzero coefficient on any of the lastm−n basis elements, because inK ⊗M
the image of v is a linear combination of the first m basis elements and the basis elements
do not satisfy any linear relation there. Hence R[1/r] ⊗ N ⊆ R[1/r] ⊗ M is free with
basis 1 ⊗ v1, . . . , 1 ⊗ vn. □

3.2 Polynomial laws and the coordinate ring of a module
3.2.1 Polynomial laws
We follow [Rob63, Chapter 1]. Let M,N be R-modules. Recall that AlgR is the category
of R-algebras.

Definition 3.2.1. A polynomial law φ : M → N is a collection of maps

(φA : A ⊗M → A ⊗ N )A∈AlgR
such that for everyR-algebra homomorphismα : A→ B the following diagram commutes:

A ⊗M
φA
//

α⊗idM
��

A ⊗ N

α⊗idN
��

B ⊗M
φB
//// B ⊗ N.

�

Example 3.2.2. Suppose that M and N are the free modules R2 and R, respectively, so
that A ⊗ M and A ⊗ N are canonically identified with A2 and A. Then the collection
(φA)A defined by φA (x, y) = xy + y2 for x, y ∈ A is a polynomial law M → N , and indeed
one that is homogeneous of degree 2 in the sense of Definition 3.2.5 below. �

More generally, the name polynomial law derives from the following fact.

Lemma 3.2.3. Consider two R-modules M and N . Suppose that M is finitely generated
and let {v1, . . . , vn} be a set of generators. Let φ : M → N be a polynomial law. Then φ is
completely determined by the element:

ι(φ) B φR[x1 ,...,xn ] (x1 ⊗ v1 + · · · + xn ⊗ vn) ∈ R[x1, . . . , xn] ⊗ N.

This gives an injective map ι from the collection of polynomial laws fromM toN to the module
R[x1, . . . , xn] ⊗ N . In the case where M is free with basis v1, . . . , vn, this injective map is a
bijection.
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Proof. LetA be anR-algebra, let a1, . . . , an ∈ A be elements and let α : R[x1, . . . , xn] → A
be theR-algebra homomorphism sending xi ↦→ ai . Then the diagram associated toα shows
that φA (a1 ⊗ v1 + · · · + an ⊗ vn) = (α ⊗ idN )ι(φ) and hence ι is injective. If M is free
with basis v1, . . . , vn, then φA (a1 ⊗ v1 + · · · + an ⊗ vn) =

∑
j fj (a1, . . . , an) ⊗ wj defines a

polynomial law φ : M → N for every
∑
j fj ⊗ wj ∈ R[x1, . . . , xn] ⊗ N . □

Example 3.2.4. IfR is an infinite field, then a polynomial lawφ fromM = Rn toN = Rm

is in fact uniquely determined by φR, which is required to be a polynomial map, i.e., a map
all of whose m coordinate functions are polynomials in the n coordinates on M. So then
the set of polynomial laws from M to N is precisely the set of polynomial maps from the
vector space M to the vector space N .

For a general ringR, we denote byAnR the affine scheme Spec(R[x1, · · · , xn]). The set
of polynomial laws from Rn to Rm is the set of morphisms AnR → A

m
R defined over R.

Of course, such a morphism need not be determined by its map φR : Rn → Rm, but it is
determined by the maps φA : An → Am for allR-algebrasA. This motivates the definition
of polynomial laws. �

Definition 3.2.5. A polynomial law φ : M → N is homogeneous of degree d if for each
R-algebra A and all a ∈ A,m ∈ A ⊗M, we have φA (am) = adφA (m). �

WritingR[x1, . . . , xn]d for the set of homogeneous polynomials of degree d, we see that
the injection from Lemma 3.2.3 maps a homogeneous polynomial law M → N of degree
d to an element of R[x1, . . . , xn]d ⊗ N .

Proposition 3.2.6. Let M1, . . . ,Md, N be R-modules and let φ : M1 × · · · ×Md → N
be a multilinear map. Then φ extends to a homogeneous polynomial law of degree d (also
denoted φ). After identifying A ⊗ (M1 × · · · ×Md) � A ⊗M1 × · · · × A ⊗Md, we have

φA

(∑︁
i1

ai1 ⊗ mi1 , . . . ,
∑︁
id

aid ⊗ mid

)
=

∑︁
i1 ,...,id

ai1 · · · aid ⊗ φ(mi1 , . . . , mid )

for all R-algebras A, ai1 , . . . , aid ∈ A and mi1 ∈ M1, . . . , mid ∈ Md.

Proof. The maps φA are well-defined as the mapsAd ×M1 × · · · ×Md → A ⊗N sending
(a1, . . . , ad, m1, . . . , md) ↦→ a1 · · · adφ(m1 · · ·md) are multilinear. The collection (φA)A
is a homogeneous polynomial law of degree d and φR = φ. □

Remark 3.2.7. Composition of R-module homomorphisms is a bilinear map. By the
proposition, we can thus view this operation as a polynomial law. ��

A homogeneous polynomial law φ : M → N of degree 0 is the same thing as an ele-
ment of N (namely, the element φR (0), which equals φA (m) for any R-algebra A and any
elementm ∈ A⊗M); we call these polynomial laws constant. A homogeneous polynomial
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law M → N of degree 1 is the extension of an R-module homomorphism M → N as in
the proposition above (namely, the map φR : M → N , which in this case is R-linear and
uniquely determines φA for all A ∈ AlgR); we call these polynomial laws linear.

The following proposition says that, in many ways, polynomial laws behave like ordi-
nary polynomial maps between vector spaces. For proofs we refer to [Rob63].

Proposition 3.2.8. Let φ, ψ : M → N , γ : N → O be polynomial laws between R-
modules.

1. The collection φ + ψ B (φA + ψA)A is a polynomial law M → N , homogeneous of
degree d if φ, ψ are.

2. We have φ =
∑∞
d=0 φd for unique polynomial laws φd : M → N of degree d, where

for each R-algebra A and each m ∈ A ⊗M we have φd,A (m) = 0 for all but finitely
many d’s (φd is called the homogeneous component ofφ of degree d); moreover, ifM
is finitely generated, then only finitely many of the φd are nonzero.

3. The collection γ ◦ φ B (γA ◦ φA)A is a polynomial law M → O, homogeneous of
degree de if φ, ψ are homogeneous of degrees d, e, respectively.

4. If N = R, then φ · ψ B (m ↦→ φA (m)ψA (m))A is a polynomial law M → R,
homogeneous of degree d + e if φ, ψ are homogeneous of degrees d, e, respectively.

Proposition 3.2.9. Letφ : M⊕M′ → N be a polynomial law betweenR-modules. Thenφ
has a unique decomposition φ =

∑∞
i,j=0 φ(i,j) such that φ(i,j) : M ⊕M′ → N is a bihomoge-

neous polynomial law of degree (i, j), i.e., after identifyingA⊗(M⊕M′) � A⊗M⊕A⊗M′,
we have φ(i,j) ,A (am, bm′) = aibjφ(i,j) ,A (m,m′) for allR-algebrasA, a, b ∈ A,m ∈ A⊗M
andm′ ∈ A⊗M′. Moreover, ifφ is homogeneous of degree d, thenφ(i,j) = 0 for all i+ j ≠ d.

Proof. Suppose that such a decomposition exists and let A be an R-algebra. Then we have

φA[s,t] (sm, tm′) =
∑︁
i,j

φ(i,j) ,A[s,t] (sm, tm′) =
∑︁
i,j

sitjφ(i,j) ,A (m,m′) ∈
∞⊕
i,j=0

sitjA ⊗ N

for all m ∈ A ⊗ M and m′ ∈ A ⊗ M′. This shows that the φ(i,j) are unique. If φ is
homogeneous of degree d, setting s = t, we see that φ =

∑
i+j=d φ(i,j) and hence φ(i,j) = 0

for i + j ≠ d. What remains to show the existence of the decomposition. In fact, defining
φ(i,j) ,A (m,m′) to be the coefficient of sitj in φA[s,t] (sm, tm′), it is easy to show that the
φ(i,j) are bihomogeneous polynomial laws of degree (i, j) adding up to φ. □

The class ofR-modules, in addition to its structure of Abelian category withR-module
homomorphisms as morphisms, has the structure of a (non-Abelian) category with poly-
nomial laws as morphisms. Both structures will be important to us, but we reserve the
notation ModR for the category in which the morphisms are R-module homomorphisms
(i.e., homogeneous polynomial laws of degree 1).
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Definition 3.2.10 (Base change). If B is an R-algebra, then the tensor product functor
ModR → ModB, which sends linear polynomial laws over R to linear polynomial laws
overB, can be extended to a functor from the category ofR-modules with polynomial laws
overR to the category ofB-modules with polynomial laws overB: on objects, the functor is
just M ↦→ B ⊗M, and a polynomial law (φA)A∈AlgR : M → N is mapped to (φA)A∈AlgB
where, for aB-algebraA, the mapφA is interpreted as a mapA⊗B (B⊗RM) � A⊗RM →
A ⊗R N � A ⊗B (B ⊗R N ). �

3.2.2 The coordinate ring of a module
Let M be a finitely generated R-module.

Definition 3.2.11. We writeR[M] for the set of polynomial lawsM → R andR[M]d ⊆
R[M] for the subset of homogeneous polynomial laws of degree d. The addition and mul-
tiplication from Proposition 3.2.8, the grading from Definition 3.2.5 and the identification
R[M]0 = R give R[M] =

⊕∞
d=0 R[M]d the structure of a Z≥0-graded commutative

R-algebra. We call this R-algebra the coordinate ring of M. �

Remark 3.2.12. In [Rob63, Chapitre III], various algebras associated to an R-module M
are introduced, but they are different from our R-algebra R[M]. One important differ-
ence is that for us, the elements of M play the role of geometric objects, whereas there, the
algebras consist of elements in divided or symmetric powers of M. ��

As usual with coordinate rings, the association M ↦→ R[M] is a contravariant func-
tor from the category of R-modules with polynomial laws to the category of R-algebras: a
polynomial lawφ : M → N has a pull-back mapφ# : R[N ] → R[M] sending f ↦→ f ◦φ.
If φ is linear, then φ# is a graded homomorphism.

If M is generated by v1, . . . , vn, then the injection ι : R[M] → R[x1, . . . , xn] of
Lemma 3.2.3 is a graded ring homomorphism. The following lemma says precisely which
subalgebra its image is.

Lemma 3.2.13. Let ψ : N → M be a surjective R-module homomorphism. Then the map
ψ# is a graded isomorphism fromR[M] to the gradedR-subalgebra ofR[N ] whose degree-d
part equals

{f ∈ R[N ]d | ∀u ∈ ker(ψ) : f ◦ tu = f }

where tu : N → N (called translation by u) is the affine-linear polynomial law v ↦→ v + u.

Proof. Let g ∈ R[M]d and write f = ψ# (g) = g ◦ ψ . To see that ψ# is injective, note
that fA = gA ◦ (idA ⊗ ψ) for all R-algebras A. So if fA = 0, then gA = 0 as idA ⊗ ψ is
surjective. To see that the image is contained in the subalgebra, it is enough to note that
ψA = idA ⊗ ψ and tu,A (m) = m + 1 ⊗ u and so ψ ◦ tu = ψ as polynomial laws. Now, let
f ∈ R[N ]d be a polynomial law such that f ◦ tu = f for all u ∈ ker(ψ). It remains to show
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that f = g ◦ ψ for some g ∈ R[M]d. As idA ⊗ ψ is surjective, we set gA (m) B fA (n) for
any n ∈ A ⊗N mapping tom. To do this, we need to show that fA (n) = fA (n′) whenever
n − n′ ∈ ker(idA ⊗ ψ). Since the functor A ⊗ − from R-modules to A-modules is right-
exact, we have ker(idA ⊗ ψ) = A ⊗ ker(ψ). Take h = f ◦ ((n, n′) ↦→ n + n′). Then we see
that

hA (n, 1 ⊗ u) = fA (n + 1 ⊗ u) = (f ◦ tu)A (n) = fA (n) = hA (n, 0)

for all R-algebras A, n ∈ A ⊗ N and u ∈ ker(ψ). It follows that h(i,j) ,A (n, 1 ⊗ u) = 0
whenever j > 0. And, we have h(d,0) ,A (n, n′) = fA (n). So

fA (n + a ⊗ u) = hA (n, a ⊗ u)
= h(d,0) ,A (n, a ⊗ u) +

∑d
i=1 h(d−i,i) ,A (b, a ⊗ u)

= fA (n) +
∑d
i=1 a

ih(d−i,i) ,A (b, 1 ⊗ u)
= fA (n)

for all n ∈ A ⊗ N , a ∈ A and u ∈ ker(ψ). So if n − n′ ∈ ker(idA ⊗ ψ), then fA (n) =
fA (n′). This shows gA is well-defined. It is straightforward to check that g = (gA)A is a
homogeneous polynomial law of degree d. □

Example 3.2.14. When R is an infinite field and both M and N are finite-dimensional
vector spaces over R, R[M] is just the subring of R[N ] consisting of all polynomials that
are constant on fibres of the projection N →M. �

The following example shows that, even when R is Noetherian and M is finitely gen-
erated, R[M] need not be Noetherian.

Example 3.2.15. LetR B K [t]/(t2) whereK is a field of characteristic zero, and letM B
K [t]/(t). ThenM = R/(t) is anR-module generated by a single element v B 1+ (t) and
R[M] is the subring of R[x] spanned by all homogeneous polynomials f = cxd such that
f (x + at) = f (x) for all a ∈ K . Now c(x + at)d = cxd + cdatxd−1 and hence we need that
c ∈ (t) whenever d ≥ 1. HenceR[M] is the vector space overK spanned by 1, t, tx, tx2, . . .
with the multiplication (tix) (tix) = 0. Observe that R[M] is not Noetherian, since the
ideal span{t, tx, tx2, . . .} is not finitely generated. On the other hand, the quotientR[M]red

of R[M] by its ideal of nilpotent elements is K . �

However, we will see later that if Spec(R) is Noetherian and M is finitely generated,
then a certain topological space AM defined using R[M] is also Noetherian. In Exam-
ple 3.2.15, this is a consequence of the fact that Spec(R[M]) = Spec(K) is Noetherian. See
also Remark 3.3.17.

Example 3.2.16. Now consider a field K of characteristic 2 and set R B K [t]/(t2). The
same computation as above shows that cxi with odd i can only be in R[M] ⊆ R[x] if c
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is in (t). But for even i, cxi is in R[M] regardless of c ∈ R. Hence R[M] is the K -vector
space with basis

1, t, tx, x2, tx2, tx3, x4, tx4, . . .

and R[M]red � K [x2] as a graded algebra. �

If B is an R-algebra, then the base change functor from Definition 3.2.10 sends poly-
nomial laws M → R to polynomial laws B ⊗M → B. This yields an R-algebra homo-
morphism R[M] → B[B ⊗M] and hence a B-algebra homomorphism B ⊗ R[M] →
B[B ⊗M]. The following example shows that this needs not be an isomorphism.

Example 3.2.17. LetR = Z andM = Z/2Z, generated by a single element v = 1+2Z. Then
by Lemma 3.2.13, R[M] is the subring of R[x] spanned by all homogeneous univariate
polynomials f such that f (x+2a) = f (x) for alla ∈ Z. Only the constant polynomials have
that property, so R[M] = R. Now take the Z-algebra B = Z/2Z C F2, which is a field,
and B⊗M is the one-dimensional vector space over that field, so B[B⊗M] � F2 [x]. �

However, when B is a localisation of a domain R, then the map is an isomorphism:

Proposition 3.2.18. Suppose that R is a domain. Let M be a finitely generated R-module
and let S be a multiplicative subset of R not containing 0. Set R′ B S−1R. Then

R′ ⊗ R[M] � S−1R[M] � R′ [R′ ⊗M] � R′ [S−1M].

Proof. The first and last isomorphisms are standard. For the middle isomorphism, we
choose generators m1, . . . , mn of M and embed R[M] as a graded R-subalgebra A of
R[x1, . . . , xn]. Since localisation is exact, S−1R[M] is then isomorphic to the R′-algebra
S−1A ⊆ R′ [x1, . . . , xn]. On the other hand, using the generators 1 ⊗ m1, . . . , 1 ⊗ mn, the
R′-algebra R′ [R′ ⊗ M] also embeds as a graded R′-subalgebra B of R′ [x1, . . . , xn]. The
canonical map R′ ⊗ R[M] → R′ [R′ ⊗ M] translates into an inclusion S−1A ⊆ B,
so it remains to show that B ⊆ S−1A. For this, let O be the kernel of the R-module ho-
momorphism Rn → M given by the generators m1, . . . , mn. Again since localisation is
exact, S−1O � R′ ⊗ O is the kernel of the corresponding R′-module homomorphism
(R′)n → R′ ⊗M. Let f ∈ B and let s ∈ S be such that g B sf ∈ R[x1, . . . , xn]. Then,
since f ∈ B, one has that f ◦ tu = f for all u ∈ S−1O ⊆ (R′)n, by Lemma 3.2.13 applied
to the R′-module R′ ⊗ M. In particular, the multiplication by s gives g ◦ tu = g over
R′ for all u ∈ O ⊆ Rn. Since R is a domain, the same holds over R and hence g ∈ A,
again by Lemma 3.2.13 but now applied to the R-module M. Hence f = s−1g ∈ S−1A, as
desired. □

Like in ordinary algebraic geometry, the coordinate ring of a direct sum is the tensor
product of the coordinate rings.
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Proposition 3.2.19. Let M,N be finitely generated R-modules. Then

R[M ⊕ N ] � R[M] ⊗ R[N ].

Proof. Elements of R[M] and R[N ] induce elements of R[M ⊕ N ] via composition
with the projections M ⊕ N → M and M ⊕ N → N , respectively. The product of
such induced polynomial laws M ⊕ N → R gives a bilinear map R[M] × R[N ] →
R[M ⊕ N ]. This induces an R-linear map R[M] ⊗ R[N ] → R[M ⊕ N ], which is
in fact a homomorphism of R-algebras. Denote by R[M ⊕ N ] (d,e) the R-submodule of
R[M ⊕N ] consisting of all bihomogeneous polynomial laws of degree (d, e). It suffices to
show thatR[M⊕N ] (d,e) � R[M]d⊗R[N ]e. To see this, first suppose thatM,N are free.
In this case, we get R[x1, . . . , xn, y1, . . . , ym] (d,e) � R[x1, . . . , xn]d ⊗ R[y1, . . . , ym]e when
xi , yj have degrees (1, 0), (0, 1), respectively. In general, let φ : M′ →M and ψ : N ′ → N
be surjective R-linear maps from finitely generated free R-modules. Then we see that

{f ∈ R[M′ ⊕ N ′] (d,e) | ∀u1 ∈ ker(φ)∀u1 ∈ ker(ψ) : f ◦ t(u1 ,u2 ) = f } �

{f ∈ R[M′]d | ∀u1 ∈ ker(φ) : f ◦ tu1 = f } ⊗ {g ∈ R[N ′]e | ∀u1 ∈ ker(ψ) : g ◦ tu2 = g}
and hence R[M ⊕ N ] (d,e) � R[M]d ⊗ R[N ]e. □

Example 3.2.15 shows that the coordinate ring of a module is quite a subtle notion.
However, we will see that in the proof of our Theorem 4.1.1, by a localisation we can always
pass to a case where the module M is free. In that case, by Lemma 3.2.13, R[M] is just a
polynomial ring over R.

3.3 The topological space AM
We first make precise what we mean with a topological space over a category. Denote by
ForgetD the forgetful functor from the categoryD toSet (when it exists). For convenience,
if P is a functor from C to D, we denote by P the composition ForgetD ◦P.

Definition 3.3.1. Let F : C → Set be a functor. A subset X of F is a functor from
C → Set such that X (C) ⊂ F (C) for every C ∈ C and XC,D (φ) = FC,D (φ) |X (C ) for every
C,D ∈ C and for every φ ∈ HomC (C,D). �

Remark 3.3.2. Let X and Y be subsets of a functor P : C → Set. The union X ∪ Y of X
andY is the subset (X ∪Y ) (A) = X (A) ∪Y (A). Analogously, one defines the intersection
X ∩ Y of X and Y , infinite unions, and infinite intersections. Moreover, we denote by ∅
the subset of P such that ∅(A) = ∅ ⊂ P (A) for every A ∈ C. ��

Definition 3.3.3. Consider a functor P : C → Set and let I be an index set. A topology T
on P is given by a collection of subsets {Xi}i∈I of P containing P and ∅, and that is closed
under taking arbitrary intersections and finite unions. We say that the couple (P,T ) is a
topological space over C. �
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Remark 3.3.4. A functorPwith a topologyT of closed subsets {Xi}i∈I gives rise to a func-
tor P : C → Top, assigning to an objectC the topological space P (C) with {Xi (C)}i∈I as
collection of closed subsets. ��

3.3.1 The space AM
We now construct the topological space AM for M a finitely generated R-module. To be
precise, AM is a topological space over the category DomR of R-domains with R-algebra
monomorphisms, in the sense of Definition 3.3.3. In what follows, we use the term “injec-
tions" to refer to R-algebra monomorphisms.

Definition 3.3.5. DefineAM to be the rule assigning to each D ∈ DomR the set D ⊗M.
A subset of AM is a rule X that assigns to each D ∈ DomR a subset X (D) of D ⊗M in
such a manner that ι ⊗ idM maps X (D) into X (E) for all injections ι : D→ E. For every
subset S ⊆ R[M], the rule V(S) assigning

D ↦→ V(S) (D) B {m ∈ D ⊗M | ∀f ∈ S : fD (m) = 0}

is a subset of AM . We say that X ⊆ AM is closed if X = V(S) for some S ⊆ R[M].
This collection of closed turns AM into a topological space over DomR in the sense of
Definition 3.3.3. We call this topology the Zariski topology onAM . �

Remark 3.3.6. If D is an R-domain, then we can make D ⊗M into an topological space
by defining the closed subsets to be V(S) (D) for S ⊆ R[M]; we will call this the Zariski
topology (over R) on D ⊗ M. To see that these sets are preserved under finite unions,
one uses V(S) (D) ∪ V(T ) (D) = V(S · T ) (D), which holds since D is a domain. For
anyR-algebra homomorphismD→ E betweenR-domains (not necessarily injective), the
induced map D ⊗M → E ⊗M sends V(S) (D) into V(S) (E). Furthermore, if D→ E
is injective, then that induced map is continuous with respect to the topologies onD ⊗M
andE⊗M. SoAM induces a functor fromDomR toTop and theV(S) are closed subsets.
We will not consider closed subsets of D ⊗M on their own. ��

Remark 3.3.7. We think of AM as the “affine space” corresponding to M. Note that in
the definition of closed subsets ofAM we require S to be independent of D, i.e., not every
rule assigning to D ∈ DomR a subset of the form V(S) (D) is a closed subset of AM . To
see that this is desirable, consider R = Z, M = R and let Xn be the rule such that Xn (D) =
{0} = V({x})(D) when 0 < charD ≤ n and Xn (D) = D = V(∅)(D) otherwise. Then
X1 ⊇ X2 ⊇ X3 ⊇ . . . is a descending chain of rules and Xp−1 (Fp) = Fp ≠ {0} = Xp (Fp)
for every prime number p > 0. ��

Definition 3.3.8 (Base change). If B is anR-algebra, andD is a B-domain, thenD⊗M �
D ⊗B (B ⊗M) also carries a Zariski topology over B, coming from closed sets defined by
subsets of B[B ⊗M]. This refines the Zariski topology on D ⊗M over R. If X is a closed
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subset ofAM , then we writeXB for the closed subset ofAB⊗M that maps a B-domainD to
X (D). �

Let X be a subset ofAM . Then we define the ideal of X to be

IX B {f ∈ R[M] | ∀D ∈ DomR∀x ∈ X (D) : fD (x) = 0}

As fD maps elements into a domain, we see that IX is a radical ideal of R[M]. We define
the closure of X inAM to be the closed subset X B V(IX ) ofAM .

Let φ : M → N be a polynomial law between finitely generatedR-modules. Then the
maps (φD)D∈DomR define a continuous mapAM → AN , i.e., for every injection ι : D →
E, the diagram

AM (D)
φD
//

ι⊗idM
��

AN (D)

ι⊗idN
��

AM (E)
φE
//// AN (E)

commutes, so φ(X ) = (D ↦→ φD (X (D))) is a subset ofAN for each subsetX ofAM , and
for every subset S ⊆ R[N ], the subset

φ−1 (V(S)) = (D ↦→ φ−1
D (V(S) (D)))D

ofAM is closed (as φ−1
D (V(S) (D)) = V(φ#S) (D) holds). As usual, we have

φ(X ) ⊆ φ(X )

for all subsets X ofAM .
When M is free and finitely generated, we have the usual correspondence between

closed subsets and radical ideals.

Proposition 3.3.9. Let M be a finitely generated free R-module of rank n. Then the rule
sending an element x ∈ D ⊗ M of AM to 𝔮x B {f ∈ R[M] | fD (x) = 0} ∈ AnR B
Spec(R[M]) is surjective and maps closed subsets of AM to closed subsets of AnR. Moreover,
that map from closed subsets ofAM to closed subsets ofAnR is a bijection. In particular, we have
IV (S ) = rad(S) for any subset S ⊆ R[M].
Proof. Note that for every R-domain D and element x ∈ D ⊗M, the set 𝔮x ⊆ R[M] is
a prime ideal. Let 𝔮 ⊆ R[M] = R[x1, . . . , xn] be a prime ideal. Then we have 𝔮 = 𝔮x for
x = (x1 + 𝔮, . . . , xn + 𝔮) ∈ (R[M]/𝔮) ⊗M. Next, let S ⊆ R[M] be a set. Then we see
that {𝔮x | x ∈ V(S) (D), D ∈ DomR} = {𝔮 ∈ Spec(R[M]) | 𝔮 ⊇ S}. So closed subsets
ofAM are mapped to closed subsets ofAnR. Clearly, every closed subset arises from a closed
subset ofAM . To see that this map is injective, we note that

IV (S ) =
⋂

x∈V (S ) (D)
D∈DomR

𝔮x =
⋂

𝔮∈Spec(R[M ] )
𝔮⊇S

𝔮 = rad(S) and V(S) = V(rad(S)).
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Hence V(S) is uniquely determined by its associated subset ofAnR. □

While we have defined closed subsets ofAM by looking at all R-domains D, it actually
suffices to look at algebraic closures K𝔭 where 𝔭 ∈ Spec(R). For 𝔭 ∈ Spec(R), we write
K𝔭 B Frac(R/𝔭) for the fraction field of R/𝔭.

Proposition 3.3.10. Let X be a subset ofAM . Then

IX =
⋂

𝔭∈Spec(R)

{
f ∈ R[M] | fK𝔭

∈ IX (K𝔭 )

}
.

Proof. Clearly, the inclusion ⊆ holds. Let f ∈ R[M] be such that fK𝔭
∈ IX (K𝔭 ) for

all 𝔭 ∈ Spec(R). Let D be an R-domain and let 𝔭 be the kernel of the homomorphism
R→ D. Then there exists a fieldL containing Frac(D) andK𝔭. By the Nullstellensatz, the
fact that fK𝔭

∈ IX (K𝔭 ) implies that fL ∈ IX (L) . It follows that fD vanishes on X (D). □

Corollary 3.3.11. A closed subset X of AM is uniquely determined by its values X (K𝔭)
where 𝔭 runs over Spec(R).

Proof. This follows from the previous proposition since X = V(IX ). □

The proof of Theorem 4.1.1 follows a divide-and-conquer strategy in which the follow-
ing two lemmas and their generalisations to closed subsets of polynomial functors (Lem-
mas 3.4.20 and 3.4.21), play a crucial role.

Lemma 3.3.12. Let R be a ring with Noetherian spectrum and r an element of R. Let
𝔭1, . . . , 𝔭k be the minimal primes of R/(r). Then two closed subsets X, Y ⊆ AM are equal if
and only if XR[1/r] = YR[1/r] and XR/𝔭i = YR/𝔭i for all i = 1, . . . , k.

Proof. Suppose that XR[1/r] = YR[1/r] and XR/𝔭i = YR/𝔭i for all i = 1, . . . , k. Let K be
an R-field and let R→ K be the corresponding homomorphism. If the image of r in K is
zero, thenR→ K factors viaR/𝔭i for some i = 1, . . . , k and henceK is a (R/𝔭i)-domain.
In this case, we have X (K) = XR/𝔭i (K) = YR/𝔭i (K) = Y (K). If the image of r in K is
nonzero, then K naturally is an R[1/r]-field. In this case, we have X (K) = XR[1/r] (K) =
YR[1/r] (K) = Y (K). So X = Y by Corollary 3.3.11. □

Lemma 3.3.13. Let R ⊆ R′ be a finite extension of domains and let X, Y ⊆ AM be closed
subsets. Then X = Y if and only if XR′ = YR′ .

Proof. The extensionR ⊆ R′ satisfies lying over, i.e., for every prime 𝔭 ∈ Spec(R) there is
a prime 𝔮 ∈ Spec(R′) with 𝔭 = 𝔮 ∩ R. The lemma follows by Corollary 3.3.11. □
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3.3.2 Noetherianity of AM
We now prove that the topological spaceAM is Noetherian.

Proposition 3.3.14. If R has a Noetherian spectrum and M is a finitely generated R-
module, then the topological spaceAM over DomR is Noetherian.

Thus let R be a ring.

Lemma 3.3.15. If Spec(R) is Noetherian, then so is Spec(R[x]).

Proof. This is an application of [ESS20, Theorem 1.1] with trivial group. □

Lemma 3.3.16. Assume that Spec(R) is Noetherian and set N B Rn. ThenAN is Noethe-
rian, i.e., any chain X1 ⊇ X2 ⊇ · · · of closed subsets ofAN stabilises eventually.

Proof. Consider the chain IX1 ⊆ IX2 ⊆ · · · of radical ideals in R[N ] � R[x1, . . . , xn].
Since the latter ring has a topological spectrum, this chain stabilises. Since Xi = V(IXi ),
so does the chain X1 ⊆ X2 ⊆ · · · . □

Proof of Proposition 3.3.14. Let R be a ring with Noetherian spectrum, let M be a finitely
generatedR-module, and letX1 ⊇ X2 ⊇ · · · be a chain of closed subsets ofAM . SinceM is
finitely generated, there exists a surjective R-module homomorphism φ : N B Rn → M
for some n. This defines a (linear) polynomial law N → M and so a continuous map
AN → AM . Set Yi B φ−1 (Xi), which is the closed subset of AN such that Yi (D) =
(1 ⊗ φ)−1 (Xi (D)) for all R-domains D. By Lemma 3.3.16, the chain Y1 ⊇ Y2 ⊇ · · ·
stabilises, i.e., Yn = Yn+1 for all n ≫ 0. So, since 1 ⊗ φ : D ⊗ N → D ⊗M is surjective
for every R-domain D, we have Xi (D) = (1 ⊗ φ) (Yi (D)) for every i and D, and therefore
Xn = Xn+1 for all n ≫ 0. □

Remark 3.3.17. If two ideals I and J in R[M] define the same closed subset in
Spec(R[M]), then they have the same radical and hence define the same closed subset in
AM . But it could possibly happen that two ideals that define the same closed subset in
AM do not define the same closed subset in Spec(R[M]). In particular, the proof above
does not show that Spec(R[M]) is a Noetherian topological space. Indeed, we don’t know
whether this is the case. ��

Question 3.3.18. Suppose that Spec(R) is Noetherian and let M be a finitely generated
R-module. Is Spec(R[M]) Noetherian? Is the map from radical ideals of R[M] to closed
subsets ofAM a bijection?
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3.3.3 Dimension
Proposition 3.3.19. Let R be a domain, let M be a finitely generated R-module and let X
be a closed subset ofAM . Then the function

Spec(R) → Z≥−1

𝔭 ↦→ dimK𝔭
(X (K𝔭))

is constant in some open dense subset Spec(R[1/r]) of Spec(R).

Proof. By Lemma 3.1.1, there exists a nonzero r ∈ R such that R[1/r] ⊗ M is free. It
suffices to prove the statement for the domain R[1/r], the R[1/r]-module R[1/r] ⊗ M
and the closed subset XR[1/r] ofAR[1/r]⊗M . So we may assume that M is free, say of rank
m, and so X is a closed subset ofAmR ; let I ⊆ R[x1, . . . , xm] be its vanishing ideal. Choose
an arbitrary monomial order on monomials in x1, . . . , xm. For each nonzero r ∈ R, let Mr

be the set of leading monomials of monic polynomials inR[1/r] ⊗ I ; this is an upper ideal
in the monoid of monomials. By Dickson’s lemma applied to the m-tuples in Nm of the
exponents of monomials, there exists an r such thatMr is inclusion-wise maximal. Choose
monic polynomials f1, . . . , fk ∈ R[1/r] [x1, . . . , xn] whose leading monomials generate the
upper ideal Mr . Then f1, . . . , fk generate the ideal R[1/r] ⊗ I—indeed, otherwise there
would be some element f in the latter ideal whose leading monomial is not divisible by any
of the leading monomials of the fi ; and letting r′ be the leading coefficient of f we would
find thatMrr′ strictly containsMr , a contradiction. Moreover, again by maximality ofMr ,
the fi satisfy Buchberger’s criterion: every S-polynomial of them reduces to zero modulo
f1, . . . , fk when working over R[1/r] [x1, . . . , xm]. Then for each 𝔭 ∈ Spec(R[1/r]), the
images of the fi generate the ideal K𝔭 ⊗ I = K𝔭 ⊗R[1/r] (R[1/r] ⊗ I); and still satisfy
Buchberger’s criterion. Hence these images form a Gröbner basis, and since the dimension
ofX (K𝔭) can be read of from the set of leading monomials, that dimension is constant for
𝔭 ∈ Spec(R[1/r]). □

Proposition 3.3.20. Let R be a domain, M a finitely generated R-module, and X a closed
subset of AM . Then there exists a nonzero r ∈ R such that the following holds: for any f ∈
R[M], if f vanishes identically on X (K), then f vanishes identically on X (K𝔭) for all 𝔭 ∈
Spec(R[1/r]).

Proof. As in the previous proof, it suffices to prove the statement in the case thatM is free
of rank m. Let I ⊆ R[x1, . . . , xm] be the vanishing ideal of X . This time, for each nonzero
r ∈ R, letMr be the set of leading monomials of monic polynomials inR[1/r] [x1, . . . , xm]
some power of which lies in R[1/r] ⊗ I . Choose r such that Mr is maximal, and f1, . . . , fk ∈
R[1/r] [x1, . . . , xm] monic, whose powers lie inR[1/r] ⊗ I , and whose leading monomials
generate the upper ideal Mr . Then the images of f1, . . . , fk form a Gröbner basis of the
radical ideal of K ⊗ I . Now assume that f ∈ R[M] vanishes identically on X (K), and
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let g be the image of f in R[1/r] [x1, . . . , xm]. Then by the Nullstellensatz, some power
of g reduces to zero modulo f1, . . . , fk. But then that reduction holds modulo 𝔭 for every
𝔭 ∈ Spec(R[1/r]), so g vanishes identically on X (K𝔭) for all such 𝔭. □

3.4 Polynomial functors and their properties
3.4.1 Polynomial functors over a ring
For reasons that will become clear later, we will only be interested in polynomial functors
from the category fgfModR of finitely generated free R-modules into either ModR, the
category of modules over R, or fgModR, the category of finitely generated modules over
R. In all these categories morphisms are R-module homomorphism.

Definition 3.4.1. A polynomial functor P : fgfModR → ModR consists of an object
P (U ) ∈ ModR for each object U ∈ fgfModR and a polynomial law

PU,V : Hom(U,V ) → Hom(P (U ), P (V ))

for each U,V ∈ fgfModR such that the diagram

Hom(V,W ) ⊕ Hom(U,V ) Hom(U,W )

Hom(P (V ), P (W )) ⊕ Hom(P (U ), P (V )) Hom(P (U ), P (W ))

−◦−

PV,W ⊕PU,V PU,W

−◦−

commutes for every U,V,W ∈ fgfModR. Here the bilinear horizontal polynomial
laws are given as in Remark 3.2.7. Moreover, for every U ∈ fgfModR, we require that
PU,U (idU ) = idP (U ) and we require that P has finite (or bounded) degree, i.e., there is a
uniform bound d ∈ Z≥0 such that for allU,V the polynomial law PU,V has degree at most
d. �

Polynomial functors fgfModR → ModR form an Abelian category PFR in which a
morphism α : Q → P is given by an R-linear map αU : Q(U ) → P (U ) for each U ∈
fgfModR such that the diagram of polynomial laws

Hom(U,V ) Hom(Q(U ), Q(V ))

Hom(P (U ), P (V )) Hom(Q(U ), P (V ))

QU,V

PU,V αV ◦−
−◦αU

commutes for all U,V . Note that post-composing with αV and pre-composing with αU
are R-linear maps and hence, indeed, (linear) polynomial laws.
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For every R-algebra A and R-modules U,V,W , let − ◦A − be the A-bilinear extension
of theR-bilinear composition maps−◦− : Hom(V,W )×Hom(U,V ) → Hom(U,W ).
So (− ◦A −)A is the polynomial law extending − ◦ −. Then the diagram above says that

PU,V,A (φ) ◦A (1 ⊗ αU ) = (1 ⊗ αV ) ◦A QU,V,A (φ) (3.1)

for all R-algebras A and φ ∈ A ⊗ Hom(U,V ). Note that to check that the diagram
commutes, it suffices to check that this equality holds for A = R[x1, . . . , xn] and φ =

x1 ⊗ φ1 + · · · + xn ⊗ φn where φ1, . . . , φn is a basis of Hom(U,V ).
Recall that for all R-modules U,V , there is a natural A-linear map

A ⊗ Hom(U,V ) → HomA (A ⊗ U,A ⊗ V ).

ForU,V ∈ fgfModR, this map is an isomorphism. Thus an elementφ ofA⊗Hom(U,V )
can be thought of as an “element of Hom(U,V ) with coordinates in A”. Viewing
QU,V,A (φ), PU,V,A (φ) as maps, (3.1) implies that the diagram

A ⊗ Q(U ) A ⊗ P (U )

A ⊗ Q(V ) A ⊗ P (V )

αU,A

QU,V,A (φ) PU,V,A (φ)
αV,A

commutes; here αU,A is the A-linear extension of αU . When A is a polynomial ring over R,
the map

A ⊗ Hom(Q(U ), P (V )) → HomA (A ⊗ Q(U ), A ⊗ P (V ))

is injective and so the reverse implication also holds. So the family (αU )U is a morphism
of polynomial functors if and only if the last diagram above commutes for all A,U, V, φ.
This is closer to the definition of polynomial functors over infinite fields, and generalises
as follows.

Definition 3.4.2. Let P, Q be polynomial functors. We define a polynomial transfor-
mation α : Q → P be a rule assigning to every U ∈ fgfModR a polynomial law
αU : Q(U ) → P (U ) such that the last diagram above commutes for all R-algebras A and
φ ∈ A ⊗ Hom(U,V ). �

Just like polynomial laws generaliseR-module homomorphisms, and the latter are pre-
cisely the linear polynomial laws, polynomial transformations generalise morphisms of
polynomial laws, and the latter are precisely the linear polynomial transformations.

Remark 3.4.3. If R is an infinite field, then a polynomial functor

P : fgfModR → fgModR = fgfModR
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is the same thing as a functor from the category of finite-dimensional R-vector spaces to
itself such that for all U,V ∈ fgfModR the map

PU,V : Hom(U,V ) → Hom(P (U ), P (V ))

is a polynomial map. This is the set-up of Chapter 2. If R is a field but not necessarily
infinite, then a polynomial functor fgfModR → fgfModR is a strict polynomial functor
in the sense of Friedlander-Suslin [FS97]. ��

Many of our proofs will involve passing to the case of (infinite) fields and invoking
arguments from [Dra19]. This is facilitated by the following construction.

Definition 3.4.4 (Base change). Let B be anR-algebra and let P : fgfModR → ModR be
a polynomial functor. Then P induces a polynomial functor PB from fgfModB to ModB
as follows: first, for each finitely generated free B-module U fix a B-module isomorphism
ψU : U → B ⊗ UR, where UR is a free R-module of the same R-rank as the B-rank of U .
Then, set PB (U ) B B ⊗ P (UR). Next, for each B-algebra A, we need to assign to every
φ ∈ A ⊗B HomB (U,V ) an image in A ⊗ HomB (PB (U ), PB (V )). For this, note that

A ⊗B HomB (U,V ) � A ⊗B HomB (B ⊗ UR, B ⊗ VR)
� A ⊗B (B ⊗ Hom(UR, VR))
� A ⊗ Hom(UR, VR),

where the isomorphism in the first step is 1A ⊗B (ψV ◦ − ◦ ψ−1
U ) and the second isomor-

phism follows from the freeness of UR and VR. Via these isomorphisms, φ is mapped to
an element of A ⊗Hom(UR, VR). Applying PUR ,VR ,A to this element yields an element of
A⊗Hom(P (UR), P (VR)) � A⊗B (B⊗Hom(P (UR), P (VR))), and applying the natural
map B ⊗Hom(P (UR), P (VR)) → HomB (B ⊗ P (UR), B ⊗ P (VR)) in the second factor
(which may not be an isomorphism since P (UR), P (VR) need not be free) yields an ele-
ment of A ⊗B HomB (PB (U ), PB (V )). It is straightforward to check that PB thus defined
is a polynomial functor from fgfModB to ModB. A different choice of isomorphisms ψU
yields a different but isomorphic polynomial functor PB. �

Remark 3.4.5. In this construction we have made use of the fact that P is a polynomial
functor from finitely generated free R-modules to R-modules. The choice of ψU ’s could
have been avoided as follows: instead of working with fgfModR, we could have worked
with the category whose objects are finite sets and whose morphisms J → I are given
by I × J matrices with entries in R. Then PJ,I would have been a polynomial law from
the module of I × J matrices to Hom(P (J ), P (I)). However, the set-up we chose stresses
better that we are interested in phenomena that do not depend on a choice of basis in our
free modules. ��

Definition 3.4.6. A polynomial functor P : fgfModR → ModR is called homogeneous of
degree d if the polynomial lawPU,V is homogeneous of degree d for eachU,V ∈ fgfModR.

�
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Every polynomial functor P : fgfModR → ModR is a direct sum P0 ⊕ · · · ⊕ Pd,
where Pi : fgfModR → ModR is the homogeneous polynomial functor of degree i given
on objects by Pi (V ) B {v ∈ P (V ) | PV,V,R[t] (t ⊗ idV ) (v) = ti ⊗ v}; and Pi,U,V is
the restriction of the degree-i component of the polynomial law PU,V to Pi (U ). Here we
identify R[t] ⊗ Hom(P (V ), P (V )) with Hom(P (V ), R[t] ⊗ P (V )). We might denote
with Pe,B the base change (Pe)B of Pe, the e-th component of P, with the R-algebra B.

3.4.2 Duality
Definition 3.4.7. Let P : fgfModR → ModR be a polynomial functor over R. Then
we obtain another polynomial functor P∗ : fgfModR → ModR by setting, for each V ∈
fgfModR, P∗ (V ) B P (V ∗)∗ = Hom(P (V ∗), R) and for each φ ∈ A ⊗ Hom(U,V ),

P∗U,V,A (φ) B PV ∗ ,U ∗ ,A (φ#)#,

where φ# is the image of φ under the natural isomorphism

A ⊗ Hom(U,V ) � A ⊗ Hom(V ∗, U ∗)

(here we use that U,V are free) and the outermost ∗ again represents a dual. �

The dual functor P∗ of P has the same degree as P and will play a role in Section 4.2.10.
To avoid having too many stars, we will there think of it as the functor that sends V ∗ to
P (V )∗. If P takes values in fgfModR, then (P∗)∗ is canonically isomorphic to P.

3.4.3 Shifting
Let U be a finitely generated free R-module.

Definition 3.4.8. We define the shift functor ShU : fgfModR → fgfModR that sends
V ↦→ U ⊕ V and φ ↦→ idU ⊕ φ. For a polynomial functor P : fgfModR → fgModR we
set ShU (P) B P ◦ ShU , called the shift of P by U . �

Lemma 3.4.9. The composition ShU (P) is again a polynomial functor fgfModR →
fgModR, the projectionU ⊕V → V yields a surjection of polynomial functors ShU (P) → P
and inclusion theV → U ⊕V yields a sectionP → ShU (P) to that surjection. In particular,
ShU (P) � P ⊕ (ShU (P)/P). Furthermore, ShU (P)/P has degree strictly smaller than the
degree of P.

Proof. The proof in [Dra19, Lemma 14] (in the case whereR is an infinite field) carries over
to the current more general setting. □
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3.4.4 Dimension functions of polynomial functors
Let P : fgfModR → fgModR be a polynomial functor. For 𝔭 ∈ Spec(R), set f𝔭 (n) B
dimK𝔭

(K𝔭 ⊗ P (Rn)). It turns out that these functions are polynomials in n, and depend
semicontinuously on 𝔭. To formalise this semicontinuity, we order polynomials in Z[x]
by f ≥ g if f (n) ≥ g(n) for all n ≫ 0; this is the lexicographic order on coefficients.

Proposition 3.4.10. For each 𝔭 ∈ Spec(R) the function f𝔭 : Z≥0 → Z≥0 is a polynomial
with integral coefficients of degree at most the degree of P. Furthermore, the map 𝔭 ↦→ f𝔭 is
upper semicontinuous on Spec(R) in a strong sense: both the sets {𝔭 | f𝔭 ≥ f } and {𝔭 | f𝔭 >
f } are closed for all f ∈ Z[x].

Proof. We proceed by induction on the degree ofP. IfP has degree 0, thenP (Rn) is a fixed
R-module U , and f𝔭 is the constant polynomial that maps n to dimK𝔭

(K𝔭 ⊗ U ). In this
case, if f ∈ Z[x] has positive degree, then f𝔭 > f and f𝔭 ≥ f are either both trivially true
for all 𝔭 or both trivially false for 𝔭 (depending on the sign of the leading coefficient of f ),
so we need only look at constant f .

In this case, the result is known; we recall the argument. Let Rn → U be a surjective
R-module homomorphism, and letN be its kernel. Since tensoring withK𝔭 is right-exact,
1 ⊗ N spans the kernel of the surjection Kn

𝔭 → K𝔭 ⊗ U for each 𝔭.
The statement that dimK𝔭

(K𝔭 ⊗ U ) is upper semicontinuous is therefore equivalent
to the statement that dimension of the span of 1 ⊗N inKn

𝔭 is lower semicontinuous. And
indeed, the locus where this dimension is less than k is defined by the vanishing of all k × k
subdeterminants of all k × n matrices (with entries in R) whose rows are k elements of N .

For the induction step, assume that the proposition is true for all polynomial functors
of degree < d and assume that P has degree d ≥ 1. Then consider the functor ShR (P),
which by Lemma 3.4.9 is isomorphic to P ⊕ Q for Q B ShR (P)/P of degree < d.

By the induction hypothesis, the proposition holds for Q: the function g𝔭 (n) B
dimK𝔭

(K𝔭 ⊗ Q(Rn)) equals a polynomial with integral coefficients for all n ≥ 0, and
𝔭 ↦→ g𝔭 is semicontinuous. Now we have

f𝔭 (n + 1) = dimK𝔭
(K𝔭 ⊗ P (R1 ⊕ Rn))

= dimK𝔭
(K𝔭 ⊗ P (Rn)) + dimK𝔭

(K𝔭 ⊗ Q(Rn)) = f𝔭 (n) + g𝔭 (n).

This means that f𝔭 (n) is the unique polynomial with (Δf𝔭) (n) B f𝔭 (n + 1) − f𝔭 (n) =
g𝔭 (n) forn ≥ 0 and f𝔭 (0) = dimK𝔭

(K𝔭⊗P (0)); this f𝔭 has integral coefficients and degree
at most d.

For the semi-continuity statement, note that f𝔭 ≥ f is equivalent to either g𝔭 = Δf𝔭 >
Δf , or else g𝔭 ≥ Δf and moreover f𝔭 (0) ≥ f (0). Both possibilities are closed conditions
on 𝔭. Similarly, f𝔭 > f is equivalent to either g𝔭 > Δf or else g𝔭 ≥ Δf and f𝔭 (0) > f (0),
which, again, are closed conditions. □
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3.4.5 Local freeness
We now generalise Lemma 3.1.1 to polynomial functors.

Proposition 3.4.11. Let R be a domain, P : fgfModR → fgModR a polynomial functor
and S a subobject of P in the larger category of polynomial functors fgfModR → ModR.
Then there exists a nonzero r ∈ R such thatR[1/r] ⊗ S (U ) andR[1/r] ⊗ P (U ) are finitely
generated free R[1/r]-modules for all U ∈ fgfModR, and the latter is a direct sum of the
former and another free R[1/r]-module.

Note that we do not claim that the complement is itself the evaluation of another sub-
object; i.e., SR[1/r] needs not be a summand of PR[1/r] in the category of polynomial func-
tors over R[1/r].

Proof. Again, we proceed by induction on the degree of P. If P has degree 0, then so does
S and then the statement is just Lemma 3.1.1. Suppose that the degree ofP is d > 0 and that
the proposition holds for all polynomial functors of degree less than d.

By Lemma 3.4.9, for each n we have

P (Rn+1) = P (Rn) ⊕ Q(Rn)

where Q = ShR (P)/P has degree < d. Similarly, we have

S (Rn+1) = S (Rn) ⊕ N (Rn)

where N = ShR (S)/S ⊆ Q. It follows that

P (Rn) = P (0) ⊕ Q(0) ⊕ Q(R1) ⊕ · · · ⊕ Q(Rn−1) and

S (Rn) = S (0) ⊕ N (0) ⊕ N (R1) ⊕ · · · ⊕ N (Rn−1).

Now by Lemma 3.1.1 there exists a nonzero r0 such that R[1/r0] ⊗ P (0) is the direct sum
of a free R[1/r0]-module and R[1/r0] ⊗ S (0), which is also free. And by the induction
hypothesis there exists a nonzero r1 ∈ R such that for eachm,R[1/r1] ⊗Q(Rm) is a direct
sum of two freeR[1/r1]-modules, one of which isR[1/r1] ⊗N (Rm). Then r B r0r1 does
the trick for the pair P, S. □

3.4.6 The Friedlander-Suslin lemma
The Friedlander-Suslin lemma relates polynomial functors of bounded degree to repre-
sentations of certain associative algebras called Schur Algebras. To introduce these, let
U ∈ fgfModR and let d ≥ 1 be an integer. The bilinear polynomial law

− ◦ − : End(U ) × End(U ) → End(U )
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given by composition yields an algebra homomorphism

R[End(U )] → R[End(U ) × End(U )] � R[End(U )] ⊗ R[End(U )]

which maps the part R[End(U )]≤d of degree ≤ d into∑︁
a,b≥0
a+b≤d

R[End(U )]a ⊗ R[End(U )]b ⊆ R[End(U )]≤d ⊗ R[End(U )]≤d.

Taking the dual R-modules, we obtain a map

R[End(U )]∗≤d⊗R[End(U )]∗≤d → (R[End(U )]≤d⊗R[End(U )]≤d)∗ → R[End(U )]∗≤d.

We set S≤d (U ) B R[End(U )]∗≤d. The first map is, in fact, an isomorphism due to
the fact that S≤d (U ) is finitely generated and free as an R-module. Indeed, if U is free
with basis u1, . . . , un, then End(U ) is free with basis (Eij)ni,j=1, where Eijuk = δjkui , and
R[End(U )]≤d is free with basis the monomials xα of degree ≤ d in the coordinates xij dual
to the Eij , and hence R[End(U )]∗≤d is free with the dual basis (sα)α, where α runs over all
multi-indices in Zn×n≥0 such that |α| B ∑

i,j αi,j ≤ d. We let − ∗ − : S≤d (U ) × S≤d (U ) →
S≤d (U ) be the bilinear map associated to the map above.

Definition 3.4.12. TheR-module S≤d (U ) with the bilinear map− ∗− is called the Schur
algebra of degree ≤ d onU , and (given a basis ofU ), the basis (sα)α is called its distinguished
basis. �

The Schur algebra is associative (but not commutative unless n = 1); this follows from
the associativity of composition in End(U ). Explicitly, the coefficient of sγ in the product
sα ∗ sβ is computed as follows: First, expand the composition (∑ij xijEij) ◦ (

∑
kl yklEkl),

where the xij and ykl are variables, as
∑
i,l (

∑
j xijyjl)Eil C

∑
il zilEil. Then expand zγ as a

polynomial in the xij and the ykl, and take the coefficient of the monomial xαyβ.
The map End(U ) → S≤d (U ) that sends φ to the R-linear evaluation map

R[End(U )]≤d → R, f ↦→ fR (φ)

is an injective homomorphism of associativeR-algebras, so S≤d (U )-modulesM are, in par-
ticular, representations of theR-algebra End(U ). In fact, they are precisely the polynomial
End(U )-representations of degree≤ d, i.e., those for which the map End(U ) → End(M)
is not just a homomorphism of (noncommutative) R-algebras but also a polynomial law
making certain diagrams commute. Since we will not need this interpretation, we skip the
details.

Now suppose thatP is a polynomial functor fgfModR → ModR of degree ≤ d. Then
P (U ) naturally carries the structure of an S≤d (U )-module as follows: the polynomial law

PU,U : End(U ) → End(P (U ))
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has degree ≤ d and therefore we have

PU,U,R[x11 ,x12 ,...,xnn ]
©«

n∑︁
i,j=1

xij ⊗ Eij
ª®¬ =

∑︁
|α | ≤d

xα ⊗ φα

for certain endomorphisms φα ∈ End(P (U )). Now the basis element sα of S≤d (U ) acts
onP (U ) viaφα; it can be shown that this construction is independent of the choice of basis
of U .

Theorem 3.4.13 (Friedlander-Suslin lemma, [Tou14, Théorème 7.2] and [FS97, Theorem
3.2]). Let U ∈ fgfModR have rank ≥ d. Then the association P ↦→ P (U ) is an equiva-
lence of Abelian categories from the full subcategory of PFR consisting of polynomial functors
fgfModR → ModR of degree ≤ d to the category of S≤d (U )-modules.

To conclude this section, we observe that Schur algebras behave well under base change:
if A is an R-algebra, then we have a commuting diagram (up to natural isomorphisms):

(PFR)≤d //

P ↦→PA

��

{S≤d (U )-modules}

M ↦→A⊗M
��

(PFA)≤d // {(A ⊗ S≤d (U ))-modules}

where the lower horizontal map is evaluation at A ⊗ U and the A-algebra A ⊗ S≤d (U ) is
canonically isomorphic to the Schur algebra S≤d (A ⊗ U ) on the free A-module A ⊗ U .

3.4.7 Irreducibility in an open subset of Spec(R)
Let R be a domain and let P : fgfModR → fgModR be a polynomial functor. As before,
for each prime 𝔭 ∈ Spec(R) we set K𝔭 B Frac(R/𝔭); in particular, K B K(0) is the
fraction field ofR. Recall that the base change functor yields a polynomial functorPK𝔭

over
the field K𝔭 for each 𝔭 ∈ Spec(R), and also a polynomial functor PK𝔭

over the algebraic
closure K𝔭 of K𝔭. The goal of this section is to transfer certain properties of PK to PK𝔭

for
𝔭 in an open dense subset of Spec(R).

Proposition 3.4.14. LetQ be an irreducible subobject of PK in the Abelian category of poly-

nomial functors over K and assume that QK is still irreducible. Then there exists a subobject

Q of P in the category of polynomial functors fgfModR → ModR such that QK = Q and

QK𝔭
is an irreducible subobject of PK𝔭

in the Abelian category of polynomial functors overK𝔭

for all primes 𝔭 in a dense open subset Spec(R[1/r]) ⊆ Spec(R).

Remark 3.4.15. Note that we don’t require that Q is a functor into fgModR; we may not
be able to guarantee this if R is not a Noetherian ring. ��
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In order to prove this proposition, we use the following lemma.

Lemma 3.4.16. Let A be a (not necessarily commutative) associative R-algebra and N an

A-module that is, as an R-module, finitely generated and free. Suppose that K ⊗ N is an

irreducible (K ⊗A)-module. Then there exists a dense open subset Spec(R[1/r]) ⊆ Spec(R)
such that K𝔭 ⊗ N is an irreducible (K𝔭 ⊗ A)-module for all 𝔭 ∈ Spec(R[1/r]).

Proof. Let v1, . . . , vn be an R-basis of N . For each j ∈ [n] and each a ∈ A let ca,i,j ∈ R be
the structure constants determined by

avj =
∑︁
i

ca,i,jvi .

For each k = 1, . . . , n − 1, we will construct a constructible subset Zk of the Grassmannian
GrR (k, n) over R whose set of K𝔭-points, for 𝔭 ∈ Spec(R), is the set of k-dimensional
(K𝔭 ⊗ A)-submodules of K𝔭 ⊗ N . The construction is as follows: for each J ⊆ [n] of
size k consider the k × n matrix XJ whose entries on the columns labelled by J are a k × k
identity matrix over R and whose other entries are variables xij , i ∈ [k], j ∈ [n] \ J . Recall
that GrR (k, n) has an open cover of affine spacesAk×(n−k)R,J overR on which the coordinates
are precisely these xij with j ∉ J . For j ∈ J we write xij ∈ {0, 1} for the corresponding entry
of XJ . Note that, for each m = 1, . . . , k and each a ∈ A, we have

(1 ⊗ a) ©«
n∑︁
j=1

xmj ⊗ vj
ª®¬ =

n∑︁
i=1

n∑︁
j=1

ca,i,jxmj ⊗ vi ∈ R
[
xij

�� i ∈ [k], j ∈ [n] \ J ] ⊗ N
and we define the row vector of coefficients

ya,m B
©«

n∑︁
j=1

ca,i,jxmj
ª®¬
n

i=1

with entries in the coordinate ring R[xij | i ∈ [k], j ∈ [n] \ J ] ofAk×(n−k)R,J .
LetCJ be the closed subset ofAk×(n−k)R,J defined by the vanishing of all (k+ 1) × (k+ 1)-

subdeterminants of the matrices [
ya,m
XJ

]
for all choices of a ∈ A and m = 1, . . . , k. For each prime 𝔭 ∈ Spec(R), the sub-
set CJ (K𝔭) ⊆ GrR (k, n) (K𝔭) parameterises the k-dimensional (K𝔭 ⊗ A)-submodules of
K𝔭⊗N � K𝔭

[n]
that map surjectively toK𝔭

J
. In particular, by the assumption thatK ⊗N

is still irreducible, the image of CJ in Spec(R) does not contain the prime 0, for any k and
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any k-set J ⊆ [n]. In other words, the morphism CJ → Spec(R) is not dominant. Set
Zk B

⋃
J⊆[n], |J |=k CJ , a finite union of locally closed subsets of the Grassmannian. Then

Zk → Spec(R) is still not dominant, and neither is
(⋃n−1

k=1 Zk

)
→ Spec(R). Hence there

exists a nonzero r ∈ R that lies in the vanishing ideal of the image; the open dense subset
Spec(R[1/r]) ⊆ SpecR then has the desired property. □

Proof of Proposition 3.4.14. By the Friedlander-Suslin Lemma (Theorem 3.4.13) and the fact
that the Schur algebra behaves well under base change, it suffices to prove the corresponding
statement for all d ∈ Z≥0, U B Rd, and all S≤d (U )-modules that are finitely generated
over R (which, of course, is equivalent to being finitely generated as an S≤d (U )-module).

So let M be a finitely generated S≤d (U )-module and let N be an irreducible (K ⊗
S≤d (U ))-submodule of K ⊗M that remains irreducible when tensoring with K . Define

N B {v ∈ M | 1 ⊗ v ∈ N }.

A straightforward computation shows that N is a (not necessarily finitely generated)
S≤d (U )-submodule of M.

By Lemma 3.1.1 there exist a nonzero r ∈ R and elements v1, . . . , vn ∈ N such that
R[1/r] ⊗ N is a free R[1/r]-module with basis 1 ⊗ v1, . . . , 1 ⊗ vn. Then Lemma 3.4.16
applied with R equal to R[1/r] and A equal to R[1/r] ⊗ S≤d (U ) shows that K𝔭 ⊗ N is
an irreducible (K𝔭 ⊗ S≤d (U ))-submodule of K𝔭 ⊗M for all 𝔭 in some nonempty open
subset SpecR[1/(rs)] ⊆ Spec(R[1/r]) ⊆ Spec(R). □

3.4.8 Closed subsets of polynomial functors
Closed subsets of a polynomial functors play the role of affine varieties in finite-dimensional
algebraic geometry. In this subsection, P is a fixed polynomial functor fgfModR →
fgModR of finite degree.

For any U,V ∈ fgfModR we have a sequence of polynomial laws

Hom(U,V ) × P (U )
PU,V × id

// Hom(P (U ), P (V )) × P (U )
(φ,p) ↦→φ(p)

// P (V ),

whose composition we denote byΦU,V . We also letΠU,V : Hom(U,V ) ×P (U ) → P (U )
be the linear polynomial law given by projection. Recall that ΦU,V and ΠU,V both yield
continuous maps fromAHom(U,V )×P (U ) → AP (V ) .

Definition 3.4.17. We define AP to be P. A subset of AP is a rule X that assigns to each
U ∈ fgfModR a subset X (U ) ofAP (U ) (see Definition 3.3.5) in such a manner that

ΦU,V (Π−1
U,V (X (U ))) ⊆ X (V )
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for all U,V ∈ fgfModR. The subset X ⊆ AP is closed if X (U ) is a closed subset ofAP (U )
for all U ∈ fgfModR. The closure of X is the closed subset X ofAP assigning X (U ) to U
for all U ∈ fgfModR. �

It is worth spelling out what this means. LetU,V be finitely generated freeR-modules,
letDbe anR-domain and letφ ∈ D⊗Hom(U,V ). Then the condition is thatPU,V,D (φ) ∈
D ⊗Hom(P (U ), P (V )) maps X (U ) (D) ⊆ D ⊗ P (U ) into X (V ) (D). In the particular
case whereV = U , this condition can be informally thought of as the condition thatX (U )
is preserved under the polynomial action of End(U ). Let α : Q → P be a polynomial
transformation and letX be a subset ofQ. Then α(X ) = (U ↦→ αU (X (U ))) is a subset of
P.

Definition 3.4.18. For X ⊆ AP , we define the ideal IX of X to be the rule assigning
IX (U ) ⊆ R[P (U )] to U for all U ∈ fgfModR. The rule IX is an ideal in the R-algebra
over the category fgfModR defined by U ↦→ R[P (U )], i.e., for all φ ∈ Hom(U,V ) we
have IX (V ) ◦ PU,V,R (φ) ⊆ IX (U ). �

Definition 3.4.19 (Base change). If X ⊆ AP is a closed subset and B is an R-algebra,
then we obtain a closed subset XB of APB by letting, for a U ∈ fgfModB, XB (U ) be the
closed subset X (UR)B of APB (U ) = AB⊗P (UR ) , where UR is the free R-module such that
U � B ⊗ UR from the definition of PB. �

We will use the following lemmas very frequently in our proof of Theorem 4.1.1.

Lemma 3.4.20. Let R be a ring with Noetherian spectrum and r an element of R. Let
𝔭1, . . . , 𝔭k be the minimal primes of R/(r). Then two closed subsets X, Y ⊆ AP are equal
if and only if XR[1/r] = YR[1/r] and XR/𝔭i = YR/𝔭i for all i = 1, . . . , k.

Proof. This follows from Lemma 3.3.12 with X (U ), Y (U ) for every U ∈ fgfModR. □

Lemma 3.4.21. Let R ⊆ R′ be a finite extension of domains and let X, Y ⊆ AP be closed
subsets. Then X = Y if and only if XR′ = YR′ .

Proof. This follows from Lemma 3.3.13 with X (U ), Y (U ) for every U ∈ fgfModR. □

Lemma 3.4.22. Let U ∈ fgfModR and g ∈ R[P (U )]. Then

Y (V ) (D) = {p ∈ D ⊗ P (V ) | ∀φ ∈ D ⊗ Hom(V,U ) : gD (PV,U,D (φ) (p)) = 0}

for all V ∈ fgfModR and R-domains D defines a closed subset Y ⊆ AP . The subset Y is the
biggest closed subset ofAP such that g is in the ideal of Y (U ).

Proof. It is easy to check that Y (V ) is a subset of AP (V ) for all V ∈ fgfModR and that
Y is a subset of AP . We need to check that Y is a closed subset of AP , i.e., that Y (V ) is a
closed subset ofAP (V ) for every V ∈ fgfModR.
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Let φ1, . . . , φn be a basis of Hom(V,U ). For every R-algebra A, consider the map

gA[x1 ,...,xn ] ◦PV,U,A[x1 ,...,xn ] (x1⊗φ1+· · ·+xn⊗φn) : A[x1, . . . , xn] ⊗P (V ) → A[x1, . . . , xn].

We have

gA[x1 ,...,xn ] ◦ PV,U,A[x1 ,...,xn ] (x1 ⊗ φ1 + · · · + xn ⊗ φn) |A⊗P (V ) =
∑︁
α∈Zn≥0

xαgα,A

where gα,A : A ⊗ P (V ) → A. We get polynomial laws gα = (gα,A)A ∈ R[P (V )]. Set
SV = {gα | α ∈ Zn≥0}. We claim that Y (V ) = V(SV ). Let D be an R-domain and take
p ∈ Y (V ) (D). Then, viewing p as an element of Y (V ) (D[x1, . . . , xn]), we see that

gD[x1 ,...,xn ] (PV,U,D[x1 ,...,xn ] (φ) (p)) = 0

for all φ ∈ D[x1, . . . , xn] ⊗ Hom(V,U ). Using φ = x1 ⊗ φ1 + · · · + xn ⊗ φn, we get
p ∈ V(SV ) (D). Conversely, suppose that p ∈ V(SV ) (D). Then

gD[x1 ,...,xn ] (PV,U,D[x1 ,...,xn ] (x1 ⊗ φ1 + · · · + xn ⊗ φn) (p)) = 0

Specializing the xi to elements of D, we find that

gD (PV,U,D (a1 ⊗ φ1 + · · · + an ⊗ φn) (p)) = 0

for all a1, . . . , an ∈ D. So p ∈ Y (V ) (D). So Y (V ) = V(SV ) is indeed closed. □

Remark 3.4.23. It is not true in general that

Y (V ) (D) = {p ∈ X (V ) (D) | ∀φ ∈ Hom(V,U ) : hD (P (φ)D (p)) = 0}.

For an example, take R = Fp, P (V ) = V and h = xp − x ∈ R[x] = R[P (R)]. Then the
right hand side above consists of all p ∈ D⊗V � Dn such that xp = x for every coordinate
of pwhile the left hand side also has the requirement that (αx)p = αx for all α ∈ E for every
D-domain E. So Y (V ) (D) = 0. ��

3.4.9 Gradings
Let P : fgfModR → fgModR be a polynomial functor. For each U ∈ fgfModR, the
R-algebra R[P (U )] has two natural gradings: first, the ordinary grading that each co-
ordinate ring R[M] of a module M has (see Definition 3.2.11); and second, a grading
that takes into account the degrees of the homogeneous components P, as follows. Write
P = P0 ⊕ P1 ⊕ · · · ⊕ Pd, so that R[P (U )] is the tensor product of the R[Pi (U )] by
Proposition 3.2.19. Then multiply the ordinary grading on R[Pi (U )] by i and use these
to define a grading on R[P (U )], called the standard grading. The standard grading has
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an alternative characterisation, as follows: f ∈ R[P (U )] is homogeneous of degree j if
fA (PU,U,A (a ⊗ idU ) (v)) = ajfA (v) for all A ∈ AlgR and all v ∈ A ⊗ P (U ). We have

fA[t] (v0 + tv1 + · · · + tdvd) =
∞∑︁
j=0

tjfj,A (v0 + v1 + · · · + vd)

for all A ∈ AlgR and vi ∈ A ⊗ Pi (U ) where fj is the part of f of standard degree j.

Lemma 3.4.24. For any closed subset X ⊆ AP and any U ∈ fgfModR, the ideal IX (U ) is
homogeneous with respect to the standard grading.

Proof. Take f ∈ IX (U ) and let D be an R-domain. Then

0 = fD[t] (PU,U,D[t] (t ⊗ idU ) (v0 + v1 + · · · + vd)) = fD[t] (v0 + tv1 + · · · + tdvd)

for all vi ∈ D ⊗ Pi (U ) such that v0 + v1 + · · · + vd ∈ X (U ) (D). Hence the homogeneous
parts of f are also contained in IX (U ). □
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Part III

Stabilisation under GL
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Chapter 4

Topological GL-Noetherianity
over rings

This chapter contains the proof of topological Noetherianity of polynomial functors de-
fined over rings with Noetherian spectrum. It is fully based on the paper [BDD22] and it
relies on the notions of Chapter 3 from which we also import the notation of Section 3.1.
In Section 4.1 we review the main objects and ideas and explain the motivation together
with the relations with the literature. In the subsequent Section 4.2 we present the proof.
In the final Section 4.3 we present some applications.

4.1 Introduction

Theorem 2.4.3 on topological Noetherianity of polynomial functors defined over infinite
fields was used in work by Daniel Erman, Steven Sam, and Andrew Snowden [ESS19;
ESS21b; ESS21c] and by Jan Draisma, Michał Lasoń, and Anton Leykin [DLL19] in new
proofs of Stillman’s conjecture. In this context, Erman-Sam-Snowden asked whether the
Noetherianity of polynomial functors also holds over Z; this would show that their proof
of Stillman’s conjecture yields bounds that are independent of the characteristic, just like
another proof by Erman-Sam-Snowden [ESS19] and the original proof by Tigran Ananyan
and Mel Hochster [AH20a].

In Section 4.2 we settle Erman-Sam-Snowden’s question in the affirmative. Indeed,
rather than working over Z, we use the language of Chapter 3 and work over a ring R
whose spectrum is Noetherian—this turns out to be precisely the setting where topological
Noetherianity also holds for polynomial functors.
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4.1.1 The frame and the result
So let R be a ring. In Section 3.2 we reviewed the notion of polynomial laws from an R-
module M to an R-module N . In the special case where N = R, these polynomial laws
form a graded ringR[M] (see Section 3.2.2). This ring, playing the role of “the coordinate
ring of a module”, is used in Section 3.3 to define a topological space AM , in such a man-
ner that any polynomial law φ : M → N yields a continuous map, also denoted φ, from
AM → AN . Recall thatAM is a topological space over the category DomR of R-domains
with R-algebra monomorphisms in the sense of Definition 3.3.3.

IfM is freely generated by n elements, thenR[M] is the polynomial ringR[x1, . . . , xn]
and the poset of closed sets inAM is the same as that in the spectrum ofR[M]. In general,
however, we do not completely understand the relation between AM and the spectrum
of R[M] (see Remark 3.3.17), and we work with the former rather than the latter. The
following result is a topological version of Hilbert’s basis theorem in this setting.

Proposition (Proposition 3.3.14). IfR has a Noetherian spectrum andM is a finitely gen-
erated R-module, then the topological spaceAM over DomR is Noetherian.

Interestingly, it is not true that if R is Noetherian and M is finitely generated, then
R[M] is Noetherian (see Example 3.2.15), so “topologically Noetherian” is the most nat-
ural setting here. A special case of the theorem (taking M free of rank 1) is that if R has
a Noetherian spectrum, then so does the polynomial ring R[x]. This special case, a topo-
logical version of Hilbert’s basis theorem, is easy and well-known; e.g., it also follows from
[ESS20, Theorem 1.1] with a trivial group G.

Following [Rob63], in Section 3.4 we recalled the notion of polynomial functors from
the category fgfModR of finitely generated free R-modules to the category ModR of R-
modules. These polynomial functors form an Abelian category. The subcategory of poly-
nomial functors from fgfModR to the category fgModR of finitely generated, but not nec-
essarily free, R-modules is not an Abelian subcategory when R is not Noetherian, but it is
closed under taking quotients, and this will suffice for our purposes.

Given a polynomial functorP : fgfModR → fgModR, a closed subset ofAP is a ruleX
that assigns to each finitely generated freeR-moduleU a closed subsetX (U ) ofAP (U ) such
that the continuous map corresponding to the polynomial law

Hom(U,V ) × P (U ) → P (V ), (φ, p) ↦→ PU,V (φ) (p)

maps the pre-image ofX (U ) under the projection onP (U ) inAHom(U,V )×P (U ) intoX (V )
(see Section 3.4.8 for details). IfY is a second such rule, then we say thatX is a subset ofY if
X (U ) is a subset of Y (U ) for eachU ∈ fgfModR. Our main result, then, is the following.

Theorem 4.1.1. Let R be a commutative ring whose spectrum is a Noetherian topological
space and let P be a finite-degree polynomial functor fgfModR → fgModR. Then every
descending chain X1 ⊇ X2 ⊇ . . . of closed subsets of AP stabilises: for all sufficiently large n
we have Xn = Xn+1.
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Proposition 3.3.14 is the special case of Theorem 4.1.1 where the polynomial functor has
degree 0, i.e., sends each U to a fixed module M and each morphism to the identity idM .
It is the base case in our inductive proof of Theorem 4.1.1.

We recall two fundamental properties of polynomial functors over rings that are fun-
damental in our proof. The first is the Friedlander-Suslin’s lemma stating equivalences of
Abelian categories between polynomial functors fgfModR → fgModR of degree ≤ d and
finitely generated modules for the non-commutative R-algebra R[End(U )]∗≤d (called the
Schur algebra) for any U ∈ fgfModR of rank ≥ d; see Section 3.4.6.

The second fundamental fact, discussed in Section 3.4.7, is that if R is a domain and P
a polynomial functor from fgfModR to ModR such that Frac(R) ⊗ P is irreducible, then
Frac(R/𝔭) ⊗ P is irreducible for all primes 𝔭 in some open dense subset of Spec(R). This
is an incarnation of the philosophy in representation theory that irreducibility is a generic
condition.

The global proof strategy is as follows: we show that the induction steps in [Dra19],
where Theorem 4.1.1 is proved when R is an infinite field, can be made global in the sense
that they hold for Frac(R/𝔭) for all 𝔭 in some open dense subset of Spec(R); and then we
use Noetherian induction on Spec(R) to deal with the remaining primes 𝔭. The details of
this approach are quite subtle and beautiful.

The big picture is depicted in the following diagram:

Finitely generated R-modules M Topological spacesAM

Polynomial functors P over R Topological spacesAP

“linear algebra” “geometry”

“fixed/finite dimension”

“varying/infinite dimension”

Building on the notion of finitely generated R-modules, on the left we pass to polynomial
functors over R. Here many results carry over, such as the fact that the rank is a semicon-
tinuous function on Spec(R); see Proposition 3.4.10. We regard this as “linear algebra in
varying dimensions”. In the other direction, we construct the topological space AM and
enter the realm of algebraic geometry; the closed subsets generalise affine algebraic vari-
eties. Finally, both constructs come together in the construction of the topological space
associated to a polynomial functor P. Here we use both results from the “linear algebra” of
polynomial functors, such as Friedlander-Suslin’s lemma, and results about the topologi-
cal spacesAM , to prove thatAP is Noetherian. Furthermore, we establish the fundamental
result that the dimension function of a closed subset ofAP depends on primes in Spec(R)
in a constructible manner; see Proposition 4.3.6.
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4.1.2 Further relations to the literature

The paper [ESS21b] establishes finiteness results for (cone-stable and weakly upper semi-
continuous) ideal invariants in polynomial rings over a fixed field. As Daniel Erman pointed
out to us, at least part of their results carry over to arbitrary base rings with Noetherian
spectrum. In particular, [ESS21b] establishes the Noetherianity of a space Yd that param-
eterises homogeneous ideals generated in degrees d = (d1, . . . , dr). While they work with
certain limit spaces, the “functor analogue” of their Yd in our setting would be a func-
tor from fgfModR to the category of functors from DomR to sets that sends a finitely
generated free R-module U = Rn to the functor that maps an R-domain D to the set of
GLn (D)-orbits of ideals in R[x1, . . . , xn] generated by homogeneous polynomials of de-
grees d1, . . . , dr . Then Yd admits a surjective map from the space ASd1⊕···⊕Sdr —a functor
from fgfModR to functors fromDomR to topological spaces, and one can giveYd the quo-
tient topology. Theorem 4.1.1 implies that Yd is then Noetherian, provided that Spec(R) is
Noetherian.

Our work does not say much about Noetherianity of the coordinate rings R[AP], let
alone about Noetherianity of finitely generated modules over them. Currently, these much
stronger results are known only when R is a field of characteristic zero and P is either a
direct sum of copies of S1 [SS16; SS19] or P = S2 or P =

∧2 [NSS16] or P = S1 ⊕ S2 or
P = S1 ⊕∧2 [SS22].

Like [AH20a], recent work [KZ18a; KZ18b] implies that polynomials of high strength,
and high-strength sequences of polynomials, behave very much like generic polynomials or
sequences. Like Corollary 4.3.1, their results are uniform in the characteristic of the field.
But the route that David Kazhdan and Tamar Ziegler take is entirely different: first a theo-
rem is proved over finite fields by algebraic-combinatorial means, with uniform constants
that do not depend on the finite field, and then model theory is used to transfer the result
to arbitrary algebraically closed fields.

In [BDE19] it is shown that in any closed subset of the polynomial functor Sd defined
over Z, the strength of polynomials over a ground field of characteristic 0 or characteristic
> d is uniformly bounded from above. While of a similar flavour as Corollary 4.3.1, that
result—in which the restriction on the characteristic cannot be removed—does not follow
from our current work. Far-reaching generalisations of [BDE19], but only over fields of
characteristic zero, are topics of [BDDE22; BDES22].

4.2 Proof of GL-Noetherianity over rings

In this section we prove Theorem 4.1.1. Let R be a ring whose spectrum is Noetherian and
let P : fgfModR → fgModR a polynomial functor of finite degree. We will prove that any
chainAP ⊇ X1 ⊇ X2 ⊇ · · · of closed subsets eventually stabilises.
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4.2.1 Reduction to the case of a domain
Since Spec(R) is Noetherian, the ring R has finitely many minimal primes 𝔭1, . . . , 𝔭k. By
Lemma 3.4.20 with r = 1, the sequence AP ⊇ X1 ⊇ X2 ⊇ · · · stabilises if and only
if the sequence APR/𝔭i ⊇ X1,R/𝔭i ⊇ X2,R/𝔭i ⊇ · · · stabilises for each i ∈ [k]. So from
now on we assume that R is a domain, we write K𝔭 B Frac(R/𝔭) for 𝔭 ∈ Spec(R),
K B K(0) = Frac(R), and we let K,K𝔭 be algebraic closures of K,K𝔭, respectively.

4.2.2 A stronger statement
We will prove the following stronger statement which clearly implies Theorem 4.1.1.

Theorem 4.2.1. Let (R, P, X ) be a triple consisting of a domain R with Noetherian spec-
trum, a polynomial functor P : fgfModR → fgModR of finite degree and a closed subset
X ⊆ AP . Then (R, P, X ) satisfies the following conditions:

1. Every descending chainX = X1 ⊇ X2 ⊇ · · · of closed subsets ofX eventually stabilises.

2. There exists a nonzero r ∈ R such that the following holds for all U ∈ fgfModR:

if f ∈ R[P (U )] vanishes identically on X (U ) (K), then f vanishes identically on

X (U ) (K𝔭) for all primes 𝔭 ∈ Spec(R[1/r]).

Remark 4.2.2. Condition (2) of the theorem means that IXR[1/r] is determined by IXK .
More precisely, setting R′ = R[1/r], for every U ∈ fgfModR′ , the ideal

IXR′ (U ) = IXR′ (U ) ⊆ R
′ [PR′ (U )]

is the pull-back of the ideal in K [PR′ (K ⊗ U )] of the affine variety XR′ (K ⊗ U ). ��

The proof of Theorem 4.2.1 is a somewhat intricate induction, combining induction
on P, Noetherian induction on Spec(R) and induction on minimal degrees of functions
in the ideal of X—for details, see below.

Notation 4.2.3. For any fixed triple (R, P, X ), we denote conditions (1) and (2) of The-
orem 4.2.1 by Σ(R, P, X ). �

4.2.3 The induction base
If P has degree zero, then X is just a closed subset of AP (0) . Here, the Noetherianity
statement is Proposition 3.3.14 and the statement about vanishing functions is Proposi-
tion 3.3.20.
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4.2.4 The outer induction
To prove the theorem for P of positive degree, we will show that Σ(R, P, X ) is implied by
Σ(R′, P′, X ′) where X ′ is a closed subset of AP′ and (R′, P′) ranges over pairs that have
one of the following forms:

(i) (R′, P′) = (R/𝔭, PR/𝔭) for some nonzero prime 𝔭 of R; or

(ii) (R′, P′) whereR′ is a domain that is a finite extension of a localisationR[1/r] ofR,
deg P′ ≤ deg P C d, for K ′ B Frac(R′) we have P′K ′ � PK ′ and for the largest e
such that the homogeneous parts P′e,K ′ and Pe,K ′ are not isomorphic, the former is a
quotient of the latter.

In both cases, we write (R, P) → (R′, P′). We consider the class Π of all the pairs (R, P).
The reflexive and transitive closure of the relation→ is a partial order on Π.

Lemma 4.2.4. The partial order on Π is well-founded.

Proof. Suppose that we had an infinite sequence

(R0, P0) → (R1, P1) → (R2, P2) → · · ·

of such steps. By the Friedlander-Suslin’s lemma, any sequence of steps of type (ii) only
must terminate (see also [Dra19, Lemma 12]). So our sequence contains infinitely many
steps of type (i).

Each step (R, P) → (R′, P′) induces a morphism α : Spec(R′) → Spec(R). This
morphism α has the property that for irreducible closed subsets C ⊊ D ⊆ Spec(R′),
we have α(C) ⊊ α(D). This holds trivially for steps of type (i), where the morphism
α : Spec(R/𝔭) → Spec(R) is a closed embedding, and also for steps of type (ii) by elemen-
tary properties of localisation and of integral extensions of rings (see, e.g., [Eis95, Corollary
4.18 (Incomparibility)]).

Let αi : Spec(Ri) → Spec(Ri−1) be the morphism induced by (Ri−1, Pi−1) →
(Ri , Pi) and takeβi = α1◦· · ·◦αi : Spec(Ri) → Spec(R0). Then the mapsβi have the same
incomparability property as the αi . Hence, whenever the step (Ri−1, Pi−1) → (Ri , Pi) is of
type (i), there is the inclusion of irreducible closed sets im αi ⊊ Spec(Ri−1) and therefore
im βi ⊊ im βi−1 is a strict inclusion. This contradicts the Noetherianity of Spec(R0). □

By Lemma 4.2.4 we can proceed by induction onΠ, namely, in proving thatΣ(R, P, X )
holds, we may assume Σ(R′, P′, X ′) whenever (R′, P′) ← (R, P).

Lemma 4.2.5. Let r ∈ R be a nonzero element and let 𝔭1, . . . , 𝔭k be the minimal primes
of R/(r). Assume that Σ(R[1/r], PR[1/r] , XR[1/r]) and Σ(R/𝔭i , PR/𝔭i , XR/𝔭i ) for each i ∈
[k] hold. Then Σ(R, P, X ) holds as well.
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Proof. By Lemma 3.4.20, we see that condition (1) for (R, P, X ) follows from condition
(1) for (R[1/r], PR[1/r] , XR[1/r]) together with Σ(R/𝔭i , PR/𝔭i , XR/𝔭i ) for each i ∈ [k].
Condition (2) for (R, P, X ) follows from condition (2) for (R[1/r], PR[1/r] , XR[1/r]). □

Combining this lemma with our induction hypothesis, we see that in order to prove
Σ(R, P, X ) it suffices to prove Σ(R[1/r], PR[1/r] , XR[1/r]) for some r ∈ R. So we may
replace (R, P, X ) by (R[1/r], PR[1/r] , XR[1/r]) whenever this is convenient.

4.2.5 Finding an irreducible factor
Now let P : fgfModR → fgModR be a fixed polynomial functor of degree d > 0 over a
domain R with Noetherian spectrum. Recall that K is the fraction field of R.

Suppose first that the base change PK has degree < d. Then K ⊗ Pd (U ) = 0 for
all U ∈ fgfModR. In particular, this holds for U = Rd. So since Pd (U ) is a finitely
generated R-module, there exists a nonzero r ∈ R such that R[1/r] ⊗ Pd (U ) = 0. By the
Friedlander-Suslin’s lemma (Theorem 3.4.13), we then find (Pd)R[1/r] = 0. In this case, we
replace (R, P, X ) by (R[1/r], PR[1/r] , XR[1/r]). By repeating this at most d times, we may
assume that the base change PK has the same degree as P.

We want a polynomial subfunctorM of the top-degree partPd ofP whose base change
withK is an irreducible polynomial subfunctor of (Pd)K . In the next lemma, we show that
such anM exists after passing fromR to a suitable finite extension of one of its localisations.

Proposition 4.2.6. There exist a finite extension R′ of a localisation R[1/r] of R and a
polynomial subfunctor M of the top-degree part of the polynomial functor PR′ such that the
base change MK is an irreducible polynomial subfunctor of Pd,K .

Proof. The Sd (K
d)-module Pd,K (K

d) = K ⊗ Pd (Rd) is finite-dimensional and hence
has an irreducible submodule N ′. It is finitely generated, say of dimension n > 0. Let∑
j αij ⊗mij for i = 1, . . . , n be aK -basis. By the Friedlander-Suslin’s lemma, the irreducible

submodule N ′ corresponds to an irreducible polynomial subfunctor N of Pd,K . The ele-
ments αi are algebraic over the fraction field K of R. Let r ∈ R be the product of all the
denominators appearing in their minimal polynomials. ThenR′ = R[1/r] [α1, . . . , αn] is a
finite extension of the localisation R[1/r] of R since the αi are integral over R[1/r]. Con-
sider the submodule M′ of the Sd (R′d)-module Pd,R′ ((R′)d) generated by the elements∑
j αij ⊗ mij . By the Friedlander-Suslin’s lemma, M′ corresponds to a polynomial sub-

functor M of Pd,R′ whose base change MK = N is an irreducible polynomial subfunctor
of Pd,K . □

Let r ∈ R andR′ be as in the previous proposition. We would like to reduce to the case
where R′ = R. As before, we can replace (R, P, X ) by (R[1/r], PR[1/r] , XR[1/r]), so that
R′ is a finite extension of R. We now prove a version of Lemma 4.2.5 for such extensions.
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Lemma 4.2.7. Assume that Σ(R′, PR′ , XR′ ) holds. Then Σ(R, P, X ) holds as well.

Proof. By Lemma 3.4.21, condition (1) for (R′, PR′ , XR′ ) implies condition (1) for
(R, P, X ). Let r′ ∈ R′ be a nonzero element as in condition (2) for (R′, PR′ , XR′ ), i.e.,
for every U ∈ fgfModR′ , every f ∈ R′ [PR′ (U )] vanishing identically on XR′ (U ) (K)
also vanishes identically on XR′ (U ) (K𝔭) for every prime ideal 𝔭 ∈ Spec(R′ [1/r′]). Now
(r′) ∩ R is not the zero ideal, since r′ is nonzero and integral over R. Pick any nonzero
r ∈ (r′) ∩ R. We claim that condition (2) holds for (R, P, X ) with this particular r.

Indeed, let UR ∈ fgfModR and take U B R′ ⊗ UR. Let f be an element of
R[P (UR)] vanishing identically on X (UR) (K). Then f is naturally induces an element
of R′ [PR′ (U )] vanishing identically on XR′ (U ) (K) = X (UR) (K). So we see that f van-
ishes on XR′ (U ) (K𝔮) for each 𝔮 ∈ Spec(R′ [1/r′]). Since R′ is integral over R, for any
𝔭 ∈ Spec(R) there exists an 𝔮 ∈ Spec(R′) with 𝔮 ∩ R = 𝔭; and if, moverover, the prime
ideal 𝔭 does not contain r, then the prime ideal 𝔮 does not contain r′. Hence f vanishes
identically on K𝔭, as desired. □

We replace (R, P, X ) by (R′, PR′ , XR′ ), so that there exists a polynomial subfunctorM
of the top-degree part Pd of P such that the base change MK is an irreducible polynomial
subfunctor of Pd,K .

4.2.6 Splitting off M

Proposition 3.4.11 guarantees that after passing to a further localisation (and using Noethe-
rian induction for the complement), we may assume that for each U ∈ fgfModR, the R-
module P (U ) is the direct sum of a finitely generated free R-module and the (also finitely
generated free) R-module M (U ). In particular, both P and P′ B P/M are polynomial
functors fgfModR → fgfModR.

Let π : P → P′ be the projection morphism. For a closed subset X ⊆ AP , we define
the closed subset X ′ ⊆ AP′ as the closure of π(X ). Note that (R, P) → (R, P′) and
hence Σ(R, P′, X ′) holds. In particular, we may and will replaceR by a further localisation
R[1/r] which ensures that, if f ∈ R[P′ (U )] vanishes identically on X ′ (U ) (K), then it
vanishes identically on X ′ (U ) (K𝔭) for all 𝔭 ∈ Spec(R).

4.2.7 The inner induction
We perform the same inner induction as in [Dra19, Section 2.9]. Let δX ∈ {0, 1, . . . ,∞}
denote the smallest degree, in the standard grading, of a homogeneous element of
R[P (U )] � R[M (U )] ⊗ R[P′ (U )] (here we use that P (U ) is the direct sum of the
R-modules M (U ) and P′ (U )), over all U ∈ fgfModR, that lies in the vanishing ideal
of X (U ) but does not lie in the vanishing ideal of the pre-image in AP (U ) of X ′ (U ) ⊆
AP′ (U ) . Note that δX = 0 is, in fact, impossible, since the coordinates on R[M (U )] have

90



positive degree, so that a degree-0 homogeneous element of R[P (U )] that lies in the ideal
of X (U ) is an element of R[P′ (U )] that lies in the ideal of X ′ (U ). At the other extreme,
δX = ∞means that X (U ) is the Cartesian product of X ′ (U ) with AM (U ) for all U . We
order closed subsets of AP by Y < X if either Y ′ ⊊ X ′ or else Y ′ = X ′ but δY < δX .
Note that, by the outer induction hypothesis for Σ(R, P′, X ′) and since {0, 1, . . . ,∞} is
well-ordered, this order is well-founded. Hence when proving Σ(P, R, X ), we may assume
that Σ(P, R, Y ) holds for all Y < X .

First suppose that δX = ∞. Then, for all proper closed subsets Y of X , we have Y < X
and so Σ(R, P, Y ) holds by the inner induction hypothesis. It follows that condition (1)
holds for (R, P, X ). Condition (2) for (R, P, X ) follows from condition (2) for (R, P′, X ′),
with the same r ∈ R to be inverted. Indeed, if f ∈ R[P (U )] � R[M (U )] ⊗ R[P′ (U )]
vanishes identicallyX (U ) (K) � AM (U ) (K) ×X ′ (U ) (K), then, regarding f as a polyno-
mial in the coordinates on M (U ) with coefficients in R[P′ (U )], those coefficients must
all vanish identically on X ′ (U ) (K), hence on X ′ (U ) (K𝔭) for all 𝔭 ∈ Spec(R[1/r]).

4.2.8 A directional derivative
Next, suppose that 1 ≤ δX < ∞. Let f ∈ R[P (U )] � R[M (U )] ⊗ R[P′ (U )] be a
homogeneous polynomial of degree δX in the standard grading, which lies in the ideal of
X (U ) but not on the preimage inAP (U ) ofX ′ (U ). Expanding f as a polynomial in the co-
ordinates on R[M (U )] with coefficients in R[P′ (U )], one of those coefficients does not
lie in the ideal of X ′ (U ). Our assumptions together with Corollary 3.3.11 guarantee that,
in fact, that coefficient does not vanish identically onX ′ (U ) (K), so that f does not vanish
identically on the pre-image of X ′ (U ) (K) in AP (U ) (K). We then proceed as in [Dra19,
Lemma 18]. Let v1, . . . , vm be an R-basis of M (U ) and extend this with vm+1, . . . , vn to an
R-basis of P (U ), inducing an isomorphism R[P (U )] � R[x1, . . . , xn]. The expression

fR[x1 ,...,xn ,y1 ,...,ym ,t]
©«

n∑︁
i=1

xi ⊗ vi +
m∑︁
j=1

tyj ⊗ vj
ª®¬ ∈ R[x1, . . . , xn, y1, . . . , ym, t]

explicitly reads as

f (x1 + ty1, x2 + ty2, . . . , xm + tym, xm+1, . . . , xn).

Take p = 1 if charR = 0 and p = charR otherwise. A Taylor expansion in t turns this
expression into

f (x1, . . . , xn) + tp
e ·

(
h1 (x1, . . . , xn)y

pe

1 + · · · + hm (x1, . . . , xn)y
pe

m

)
+ tpe+1 · g

for some integer e ≥ 0, polynomial g ∈ R[x1, . . . , xn, y1, . . . , ym, t] and homogeneous
polynomials hi ∈ R[P (U )] of (standard) degree δX − ped not all vanishing identically on
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X (U ) (K). Specialising the variables yi to values ai ∈ {0, 1}, we get that

h(x1, . . . , xn) B
m∑︁
i=1

a
pe

i hi (x1, . . . , xn) ∈ R[P (U )]

does not vanish identically on X (U ) (K).
Let p ∈ K ⊗ P (U ) be a point in X (U ) (K) such that hK (p) ≠ 0. Relative to the

chosen basis of P (U ), we may write p = (α1, . . . , αn). Reasoning as before, let r ∈ R be the
product of all the denominators appearing in the minimal polynomials of the αi overK so
that R′ = R[1/r] [α1, · · · , αk] is a finite extension of R[1/r] containing all αi . Replacing
R by R′ and using Lemma 4.2.7, we can therefore assume that p ∈ X (U ) (R) satisfies
hR (p) ≠ 0. Further replacing R by R[1/hR (p)], we find that hD (p) ≠ 0 for all R-domains
D. Define Y to be the biggest closed subset of X where h does vanish.

Lemma 4.2.8. We have

Y (V ) (D) = {p ∈ X (V ) (D) | ∀φ ∈ D ⊗ Hom(V,U ) : hD (PV,U,D (φ) (p)) = 0}

for all V ∈ fgfModR and R-domains D.

Proof. The closed subset Y is the intersection of X with the biggest closed subset of AP
where h vanishes. So the lemma follows from Lemma 3.4.22. □

Let X = X1 ⊇ X2 ⊇ · · · be a sequence of closed subsets of X . Since Y < X , the
statementΣ(R, P, Y ) holds by the inner induction. In particular, the intersections of theXi
withY stabilise. This settles part of condition (1) ofΣ(R, P, X ). We now develop the theory
to deal with the complement ofY . This will afterwards be used to settle both condition (2)
for Σ(R, P, X ) in Section 4.2.10 and complete the proof of condition (1) in Section 4.2.11.

4.2.9 Dealing with the localised shift
In [Dra19, Lemma 25], it is proved that for all 𝔭 ∈ Spec(R) andV ∈ fgfModR, the projec-
tion ShU (P) → ShU (P)/M induces a homeomorphism of ShU (X ) [1/h] (V ) (K𝔭) with
a closed subset of the basic open (ShU (P)/M) [1/h] (V ) (K𝔭). This proof uses that MK𝔭

is irreducible, which is why we have localised so as to make this true. The proof shows
that, indeed, for each linear function x ∈ (K𝔭 ⊗M (V ))∗, the pe-th power xpe lies in the
sum of the ideal of ShU (X ) [1/h] (V ) (K𝔭) inK𝔭 [K𝔭 ⊗ P (U ⊕ V )] [1/h] and the subring
K𝔭 [K𝔭 ⊗ (P (U ⊕ V )/M (V ))]. We globalise this result as follows: for allV ∈ fgfModR,
define

N (V ) B
{
x ∈ M (V )∗

�� xpe ∈ IShU (X ) [1/h] (V ) + R[P (U ⊕ V )/M (V )] [1/h]
}
.
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There is a slight abuse of notation here: M (V ) is a submodule of P (U ⊕ V ), so M (V )∗
is naturally a quotient of P (U ⊕ V )∗ rather than a submodule. But the projection
P (U ⊕ V ) → P (U ⊕ V )/M (V ) admits a section (indeed, we have arranged things
such that P (U ⊕ V ) is isomorphic to the direct sum of the free R-modules M (V ) and
P (U ⊕ V )/M (V )), and any section yields a section M (V )∗ → P (U ⊕ V )∗. Two such
sections differ by adding elements from (P (U ⊕ V )/M (V ))∗, which is contained in the
second term above, so N (V ) does not depend on the choice of section.

Recall from Section 3.4.2 thatV ∗ ↦→M (V )∗ is a polynomial functorM∗ of degree d.

Lemma 4.2.9. The association V ∗ ↦→ N (V ) is a polynomial subfunctor of M∗.

Proof. Let A be an R-algebra and take V,W ∈ fgfModR. Take y′ ∈ A ⊗ N (V ) and
φ∗ ∈ A ⊗ Hom(V ∗,W ∗) corresponding to φ ∈ A ⊗ Hom(W,V ). Then

A ⊗ Hom(M (W ),M (V )) � A ⊗ Hom(M (V )∗,M (W )∗)
� HomA (A ⊗M (V )∗, A ⊗M (W )∗).

Denote the image ofM∗V ∗ ,W ∗ ,A (φ
∗) = MW,V,A (φ) in HomA (A⊗M (V )∗, A⊗M (W )∗)

by MW,V,A (φ)∗. We need to show that MW,V,A (φ)∗ (y′) ∈ A ⊗N (W ). This condition is
A-linear in y′, so we may assume that y′ = 1 ⊗ y with y ∈ N (V ).

Choose A = R[x1, . . . , xn] and φ =
∑
i xi ⊗ φi where the φi form a basis of

Hom(W,V ). Then in particular we need that

MW,V,R[x1 ,...,xn ] (
∑
ixi ⊗ φi)∗ (1 ⊗ y) ∈ R[x1, . . . , xn] ⊗ N (W ).

Conversely, by specializing the xi to ai ∈ A for any R-algebra A, this in fact suffices. As M
is a subfunctor of P, we may here replace M by P.

Since P (V ) is free, the R-linear map

PW,V,R[x1 ,...,xn ] (
∑
ixi ⊗ φi)∗ |P (V )∗ : P (V )∗ → R[x1, . . . , xn] ⊗ P (W )∗

induces a homomorphism Φ : R[P (V )] → R[x1, . . . , xn] ⊗ R[P (W )] of R-algebras. As
taking the pe-th power is additive, an element z is contained in R[x1, . . . , xn] ⊗ N (W ) if
and only if zpe is contained in

R[x1, . . . , xn] ⊗ (IShU (X ) [1/h] (W ) + R[P (U ⊕W )/M (W )] [1/h]).

So we now need to show that Φ(y)pe = Φ(ype ) is contained in this latter set. Since
y ∈ N (V ), we have ype = g1 + g2 for some g1 ∈ IShU (X ) [1/h] (V ) and g2 ∈ R[P (U ⊕
V )/M (V )] [1/h]. Now we note that Φ(g1) ∈ R[x1, . . . , xn] ⊗ IShU (X ) [1/h] (W ) as in the
proof of Lemma 3.4.22 and Φ(g2) ∈ R[x1, . . . , xn] ⊗ R[P (U ⊕W )/M (W )] [1/h]. So
indeed

MW,V,R[x1 ,...,xn ] (
∑
ixi ⊗ φi)∗ (1 ⊗ y) ∈ R[x1, . . . , xn] ⊗ N (W )

holds. □
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Lemma 4.2.10. For every V ∈ fgfModR, every element of M (V )∗ has a nonzero R-
multiple in N (V ).

Proof. By [Dra19, Lemma 25], any element x of M (V )∗ has 1 ⊗ xp
e ∈ K ⊗ N (V ) ⊆

K ⊗M (V )∗; in the symbol ⊆ we use that M (V ), and hence M (V )∗, are free. Clearing
denominators, we find that rxpe ∈ M (V )∗ for some nonzero r ∈ R. □

Lemma 4.2.11. There exists a nonzero r ∈ R such thatR[1/r] ⊗N (V ) = R[1/r] ⊗M (V )∗
holds for all V ∈ fgfModR.

Proof. Recall that the degree of the polynomial functor M is d and consider V = Rd. By
Lemma 4.2.10 and the fact that M (V ) is finitely generated, there exists a nonzero r ∈ R
such that R[1/r] ⊗ N (V ) = R[1/r] ⊗ M (V )∗. The Friedlander-Suslin’s lemma, for
polynomial functors over R[1/r], gives that then R[1/r] ⊗ N (V ) = R[1/r] ⊗M (V )∗
for every V . □

We now replaceR by the localisationR[1/r] and may henceforth assume thatN (V ) =
M (V )∗.

4.2.10 Proof of condition (2)
To establish condition (2) for (P, R, X ), we will first prove an analoguous statement for the
localised shift.

Lemma 4.2.12. There exists a nonzero r ∈ R such that the following holds for all V ∈
fgfModR: if g ∈ R[P (U ⊕ V )] vanishes identically on ShU (X ) [1/h] (V ) (K), then g

vanishes identically on ShU (X ) [1/h] (V ) (K𝔭) for all primes 𝔭 ∈ Spec(R[1/r]).

Proof. Assume that g ∈ R[P (U ⊕ V )] vanishes identically on ShU (X ) [1/h] (V ) (K).
View g as a polynomial in the coordinates xi ofM (V )∗ corresponding to a basis ofM (V )
with coefficients in R[P (U ⊕ V )/M (V )]. By the conclusion of Section 4.2.9, we have
N (V ) = M (V )∗, which means that each x

pe
i is a sum of an element in R[P (U ⊕

V )/M (V )] [1/h] and an element in the ideal of ShU (X ) [1/h] (V ). We then find that
also gpe = g1 + g2 with g1 ∈ R[P (U ⊕ V )/M (V )] [1/h] and g2 ∈ IShU (X ) [1/h] (V ) . Let
Z be the closure of the projection of ShU (X ) [1/h] to (ShU (P)/M) [1/h]. Since both g

and g2 vanish identically on ShU (X ) [1/h] (V ) (K), g1 vanishes identically on Z(V ) (K).
By the outer induction hypothesis, after a localisation that doesn’t depend on g1 or on V ,
one concludes that g1 vanishes identically onZ(V ) (K𝔭) for all 𝔭 ∈ Spec(R). But then gpe ,
and hence g itself, vanish identically on ShU (X ) [1/h] (V ) (K𝔭). □

Now we can establish condition (2) of Σ(R, P, X ):
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Proposition 4.2.13. There exists a nonzero r ∈ R such that the following holds for all V ∈
fgfModR: if g ∈ R[P (V )] vanishes identically on X (V ) (K), then g vanishes identically

on X (V ) (K𝔭) for all primes 𝔭 ∈ Spec(R[1/r]).

Remark 4.2.14. For each fixedV , such an r exists by Proposition 3.3.20. Taking the prod-
uct of such r’s, the same applies to a finite number ofV ’s, so we may restrict our attention
to all V of sufficiently large rank; we will do this in the proof. ��

Proof of Proposition 4.2.13. By the inner induction hypothesis, after replacing R by a local-
isation R[1/r], we know that if g ∈ R[P (V )] vanishes identically on Y (V ) (K), then it
vanishes identically on Y (V ) (K𝔭) for all 𝔭 ∈ Spec(R).

For any V ∈ fgfModR and 𝔭 ∈ Spec(R), define Z(V ) (K𝔭) B X (V ) (K𝔭) \
Y (V ) (K𝔭). It suffices to show that with a further localisation we achieve that for any
V ∈ fgfModR, if g ∈ R[P (V )] vanishes identically on all points of Z(V ) (K), then it
vanishes identically on all points of Z(V ) (K𝔭) for all 𝔭 ∈ Spec(R). In proving this, by
Remark 4.2.14 above, we may assume that V has rank at least that of U . Hence we may
replace V by U ⊕ V .

Such a g that vanishes identically on Z(U ⊕ V ) (K) vanishes, in particular, identically
on ShU (X ) [1/h] (V ) (K). Lemma 4.2.12 says that (after replacing R by a localisation that
does not depend on g or V ), g also vanishes identically on ShU (X ) [1/h] (V ) (K𝔭) for all
𝔭 ∈ SpecR. This basic open is actually dense in Z(U ⊕ V ) (K𝔭), as one sees as follows:
Z(U ⊕ V ) (K𝔭) is the image of the action

GL(K𝔭 ⊗ (U ⊕ V )) × ShU (X ) [1/h] (V ) (K𝔭) → X (U ⊕ V ) (K𝔭).

If the basic open were contained in the union of a proper subset of the irreducible com-
ponents of Z(U ⊕ V ) (K𝔭), then, by irreducibility of GL(K𝔭 ⊗ (U ⊕ V )), so would the
image of that action, a contradiction. Hence g then vanishes identically on Z(V ) (K𝔭) for
all 𝔭 ∈ Spec(R). □

Remark 4.2.15. Note that, unlike Y , theZ defined in the proof is not a subset ofX in the
sense of Definition 3.4.17. ��

4.2.11 Proof of the Noetherianity of X
Finally, we prove condition (1) of Σ(R, P, X ). Let X = X1 ⊇ X2 ⊇ · · · be a sequence of
closed subsets of X . Recall from Section 4.2.8 that the intersections of the Xi with Y sta-
bilise. Now, consider again the projection ShU (P) [1/h] → (ShU (P)/M) [1/h]. We letZ′i
be the closure of the image of ShU (Xi) [1/h] in (ShU (P)/M) [1/h]. Since the polynomial
functor (ShU (P)/M) is smaller then P, we have Noetherianity for (ShU (P)/M) [1/h]
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and therefore the sequence Z′1 ⊇ Z′2 ⊇ · · · stabilises. We now conclude from this that the
sequence of ShU (Xi) [1/h]’s also stabilises.

Lemma 4.2.16. Let X ′′ ⊆ X ′ ⊆ X be closed subsets, assume ShU (X ′′) [1/h] ⊊
ShU (X ′) [1/h] and letZ′′ ⊆ Z′ be the closures of their images in (ShU (P)/M) [1/h]. Then
Z′′ ⊊ Z′.

Proof. Since ShU (X ′′) [1/h] ⊊ ShU (X ′) [1/h], we have

ShU (X ′′) [1/h] (V ) ⊊ ShU (X ′) [1/h] (V )

for some V ∈ fgfModR. This means that IShU (X ′′ ) [1/h] (V ) ⊋ IShU (X ′ ) [1/h] (V ). Let
g ∈ R[P (U ⊕ V )] [1/h] be an element of the former ideal that is not contained in the
latter. Then the same holds for gpe . By the conclusion of Section 4.2.9, gpe is a sum of
an element g1 in R[P (U ⊕ V )/M (V )] [1/h] and an element g2 of IShU (X ) [1/h] (V ) ⊆
IShU (X ′ ) [1/h] (V ). This means that g1 is also an element of IShU (X ′′ ) [1/h] (V ) not contained
in IShU (X ′ ) [1/h] (V ). Hence

IShU (X ′′ ) [1/h] (V )∩R[P (U⊕V )/M (V )] [1/h] ⊋ IShU (X ′ ) [1/h] (V )∩R[P (U⊕V )/M (V )] [1/h]

holds. The former ideal ofR[P (U⊕V )/M (V )] [1/h] equalsIZ′′ (V ) and the latter equals
IZ′ (V ). So Z′′ (V ) ⊊ Z′ (V ) and hence Z′′ ⊊ Z′. □

By the lemma, the fact that the sequence of Z′i stabilises implies that the sequence of
ShU (Xi) [1/h]’s also stabilises. Now again, we write

Zi (V ) (K𝔭) = Xi (V ) (K𝔭) \ Y (V ) (K𝔭)

for all V ∈ fgfModR and 𝔭 ∈ Spec(R). We consider the descending sequence of Zi’s.
What is left to prove for the Noetherianity of X is the following result.

Lemma 4.2.17. The sequence Z1 ⊇ Z2 ⊇ · · · stabilises.

Proof. Let m be the rank of U . As in equation (∗) in [Dra19, Section 2.9], for every 𝔭 ∈
Spec(R), we have:

Zi (U ⊕V ) (K𝔭) = {p ∈ Xi (U ⊕V ) (K𝔭) : h(g ·p) ≠ 0 for some g ∈ GL(K𝔭⊗(U ⊕V ))},

and the right-hand-side can be written as:⋃
g∈GL(K𝔭⊗(U⊕V ) )

g · ShU (Xi) [1/h] (V ) (K𝔭).

So the sequence of Zi’s restricted to V ∈ fgfModR of rank ≥ m stabilizes. As the
sequence of Xi (Rk)’s stabilizes for each k ∈ {0, . . . , m − 1} by Proposition 3.3.14, the un-
restricted sequence of Zi’s also stabilizes. □

96



Since both the sequence of Xi ∩ Y ’s and Zi’s stabilize, using Corollary 3.3.11, the se-
quence of Xi’s also stabilizes. So the closed subset X is Noetherian. This concludes the
proof of condition (1) for (R, P, X ) and hence the proof of Theorem 4.1.1.

4.3 Applications
In this section we present some applications. The first part concerns the existence of upper
bounds for the degrees of defining equations for closed subsets of polynomial functors.
We will not find explicit upper bounds but we show how these are independent on the
field of definition and on the dimension. Note that for “defining equations” we mean the
set-theoretic defining equations. The second part concerns how dimensions of such closed
subsets behave “for n tending at infinity”.

4.3.1 Upper bounds for degrees of defining equations
Our original motivation is the following: let P, Q be (finite-degree) polynomial functors
from the category of finitely generated free Z-modules to itself and let α : Q → P be a
polynomial transformation. Define the closed subset X of AP as the closure of the image
of α. Specifically, for a natural number n, the pull-back along αZn defines a ring homomor-
phism Z[P (Zn)] → Z[Q(Zn)], andX (Zn) is the closed subset of SpecZ[P (Zn)] defined
by the kernel of that ring homomorphism. Theorem 4.1.1 implies the following.

Corollary 4.3.1. There exists a uniform bound d such that for all n ∈ Z≥0 and all fieldsK ,
X (Kn) ⊆ K ⊗ P (Zn) is defined by polynomials of degree ≤ d.

This corollary has many applications; here is one. If V is a finite-dimensional vector
space over a field K and T ∈ V ⊗ V ⊗ V is a tensor, then T is said to have slice rank ≤ r if
T can be written as the sum of r terms of the form σ (v⊗A), where v ∈ V andA ∈ V ⊗V ,
and σ is a cyclic permutation of 1, 2, 3 permuting the tensor factors. If K is algebraically
closed, then being of slice rank ≤ r is a Zariski-closed condition [ST].

Corollary 4.3.2. Fix a natural number r. There exists a uniform bound d such that for
all algebraically closed fields K and for all n ∈ Z≥0, the variety of slice-rank-≤ r tensors in
Kn ⊗ Kn ⊗ Kn is defined by polynomials of degree ≤ d.

The same holds when the number of tensor factors is increased to any fixed number,
possibly at the expense of increasing d, and similar results hold for the set of cubic forms
of bounded q-rank [DES17] or for the closure of the set of degree-e forms of bounded
strength in the sense of [AH20a]. We stress again that “defined by” is intended in a purely
set-theoretic sense. We do not know whether the vanishing ideals of these varieties are gen-
erated in bounded degree, even if the field K were fixed beforehand.
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Proof of Corollary 4.3.2. Consider the polynomial functor P that sends a freeZ-moduleZn
to Zn ⊗ Zn ⊗ Zn, and the polynomial functor Q that sends Zn to Zn ⊕ (Zn ⊗ Zn). For any
r-tuple (σ1, . . . , σr) of cyclic permutations of 1, 2, 3 we have a polynomial transformation

Qr → P, ((v1, A1), . . . , (vr , Ar)) ↦→
r∑︁
i=1

σi (vi ⊗ Ai),

whose image closure is defined in uniformly bounded degree e by Corollary 4.3.1. The va-
riety of slice-rank-≤ r tensors is the union of these image closures over all r-tuples of cyclic
permutations, hence defined in degree at most e · 3r , independently of the algebraically
closed field and independently of n. □

Remark 4.3.3. Over a fieldK of characteristic zero, the irreducible polynomial functorsP
are precisely the Schur functors, and any polynomial functor is isomorphic to a direct sum
of Schur functors. These always admit a Z-form, i.e., a polynomial functor PZ over Z
such that K ⊗ PZ � P, which moreover has the property that it maps free Z-modules
to free Z-modules [ABW82]. The Z-form need not be unique; e.g., the Schur functor
over K that maps V to its d-th symmetric power Sd (V ), comes both from the functor
from free Z-modules to free Z-modules that sends U to Sd (U ) and from the functor that
sendsU to the sub-Z-module ofU ⊗d consisting of symmetric tensors. These two functors
are non-isomorphic Z-forms. In applications such as the above, where one looks for field-
independent bounds, it is important to choose the Z-form that captures the problem of
interest. ��

Example 4.3.4. Again over R = Z, consider the polynomial transformation α : (S2)4 →
S4 that maps a quadruple (q1, . . . , q4) of quadratic forms to q2

1 +· · ·+q2
4. LetX be the image

closure as above. IfK is algebraically closed of characteristic zero, then XK (K4) is a hyper-
surface in S4 (K) of degree 38475 [BHORS12], so the degree bound from Corollary 4.3.1
must be at least that large. On the other hand, if K is algebraically closed of characteristic
2, then the image of α is just the linear space spanned by all degree-four monomials that are
squares, and hence only linear equations are needed to cut out this image. �

Remark 4.3.5. Over algebraically closed fields of positive characteristic, irreducible poly-
nomial functors are still parameterised by partitions, but polynomial functors are no longer
semisimple, and theZ-forms from Remark 4.3.3 do not always remain irreducible; standard
references are [CL74; Gre07]. The typical example is that, in characteristic p, the functor
Sp contains a subfunctor that maps V to the linear space of p-th powers of elements of
V . ��

4.3.2 Dimension functions of closed subsets of polynomial functors
To illustrate that the proof method for Theorem 4.1.1 can be used to obtain further re-
sults on closed subsets of polynomial functors, we establish a natural common variant of
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Propositions 3.3.19 and 3.4.10. For each 𝔭 ∈ Spec(R) define the function f𝔭 : Z≥0 → Z≥0
as f𝔭 (n) B dim(X (Rn) (K𝔭)).

Proposition 4.3.6. For each 𝔭 ∈ Spec(R), f𝔭 (n) is a polynomial in n with integral coeffi-
cients for all n ≫ 0. Furthermore, the map that sends 𝔭 to this polynomial is constructible.

Proof sketch. Both statements follow by inductions identical to the one for Theorem 4.1.1,
using that, in the most interesting induction step, for n ≥ m B rk(U ) the dimension of
XK𝔭
(K𝔭

n) is the maximum of the dimensions of YK𝔭
(K𝔭

n) and

(ShU (X ) [1/h])K𝔭
(K𝔭

n−m).

Furthermore, for the case whereXK𝔭
is the pre-image ofX ′

K𝔭

, we use Proposition 3.4.10, and
for the base case in the induction proof for the constructibility statement we use Proposi-
tion 3.3.19. □

Example 4.3.7. Take R = Z, take P = S3, and let X be the closed subset defined as
the image closure of the polynomial transformation (S1)2 → S3, (v, w) ↦→ v3 + w3; see
Section 4.3 for similar polynomial transformations. ThenXK𝔭

(K𝔭

n) has dimension 2n for
𝔭 ≠ (3) and dimension n for𝔭 = (3), since in the latter case the set of cubes of linear forms
is a linear subspace of the space of cubics. This is an instance of Proposition 4.3.6. �
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Chapter 5

Intermezzo: a glance at
singularities

In this chapter we consider polynomial functors in bounded degree defined over a field K
of characteristic zero and we use the notation of page 15.

5.1 Stabilisation of the singular locus
There are meaningful notions of singularity for the infinite dimensional setting, for ex-
ample using embedding codimension; see [CFD22]. However, we are interested in the be-
haviour of the singular locus of aVec-varietyX in the following sense: for everyV ∈ Vecwe
consider Sing(X (V )), the singular locus ofX (V ), and we look at its behaviour for dim(V )
tending to infinity. In particular, our notion of singularity remains the classical one of fi-
nite dimensional algebraic geometry. The following example was the initial inspiration for
our result.

Example 5.1.1. It is well known that the singular locus of the variety of matrices of rank at
most r is the variety of matrices of rank at most r − 1. This statement is independent of the
size of the matrices, provided that both sizes are strictly greater than r. In this chapter we
establish a far-reaching generalisation of this phenomenon: we will show that the singular
locus of a Vec-variety is itself a Vec-variety. �

5.1.1 Description of the result
Our main result is as follows.
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Theorem 5.1.2 (Stabilisation of Singularities Theorem). For any finite-degree polynomial
functor P over a field K of characteristic zero, and for any Vec-variety X of P, there exists a
unique Vec-subvariety Y of X such that for all V ∈ Vec of sufficiently large dimension we
have Y (V ) = Sing(X (V )). Furthermore, for all V we then have Sing(X (V )) ⊆ Y (V ).

We will denote this Vec-variety Y by Sing(X ), but warn that, for low-dimensional V ,
it will in general not be true that Sing(X ) (V ) = Sing(X (V )); see the following example,
which formalises Example 5.1.1.

Example 5.1.3. Consider the second tensor power T 2 and the Vec-variety M≤r defined
by the vanishing of all (r + 1) × (r + 1)-subdeterminants. For dim(V ) ≤ r, the variety
M≤r (V ) coincides with the ambient space, with empty singular locus. On the other hand,
for dim(V ) > r, the singular locus of M≤r (V ) is precisely M≤r−1 (V ). Hence we have
Sing(M≤r) = M≤r−1. Indeed, Sing(M≤r) (V ) = Sing(M≤r (V )) for dim(V ) > r,
while Sing(M≤r (V )) ⊊M≤r−1 (V ) for dim(V ) ≤ r. �

5.2 Proof of stabilisation of the singular locus
5.2.1 Reduction to the irreducible case
Lemma 5.2.1. Suppose that Theorem 5.1.2 holds for irreducible Vec-varieties of P. Then it
holds for all Vec-varieties of P.

Proof. By Noetherianity guaranteed by Theorem 2.4.3,X admits a unique decomposition
X1∪· · ·∪Xs where eachXi is an irreducibleVec-variety ofP, and not contained in the union⋃

j≠i Xj ; this means that Xi (V ) ⊄
⋃

j≠i Xj (V ) for all V of sufficiently large dimension.
Then, for each V with dim(V ) ≫ 0, we have

Sing(X (V )) =
(⋃

i

Sing(Xi (V ))
)
∪ ©«

⋃
i≠j

(Xi (V ) ∩ Xj (V ))ª®¬
By assumption, Sing(Xi (V )) agrees with Yi (V ) for some closed subvariety Y of Xi and
dim(V ) ≫ 0, and each of the intersections Xi ∩ Xj define Vec-subvarieties of X , hence
the theorem follows from the fact that the class of Vec-subvarieties ofX is preserved under
finite unions. □

5.2.2 The irreducible case
Proof of Theorem 5.1.2. The uniqueness of the Vec-variety Y ⊆ X such that Y (V ) =

Sing(X ) (V ) for all V of sufficiently high dimension follows immediately from the fact
that Y (V ) for dim(V ) ≫ 0 determines Y (V ) for small V by Proposition 2.2.14.
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To prove the existence of Y , by Lemma 5.2.1 we may assume that X is irreducible. We
proceed by induction on the polynomial functor P, using the well-founded order from
Section 2.1.3. For deg(P) = 0, X (V ) is just a fixed closed subvariety, independent of V , of
the fixed finite-dimensional affine space P (V ), and we may set Y (V ) B Sing(X (V )) for
all V .

Suppose next that d B deg(P) > 0, suppose that the theorem holds for all polynomial
functors Q ≺ P, and let R be an irreducible subfunctor of the top-degree part of P. Since
charK = 0, we may write P = P′ ⊕ R where P′ ≺ P. Let π : P → P′ be the projection
along R and define X ′ (V ) B π(X (V )). Then X ′ is a Vec-variety of P′.

By Theorem 2.4.1, there are two possibilities. In the first case, we have X (V ) =

X ′ (V ) × R(V ) for all V , and then clearly Sing(X (V )) = Sing(X ′ (V )) × R(V ) for all
V . By the induction assumption, there exists a unique closed subvariey Y ′ of X ′ such
that the latter equals Y ′ (V ) × R(V ) for all V of sufficiently high dimension. Then with
Y B Y ′ × R, we have Y (V ) = Sing(X (V )) for all V of sufficiently high dimension.

The previous paragraph applies as long as there exists an irreducible subfunctor R to
which the first case applies. We may therefore assume that no such subfunctor exists. Then,
by Proposition 2.4.8, the dimension polynomial of X has degree strictly less than d.

So now, fixing any irreducible subfunctor R of Pd, we find U, f, r, h, P′′, Z as in the
second part of Theorem 2.4.1. Then ShU (X ) [1/h] � Z ⊆ P′′ [1/h] where P′′ B
ShU (P)/R ≺ P, and by the induction assumption there exists aVec-varietyY ′ ofP′′ [1/h]
such that, for dim(V ) at least some n1, we have Sing(Z(V )) = Y ′ (V ).

Now, for any V ∈ Vec, ShU (X ) [1/h] (V ) � Z(V ), and we use this isomorphism
to identify Y ′ (V ) with a locally closed subset of X (U ⊕ V ). On the latter variety acts
GL(U ⊕V ) by automorphisms by Proposition 2.2.14, hence preserving the singular locus.
Take dim(V ) ≥ n1, so that Y ′ (V ) is the locus of singular points in X (U ⊕ V ) where h
is nonzero. Then for any p ∈ Y ′ (V ) the map GL(U ⊕ V ) → X (V ), g ↦→ g · p maps
GL(U ⊕ V ) into Sing(X (U ⊕ V )), and in fact an open dense subset of GL(U ⊕ V ) into
Y ′ (V ). This implies that the closureY ′ (V ) ofY ′ (V ) inX (U ⊕V ) is a GL(U ⊕V )-stable
closed subset of Sing(X (U ⊕ V )).

ForW ∈ Vec, we defineY1 (W ) ⊆ X (W ) as follows. Choose any vector spaceV with
dim(V ) ≥ n1 and dim(U⊕V ) ≥ dim(W ) and any surjective linear mapφ : U⊕V →W
and set

Y1 (W ) B P (φ)Y ′ (V ).
Lemma 5.2.2. The rule Y1 defines a Vec-variety of X with Y1 (W ) ⊆ Sing(X (W )) for all
W with dim(W ) ≥ n1 + dim(U ). More precisely, for such large W , Y1 (W ) is the closure
in X (W ) of the set

{p ∈ Sing(X (W )) | ∃ψ ∈ Hom(W,U ) : h(P (ψ)p) ≠ 0}.

Proof. We first show that Y1 (W ) does not depend on the choice of (sufficiently large) V
and of φ. Let φ′ : U ⊕ V ′ → W be another surjective linear map. Without loss of
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generality, assume that dim(V ′) ≥ dim(V ). Write kerφ′ = A1 ⊕ A2 where dim(A2) =
dim(V ′) − dim(V ). Then φ′ factors as

φ′ = φ ◦ g1 ◦ (idU ×ψ) ◦ g2

where g2 ∈ GL(U ⊕ V ′) maps A2 into a subspace B1 of V ′, ψ : V ′ → V is a linear map
with kernelB1, and g1 ∈ GL(U ⊕V )maps the image ofA1 under (idU ×ψ) ◦g2, which has
dimension dim(U ⊕V )−dim(W ), into kerφ. Now, by the above, g2 preservesY ′ (V ′), g1

preserves Y ′ (V ), and by definition idU ×ψ maps the former onto the latter. We conclude
that φ′ (Y ′ (V ′)) = φ(Y (V )), and then the same holds when we take the closure on both
sides.

Furthermore, thatY1 is (covariantly) functorial inW is immediate from the definition,
and so is the fact that Y1 (W ) is closed in X (W ) for every W ∈ Vec. That Y1 (W ) is
contained in Sing(X (W )) for dim(W ) ≥ n1+dim(U ) follows from the discussion before
the lemma. Finally, for W of this dimension, we may fix any isomorphism φ : U ⊕ V →
W , and then Y1 (W ) = P (φ)Y ′ (V ) by the independence of Y1 (W ) of the choice of φ.
Then take ψ = πU ◦ φ−1 where πU : U ⊕ V → U is the projection. Then for any point
of the form q B P (φ)p with p ∈ Y ′ (V ) we have h(P (ψ)q) = h(P (πU )p) ≠ 0. □

Next we vary R, U , f , r, and hence h. Let Z ⊆ X be the Vec-subvariety defined by the
vanishing of all partial derivatives h̃ B 𝜕 f̃ /(𝜕r̃) for f̃ an element in the ideal ofX (Ũ ), for
some Ũ , and r̃ an element in R̃(Ũ ) where R̃ is an arbitrary irreducible subfactor of Pd.

Lemma 5.2.3. For all V of sufficiently large dimension, Z(V ) ⊆ Sing(X (V )).

Proof. First, since polynomial functors in characteristic zero form a semisimple category,
Pd is the sum of its irreducible subfunctors R̃. Therefore, the directional derivatives
𝜕 f̃ /(𝜕r̃) vanish on Z(V ) for all r̃ ∈ Pd (V ). We construct the Jacobi-matrix for X (V )
as follows: the rows correspond to a generating set of the ideal, the first n<d = n<d (V )
columns correspond to coordinates on P<d (V ), and the last nd = nd (V ) columns cor-
respond to coordinates on Pd (V ). By Proposition 2.1.29, n<d grows as a polynomial of
degree < d in dim(V ) and nd grows as a polynomial of degree d in dim(V ). Furthermore,
the dimension polynomial ofX (V ) has degree < d by Proposition 2.4.8. This implies that
the codimension c = c(V ) of X (V ) in P (V ) grows as a polynomial of degree d in V and,
for dim(V ) ≫ 0, any c × c-submatrix of the Jacobi matrix intersects the last nd columns.
On Z(V ), the last nd columns are identically zero. Hence Z(V ) ⊆ Sing(X (V )), as de-
sired. □

Now, by Noetherianity of Theorem 2.4.3, the closed subvariety Z of X is defined by
finitely many hi B 𝜕fi/𝜕ri for i = 1, . . . , k, defined with respect to the vector space Ui .
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For each i = 1, . . . , k, we construct, as above, a closed subvariety Yi of X such that, for
dim(V ) ≫ 0, we have

Yi (V ) = {p ∈ Sing(X (V )) | ∃ψ : V → Ui : hi (P (ψ) (p)) ≠ 0}.

Now, for dim(V ) ≫ 0, we have

Y1 (V ) ∪ · · · ∪ Yk (V ) ∪ Z(V ) = Sing(X (V ))

so that Y B Y1 ∪ · · · ∪ Yk ∪ Z is a Vec-subvariety of X as desired. □
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Chapter 6

Strength and stabilisation

In this chapter we make use of the notation at page 15, and we work with polynomial func-
tors defined over an infinite field K that, for the relevant results, will typically be asked to
be algebraically closed and of characteristic zero. In particular, we work with polynomial
functors of Chapter 2. Moreover, from Section 2.3 we use the notion of strength, the quasi-
order ⪯ on infinite tensors, and the equivalence relation ≃ (see Section 2.3.4 for the latter
two). In Section 6.1 we present our two main theorems: Theorem 6.1.6, called “The Param-
eterisation Theorem for GL-subsets”1, and Theorem 6.1.14, called “The Extreme Elements
Theorem”2. In this same section we cite the relevant literature. Section 6.2 contains our
proof of The Parameterisation Theorem while Section 6.3 spells out the details for proving
The Extreme Elements Theorem by constructing the extreme elements. Finally, in Sec-
tion 6.4 we present some more examples.

6.1 Introduction

Definition 6.1.1. Let P be a polynomial functor. A subset X of P is a functor from Vec to
Vec such that X (V ) ⊂ P (V ) for every V ∈ Vec and XU,V (φ) = FU,V (φ) |X (U ) for every
U,V ∈ Vec and for every φ ∈ Hom(U,V ). �

Recall our convention on subfunctors of a polynomial functor of Remark 2.2.7, and
note that a subset X of a polynomial functor P such that X (V ) is Zariski-closed in P (V )
for every V ∈ Vec is a Vec-variety of P.

1This is a local name appearing only in this thesis.
2See above.
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6.1.1 Kazhdan-Ziegler’s theorem: universality of strength
Theorem 6.1.2 (Kazhdan-Ziegler [KZ20, Theorem 1.9]). Let d ≥ 2 be an integer. Assume
that K is algebraically closed and of characteristic 0 or > d. Let X be a subset of Sd. Then
either X = Sd or else there exists an integer k ≥ 0 such that each polynomial in each X (U )
has strength ≤ k.

This theorem is a strengthening of [BDE19, Theorem 4], where the additional assump-
tion is that X is closed. The condition that K be algebraically closed cannot be dropped.
Indeed, consider the following example.

Example 6.1.3. Take K = R and let X (V ) be the set of positive semidefinite elements in
S2 (V ), i.e., those that are sums of squares of elements of V . Then X is a subset of S2. �

Note now that there is no uniform upper bound on the strength of positive definite
quadratic forms. The condition on the characteristic can also not be dropped, but see Re-
mark 6.1.15.

Corollary 6.1.4 (Kazhdan-Ziegler, universality of strength). With the same assumptions on
K , for every fixed number of variablesm ≥ 1 and degreed ≥ 2 there exists an r ≥ 0 such that
for any number of variables n ≥ 1, any polynomial f ∈ K [x1, . . . , xn]d of strength ≥ r and
any polynomial g ∈ K [y1, . . . , ym]d there exists a linear variable substitution xj ↦→

∑
i cijyi

under which f specialises to g.

Proof. For each U ∈ Vec, define X (U ) ⊆ Sd (U ) as the set of all f such that the map

Hom(U,Km) → Sd (Km)
φ ↦→ Sd (φ)f

is not surjective. A straightforward computation shows that this is a subset of Sd. It is
not all of Sd, because if we take U to be of dimension d(dim(Sd (Km))), then in Sd (U )
we can construct a sum f of dim(Sd (Km)) squarefree monomials in distinct variables and
specialise each of these monomials to a prescribed multiple of a basis monomial in Sd (Km).
Hence f ∉ X (U ). By Theorem 6.1.2, it follows that the strength of elements of X (U ) is
uniformly bounded. □

6.1.2 Our generalisation: universality for polynomial functors
Let P, Q be polynomial functors. Recall that Q is smaller than P, denoted Q ≺ P, when
P and Q are not (linearly) isomorphic and Qd is a quotient of Pd for the highest degree d
where Pd and Qd are not isomorphic. We say that a polynomial functor P is pure when
P ({0}) = {0}.
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Remark 6.1.5. Let Q ≺ P be polynomial functors and suppose that P is homogeneous
of degree d > 0. Then Qd must be a quotient of Pd. So we see that Q ⊕ R ≺ P for any
polynomial functor R of degree < d. ��

The following is our first main result.

Theorem 6.1.6 (Parameterisation Theorem for GL-subsets). Assume that K is alge-
braically closed of characteristic zero. Let X be a subset of a pure polynomial functor P
over K . Then either X (U ) = P (U ) for all U ∈ Vec or else there exist finitely many
polynomial functors Q1, . . . , Qk ≺ P and polynomial transformations αi : Qi → P with

X (U ) ⊆ ⋃k
i=1 im(αi,U ) for all U ∈ Vec. In the latter case, X is contained in a proper closed

subset of P.
If we assume furthermore thatP is irreducible, then in the second case there exists a integer

k ≥ 0 such that for all U ∈ Vec and all p ∈ X (U ) the strength of p is at most k.

This is a strengthening of a theorem from [BDES22] (also in [Bik20, Theorem 4.2.5]),
where the additional assumption is that X be closed.

Remark 6.1.7. WhenP is irreducible of degree 1, thenP (U ) = U . In this case, the subsets
of P are P and {0}. So indeed, the elements of a proper subset of P have bounded strength,
namely 0. ��

Again, the condition thatK be algebraically closed cannot be dropped, and neither can
the condition on the characteristic; however, see Remark 6.1.15. Theorem 6.1.6 has the same
corollary as Theorem 6.1.2.

Corollary 6.1.8. With the same assumptions as in Theorem 6.1.6, let U ∈ Vec be a fixed
vector space. Then there exist finitely many polynomial functors Q1, . . . , Qk ≺ P and polyno-
mial transformations αi : Qi → P such that for every V ∈ Vec and every f ∈ P (V ) that is

not in
⋃k

i=1 im(αi,V ) the map Hom(V,U ) → P (U ), φ ↦→ P (φ)f is surjective.

If P is irreducible, then the condition that f ∉
⋃k

i=1 im(αi,V ) can be replaced by the
condition that f has strength greater than some function of dim(U ) only.

6.1.3 Application to strength
Recall Section 2.2.4 where P∞ is introduced. We now look at point p ∈ P∞ whose orbit
under GL is dense in P∞. They have interesting properties.

Corollary 6.1.9. Suppose that GL·p is dense in P∞. Then for each integer n ≥ 1, the image
of GL·p in P (Kn) is all of P (Kn).

Proof. For V ∈ Vec, define

X (V ) B
{
P (φ)P (πn)p | n ≥ 1, φ ∈ Hom(Kn, V )

}
⊆ P (V ),
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which is exactly the image of GL·p under the projection P∞ → P (Km) followed by an
isomorphism P (φ), where φ : Km → V is a linear isomorphism. We see that X is a subset
of P. For each V ∈ Vec, the subset X (V ) is dense in P (V ) since GL·p is dense in P∞. So
X = P by Theorem 6.1.6. □

Corollary 6.1.10. Assume that charK = 0 and that P is irreducible of degree ≥ 2. Then
an element of P∞ has infinite strength if and only if its GL-orbit is dense.

Proof. If p ∈ P∞ has finite strength, then let αi : Qi ×Ri → P be as in the definition above
and let

α B α1 + . . . + αk : Q B
k⊕
i=1
(Qi ⊗ Ri) → P

be their sum, so that p ∈ im(α). Consider the closed subset X = im(α), i.e., the closed
subset defined by X (V ) = im(αV ) for all V ∈ Vec. As dim(Q(Kn)) is a polynomial in n
of degree < d, while dim(P (Kn)) is a polynomial in n of degree d, we see that X (Kn) is a
proper subset of P (Kn) for all n ≫ 0. Since p ∈ X∞, it follows that GL·p is not dense.

Suppose, conversely, that GL·p is not dense. Then it is contained inX∞ for some proper
closed subset X of P. Hence p has finite strength by Theorem 6.1.6. □

Example 6.1.11. Let P, Q be homogeneous functors of the same degree d ≥ 2 and let
p ∈ P∞ be an element of infinite strength. Then (p, 0) ∈ P∞ ⊕ Q∞ also has infinite
strength, but the orbit GL·(p, 0) is not dense. �

Remark 6.1.12. In Section 6.3 we will use a generalisation of notation introduced here:
for an integer m ≥ 0 we will write P∞−m for the limit lim←−n P (K

[n]−[m]) over all integers
n ≥ m. This space is isomorphic to P∞, but the indices have been shifted by m. On P∞−m
acts the group GL∞−m � GL, which is defined as the union of GL(K [n]−[m]) over all
n ≥ m. We denote the image of an element p ∈ P∞−m in P (K [n]−[m]) by p[n]−[m] . The
inclusions ιn : K [n]−[m] → Kn sending v ↦→ (0, v) allow us to view P∞−m as a subset of
P∞. ��

Corollary 6.1.13. Let P be a homogeneous polynomial functor of degree d ≥ 2 and m ≥ 0
an integer. Let p ∈ P∞−m be a tensor whose GL∞−m-orbit is not dense and let q ∈ P∞ be an
element with finite strength. Then the GL-orbit of p + q ∈ P∞ is also not dense.

Proof. Note that p is contained in the image of α : Q∞−m → P∞−m for some polynomial
transformation α : Q → P with Q ≺ P [Bik20, Theorem 4.2.5] and q is contained in the
image of β : R∞ → P∞ for some polynomial transformation β : R→ P with deg(R) < d.
So sinceQ⊕R ≺ P by Remark 6.1.5, we see that p+q is contained in a proper closed subset
of P. Hence its GL-orbit is not dense. □
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6.1.4 Minimal classes of elements with dense orbits
With respect to the quasi-order defined in Section 2.3.4, there always exists minimal ele-
ment f with dense orbits. Recall that this minimality relates to a monoid E of linear en-
domorphisms extending GL, described in Section 2.2.5. This result is a consequence of the
following theorem. Note that the theorem states also the existence of a maximal element.

Theorem 6.1.14 (Extreme Elements Theorem). Suppose that K is algebraically closed of
characteristic zero. Let P be a pure homogeneous polynomial functor over K . Then there exist
tensors p, r ∈ P∞ whose GL-orbits are dense such that p ⪯ q ⪯ r for all q ∈ P∞ whose
GL-orbit is dense.

The elements p that have this property form a single ≃-class which lies below the ≃-
classes of all other q ∈ P∞ whose GL-orbit is dense. For the construction of such a tensor
p ∈ P∞, see Section 6.3.1. For the construction of the tensor r ∈ P∞, see Section 6.3.4.

Remark 6.1.15. In both our Main Theorems, we require that the characteristic be zero.
This is because the results in [Bik20] and [BDES22] require this. However, the proof of
topological Noetherianity for polynomial functors in [Dra19] does not require character-
istic zero, and shows that after a shift and a localisation, a closed subset of a polynomial
functor admits a homeomorphism into an open subset of a smaller polynomial functor.
In characteristic zero, this is in fact a closed embedding, so that it can be inverted and
yields a parameterisation of (part of) the closed subset. In positive characteristic, it is not a
closed embedding, but the map still becomes invertible if one formally inverts the Frobe-
nius morphism; this is touched upon in [BDES22]. This might imply variants of our The-
orems 6.1.6 and 6.1.14 in arbitrary characteristic, but we have not yet pursued this direction
in detail. ��

6.2 Proof of the Parameterisation Theorem for GL-
subsets

6.2.1 The linear approximation of a polynomial functor
LetP be a polynomial functor over an infinite field and letU,V ∈ Vec. ThenP (U ⊕V ) =⊕∞

d,e=0 Qd,e (U,V ) where

Qd,e (U,V ) B {v ∈ P (U ⊕ V ) | ∀s, t ∈ K : P (s idU ⊕ t idV )v = sdtev} ⊆ Pd+e (U ⊕ V ).

The terms with e = 0 add up to P (U ), and the terms with e = 1 add up to a polynomial
bifunctor evaluated at (U,V ) that is linear inV . This is necessarily of the formP′ (U ) ⊗V ,
where P′ is a polynomial functor. In other words, we have

P (U ⊕ V ) = P (U ) ⊕ (P′ (U ) ⊗ V ) ⊕ higher-degree terms in V.
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We informally think of the first two terms as the linear approximation ofP aroundU . Now
suppose that we have a short exact sequence

0→ P → Q→ R→ 0

of polynomial functors. This implies that for all U,V we have a short exact sequence

{0} → P (U ⊕ V ) → Q(U ⊕ V ) → R(U ⊕ V ) → {0}

and inspecting the degree-1 parts in V we find a short exact sequence

0→ P′ → Q′ → R′ → 0.

This, and further straightforward computations, shows that P ↦→ P′ is an exact functor
from the category of polynomial functors to itself.

Remark 6.2.1. For U ∈ Vec fixed we defined ShU P in Section 2.1.4. Then we have

ShU (P)e (V ) = {v ∈ P (U ⊕ V ) | ∀t ∈ K : P (idU ⊕ t idV )v = tev}

and from this we see that Qd,e (U,V ) = ShU (P)e (V ) ∩ Pd+e (U ⊕ V ). In particular,
when P is homogeneous of degree d, we see that P (U ⊕ V ) =

⊕d
e=0 Qd−e,e (U,V ) where

Qd−e,e (U,V ) = ShU (P)e (V ). Also note that, in this case, ShU (P)0 (V ) = P (U ) and
ShU (P)d (V ) = P (V ) via the inclusions of U,V into U ⊕ V . ��

Example 6.2.2. If P = Sd, then the formula

Sd (U ⊕ V ) �
d⊕
e=0

Sd−e (U ) ⊗ Se (V ) = Sd (U ) ⊕ (Sd−1 (U ) ⊗ V ) ⊕ · · ·

identifies P′ with Sd−1. �

Example 6.2.3. LetK be an algebraically closed field of characteristic p. Then Sp contains
the subfunctor P (V ) B {vp | v ∈ V }. We have P (U ⊕ V ) = P (U ) ⊕ P (V ), and hence
P′ = 0. �

6.2.2 Proof of the Parameterisation Theorem
In this subsection we prove Theorem 6.1.6. We start with a result of independent interest.

Theorem 6.2.4. Let P be a pure polynomial functor over an algebraically closed field Kof
characteristic 0 or > deg(P) and let X be a subset of P such that X (V ) is dense in P (V ) for
all V ∈ Vec. Then, in fact, X (V ) is equal to P (V ) for all V ∈ Vec.
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Example 6.1.3 shows that the condition that K be algebraically closed cannot be
dropped. We do not know if the condition on the characteristic of K can be dropped, but
the proof will use that the polynomial functor P′ introduced in Section 6.2.1 is sufficiently
large, which, by Example 6.2.3, need not be the case when charK is too small.

Proof. Let q ∈ P (Kn). For each k ≥ n, we consider the incidence variety

Zk B {(φ, r) ∈ Hom(Kk, Kn) × P (Kk) | rk(φ) = n and P (φ)r = q}.

We write ek B dimK P (Kk). Since for every φ ∈ Hom(Kk, Kn) of rank n the linear
map P (φ) is surjective, Zk is a vector bundle of rank ek − en over the rank-n locus in
Hom(Kk, Kn). Hence Zk is an irreducible variety with dim(Zk) = kn + ek − en. We
therefore expect the projection Π : Zk → P (Kk) to be dominant for k ≫ n. To prove
that this is indeed the case, we need to show that for z ∈ Zk sufficiently general, the local
dimension at z of the fibre Π−1 (Π(z)) is (at most) dim(Zk) − ek = kn − en. By the upper
semicontinuity of the fibre dimension [Har92, Theorem 11.12], it suffices to exhibit a single
point zwith this property, and indeed, it suffices to show that the tangent space to the fibre
at z has dimension (at most) kn − en.

To find such a point z, set U B Kn and V B Kk−n and consider

z B (πU , P (ιU )q + r) ∈ Zk,

where πU : U ⊕V → U is the projection and ιU : U → U ⊕V is the inclusion and where
we will choose r ∈ P′ (U ) ⊗ V ⊆ P (U ⊕ V ). Note that then

P (ιU )q + r ∈ P (U ) ⊕ (P′ (U ) ⊗ V ) ⊆ P (U ⊕ V )

and that P (πU )r = 0 so that z does, indeed, lie in Zk.
The tangent space TzΠ−1 (Π(z)) (projected into Hom(Kk, Kn)) is contained in the

solution space of the linear system of equations

P (πU + εψ) (P (ιU )q + r) = q mod ε2

for ψ . By the rank theorem, the dimension of this solution space equals kn =

dim(Hom(Kk, Kn)) minus the rank of the linear map

Hom(U ⊕ V,U ) → P (U ), ψ ↦→ the coefficient of ε in P (πU + εψ) (P (ιU )q + r).

So it suffices to prove that for all k ≫ n there is a suitable r such that this linear map is
surjective. In fact, we will restrict the domain to those ψ ∈ Hom(U ⊕ V,U ) of the form
ω ◦ πV where πV : U ⊕ V → V is the projection and ω ∈ Hom(V,U ). Then

P (πU + εψ) (P (ιU )q) = P ((πU + εω ◦ πV ) ◦ ιU )q = P (idU )q = q
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So P (ιU )q does not contribute to the coefficient of ε and this coefficient equals

P (idU + idU ) (idP′ (U ) ⊗ ω)r

where idU + idU : U ⊕ U → U is the map sending (u1, u2) to u1 + u2. Note that the
codomain of idP′ (U ) ⊗ ω equals P′ (U ) ⊗ U ⊆ P (U ⊕ U ), so that the composition above
makes sense. Below we will show that for k−n = dim(V ) ≫ n and suitable r ∈ P′ (U )⊗V
the linear map

ΩP,V,r : Hom(V,U ) → P (U )
ω ↦→ P (idU + idU ) (idP′ (U ) ⊗ ω)r

is surjective.
Hence there exists a k such that Zk → P (Kk) is dominant. By Chevalley’s theorem,

the image contains a dense open subset of P (Kk), and this dense open subset intersects the
dense set X (Kk). Hence there exists an element p ∈ X (Kk) and a φ ∈ Hom(Kk, Kn)
such that P (φ)p = q. Finally, since X is a subset of P, also q is a point in X (Kn). Hence
X (Kn) = P (Kn) for each n, as desired. □

Lemma 6.2.5. Let P be a polynomial functor over an infinite field K with char(K) = 0 or
char(K) > deg(P) and let U ∈ Vec. Then for V ∈ Vec with dim(V ) ≫ dim(U ), there
exists an r ∈ P′ (U ) ⊗ V such that

ΩP,V,r : Hom(V,U ) → P (U )
ω ↦→ P (idU + idU ) (idP′ (U ) ⊗ ω)r

is surjective.

Proof. When char(K) = 0, the Abelian category of polynomial functors is semisimple,
with the Schur functors as a basis. When char(K) = p > 0, the situation is more
complicated. The irreducible polynomial functors still correspond to partitions [Gre07,
Theorem 3.5]. A degree-d irreducible polynomial functor is a submodule of the functor
T (V ) = V ⊗d if and only if the corresponding partition is column p-regular [Jam80, The-
orem 3.2]. Luckily, this is always the case when d < p. And, the Abelian category of poly-
nomial functors of degree < p is semisimple [Gre07, Corollary 2.6e]. Now, if P, Q are such
polynomial functors and r1 ∈ P′ (U )⊗V and r2 ∈ Q′ (U )⊗W have the required property
for P, Q, respectively, then

r B (r1, r2) ∈ (P′ (U ) ⊗ V ) ⊕ (Q′ (U ) ⊗W ) ⊆ (P′ (U ) ⊕ Q′ (U )) ⊗ (V ⊕W )
= (P ⊕ Q)′ (U ) ⊗ (V ⊕W )

has the required property for P ⊕Q. Hence it suffices to prove the lemma in the case where
P is an irreducible polynomial functor of degree d. We then have T = P ⊕ Q, where
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T (V ) = V ⊗d and Q is another polynomial functor. By a similar argument as above, if
r ∈ T ′ (U ) ⊗ V has the required property for T , then its image in P′ (U ) ⊗ V has the
required property for P. Hence it suffices to prove the lemma for T .

Now we have

T (U ⊕ V ) = T (U ) ⊕ (V ⊗ U ⊗ U ⊗ · · · ⊗ U ) ⊕ (U ⊗ V ⊗ U ⊗ · · · ⊗ U )
⊕ · · · ⊕ (U ⊗ U ⊗ U ⊗ · · · ⊗ V ) ⊕ terms of higher degree in V ,

so that T ′ is a direct sum of d copies of U ↦→ U ⊗d−1. We take r in the first of these copies,
as follows. Let e1, . . . , en be a basis of U and set

r B
∑︁

α∈[n]d−1

vα ⊗ eα1 ⊗ · · · ⊗ eαd−1

where the vα are a basis of a space V of dimension nd−1. For every β ∈ [n]d−1 and i ∈ [n],
the linear map ω that maps vβ to ei and all other vα to zero is a witness to the fact that
ei ⊗ eβ1 ⊗ · · · ⊗ eβd−1 is in the image of ΩT,V,r . Hence this linear map is surjective. □

Lemma 6.2.6. Assume that K is algebraically closed of characteristic zero. Let P, Q be poly-
nomial functors. Assume thatP is irreducible of degreed,Q has degree< dand let α : Q→ P
be a polynomial transformation, then there is a uniform bound on the strength of elements of
im(αV ) that is independent of V .

Proof. LetR be the sum of the components ofQ of strictly positive degree. Any element in
im(αV ) is also in im(βV ) for a polynomial transformation βV : R→ P obtained from α by
a suitable specialisation. WriteR = R(1) ⊕ · · · ⊕R(k) , where theR(i) are Schur functors of
degrees 0 < di < d. The polynomial transformation β factors uniquely as the polynomial
transformation

δ : R(1) ⊕ · · · ⊕ R(k) → F B
⊕

e1 ,...,ek≥0∑
i eidi=d

k⊗
i=1

SeiR(i)

(r1, . . . , rk) ↦→ (r⊗e1
1 ⊗ · · · ⊗ r⊗ek

k
)e1 ,...,ek

and a linear polynomial transformation γ : F → P. As γ is linear, we see that str(γV (v)) ≤
str(v) for all V ∈ Vec and v ∈ F (V ). So it suffices to prove that the elements of the subset
im(δ), which depends only on Q and d, have bounded strength. We have

str(r⊗e1
1 ⊗ · · · ⊗ r⊗ek

k
)e1 ,...,ek ≤

∑︁
e1 ,...,ek≥0∑
i eidi=d

str(r⊗e1
1 ⊗ · · · ⊗ r⊗ek

k
) ≤

∑︁
e1 ,...,ek≥0∑
i eidi=d

1

as
∑
i ei ≥ 2 whenever

∑
i eidi = d. So this is indeed the case. □
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Proof of Theorem 6.1.6 (Parameterisation Theorem for GL-subset). Let X be a subset of a
pure polynomial functor P over an algebraically closed field K of characteristic zero. For
each V ∈ Vec define Y (V ) B X (V ). If Y is a proper closed subset of P, then by [Bik20,
Theorem 4.2.5] there exist finitely many polynomial transformations αi : Qi → P with
Qi ≺ P and Y (V ) ⊆ ⋃

i im(αi,V ) for all V ∈ Vec. Since X ⊆ Y , we are done. Otherwise,
if Y (V ) = P (V ) for all V , then Theorem 6.2.4 implies that also X (V ) = P (V ) for all V .
The last statement follows from the previous lemma. □

Proof of Corollary 6.1.8. LetX be the subset ofP constisting of all elements f ∈ P (V ) such
that

Hom(V,U ) → P (U )
φ ↦→ P (φ)f

is not surjective. By Theorem 6.1.6, it suffices to prove that X ≠ P. As before, we claim
that in fact X (V ) ≠ P (V ) already when dim(V ) ≥ (deg(P)) (dim(P (U ))).

First suppose that P is irreducible. Then P is a Schur functor. Take V0 = Kd

and ℓ = dimP (U ). Then it is known that Hom(V0, U ) · P (V0) spans P (U ). Let
P (φ1)p1, . . . , P (φℓ )pℓ be a basis of P (U ), let ιi : V0 → V ⊕ℓ0 and πi : V ℓ

0 → V0 be the
inclusion and projection maps and take

p = P (ιi)p1 + . . . + P (ιℓ )pℓ ∈ P (V ⊕ℓ0 ).

Then P (φi ◦ πi) (p) = P (φi)pi . Hence

Hom(V ⊕ℓ0 , U ) → P (U )
φ ↦→ P (φ)p

is surjective.
Next, suppose that P = Q ⊕ R and that there exist f ∈ Q(V ) and g ∈ R(W ) such

that

Hom(V,U ) → Q(U ) and Hom(W,U ) → R(U )
φ ↦→ Q(φ)f φ ↦→ R(φ)g

are surjective. By induction, we can assume such f, g exist when dim(V ) ≥
(deg(P)) (dim(Q(U ))) and dim(W ) ≥ (deg(P)) (dim(R(U ))). Now, we see that

Hom(V ⊕W,U ) → P (U )
φ ↦→ P (φ) (P (ι1) (f ) + P (ι2) (g))

is surjective. This proves the first part of the corollary. For the second statement, we note
that when P is irreducible the elements of im(αi) have bounded strength. As the bound
depends only on X and X only depends on dim(U ), we see that f ∉

⋃k
i=1 im(αi) for all f

with strength greater than some function of dim(U ) only. □
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6.3 Proof of The Extreme Elements Theorem
6.3.1 Construction of the minimal class
Let P be a homogeneous polynomial functor of degree d > 0 over an algebraically closed
field K of characteristic zero. Decompose

P = P (1) ⊕ · · · ⊕ P (ℓ )

into Schur functors. For each U ∈ Vec of dimension ≥ d the GL(U )-module P (i) (U ) is
irreducible (and in particular nonzero). LetV ∈ Vec be a vector space of dimension d. Let
V (1,i) be a copy of V for each i = 1, . . . , ℓ and choose any nonzero q(1,i) ∈ P (i) (V (1,i) ).
We write

q(1) B q(1,1) + . . . + q(1,ℓ ) ∈ P (1) (V (1,1) ) ⊕ · · · ⊕ P (ℓ ) (V (1,ℓ ) ) ⊆ P (W (1) )

where W (1) = V (1,1) ⊕ · · · ⊕ V (1,ℓ ) . We take independent copies W (j) = V (j,1) ⊕ · · · ⊕
V (j,ℓ ) of W (1) and copies q(j) = q(j,1) + . . . + q(j,ℓ ) ∈ P (W (j) ) of q1 and set

q B q(1) + q(2) + . . . ∈ P∞

where we concatenate copies of a basis in the ℓd-dimensional spaceW (1) to identifyW (1)⊕
· · · ⊕W (k) with Kkℓd.

Example 6.3.1. LetP = Sd⊕∧d, so that we may takeV = Kd. We may take q(1,1) B xd1 ∈
Sd (V (1,1) ) and q(1,2) B xd+1 ∧ · · · ∧ x2d ∈

∧d (V (1,2) ), where x1, . . . , xd and xd+1, . . . , x2d
are bases of V (1,1) and V (1,2) , respectively. We then have

q = (xd1 + xd+1 ∧ · · · ∧ x2d) + (xd2d+1 + x3d+1 ∧ · · · ∧ x4d) + . . . �

We will prove, first, that any q constructed in this manner has a dense GL-orbit in P∞,
and second, that q ⪯ p for all p ∈ P∞ with a dense GL-orbit.

6.3.2 Density of the orbit of q
Proposition 6.3.2. The GL-orbit of q is dense in P∞.

Proof. It suffices to prove that for each U ∈ Vec and each p ∈ P (U ) there exists a k ≥ 1
and a linear map φ : W (1) ⊕ · · · ⊕W (k) → U such that P (φ) (q(1) + . . . + q(k) ) = p.
Furthermore, we may assume thatU has dimension at leastd. Fix a linear injection ι : V →
U . Now q̃(i) B P (ι) (q(j,i) ) is a nonzero vector in the GL(U )-module P (i) (U ), which is
irreducible. Hence the component p(i) of p in P (i) (U ) can be written as

p(i) = P (g (1,i) )q̃(i) + . . . + P (g (ki ,i) )q̃(i)
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for suitable elements g (1,i) , . . . , g (ki ,i) ∈ End(U ). Do this for all i = 1, . . . , ℓ . By taking the
maximum of the numbers ki (and setting the irrelevant g (j,i) equal to zero) we may assume
that the ki are all equal to a fixed number k; this is the k that we needed. Now we may define
φ by declaring its restriction on V (j,i) to be equal to g (j,i) ◦ ι. We then have

P (φ) (q1 + . . . + qk) =
k∑︁
j=1

ℓ∑︁
i=1

P (g (j,i) )q̃(i) =
ℓ∑︁
i=1

p(i) = p,

as desired. □

6.3.3 Minimality of the class of q
Proposition 6.3.3. We have q ⪯ p for every p ∈ P∞ with a dense GL-orbit.

Proof. Let p ∈ P∞ be a tensor with a dense GL-orbit and write p = (p0, p1, p2, . . .) with
pi ∈ P (K i). Take m0 = n0 = 0. There exists a linear map φ0 : Km0 → Kn0 such that
P (φ0)pm0 = qn0 = 0, namely the zero map. Write ni = n0 + iℓd. Our goal is to contruct,
for each integer i ≥ 1, an integer mi ≥ mi−1 and a linear map ψi : K [mi ]−[mi−1 ] →W (i)

such that the linear map φi : Kmi → Kni making the diagram

Kmi = Kmi−1 ⊕ K [mi ]−[mi−1 ] φi
//

idmi−1 ⊕ ψi ))

Kni−1 ⊕W (i) = Kni

Kmi−1 ⊕W (i)
φi−1⊕ id

W (i)

55

commute satisfies P (φi)pmi = qni = q(1) + . . . + q(i) .
Let i ≥ 1 be an integer. As observed in Section 6.2.1, we can write

P (Kmi−1 ⊕ V ) = P (Kmi−1 ) ⊕ R1 (V ) ⊕ · · · ⊕ Rd−1 (V ) ⊕ P (V )

where Rj = ShKmi−1 (P)j is a homogeneous polynomial functor of degree j. Writing KN as
Kmi−1 ⊕ KN−[mi−1 ] , we obtain a corresponding decomposition

p = pmi−1 + r1 + . . . + rd−1 + p′

where rj ∈ Rj,∞−mi−1 and p′ ∈ P∞−mi−1 and we claim that p′ has a dense GL∞−mi−1 -orbit;
here we use the notation from Remark 6.1.12.

The polynomial bifunctor (U,V ) ↦→ P (U ⊕ V ) is a direct sum of bifunctors of the
form (U,V ) ↦→ Q(U ) ⊗ R(V ) where Q,R are Schur functors. It follows that Rj (V )
is the direct sum of spaces Q(Kmi−1 ) ⊗ R(V ) where Q,R are Schur functors of degrees
d − j, j, respectively. Hence the elements r1, . . . , rd−1 have finite strength. Also note that
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pmi−1 ∈ P (Kmi−1 ) has finite strength. So by Corollary 6.1.13, we see that the GL∞−mi−1 -orbit
of p′ must be dense.

The tuple (r1, . . . , rd−1) ∈
⊕d−1

j=1 Rj,∞−mi−1 may not have a dense GL∞−mi−1 -orbit.
However, there exists a polynomial functor R less than or equal to R1 ⊕ · · · ⊕ Rd−1 with
R({0}) = {0}, an r ∈ R∞−mi−1 and a polynomial transformation

α = (α1, . . . , αd−1) : R→ R1 ⊕ · · · ⊕ Rd−1

such that r has a dense GL∞−mi−1 -orbit and α(r) = (r1, . . . , rd−1). Since P is homogeneous
of degree d > deg(R), the pair (r, p′) has a dense orbit in R∞−mi−1 ⊕ P∞−mi−1 by [Bik20,
Lemma 4.5.3]. Hence, by Corollary 6.1.9, there exists an mi ≥ mi−1 + ℓd and a linear map
ψi : K [mi ]−[mi−1 ] →W (i) such thatR(ψi)r[mi ]−[mi−1 ] = 0 andP (ψi)p′[mi ]−[mi−1 ] = q(i) .

Since polynomial transformations between polynomial functors with zero constant
term map zero to zero, the first equality implies that, for all j = 1, . . . , d − 1,

Rj (ψi)rj,[mi ]−[mi−1 ] = Rj (ψi)αj (r[mi ]−[mi−1 ]) = αj (R(ψi)r[mi ]−[mi−1 ]) = αj (0) = 0.

Thus, informally, applying the map ψi makes p′ specialise to the required q(i) , while the
terms r1, . . . , rd−1 are specialised to zero.

We define φi as above and we have

P (φi)pmi = P (φi−1 ⊕ idW (i) )P (idmi−1 ⊕ ψi)
©«pmi−1 +

d−1∑︁
j=1

rj,[mi ]−[mi−1 ] + p′[mi ]−[mi−1 ]
ª®¬

= P (φi−1 ⊕ idW (i) ) ©«pmi−1 +
d−1∑︁
j=1

Rj (ψi)rj,[mi ]−[mi−1 ] + P (φi)p′[mi ]−[mi−1 ]
ª®¬

= P (φi−1 ⊕ idW (i) ) (pmi−1 + q(i) ) = qni−1 + q(i) = q(1) + . . . + q(i) .

Iterating this argument, we find that the infinite matrix

©«

φ0
ψ1

ψ2
ψ3

. . .

ª®®®®®®¬
C e

has the property that P (e)p = q(1) + q(2) + . . . = q, as desired. □

Remark 6.3.4. Note that the element e ∈ E constructed above has only finitely many
nonzero entries in each row and in each column! ��
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Remark 6.3.5. Fix an integer k ≥ 0. Then we have the following strengthening of
the previous theorem: we have (x1, . . . , xk, q) ⪯ (ℓ1, . . . , ℓk, p) for every (ℓ1, . . . , ℓk, p) ∈
(S1
∞)⊕k ⊕ P∞ with a dense GL-orbit. Here q is defined as before in variables distinct from

x1, . . . , xk. To see this, note that a tensor in (S1
∞)⊕k ⊕ P∞ with a dense GL-orbit is of the

form (ℓ1, . . . , ℓk, p) where ℓ1, . . . , ℓk ∈ S1
∞ are linearly independent and p ∈ P∞ has a dense

GL-orbit. By acting with an invertible element of E as in Example 2.3.15, we may assume
that ℓi = xi . Take n0 = k. Similar to induction step in the proof of the previous theorem,
there exists an integer m0 ≥ k and a linear map ψ : K [m0 ]−[k] → Kn0 such that the linear
map φ0 = idk +ψ : Kk ⊕ K [m0 ]−[k] → Kn0 satisfies P (φ0)pm0 = qn0 = 0. We now
proceed as in the proof of the theorem with these m0, n0, φ0 to find the result. ��

Proof of Theorem 6.1.14, existence of p. The existence of a minimal p among all elements
with a dense GL-orbit follows directly from Propositions 6.3.2 and 6.3.3. □

6.3.4 Maximal tensors
Next, we construct maximal elements with respect to ⪯ of P∞ for any pure polynomial
functor P. We start with n-way tensors, then do Schur functors and finally general poly-
nomial functors. Let d ≥ 1 be an integer and let T d be the polynomial functor sending
V ↦→ V ⊗d.

Lemma 6.3.6. There exists a tensor rd ∈ T d
∞ such that p ⪯ rd for all p ∈ T d

∞.

Proof. For d = 1, we know that the element r1 B x1 ∈ T 1
∞ satisfies p ⪯ r1 for all p ∈ T 1

∞.
Now suppose that d ≥ 2 and that rd−1 = rd−1 (x1, x2, . . .) ∈ T d−1

∞ satisfies p ⪯ rd−1 for all
p ∈ T d−1

∞ . We define a rd ∈ T d
∞ satisfying p ⪯ rd for all p ∈ T d

∞.
For j ∈ {1, . . . , d}, we define the map−⊗j − : T 1

∞×T d−1
∞ → T d

∞ as the inverse limit of
the bilinear maps−⊗j − : V ×V ⊗d−1 → V ⊗d such that vj ⊗j (v1 ⊗ · · · ⊗ vj−1 ⊗ vj+1 ⊗ · · · ⊗
vd) = v1 ⊗ · · · ⊗ vd for all finite-dimensional vector spaceV and all vectors v1, . . . , vd ∈ V .
Now, we take

rd B
∞∑︁
i=1

d∑︁
j=1

xι(i,j,1) ⊗j rd−1 (xι(i,j,2) , xι(i,j,3) , . . .)

where ι : N×{1, . . . , d}×N→ N is any injective map. We claim that p ⪯ rd for all p ∈ T d
∞.

Indeed, any such p can we written as

p =
∞∑︁
i=1

d∑︁
j=1

xi ⊗j pi (xi , xi+1, . . .)

with p1, p2, . . . ∈ T d−1
∞ and by assumption we can specialize rd−1 to pi using an element of

E for all i. Combined, this yields a specialization of rd to p. Note here that xι(i,j,1) ↦→ xi
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and xι(i,j,k) ↦→ ℓi,j,k for k > 1 in such a way that xℓ occurs, when ranging over k, in only
finitely many ℓi,j,k when i ≤ ℓ and xℓ does not occur in ℓi,j,k when i > ℓ . This means that
the specialization of rd to p indeed goes via an element of E. So for all d ≥ 1, the space T d

∞
has a maximal element with respect to ⪯. □

Lemma 6.3.7. Let P be a Schur functor of degree d ≥ 1. Then there exists a tensor r ∈ P∞
such that p ⪯ r for all p ∈ P∞.

Proof. The space P∞ is a direct summand ofT d
∞. Let r be the component in P∞ of rd from

the previous lemma. Then p ⪯ r for all p ∈ P∞. □

Proof of Theorem 6.1.14, the existence of r. Let P be a polynomial functor and write

P = P (1) ⊕ · · · ⊕ P (k)

as a direct sum of Schur functors. For each i ∈ {1, . . . , k}, let ri = ri (x1, x2, . . .) ∈
P (i)∞ be a tensor such that pi ⪯ ri for all pi ∈ P (i)∞ and take r =

(r1 (x1, xk+1, . . .), . . . , rk (xk, x2k, . . .)) ∈ P∞. Then p ⪯ r for all p ∈ P∞. □

6.4 Further examples
In this section we give more examples: we prove that tensors in P∞ with a dense GL-orbit
for a single equivalence class when P has degree ≤ 2, we compare candidates for minimal
tensors in a direct sum of Sd’s of distinct degrees and we construct maximal elements inP∞
for all P with P ({0}) = {0}.

6.4.1 Polynomial functors of degree ≤ 2
Example 6.4.1. Take P = S1 ⊕ S1. Then a pair (v, w) ∈ S1

∞ ⊕ S1
∞ has one of the following

forms:

1. the pair (v, w) with v, w ∈ S1
∞ linearly independent vectors;

2. the pair (λu, µu) with u ∈ S1
∞ nonzero and [λ : µ] ∈ P1; or

3. the pair (0, 0).

In the first case, the pair (v, w) has a dense GL-orbit and is equivalent to (x1, x2). When
µv − λw = 0 for some λ, µ ∈ K , then this also holds for all specialisations of (v, w). So the
poset of equivalence classes is given by:
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(x1, x2)

P1

(0, 0)

where a point [λ : µ] ∈ P1 corresponds to the class of (λu, µu) with u ∈ S1
∞ nonzero and

all points in P1 are incomparable. �

Example 6.4.2. Take P = S2. By Proposition 6.3.3 each infinite quadric

p =
∑︁

1≤i≤j
aijxixj

of infinite rank specialises to the quadric q = x1x2 +x3x4 + . . . via a suitable linear change of
coordinates. Here each variable is only allowed to occur in only finitely many of the linear
forms that x1, x2, . . . are substituted by. Conversely, it is not difficult to see that q specialises
to p as well by applying the following element of E:

©«

1 a11 0 0 0 0 · · ·
0 a12 1 a22 0 0 · · ·
0 a13 0 a23 1 a33 · · ·
0 a14 0 a24 0 a34 · · ·
...

...
...

...
...

...

ª®®®®®®¬
.

We conclude that the infinite-rank quadrics form a single equivalence class under ≃ and
that the rank function is an isomorphism from the poset of equivalence classes to the well-
ordered set {0, 1, 2, . . . ,∞}. �

Example 6.4.3. Take P =
∧2. By Proposition 6.3.3 each infinite alternating tensor

p =
∑︁

1≤i<j
aijxi ∧ xj

of infinite rank specialises to q = x1 ∧ x2 + x3 ∧ x4 + . . .. And, q specialises to p as well by
applying the following element of E:

©«

1 0 0 0 0 0 · · ·
0 a12 1 0 0 0 · · ·
0 a13 0 a23 1 0 · · ·
0 a14 0 a24 0 a34 · · ·
...

...
...

...
...

...

ª®®®®®®¬
.
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As before, we conclude that the infinite-rank alternating tensors form a single ≃-
equivalence class and that the rank function is an isomorphism from the poset of equiv-
alence classes to the well-ordered set {0, 1, 2, . . . ,∞}. �

Example 6.4.4. Take P = (S1)⊕a ⊕ (S2)⊕b ⊕ (∧2)⊕c for integers a, b, c ≥ 0. By Re-
mark 6.3.5, any tuple in P∞ with a dense GL-orbit specialises to the tuple

(x1, . . . , xa, y1y2 + y2b+1y2b+2 + . . . , . . . , y2b−1y2b + y4b−1y4b + . . . ,
z1 ∧ z2 + z2c+1 ∧ z2c+2 + . . . , . . . , z2c−1 ∧ z2c + z4c−1 ∧ z4c + . . .)

where y2ib+j = xa+2ib+2ic+j for i ≥ 0 and 1 ≤ j < 2b and z2ic+j = xa+2(i+1)b+2ic+j for i ≥ 0
and 1 ≤ j < 2c. By the previous examples, each of the entries in this latter tuple indepen-
dently specialises to any tensor in the same space. So the entire tuple also specialises to any
other tuple in P∞. So the tuple with a dense GL-orbit again form a single ≃-equivalence
class. �

6.4.2 Non-homogeneous polynomial functors
The proof of Proposition 6.3.3 relies on the fact that P is homogeneous. Apart from the
slight generalisation from Remark 6.3.5, we don’t know if such a result holds in a more
general setting.

Question 6.4.5. Take P = S2 ⊕ S3. Does there exist a tensor q ∈ P∞ with a dense GL-orbit
such that q ⪯ p for all p ∈ P∞ with a dense GL-orbit?

The next example compares different candidates for such a minimal element.

Example 6.4.6. Take P = Sd1 ⊕ Sd2 ⊕ · · · ⊕ Sdk with 1 < d1 < d2 < · · · < dk. By [Bik20,
Lemma 4.5.3], an element (f1, · · · , fk) ∈ P∞ has dense GL-orbit if and only if fi ∈ Sdi∞ has
dense GL-orbit for all i = 1, . . . , k. In particular, the elements

q = (q(1) , . . . , q(k) ) = (xd1
1 + x

d1
2 + . . . , . . . , x

dk
1 + x

dk
2 + . . .)

and
p = (p(1) , . . . , p(k) ) = (xd1

1 + x
d1
k+1 + . . . , · · · , x

dk
k
+ xdk2k + . . .)

have dense GL-orbits. Clearly q ⪯ p. By Corollary 6.1.9, there exists an n ≥ 1 and linear
forms ℓ1, . . . , ℓn in x1, . . . , xk such that q(j)n (ℓ1, . . . , ℓn) = x

dj
j for j = 1, . . . , k. Take

ℓhn+i = ℓi (xhn+1, . . . , xhn+n)

for h ≥ 1 and i ∈ {1, . . . , k}. Then we see that q(j)n (ℓhn+1, . . . , ℓhn+n) = x
dj
hn+j for j = 1, . . . , k.

So since
q(j) = q

(j)
n + q

(j)
n (xn+1, . . . , x2n) + . . .
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we see that q(j) (ℓ1, ℓ2, . . .) = p(j) . LetA be the k× nmatrix corresponding to ℓ1, . . . , ℓn and
take

e B
©«
A

A
. . .

ª®®¬ ∈ E
Then P (e)q(j) = q(j) (ℓ1, ℓ2, . . .). So p ⪯ q. Hence p ≃ q. �
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Part IV

Stabilisation under Symk×GL
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Chapter 7

Vec-varieties over FI

In this chapter and in the following Chapter 8 we look at varieties with the actions of Sym
and GL combined. In Section 7.1 we introduce varieties with Sym-action and their func-
torial counterpart, that makes use of the the category FI of finite sets with injections. In
Section 7.2 we describe varieties enjoying both the symmetries of Sym and of GL via the
functorial language of FIop × Vec-varieties, and, for reasons that become clear in Chap-
ter 8, we will study the even larger category of (FIop)k × Vec-varieties for varying k. On
these varieties the group Symk ×GL acts, and we will see that in this generality topologi-
cal Noetherianity doesn’t hold; see Remark 7.2.2. In Chapter 8 we restrict our attention to
(FIop)k×Vec-varieties of product-type, and we will prove they are topologically Noetherian.
From now to the end of the thesis K denotes a field of characteristic zero.

7.1 Varieties over FI
The literature on FI-modules is [CEF15; CEFN14; NR19]. However, [DEF22] is the main
reference for this section.

We denote by FI the category where the objects are finite sets, and the morphisms are
injections. In particular, given a finite set S, the group Sym(S) of the permutations of the
elements of S are morphisms in this category. Any functor F : FI → C encodes objects
having symmetries of a symmetric group. Indeed, for every finite set S the group Sym(S)
acts on F (S) via F (σ) for each σ ∈ Sym(S). The following example hints at the connection
between functors over FI and infinite dimensional varieties with an action of Sym.

Example 7.1.1. The infinite affine space is defined as the spectrum of K [x1, x2, . . . ] the
polynomial ring in infinitely many variables. The group Sym acts on this algebra (and hence
on the variety) by the K -algebra automorphism σ · xi = xσ (i) for σ ∈ Sym. �
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The ring of Example 7.1.1 can be seen as a direct limit of a certain FI-algebra that we
define below.

Definition 7.1.2. An FI-algebra is a covariant functor F from FI to the category Alg of
K -algebras. �

Let F be an FI-algebra, then F assigns to any finite set S a K -algebra F (S) and to each
injective map ι : S → T a morphisms of K -algebras F (ι) : F (S) → F (T ) such that
F (idS) = idF (S ) and F (ι ◦ τ) = F (ι) ◦ F (τ). Let F be an FI-algebra, and consider the
direct limit F∞ over n ∈ N of the F (ιn) : F ( [n]) → F ( [n + 1]) where ιn : [n] → [n + 1]
are the inclusions. Then F∞ is a K -algebra stable under the action of Sym.

Example 7.1.3. Consider the functor F : FI→ Alg that assigns to each finite set S theK -
algebra K [xi | i ∈ S]. Given an injection ι : S → T , define the corresponding morphism
F (ι) : F (S) → F (T ) mapping xi to xι(i) . Then F is an FI-algebra over K and the direct
limit F∞ is the Sym-ring K [x1, x2, . . . ] of Example 7.1.1. �

Recall Theorem 1.2.15: letR be a Noetherian ring and let Sym act on the algebraR[xi,j |
i ∈ [k], j ∈ N] by σ · xi,j = xi,σ (j) . Then R[xi,j | i ∈ [k], j ∈ N] is Sym-Noetherian
(see footnote 1 at page 22 for the relevant literature). This theorem implies that if Z is a
finite-dimensional variety, then the topological space ZN, equipped with the inverse-limit
topology of the Zariski topologies, is topologically Sym-Noetherian: if

X1 ⊇ X2 ⊇ X3 ⊇ . . .

is a descending chain of closed subsets, each stable under the infinite symmetric group Sym
permuting the copies of Z, then Xn = Xn+1 for all n ≫ 0. The condition of k being a fixed
positive integer is necessary as the following example shows.

Example 7.1.4. Consider the ring K [xi,j | i, j ∈ N] with the action of Sym× Sym given
by (σ, τ) · xi,j = xσ (i) ,τ (j) . This ring is not Sym× Sym-Noetherian by [HS12, Example 3.8],
and with their same argument one can also show that the spectrum is not topologically
Sym× Sym-Noetherian. We sketch the argument below.

Recall by Proposition 1.2.20 that every closed subscheme stable underG of aG-scheme
is cut out by the G-orbits of a finite number of elements of its defining ideal. Consider the
ideal

I B (x1,1x1,2x2,2x2,1, x1,1x1,2x2,2x2,3x3,3x3,1, . . . ),

and let X be its corresponding vanishing locus in Spec(K [xi,j | i, j ∈ N]). Let

fk B

(
k∏
i=1

xi,ixi,i+1

)
xk+1,k+1xk+1,1
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be the k-th generator of I . Suppose that the orbits of fi1 , · · · , fit for i1 < · · · < it cut out
set-theoretically X . Let Ei,j be the infinite zero matrix with a one in the (i, j)-th position.
Then the point

p =

it+1∑︁
i=1
(Ei,i + Ei,i+1) + Eit+2,it+2 + Eit+2,1

is in the vanishing locus of (the orbits of) fi1 , · · · , fit but it is not a point of X because
fit+1 (p) ≠ 0. The proof uses that to each polynomial one can associate a bipartite graph,
e.g. the monomial f1 corresponds to the bipartite graph:

1

2

1

2

�

Denote by FIop the opposite category of FI.

Definition 7.1.5. An FIop-scheme is a covariant functor from FIop to the category of
schemes. �

In particular the composition of an FI-algebra with the functor Spec : Alg → Sch
gives an FIop-scheme.

7.2 The categories of (FIop)k × Vec-varieties
In this section we look at varieties where both the group Sym and the group GL act to-
gether. Recall Definition 2.2.3 of Vec-variety from Chapter 2.

7.2.1 (FIop)k × Vec-varieties
Definition 7.2.1. Let k ∈ Z≥0. An (FIop)k × Vec-variety is a covariant functor X from
(FIop)k to the category of Vec-varieties. �

Explicitly, an (FIop)k × Vec-variety is given by the following data: for any k-tuple
(S1, . . . , Sk) we have a Vec-variety X (S1, . . . , Sk), and for any k-tuple of injective maps
ι = (ι1 : S1 → T1, . . . , ιk : Sk → Tk), we have a corresponding morphism
X (ι) : X (T1, . . . , Tk) → X (S1, . . . , Sk) of Vec-varieties and the usual requirements that
X (τ ◦ ι) = X (ι) ◦ X (τ) and X (idS1 , . . . , idSk ) = idX (S1 ,...,Sk ) .

As for Vec-varieties, there are natural notions of morphism and closed immersion of
(FIop)k × Vec-varieties, and for fixed k, the (FIop)k × Vec-varieties form a category: the
full subcategory in the corresponding functor category. We call an (FIop)k × Vec-variety
Noetherian if every descending chain of closed (FIop)k × Vec-subvarieties stabilises.
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Remark 7.2.2. In particular, any contravariant functor from FI to finite-dimensional
affine varieties, i.e., an FIop-variety, is trivially an FIop × Vec-variety. In this generality,
FIop-varieties are certainly not Noetherian: see the already mentioned [HS12, Example 3.8]
in Section 7.1.4.

However, we will be largely concerned with (FIop)k ×Vec-varieties defined as follows.
Let Z1, . . . , Zk be Vec-varieties, define

X (S1, . . . , Sk) B ZS1
1 × · · · × Z

Sk
k

(7.1)

and for ι = (ι1, . . . , ιk) : (S1, . . . , Sk) → (T1, . . . , Tk) define X (ι) as the product of the
natural projections ZTi → ZSi associated to ιi . We will prove that (FIop)k × Vec-varieties
of this form are, indeed, Noetherian. ��

Remark 7.2.3. If X is an (FIop)k × Vec-variety, then the group Symk ×GL acts on the
inverse limit

lim←−
n1 ,...,nk ,n

X ( [n1], . . . , [nk]) (Kn).

This gives a functor from (FIop)k × Vec-varieties to (infinite dimensional) schemes
equipped with a Symk ×GL-action. Unlike the correspondence between polynomial func-
tors and their inverse limits, this is not quite an equivalence of categories (even under rea-
sonable restrictions on the Symk ×GL-action). For example, X ( [n1], . . . , [nk]) could be
empty for large ni and a fixed nontrivial GL-variety for smaller ni . We will consider an ex-
plicit example of this type later in Example 8.3.18. In that case, the inverse limit is empty
but the (FIop)k × Vec-variety is not trivial. Our theorems will be formulated in the richer
category of (FIop)k × Vec-varieties. ��

7.2.2 Partition morphisms and the category PM
Suppose that we are given a point p in someX (S1, . . . , Sk) (V ), whereX is as in (7.1). Then
the components of p labelled by one of the finite sets Si may exhibit different behaviours,
which prompts us to further partition Si into subsets labelling components where the be-
haviour is similar. For instance we can think about the following example.

Example 7.2.4. LetZ be the space of N×N-matrices over the fieldK , equipped with the
GL-action given by g · A B gAgT . Let X be the closed Sym×GL-stable subvariety of ZN

consisting of all infinite matrix tuples (A1, A2, . . .) such that eachAi is either symmetric or
skew-symmetric. It is easy to see that X is defined by the Sym×GL-orbit of the equation
(x112+x121) (x112−x121), where xijk is the (j, k)-entry of the ith matrix. In this case we would
like to sort the components of a point into the ones consisting of a symmetric matrix and
the ones consisting of a skew-symmetric matrix. �
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Inspired by the above example, we want to define a type of morphisms capturing this
feature. Indeed, we will say that p lies in the image of some partition morphism defined
below.

Definition 7.2.5. LetX be an (FIop)k ×Vec-variety and let Y be an (FIop)l ×Vec-variety.
A partition morphism Y → X consists of the following data:

1. a map π : [l] → [k]; and

2. for each l-tuple of finite sets (T1, . . . , Tl) a morphism

φ(T1, . . . , Tl) : Y (T1, . . . , Tl) → X
©«

⊔
j∈π−1 (1)

Tj , . . . ,
⊔

j∈π−1 (k)
Tj

ª®¬
of Vec-varieties in such a manner that for any l-tuple ιj ∈ HomFI (Sj , Tj) the follow-
ing diagram of Vec-variety morphisms commutes:

Y (T1, . . . , Tl)
φ(T1 ,...,Tl )

//

Y (ι1 ,...,ιl )

��

X
(⊔

j∈π−1 (1) Tj , . . . ,
⊔

j∈π−1 (k) Tj
)

X
(⊔

j∈π−1 (1) ιj ,...,
⊔

j∈π−1 (k) ιj
)

��

Y (S1, . . . , Sl)
φ(S1 ,...,Sl )

// X
(⊔

j∈π−1 (1) Sj , . . . ,
⊔

j∈π−1 (k) Sj
)
.

�

Remark 7.2.6. Note that if we take k = l and π = id[k] , then a partition morphism is just
a morphism of (FIop)k × Vec-varieties. ��

There is a natural way to compose partition morphisms: if (π, φ) is a partition mor-
phism Y → X as above and (ρ, ψ) is a partition morphism Z → Y , where Z is an
(FIop)m × Vec-variety, then (π, φ) ◦ (ρ, ψ) is the partition morphism given by the data
π ◦ ρ : [m] → [k] and the morphisms

φ
©«

⊔
n∈ρ−1 (1)

Rn , . . . ,
⊔

n∈ρ−1 (l)
Rn

ª®¬ ◦ ψ (R1, . . . , Rm) :

Z(R1, . . . , Rm) → X
©«

⊔
n∈ (π◦ρ)−1 (1)

Rn , . . . ,
⊔

n∈ (π◦ρ)−1 (k)
Rn

ª®¬ .
A tedious but straightforward computation shows that partition morphisms turn the class
of (FIop)k × Vec-varieties, with varying k, into a category. We call this category PM.
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Remark 7.2.7. In [NS20] partitions of N into finitely many subsets feature in the classi-
fication of symmetric subvarieties of infinite affine space (A1)N, and while our proofs in
Chapter 8 do not logically depend on this classification, that paper did serve as an inspira-
tion. ��

Definition 7.2.8. Let X be an (FIop)k × Vec-variety, Y an (FIop)l × Vec-variety, and
(π, φ) : Y → X a partition morphism. Let S1, . . . , Sk ∈ FI and V ∈ Vec. The (set-
theoretic) image of (π, φ) inX (S1, . . . , Sk) (V ) is defined as the set of all points of the form
(X (ι1, . . . , ιk) (V ) ◦ φ(T1, . . . , Tl) (V )) (q) where T1, . . . , Tl are finite sets, q is a point in
Y (T1, . . . , Tl) (V ), and each ιi is a bijection from Si to

⊔
j∈π−1 (i) Tj . The partition mor-

phism (π, φ) is called surjective if its image in X (S1, . . . , Sk) (V ) equals X (S1, . . . , Sk) (V )
for all choices of S1, . . . , Sk and V . �

Remark 7.2.9. In the previous definition, each bijection ιi induces a partition of the set
Si . Furthermore, if a partition morphism (π, φ) is surjective and for every i the Vec-variety

X (∅, . . . , ∅, {∗}, ∅, . . . , ∅),

where {∗} is a singleton in the i-th position, is nonempty, then the map π is automatically
surjective, so that π induces a partition of [l] into k labelled, nonempty parts. This is our
reason for calling the morphisms in PM partition morphisms. ��

The following example rephrases Example 7.2.4 in the current terminology.

Example 7.2.10. Let Z be the Vec-variety that maps V to V ⊗ V , and let Z1, Z2 be the
closed Vec-subvarieties consisting of symmetric and skew-symmetric tensors, respectively.
Consider theFIop×Vec-variety defined byS ↦→ ZS , and for every finite setS letX (S) be the
closed Vec-subvariety given by the points x = (xs)s∈S ∈ Z(V )S such that each component
xs is either symmetric or skew-symmetric. Note that X is a closed FIop × Vec-subvariety.
Let Y be the (FIop)2 × Vec-variety defined by

Y (S1, S2) B ZS1
1 × Z

S2
2 .

We now construct a partition morphism φ : Y → X as follows. The map π : [2] → [1]
is the only possible, and for every V ∈ Vec and (S1, S2) ∈ (FIop)2 the map

φ(S1, S2) (V ) : Y (S1, S2) (V ) = Z1 (V )S1 × Z2 (V )S2 → X (S1 ⊔ S2) (V )

is defined by:
((xs1 )s1∈S1 , (xs2 )s2∈S2 ) ↦→ (xs)s∈S1⊔S2 .

Note that the partition morphism φ is surjective. �
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Chapter 8

Symk×GL-Noetherianity for
products of polynomial functors

In this chapter we prove topological Symk ×GL-Noetherianity for k infinite products of
polynomial functors. In Section 8.1 we describe our initial question that served as motiva-
tion for the development of the theory in Section 7.2. Indeed, Theorem 8.1.1 and Theo-
rem 8.2.1 can be reformulated in the language of FIop × Vec-varieties and (FIop)k × Vec-
varieties, respectively; see Section 8.3. Recall that in Section 7.2.2 we introduced the cat-
egory PM with morphisms between such varieties, in which, for the reasons explained in
Example 7.2.4 and above it, k varies. In Section 8.4 we formulate and prove the Parameter-
isation Theorem for (FIop)k × Vec-subvarieties of (FIop)k × Vec-varieties of product-type,
the core technical result of this chapter. The statement says that if X is a proper closed
(FIop)k × Vec-subvariety of a variety Z of product-type

Z : (S1, . . . , Sk;V ) ↦→
k∏
i=1

Zi (V )Si ,

where the Zi are Vec-varieties, then X is covered by finitely many morphisms in PM from
(FIop)l × Vec-varieties of product-type that are, in a suitable (and very subtle!) manner,
smaller than Z. The details of the order on product-type varieties are in Section 8.3.3. In
Section 8.5 we use the Parameterisation Theorem to prove that all (FIop)k×Vec-varieties of
product-type are Noetherian, and obtain Theorem 8.2.1 and Theorem 8.1.1 as corollaries.
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8.1 Description of the result
Given a GL-varietyZ, the group Sym×GL acts naturally onZN, and our main goal in this
chapter is to prove the following theorem.

Theorem 8.1.1. LetZ be a GL-variety over a field of characteristic zero. ThenZN is topolog-
ically Sym×GL-Noetherian. In other words, every descending chain

X1 ⊇ X2 ⊇ . . .

of closed Sym×GL-stable subsets of ZN eventually stabilises. Equivalently, any Sym×GL-
stable closed subset of ZN is defined by finitely many Sym×GL-orbits of polynomial equa-
tions.

Theorem 8.1.1 generalises the results mentioned in Section 7.1: taking for Z a finite-
dimensional affine variety with trivial GL-action, one recovers the Sym-Noetherianity of
ZN; and on the other hand, if Z is a GL-variety, then considering chains X1 ⊇ X2 ⊇ . . .
in which each Xi is of the form ZN

i with Zi ⊆ Z a GL-subvariety, one recovers the GL-
Noetherianity of Z.

The proof of Theorem 8.1.1 will reflect these two special cases. We will use the proof
method from [Dra19] for the GL-Noetherianity of Z, and similarly, we will use methods
for Sym-varieties from [DEF22]. In fact, we do not explicitly use Higman’s lemma in our
proofs as is classically done [AH07; HS12; Dra14], and en passant we give a new proof of
the Sym-Noetherianity ofZN for a finite-dimensional varietyZ. However, our proof only
yields a set-theoretic Noetherianity result, while in the pure Sym-setting (much) stronger re-
sults are known (recall Theorem 1.2.15), and even finitely generated modules over such rings
with a compatible Sym-action are Noetherian [NR19]. In the pure GL-setting, however,
such stronger Noetherianity results are known only for very few classes of GL-varieties; see
the second paragraph of Section 4.1.2.

8.2 Setting up the proof
8.2.1 A generalisation
Interestingly, we prove Theorem 8.1.1 by establishing first the following more general result.

Theorem 8.2.1. Let Z1, . . . , Zk be GL-varieties over a field of characteristic zero. Then the
variety ZN

1 × · · · × ZN
k

is Symk ×GL-Noetherian.

Here Symk ×GL is to be read as (Symk) × GL, i.e., there is one copy of GL that acts
diagonally, and there are k copies of Sym that act on separate copies of N. We believe it
is impossible to prove Theorem 8.1.1 without considering multiple copies of Sym. Indeed,
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the need for this generalisation comes from the fact that, in order to cover a proper closed
Sym×GL-stable subset ofZN, we often need to partition N into finitely many parts, such
that for the indices i in one of these parts, the points in Z labelled by those indices behave
in a similar fashion. Example 7.2.10 illustrates this point.

8.2.2 Surjective partition morphisms and Noetherianity
We want to prove Theorem 8.2.1 exploiting the theory of (FIop)k × Vec-varieties. This
section is dedicated to explain how we derive Noetherianity from surjective partition mor-
phisms. The reader should wait Section 8.3 for the definition of product-type varieties and
the meaning of “smaller”— that comes from a well-quasi-order ⪯ on product-type vari-
eties. Also the fact that we can cover a proper closed subvarietyX in a product-type variety
with some smaller product-type varieties comes later: it is indeed the content of the Param-
eterisation Theorem 8.4.1 in Section 8.4.

In the setting of Theorem 8.2.1 we consider the GL-varietyZN
1 ×· · ·×ZN

k
. As a first step,

we translate it into a closed (FIop)k × Vec-subvariety Z of an appropriate (FIop)k × Vec-
varietyZ′ of product-type. For product-type varieties we define a well-quasi-ordering, so we
can apply induction and assume that Noetherianity holds for all FIopl × Vec-varieties of
product-type smaller than Z′. A closed Symk ×GL-stable subset of ZN

1 × · · · × ZN
k

gives
a closed (FIop)k × Vec-subvariety X in Z. Clearly, one of the inclusions X ⊂ Z ⊂ Z′ can
be assumed to be strict. We then construct partition morphisms into Z′ such that their
domains are FIopl × Vec-varieties of product-type strictly smaller than Z′, and such that
the union of their images contains X . The following two results—that are immediate—
guarantee that X is Noetherian too.

Lemma 8.2.2. Let X be an (FIop)k × Vec-variety, X ′ a closed (FIop)k × Vec-subvariety
of X , and let (π, φ) be a partition morphism from an (FIop)l × Vec-variety Y to X . Then
Y ′ B (π, φ)−1 (X ′) defined by

Y ′ (T1, . . . , Tl) B φ(T1, . . . , Tl)−1 ©«X ′ ©«
⊔

j∈π−1 (1)
Tj , . . . ,

⊔
j∈π−1 (k)

Tj
ª®¬ª®¬

is a closed (FIop)l × Vec-subvariety of Y , and the data of π together with the restrictions of
the morphisms φ(T1, . . . , Tl) gives a partition morphism from Y ′ to X . Moreover, if (π, φ)
is surjective, then so is its restriction to Y ′ → X ′.

Proposition 8.2.3. If (π, φ) is a surjective partition morphism from Y to X , and Y is a
Noetherian (FIop)l × Vec-variety, then X is a Noetherian (FIop)k × Vec-variety.

Proof. Let X1 ⊇ X2 ⊇ . . . be a descending chain of closed (FIop)k × Vec-subvarieties. By
Lemma 8.2.2, the preimages Yi B (π, φ)−1 (Xi) are closed (FIop)l ×Vec-subvarieties of Y .
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Hence the chain Y1 ⊇ Y2 ⊇ . . . stabilises by assumption. The surjectivity of (π, φ) implies
the surjectivity of its restriction to Yi → Xi . This implies that Xi is uniquely determined
by Yi , and hence the chain X1 ⊇ X2 ⊇ . . . stabilises at the same point. □

Finally, as explained in Section 8.5, we go back to the original setting of Theorem 8.2.1
via inverse limits of these (FIop)k × Vec-varieties.

Remark 8.2.4. Note that in the Example 7.2.10 the partition morphism φ is surjective,
and the (FIop)2 × Vec-variety Y (of product type) is “smaller” than Z in the sense that
both Z1 and Z2 are quotients of Z. ��

8.3 Product-type varieties
We now introduce the (FIop)k×Vec varieties of product type. Essentially, these are the vari-
eties from Remark 7.2.2, but for our proofs we will need a finer control over these products.
Therefore, we will work over a general base Vec-variety Y , and keep track of the “constant
parts” Bi of the Vec-varieties whose products we consider.

Definition 8.3.1. Let Y be a Vec-variety and k, n1, . . . , nk ∈ Z≥0. For each i ∈ [k], let
Bi be a Vec-subvariety of Y × Ani , and Qi be a pure polynomial functor. By construction
each Vec-variety Bi × Qi has a morphism to Y induced by the projection Y × Ani → Y .
We define the (FIop)k × Vec-variety Z = [Y ;B1 × Q1, . . . , Bk × Qk] via

Z(S1, . . . , Sk) B (B1 × Q1) ×Y . . . ×Y (B1 × Q1) ×Y (B2 × Q2) ×Y . . . ×Y (Bk × Qk),

where for every index i ∈ [k] the fibre product over Y of Bi × Qi with itself is taken |Si |
times, and these copies are labelled by the elements of Si . The morphismZ(T1, . . . , Tk) →
Z(S1, . . . , Sk) corresponding to ι : S → T is the projection as in Remark 7.2.2. We also
write the above product in a more compact notation as

(B1 × Q1)S1
Y ×Y · · · ×Y (Bk × Qk)SkY .

We say that Z is an (FIop)k × Vec-variety of product-type (over Y ). �

Note that Z(S1, . . . , Sk) is naturally a closed Vec-subvariety of

Y ×
k∏
i=1
(Ani × Qi)Si ,

where each product is over Spec(K). Clearly, if k = 0, then by definition Z = Y .
When we talk of (FIop)k × Vec-varieties of product-type, we will always specify each

Bi together with its closed embedding in Y × Ani ; the reason being that, in the proof of
Theorem 8.1.1, we aim to argue by induction on both Y and ni .
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Remark 8.3.2. The settings of Theorem 8.1.1 and Theorem 8.2.1 can be rephrased in our
current terminology as follows. Consider Vec-varieties Z1, . . . , Zk. Then for every i ∈ [k]
there exist ni ∈ Z≥0, a finite dimensional affine variety Ai ⊆ Ani , and a pure polynomial
functor Qi such that Zi ⊆ Ai × Qi . Define Y to be a point, and Bi B Y × Ai . Then the
varietyZN

1 × · · · ×ZN
k

of Theorem 8.2.1 is a subvariety of the product-type (FIop)k ×Vec-
variety

[Y ;B1 × Q1, . . . , Bk × Qk],
with k = 1 being the special case addressed in Theorem 8.1.1. ��

Remark 8.3.3. In [DEF22], for FIop-varieties (no dependence on Vec), the notion of
product-type is more restrictive. Essentially, there the last three authors considered a single
finite-dimensional affine variety Z with a morphism to a finite-dimensional, irreducible,
affine variety Y , with the additional requirement that K [Z] is a free K [Y ]-module. This
then ensures that each irreducible component of ZS maps dominantly to Y . In [DEF22]
this is used to count the orbits of Sym(S) on these irreducible components. ��

The following example describes the partition morphisms between product-type vari-
eties. It is particularly relevant as the partition morphisms we will be dealing with in our
proof of the Parameterisation Theorem 8.4.1 are of this shape.

Example 8.3.4. LetZ′ B [Y ′;B′1 ×Q′1, . . . , B′l ×Q
′
l
] andZ B [Y ;B1 ×Q1, . . . , Bk ×Qk]

be an (FIop)l × Vec-variety and an (FIop)k × Vec-variety of product-type over Y ′ and Y ,
respectively. We want to construct a partition morphism (π, φ) : Z′ → Z. Consider the
following data:

• let π : [l] → [k] be any map;

• let α : Y ′ → Y be a morphism of Vec-varieties;

• and for each j ∈ [l] let βj : B′j ×Q′j → Bπ (j) ×Qπ (j) be a morphism of Vec-varieties
such that the following diagram commutes:

B′j × Q′j

��

βj
// Bπ (j) × Qπ (j)

��

Y ′ α
// Y.

(8.1)

For each (T1, . . . , Tl) ∈ FIl we define the morphism of Vec-varieties

φ(T1, . . . , Tl) : Z′ (T1, . . . , Tl) → Z
©«

⊔
j∈π−1 (1)

Tj , . . . ,
⊔

j∈π−1 (k)
Tj

ª®¬
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as follows. Let Si B
⊔

j∈π−1 (i) Tj , then for any V ∈ Vec the element

((b′j,t , q′j,t)t∈Tj )j∈[l] ∈ (B′1 × Q′1)
T1
Y ′ (V ) ×Y ′ · · · ×Y ′ (B

′
l × Q

′
l )
Tl
Y ′ (V )

is mapped to the element

(((βj (V ) (b′j,t , q′j,t))t∈Tj )j∈π−1 (i) )i∈[k] ∈ (B1 × Q1)S1
Y (V ) ×Y · · · ×Y (Bk × Qk)SkY (V ).

By construction, the pair (π, φ) is a partition morphism Z′ → Z. Conversely, every par-
tition morphism Z′ → Z is of this form. Indeed, from a general partition morphism
Z′ → Z, α is recovered by taking all Tj empty and βj is recovered by taking Tj a sin-
gleton and all Tj′ with j′ ≠ j empty. That (8.1) commutes then follows by applying
the commuting diagram from the definition of a partition morphism to the morphism
(∅, . . . , ∅, . . . , ∅) → (∅, . . . , {∗}, . . . , ∅) in FIl. �

8.3.1 The leading monomial ideal
We introduce a size measure for a closed subvariety B ⊆ Y × An.

Definition 8.3.5. LetY be aVec-variety, n ∈ Z≥0 andB a closedVec-subvariety ofY ×An.
For V ∈ Vec consider the ideal I (B(V )) of K [Y (V )] [x1, . . . , xn] defining B(V ). We fix
the lexicographic order on monomials in x1, . . . , xn, and denote by LM(B) the set of those
monomials that appear as leading monomials of monic polynomials in I (B(V )), i.e., those
with leading coefficient 1 ∈ K [Y (V )]. �

The following lemma shows that LM (B) is well-defined.

Lemma 8.3.6. The set LM(B) does not depend on the choice of V .

Proof. Let V ∈ Vec and consider the linear maps ι : 0 → V and π : V → 0. If
f ∈ I (B(V )) is monic with leading monomial xu, then applying Y (ι)# to all coefficients
of f yields a polynomial inI (B(0)) which is monic with leading monomial xu. This shows
that the leading monomials of monic polynomials in I (B(V )) remain leading monomials
of monic elements inI (B(0)). One obtains the converse inclusion by applyingY (π)#. □

The following lemma monitors the size of LM of the constant parts after a base change
in product-type varieties. See Proposition 8.3.11.

Lemma 8.3.7. Let Y ′ → Y be a morphism of Vec-varieties, let B be a closed Vec-subvariety
of Y × An, and define B′ B Y ′ ×Y B ⊆ Y ′ × An. Then LM(B′) ⊇ LM(B).

Proof. Pulling back a monic equation for B(V ) along Y ′ (V ) ×An → Y (V ) ×An yields
a monic equation for B′ (V ) with the same leading monomial. □

138



8.3.2 Shifting over tuples of finite sets
We now describe the shift operation in the context of (FIop)k × Vec-varieties.

Definition 8.3.8. LetX be an (FIop)k ×Vec-variety and let S = (S1, . . . , Sk) ∈ FIk. Then
the shift ShS X of X over S is the (FIop)k × Vec-variety defined by

(ShS X ) (T1, . . . , Tk) B X (S1 ⊔ T1, . . . , Sk ⊔ Tk)

and, for injections ιi : Ti → T ′i ,

(ShS X ) (ι1, . . . , ιk) B X (idS1 ⊔ι1, . . . , idSk ⊔ιk). �

Remark 8.3.9. Consider an tuple S = (S1, . . . , Sk) in (FIop)k and define the covariant
functor ShS : (FIop)k × Vec → (FIop)k × Vec by assigning to each tuple (T1, . . . , Tk)
the tuple (S1 ⊔ T1, . . . , Sk ⊔ Tk) and to each morphism ι : (ι1, . . . , ιk) : (T1, . . . , Tk) →
(T ′1 , . . . , T ′k ) the morphism ι ⊔ idS . In particular ShS X is the composition X ◦ ShS . ��

Remark 8.3.10. Let V ∈ Vec. While, as sets, ShS X (T1, . . . , Tk) (V ) and X (S1 ⊔
T1, . . . , Sk ⊔ Tk) (V ) coincide, the action of the k copies of the symmetric group on them
is different. Indeed, the groups Sym(S1 ⊔ T1) × · · · × Sym(Sk ⊔ Tk) and Sym(T1) × · · · ×
Sym(Tk) act by functoriality on the latter and on the former, respectively. ��

With the following proposition we describe what happens when the shift operation is
performed on product-type varieties.

Proposition 8.3.11. The shift ShS Z over S = (S1, . . . , Sk) of an (FIop)k × Vec-variety
Z B [Y ;B1 × Q1, . . . , Bk × Qk] of product type is itself isomorphic to a variety of product-
type:

ShS Z � [Y ′;B′1 × Q1, . . . , B
′
k × Qk]

with

Y ′ B (B1 × Q1)S1
Y ×Y . . . ×Y (Bk × Qk)SkY , and

B′i B Y ′ ×Y Bi .

Furthermore, each B′i is naturally a Vec-subvariety of Y ′ × Ani , and we have LM(B′i ) ⊇
LM(Bi).

Proof. Straightforward; for the last statement we use Lemma 8.3.7. □

In analogy with [Dra19, Lemma 14] and [DEF22, Section 3.3], the shift operation
doesn’t increase the “complexity” of product-type varieties. Indeed, we have ShS Z ⪯ Z
according to the order in Section 8.3.3.
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8.3.3 Well-founded orders

In this section we recall the well-founded pre-order on polynomial functors of Section 2.1.3.
Building on it, we define well-founded pre-orders

• on varieties appearing in the definition of (FIop)k × Vec-varieties of product-type,

• on product-type varieties, and

• on closed subvarieties of a fixed product-type variety.

Order on polynomial functors

Definition 8.3.12. For polynomial functors P, Q, we write P ⪯ Q if P � Q or else, for the
largest e with Pe � Qe, Pe is a quotient of Qe. �

Order on Vec-varieties of type B × Q

Consider Vec-varieties Y, Y ′, integers n, n′, pure polynomial functors Q,Q′, and Vec-
subvarieties B ⊂ Y × An, B′ ⊂ Y ′ × An′ . We say that B′ × Q′ ⪯ B × Q if:

1. Q′ ≺ Q in the order of Definition 8.3.12; or

2. Q′ � Q, n′ = n and LM(B′) ⊇ LM(B).

This is a pre-order on Vec-varieties of this type.

Remark 8.3.13. We remark that ⪯ is defined on Vec-varieties with a specified product de-
composition B ×Q where B is a Vec-variety with a specified closed embedding into a specified
productY ×An of aVec-varietyY and some n. It is not a pre-order onVec-varieties without
further data. ��

Lemma 8.3.14. The pre-order on Vec-varieties defined as above is well-founded.

Proof. Suppose we had an infinite strictly decreasing chain

B1 × Q1 ≻ B2 × Q2 ≻ . . .

with Bi ⊆ Yi × Ani . Then we have Q1 ⪰ Q2 ⪰ . . .. By the well-foundedness of ⪰ on
polynomial functors, there exists a j ≫ 0 such that both Qi and ni are constant for i ≥ j.
But then LM(Bi) ⊊ LM(Bi+1) ⊊ . . ., which contradicts Dickson’s lemma. □
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Order on product-type varieties

Consider an (FIop)k ×Vec-variety Z B [Y ;B1 ×Q1, . . . , Bk ×Qk], and an (FIop)l ×Vec-
variety Z′ B [Y ′;B′1 × Q′1, . . . , B′l × Q

′
l
]. We say that Z′ ⪯ Z if there exists a map π :

[l] → [k] with the following properties:

1. B′j × Q′j ⪯ Bπ (j) × Qπ (j) holds for all j ∈ [l], and

2. for all j whose π-fibre π−1 (π(j)) has cardinality at least 2 we have B′j ×Q′j ≺ Bπ (j) ×
Qπ (j) .

3. If π is a bijection, then either at least one of the inequalities in (1) is strict, or else Y ′
is a closed Vec-subvariety of Y .

Lemma 8.3.15. Suppose Z′ ⪯ Z is witnessed by π : [l] → [k] and suppose that at least one
of the following holds:

• l ≠ k, or

• at least one of the inequalities in (1) is strict.

Then we have Z′ ≺ Z.

Proof. Assume, on the contrary, that σ : [k] → [l] witnesses Z ⪯ Z′. Construct a
directed graph Γ with vertex set [l] ⊔ [k] and an arrow from each j ∈ [l] to π(j) and an
arrow from each i ∈ [k] to σ (i). Like any digraph in which each vertex has out-degree 1,
Γ is a union of disjoint directed cycles (here of even length) plus a number of trees rooted
at vertices in those cycles and directed towards those roots. Moreover, those cycles have the
same number of vertices in [l] as in [k].

The assumptions imply that at least one of the vertices of Γ does not lie on a directed
cycle. Without loss of generality, there exists an i ∈ [k] not in any cycle such that j B σ (i)
lies on a cycle. Let n be half the length of that cycle, so that (σπ)n (j) = j. Then we have

B′j×Q′j ⪯ Bπ (j)×Qπ (j) ⪯ . . . ⪯ Bπ (σπ)n−1 (j)×Qπ (σπ)n−1 (j) ≺ B′(σπ)n (j)×Q
′
(σπ)n (j) = B′j×Q′j

where the strict inequality holds because σ−1 (j) has at least two elements: i and
π(σπ)n−1 (j). By transitivity of the pre-order from Section 8.3.3, we findB′j ×Q′j ≺ B′j ×Q′j ,
which however contradicts the reflexivity of that pre-order. □

Lemma 8.3.16. The relation ⪯ is a well-founded pre-order on varieties in PM of product-
type.
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Proof. For reflexivity we may take π equal to the identity. For transitivity, if π : [l] → [k]
witnesses Z′ ⪯ Z and σ : [k] → [m] witnesses Z ⪯ Z′′, then τ B σ ◦ π witnesses Z′ ⪯
Z′′—here we note that if |τ−1 (τ (j)) | > 1 for some j ∈ [l], then either |π−1 (π(j)) | > 1 or
else |σ−1 (σ (π(j))) | > 1; in both cases we find that B′j × Q′j ≺ B′′τ (j) × Q

′′
τ (j) .

For well-foundedness, suppose that we had a sequence Z1 ≻ Z2 ≻ Z3 ≻ . . ., where

Zi = [Yi ;Bi,1 × Qi,1, . . . , Bi,ki × Qi,ki ],

and where πi : [ki+1] → [ki] is a witness to Zi ≻ Zi+1. We note that ki > 0 for all i.
Otherwise 0 = ki = ki+1 = . . . and then Zi = Yi ≻ Zi+1 = Yi+1 ≻ . . . implies that Yi ⊋
Yi+1 ⊋ . . ., which contradicts the Noetherianity of the Vec-variety Yi , see Theorem 2.4.3.

From the chain, we construct an infinite rooted forest with vertex set [k1] ⊔ [k2] ⊔ . . .
as follows: [k1] is the set of roots, and we attach each j ∈ [ki+1] via an edge with πi (j);
the latter is called the parent of the former. We further label each vertex j ∈ [ki] with the
product Bi,j × Qi,j .

We claim that πi is an injection for all i ≫ 0, i.e., that there are only finitely many
vertices with more than one child. Indeed, if not, then by König’s lemma the forest would
have an infinite path starting at a root in [k1] and passing through infinitely many vertices
with at least two children. By construction, the labels B × Q decrease weakly along such
a path and strictly whenever going from a vertex to one of its more than one children, a
contradiction to Lemma 8.3.14.

For even larger i, the ki are constant, say equal to k, and hence the πi are bijections.
After reordering, we may assume that the πi all equal the identity on [k]. Moreover, for all
such i we still have Bi,j × Qi,j ⪰ Bi+1,j × Qi+1,j ⪰ . . . for all j ∈ [k], and all these chains
stabilise. When they do, we have Yi ⊋ Yi+1 ⊋ . . ., which is a strictly decreasing chain of
Vec-varieties—but this again contradicts the Noetherianity of Vec-varieties. □

Order on closed subvarieties of product-type varieties in PM

Consider the (FIop)k × Vec-variety Z B [Y ;B1 × Q1, . . . , Bk × Qk] and let X be a closed
(FIop)k × Vec-subvariety of Z; X is not required to be of product-type. We define

δX B min
(S1 ,...,Sk ) ∈FIk

{
k∑︁
i=1
|Si | : X (S1, . . . , Sk) ≠ Z(S1, . . . , Sk)

}
Let X and X ′ be closed (FIop)k × Vec-subvarieties of Z, then we say X ′ ⪯ X if δX ′ ≤ δX .
This is a well-founded pre-order on the (FIop)k × Vec-subvarieties of Z.

Remark 8.3.17. If f is a nonzero equation forX (S1, . . . , Sk) (V ) with
∑
i |Si | = δX , then f

may still “come from smaller sets”. More specifically, there might exist a k-tuple (S′1 , . . . , S′k)
with |S′i | ≤ |Si | for all i ∈ [k] and with strict inequality for at least one i, an FIk-morphism
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ι B (ι1, . . . , ιk) : (S′1 , . . . , S′k) → (S1, . . . , Sk), and an element f ′ ∈ K [Z(S′1 , . . . , S′k) (V )]
such that Z(ι) (V )# ( f ′) = f . This is related to Remark 7.2.3. The following example
demonstrates this phenomenon. ��

Example 8.3.18. Consider the FIop × Vec-variety Z B [{0};K]. The coordinate ring
K [Z(S)] is isomorphic to the polynomial ring over K in |S | variables. Let n ∈ Z>0 and
define the proper closed variety X of Z by

X (S) B
{
Z(S) for |S | < n;
∅ otherwise.

Then δX is equal to n and computed by the element 1 ∈ K [Z( [n])], which is the image of
1 ∈ K [Z(∅)] under the natural map K [Z(∅)] → K [Z( [n])]. �

8.4 The Parameterisation Theorem in product-type va-
rieties

The goal of this section is to prove the following core result, which says that any proper
closed subset of an (FIop)k×Vec-variety of product-type is covered by finitely many smaller
such varieties.

Theorem 8.4.1 (Parameterisation Theorem). Consider an (FIop)k × Vec-variety Z of
product-type and let X ⊊ Z be a proper closed (FIop)k × Vec-subvariety. Then there exist
a finite number of quadruples consisting of:

• an l ∈ Z≥0;

• an (FIop)l × Vec-variety Z′ of product type with Z′ ≺ Z;

• a k-tuple S = (S1, . . . , Sk) ∈ FIk; and

• a partition morphism (π, φ) : Z′ → ShS Z;

such that for anyT1, . . . , Tk ∈ FIk, anyV ∈ Vec, and any p ∈ X (T1, . . . , Tk) (V ) there exist:
one of these quadruples; finite setsU1, . . . , Uk; and bijections σi : Ti → Si⊔Ui ; such that p lies
in the image under Z(σ1, . . . , σk) (V ) of the image of (π, φ) in ShS (Z) (U1, . . . , Uk) (V ) =
Z(S1 ⊔ U1, . . . , Sk ⊔ Uk) (V ).
Remark 8.4.2. Recall Definition 7.2.8 of the image of a partition morphism. Explicitly,
the conclusion above means that there exist finite sets U ′1 , . . . , U

′
l

and, for each i ∈ [k], a
bijection ιi : Ui →

⊔
j∈π−1 (i) U

′
j , and a point q ∈ Z′ (U ′1 , . . . , U ′l ) (V ) such that

(Z(σ1, . . . , σk) (V ) ◦ (ShS Z) (ι1, . . . , ιl) (V ) ◦ φ(U ′1 , . . . , U ′l ) (V )) (q) = p.

Informally, we will say that all points in X are hit by finitely many partition morphisms
from varieties Z′ in PM of product-type with Z′ ≺ Z. ��
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8.4.1 A key proposition
The proof of Theorem 8.4.1 uses a key proposition that we establish first. The reader may
prefer to read only the statement of this proposition and postpone its proof until after
reading the proof of Theorem 8.4.1 in Section 8.4.4.

Proposition 8.4.3 (The Key Proposition). LetY be aVec-variety; n ∈ Z≥0;B a closedVec-
subvariety of Y × An; Q a pure polynomial functor; and X a proper closed Vec-subvariety of
B × Q ⊆ Y × An × Q.

Then there exist a proper closed Vec-subvariety Y0 of Y , a Vec-variety Y ′ together with a
morphism α : Y ′ → Y ; k ∈ Z>0 and, for each l = 0, . . . , k, integers nl ∈ Z≥0; closed Vec-
subvarieties Bl ⊆ Y ′ × Anl ; pure polynomial functors Ql; and morphisms βl : Bl × Ql →
B × Q such that the following properties hold:

1. For each l = 0, . . . , k, Bl × Ql ≺ B × Q in the preorder from Section 8.3.3, and the
following diagram commutes:

Bl × Ql

βl
//

��

B × Q

��

Y ′ α
// Y.

2. Let m ∈ Z≥0, V ∈ Vec, and points p1, . . . , pm ∈ X (V ) ⊆ Y (V ) × An × Q(V )
whose images in Y (V ) are are all equal to the same point y ∈ Y (V ) \ Y0 (V ). Then
there exist indices lj ∈ {0, . . . , k} for j ∈ [m] and points p′j ∈ Blj (V ) ×Qlj (V ) whose

images in Y ′ (V ) are all equal to the same point y′ and such that βlj (V ) (p′j ) = pj for

all j ∈ [m].

Remark 8.4.4. The condition βlj (V ) (p′j ) = pj , together with the commuting diagram in
(1), implies α(y′) = y. ��

To apply Proposition 8.4.3 in the proof of Theorem 8.4.1 we will do a shift over an
appropriate k-tuple of finite sets. After this shift, we deal with the points ofX lying overY0
by induction, while we cover those in the complement by a partition morphism constructed
with the morphisms α and βj ’s, and whose domain is a product-type variety strictly smaller
than Z. Before proving Proposition 8.4.3 in Section 8.4.3, we demonstrate its statement in
two special cases.

Example 8.4.5. Consider the case where Y = SpecK and n = 0; then B ⊆ Y × An
is also isomorphic to SpecK . Let Q be an arbitrary polynomial functor. In this case,
X is a proper closed Vec-subvariety of Q and by [BDES22] there exist k ∈ Z≥0, (finite-
dimensional) varieties B1, . . . , Bk, pure polynomial functors Q1, . . . , Qk ≺ Q and mor-
phisms βi : Bi×Qi → Q such thatX is the union of the images of the βj . This is an instance
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of Proposition 8.4.3 with Y0 = ∅, Y ′ = Y , and α = idY . Note that then Bj ×Qj ≺ Q since
Qj ≺ Q, so the specific choice of embedding Bj ⊆ Anj is not relevant. �

Example 8.4.6. Consider the case where Y is constant, that is, just given by a (finite-
dimensional) variety, and Q = 0. Since X is a proper closed subvariety of B ⊆ Y × An,
there exist aV ∈ Vec and a nonzero function f ∈ K [BV ] that vanishes identically onXV .

Then f is represented by a polynomial in K [YV ] [x1, . . . , xn], also denoted by f . We
may reduce f modulo I (BV ) in such a manner that its leading term c · xu has the property
that c ∈ K [YV ] is nonzero and xu ∉ LM(B). Then we take for Y0 the closed subvariety
of Y defined by the vanishing of c and for Y ′ the complement Y \ Y0, with α : Y ′ → Y
being the inclusion. Furthermore, we take k = 1, and B1 to be the intersection of B with
Y ′ × An and with the vanishing locus of f in Y × An. Then LM(B1) ⊇ LM(B) and
since c is invertible on Y ′ and f vanishes on B1, xu ∈ LM(B1) \ LM(B). To verify (2) of
Proposition 8.4.3, we observe that the pi all map to the same point in Y ′ = Y \ Y0, i.e., pi
lies in the set B1 ⊆ B, and we can just take p′j B pj for all j. �

8.4.2 Iterated partial derivatives
The main idea for proving Proposition 8.4.3 comes from Lemma 8.4.7 below, that is an
extension (or better an iteration) of [Dra19, Lemma 18].

Lemma 8.4.7. Let P be a polynomial functor and let R1, . . . , Rt be irreducible polynomial
functors of positive degree such that

P = P′ ⊕ R1 ⊕ · · · ⊕ Rt .

Denote with R≤s the functor
⊕s

i=1 Ri . Let B be a Vec-subvariety of P′ and let X be a proper
closed Vec-subvariety of B×R≤s such thatX is not isomorphic toX ′ ×R1 × · · · ×Rt withX ′

a closed Vec-subvariety of B. Let f be a non-zero defining equation of X (U0) in K [B(U0) ×
R≤t (U0)] for some U0 ∈ Vec. Then there exist

• vector spaces U1, . . . , Uk with partial sums U≤s B
⊕s

i=0 Ui ,

• indices 0 = s0 < s1 ≤ · · · ≤ sk, and,

• for each l ∈ [k], nonzero coordinates xl ∈ R(Usl )∗, nonzero functions hl ∈
K [P′ (U≤l) × R≤sl (U≤l)], and functions rl in K [P′ (U≤l) × R≤sl (U≤l)/Rsl (Ul)]
such that

hl = xl · hl−1 + rl,

and moreover the function hk vanishes on X (U≤k).
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Sketch. First, choose sk as the maximal index in [t] such that f involves coordinates in
Rsk (U0)∗; if no such index exists, then k is set to zero, and we may take h0 B f ∈
K [B(U0)]. For a subspace Uk of sufficiently high dimension (at least dk B deg(Rsk )
suffices), act on f with “upper triangular” elements of the Lie algebra 𝔤𝔩(U0 ⊕ Uk) that
transform coordinates on Rsk (U0)∗ to coordinates on Rsk (Uk)∗. This yields a new poly-
nomial that vanishes on X (U0 ⊕ Uk) but is now of the form f̃ = xk · h̃ + r̃, where
h̃ ∈ K [B(U0) × Q(U0)] is (nonzero and) of lower degree than f , and where r̃ does not
contain coordinates inRsk (Uk)∗. Now let sk−1 be the maximal index in such that h̃ involves
coordinates in Rsk−1 (U0)∗. We will allow sk−1 = sk, which will be the case if f was not lin-
ear in the coordinates in Rsk (U0)∗. Again choose a vector space Uk−1 of sufficiently high
dimension, and act on f̃ with upper triangular elements of 𝔤𝔩(U0 ⊕ Uk−1) to obtain

f̂ = xk · (xk−1 · ĥ + r̂) + r̄

where xk−1 is a coordinate inRsk−1 (Uk−1)∗, r̂ does not involve coordinates inRsk−1 (Uk−1)∗,
r̄ may be different from r̃, but still does not involve coordinates in Rsk (Uk)∗, and ĥ ∈
K [B(U0) × Q(U0)] has smaller degree than h̃. Continuing in this fashion, we eventually
find a polynomial

hk = xk (xk−1 (. . . (x2 (x1h0 + r1) + r2) . . . ) + rk−1) + rk (8.2)

where h0 ∈ K [B(U0)]. Now it is clear how to define the intermediate hl. □

8.4.3 Proof of The Key Proposition
This section contains the proof of the Proposition 8.4.3, and, for clarity’s sake, we spell it
out in a concrete example at the end.

Remark 8.4.8. We recall that, for anyVec-varietyZ and anyU ∈ Vec, the shift ShU Z ofZ
overU is theVec-variety defined by ShU Z(V ) = Z(U ⊕V ). There is a natural morphism
ShU Z → Z of Vec-varieties: for V ∈ Vec, this morphism (ShU Z) (V ) = Z(U ⊕ V ) →
Z(V ) is just Z(πV ), where πV is the projection U ⊕ V → V . ��

Lemma 8.4.9. Let Y be a Vec-variety, n ∈ Z≥0, and B a closed Vec-subvariety of Y × An.
Then for any U ∈ Vec, ShU B is a closed Vec-subvariety of (ShU Y ) × An, and LM(B) =
LM(ShU (B)).

Proof. This follows from Lemma 8.3.7. □

Remark 8.4.10. Let X be a Vec-variety, U ∈ Vec and f ∈ K [X (U )]. We define
(ShU X ) [1/f ] to be the Vec-variety given by V ↦→ X (U ⊕ V ) [1/f ], where we identify f
with its image under the natural map K [X (U )] → K [X (U ⊕ V )]. Note that the action
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of the group GL on the coordinate ring of ShU X is the identity on the element f . In par-
ticular, for every V ∈ Vec, (ShU X [1/f ]) (V ) ⊆ ShU X (V ) is the distinguished open set
of points not vanishing on the single equation f . ��

Proof of Proposition 8.4.3. SinceX is a proper closed subvariety of B×Q, there exist aU0 ∈
Vec and a nonzero f ∈ K [B(U0) × Q(U0)] that vanishes on X . As a first step, we apply
the machinery of Lemma 8.4.7.

Decompose Q as R1 ⊕ · · · ⊕ Rt , where the Rs are irreducible polynomial functors and
deg(Rs) ≤ deg(Rs+1) for all s = 1, . . . , t − 1. Write R≤s B R1 ⊕ · · · ⊕ Rs and R>s B
Rs+1 ⊕ · · · ⊕ Rt , so that R≤0 = {0} and R>t = {0}.

By Lemma 8.4.7, from f we can construct a sequence of vector spaces U1, . . . , Uk with
partial sums U≤l B

⊕l
i=0 Ui (note that U≤0 = U0), indices 0 = s0 < s1 ≤ · · · ≤ sk ≤ t,

nonzero coordinates xl ∈ Rsl (Ul)∗ for l ∈ [k], nonzero functions hl ∈ K [B(U≤l) ×
R≤sl (U≤l)] for l = 0, . . . , k and functions rl ∈ K [B(U≤l) × (R≤sl (U≤l)/Rsl (Ul))] for
l ∈ [k] such that

hl = xl · hl−1 + rl (A)

for each l = 1, . . . , k and such that hk that vanishes on X (U≤k).
Now h0 ∈ K [B(U0)] is represented by a polynomial in K [Y (U0)] [x1, . . . , xn], and

after reducing modulo I (B(U0)), we may assume that its leading term equals c · xu where
c ∈ K [Y (U0)] is nonzero and xu ∉ LM(B).

Now set U B U≤k = U0 ⊕ · · · ⊕ Uk. Then we construct the relevant data as follows.

1. Define Y0 as the closed Vec-subvariety of Y defined by the vanishing of c, so that

Y0 (V ) B {y ∈ Y (V ) | ∀φ ∈ Hom(V,U0) : c(Y (φ)y) = 0}.

2. Set Y ′ B (ShU Y ) [1/c] with α : Y ′ → Y the restriction to Y ′ of the natural
morphism ShU Y → Y .

3. Let B0 be the closed Vec-subvariety of (ShU B) [1/c] defined by the vanishing of the
single equation h0. Note thatB0 is a closedVec-subvariety ofY ′×An0 with n0 B n.
Define Q0 B Q and β0 : B0 × Q0 → B × Q as the identity on Q and equal to the
restriction to B0 of the natural morphism ShU B→ B on B0. Note that LM(B0) ⊇
LM(B) by virtue of Lemma 8.4.9, and since h0 ∈ I (B0 (U0)) has leading term c · xu
and c is invertible on Y ′, we have xu ∈ LM(B0) \ LM(B). Thus B0 × Q0 ≺ B × Q.

4. For l ∈ [k], set

Ql B ((ShU R≤sl )/(R≤sl (U ) ⊕ Rsl )) ⊕ R>sl .

Here we recall that, for any pure polynomial functorR, the top-degree part of ShU R
is naturally isomorphic to that ofR, and its constant part is isomorphic toR(U ) (see
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[Dra19, Lemma 14] for the first statement; the second is proved in a similar fashion).
So, since we ordered the irreducible factorsRs by ascending degrees,Rsl is naturally a
sub-object of the top-degree part of ShU R≤sl ; and the constant polynomial functor
R≤sl (U ) is the constant part of ShU R≤sl . Both are modded out, and we have Ql ≺
Q.

5. For l ∈ [k], we define Bl as

Bl B (ShU B) [1/c] × R≤sl (U ) × A1

⊆ Y ′ × An × R≤sl (U ) × A1 � Y ′ × Anl .

wherenl B n+dim(R≤sl (U ))+1. Note that the factorR≤sl (U ) is precisely the con-
stant term modded out in the definition ofQl; the role of the factorA1 will become
clear below.

6. To construct βl : Bl × Ql → B × Q we proceed as follows. Let Xl be the closed
Vec-subvariety of B × R≤sl defined by the vanishing of hl. Then (A) shows that,
on the distinguished open subset (ShU≤ l−1 Xl) [1/hl−1], the cooordinate xl can be
expressed as a function on ShU≤l−1 B × ((ShU≤l−1 R≤sl )/Rsl ) evaluated at Ul. Since
Rsl is irreducible, each coordinate on it can be thus expressed; this is a crucial point
in the proof of [Dra19, Lemma 25]. This implies that the projection

ShU≤l−1 B × ShU≤l−1 R≤sl → (ShU≤l−1 B) × (ShU≤l−1 R≤sl )/Rsl

restricts to a closed immersion of (ShU≤l−1 Xl) [1/hl−1] into the open subset of the
right-hand side where hl−1 is nonzero. This statement remains true when we replace
U≤l−1 everywhere by the larger space U . After also inverting c, we find a closed im-
mersion

(ShU Xl) [1/hl−1] [1/c] → (ShU B) [1/c] × (ShU R≤sl )/Rsl × A1,

where the map to the last factor is given by 1/hl−1. By [Bik20, Proposition 1.3.22]
the inverse morphism from the image of this closed immersion lifts to a morphism
of ambient Vec-varieties

ι :Bl × (ShU R≤sl )/(R≤sl (U ) ⊕ Rsl )
� (ShU B) [1/c] × (ShU R≤sl )/Rsl × A1

→ ShU (B × R≤sl )

that hits all the points in (ShU Xl) [1/hl−1] [1/c]. Finally, we define βl B β′
l
× idR>sl

where β′
l

is the composition of ι and the natural morphism ShU (B × R≤sl ) → B ×
R≤sl .
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Property (1) in the proposition holds by construction. We now verify property (2). Thus
let V ∈ Vec, m ∈ Z≥0, and let p1, . . . , pm ∈ X (V ) ⊆ Y (V ) × An × Q(V ). Assume that
the images of p1, . . . , pm in Y (V ) are all equal to y, and that y ∉ Y0 (V ). By definition of
Y0, this means that there exists a φ ∈ Hom(V,U ) such that c(Y (φ) (y)) ≠ 0.

On the other hand, we have hk (X (ψ) (pj)) = 0 for all j, because hk vanishes identically
on X . For j ∈ [k] define

lj B min{l | ∀ψ ∈ Hom(V,U ) : hl (X (ψ) (pj)) = 0}.

Put differently, lj is the smallest index l such that the projection of pj in B × R≤sl lies in
Xl ⊆ B × R≤sl . Note that, if lj > 0, then there exists a linear map ψ : V → U such that
hlj−1 (X (ψ) (pj)) ≠ 0.

Since Hom(V,U ) is irreducible, there exists a linear map φ : V → U such that first,
c(Y (φ) (y)) ≠ 0; and second, hlj−1 (X (φ) (pj)) ≠ 0 for all j with lj > 0.

We now define the p′j as follows. First, we decompose pj = (pj,1, pj,2) where pj,1 ∈
B(V ) × R≤slj (V ) and pj,2 ∈ R>slj

(V ). Similarly, we decompose the point p′j = (p′j,1, p′j,2)
to be constructed.

1. Set p′j,2 B pj,2 for all j. Recall that we had defined s0 B 0, so that this implies that if
lj = 0, then the component p′j,2 of p′j in Q equals the component pj,2 of pj in Q.

2. If lj = 0, then pj,1 ∈ B(V ), and p′j,1 ∈ B0 (V ) ⊆ (ShU B) [1/c] (V ) is defined as
B(φ ⊕ idV ) (pj,1). Note that p′j,1 does indeed lie in B0 (V ); this follows from the fact
lj = 0, so that h0 (B(ψ) (pj,1)) = 0 for all ψ : V → U0, and hence also for all ψ that
decompose as ψ ′ ◦ (φ ⊕ idV ).
Furthermore, note that β0 (V ) (p′j ) = pj ; this follows from the equality πV ◦ (φ ⊕
idV ) = idV . Also, the image of p′j in Y ′ (V ) equals Y (φ ⊕ idV ) (y) C y′.

3. If l B lj > 0, then pj,1 ∈ B(V ) × R≤sl (V ) with sl ≥ 1, and p′j,1 is constructed as
follows. First apply (B × R≤sl ) (φ ⊕ idV ) to pj,1 and then forget the component in
Rsl (V ). The morphism β′

l
was constructed in such a manner that β′

l
(V ) (p′j,1) = pj,1

and therefore βl (V ) (p′j ) = pj . Note that also the image of p′j in Y ′ (V ) equals y′.

□

Example 8.4.11. Let Y be the polynomial functor V → V ⊕ V and let K [xi , yi | i ∈
[dim(V )]] be the coordinate ring ofY (V ). We interpret vectors ofV as linear polynomial
functions on V ∗. Consider the Vec-subvariety B of Y × A1 defined by yi − txi (where t is
the coordinate of A1), consisting of the points (v, λv, λ) with v ∈ V and λ ∈ K . Note
that K [B(V )] = K [t, xi | i ∈ [dim(V )]] and LM(B) = {0} ⊂ K [t]. Let Q(V ) be
the space of homogeneous degree-2 polynomial functions on V ∗ and let K [zi,j | i, j ∈
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[dim(V )] and i ≤ j] be its coordinate ring. Note that Q is an irreducible polynomial
functor so, in the notation of Proposition 8.4.3, we have R = R1 = Q. Define the Vec-
subvariety

X ⊂ B × Q ⊂ Y × A1 × Q
to be given by the points (v, w, λ, q) such that the set {w2, q} is linearly dependent. An
equation for X is

y2
1 z1,2 − 2y1y2z1,1 = 0.

The minor in the left hand side can be written as

t2 (x2
1 z1,2 − 2x1x2z1,1) ∈ K [B(U0) × Q(U0)]

with U0 � K2, the vector space spanned by the elements of the canonical basis e1, e2. Say
that e3, e4 spanU1 � K

2. Acting on the above element with the (upper triangular) elements
E1,3 and E2,4 of the Lie algebra 𝔤𝔩(U0 ⊕ U1) gives:

h1 B z3,4 (x2
1 t

2) + 2(z1,4x1x3 − 2z1,3x1x4 − z1,1x3x4)t2

that, by construction, vanishes on X (U0 ⊕ U1). Note that z3,4 ∈ Q(U1)∗, h0 B x2
1 t

2 ∈
K [B(U0)] (hence set c B x2

1 ), and the rest belongs toK [B(U0⊕U1)×Q(U0⊕U1)/QU1].
Moreover, for any j > i ≥ 4 the action on h1 of first E4,j and then E3,i gives:

zi,j (x2
1 t

2) + 2(z1,jx1xi − 2z1,ix1xj − z1,1xixj)t2.

Hence, setting the above equation to zero gives the relation:

zi,j =
2(z1,jx1xi − 2z1,ix1xj − z1,1xixj)t2

x2
1 t

2 .

Define ri,j to be the numerator of the right hand side above. For i ∈ [n] and j ∈ [m] let
p0,i and p1,j be points in X (V ) such that

• they are all not contained in the vanishing locus of the orbit of c,

• they have all the same projection to Y (V ). Moreover,

• the points p0,i are contained in vanishing locus of the orbit of h0, while

• the points p1,j are not.

Let v be a nonzero linear form and λ a nonzero scalar. Then the points p0,i’s are of the form
(v, 0, 0, qi)—where the second entry is the zero vector, the third is the zero scalar, and qi
is any quadratic form; while the points p1,j ’s are (v, λv, λ, µjv2) where µj is a scalar.1

1In this example either we have all points of the first type or of the second as they need to have the same
projection on Y (V ) .
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Let φ : V → U be such that h0 (Xφ (p1,j)) ≠ 0 for every j ∈ [m] and c(Xφ (pk,l)) ≠ 0
for (k, l) ∈ {0} × [n] ∪ {1} × [m]. We now construct the data of the proposition.

Set U B U0 ⊕ U1, Y ′ B ShU Y [1/c], define B0 to be the vanishing locus of h0 in
ShU B[1/c] ⊂ Y ′ × A1. In particular, t2 ∈ LM(B0). Set Q0 B Q, so B0 × Q0 ≺ B × Q,
and let the map:

β0 : B0 × Q0 → B × Q

be B(πV ) |B0
× idQV for every V ∈ Vec. Define p′0,i B (Bφ⊕idV ((v, 0, 0)), q) and note that

by definition of φ these points are in B0 × Q0. Clearly they all have the same projection to
Y ′ and β0 (V ) (p′0,i) = p0,i .

Consider now p1,i and note thatXφ⊕idV (p1,i) ∈ ShU (B×Q) (V ) [1/ch0]. Consider the
map:

ShU (B×Q) [1/ch0] → ShU (B×Q)/Q×A1 � ShU B×QU×A1×ShU Q/(QU⊕Q) C B1×Q1

where the coordinate on A1 is given by 1/h0 (Xφ (p1,i)), and let p′1,i be the image of
Xφ⊕idV (p1,i) along this map. Consider the map

β1 : ShU (B × Q)/Q × A1 → ShU (B × Q) → B × Q.

The first arrow is given by the identity on the coordinates not in QV , while the coordi-
nates zi,j inQV are given by ri,jt where t is the coordinate ofA1. The second arrow instead
projects on the part BV × QV . Clearly, the image of p′1,i along the above map is p1,i . �

8.4.4 Proof of The Parameterisation Theorem
This section contains the proof of The Parameterisation Theorem for (FIop)k × Vec-
subvarieties of (FIop)k × Vec-varieties of product-type.

Proof of Theorem 8.4.1. The (FIop)k × Vec-variety Z is of product-type, hence by Defini-
tion 8.3.1 it can be written as

Z = [Y ;B1 × Q1, . . . , Bk × Qk]

for some Vec-subvarieties Bi of Y × Ani and pure polynomial functors Qi . Furthermore,
X is a proper closed (FIop)k × Vec-subvariety of Z.

We prove, by induction on the quantity δX , that all points in X can be hit by partition
morphisms from finitely many (FIop)k×Vec-varietiesZ′ of product-type withZ′ ≺ Z. So
in the proof we may assume that this is true for all proper closed (FIop)k×Vec-subvarieties
X ′ ⊊ Z with δX ′ < δX .

Let (S1, . . . , Sk) ∈ FIk be such that
∑
i |Si | = δX and X (S1, . . . , Sk) ≠ Z(S1, . . . , Sk).

If all Si are empty, then set Y ′ B X (∅, . . . , ∅), a proper closed Vec-subvariety of Y , B′i B
Y ′ ×Y Bi , and Z B [Y ′;B′1 × Q1, . . . , B

′
k
× Qk]. The partition morphism (id[k] , φ) with
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φ(T1, . . . , Tk) the inclusion
∏

i (B′i × Qi)Ti →
∏

i (Bi × Qi)Ti has X in its image, and we
have Z′ ≺ Z because the Qi remain the same, LM(B′i ) ⊇ LM(Bi) by Lemma 8.3.7, and
Y ′ is a proper closed Vec-subvariety of Y . In this case, no shift of Z is necessary.

Next assume that not all Si are empty. First we argue that the points of X (T1, . . . , Tk)
where, for some i, |Ti | is strictly smaller than |Si |, are hit by partition morphisms from
finitely many Z′ ≺ Z. We give the argument for i = k. Define the k-tuple S to be shifted
over as S B (∅, . . . , ∅, Tk) ∈ FIk, and define the (FIop)k−1 × Vec- variety Z′ of product-
type

Z′ B [(Bk × Qk)Tk ;B′1 × Q1, . . . , B
′
k−1 × Qk−1]

with B′i = (Bk × Qk)Tk ×Y Bi . Consider the partition morphism (π, φ) : Z′ → ShS Z
where π : [k − 1] → [k] is the inclusion and φ(T1, . . . , Tk−1) is the natural isomorphism
of Vec-varieties

Z′ (T1, . . . , Tk−1) → (ShS Z) (T1, . . . , Tk−1, ∅) = Z(T1, . . . , Tk−1, Tk).

Note that π witnesses Z′ ⪯ Z since the Qi with i ≤ k − 1 remain the same and
LM(B′i ) ⊇ LM(Bi) by Lemma 8.3.7. Furthermore, since k − 1 < k, we have Z′ ≺ Z
by Lemma 8.3.15. All points in X where the last index set has cardinality |Tk | are hit by
this partition morphism. Since there are only finitely many values of |Tk | that are strictly
smaller than |Sk |, we are done.

So it remains to hit points inX (T1, . . . , Tk) where |Ti | ≥ |Si | for all i. In this phase we
will apply Proposition 8.4.3.

As by assumption not all Si are empty, after a permutation of [k] we may assume that
Sk ≠ ∅. Let ∗ be an element of Sk and define S̃k B Sk \ {∗}. Consider the Vec-varieties

Z(S1, . . . , Sk) = (B1 × Q1)S1
Y ×Y · · · ×Y (Bk × Qk)S̃kY ×Y (Bk × Qk) {∗} and

Ỹ B Z(S1, . . . , Sk−1, S̃k) = (B1 × Q1)S1
Y ×Y · · · ×Y (Bk × Qk)S̃kY .

Set B̃k B Ỹ ×Y Bk ⊆ Ỹ ×Ank , and note thatX (S1, . . . , Sk) is a proper closedVec-subvariety
of B̃k × Qk. We may therefore apply Proposition 8.4.3 to Ỹ , nk, B̃k, Qk and X (S1, . . . , Sk).

First consider the proper closed Vec-subvariety Y0 of Ỹ promised by Proposi-
tion 8.4.3, and let X ′ be the largest closed (FIop)k × Vec-subvariety of Z that intersects
Z(S1, . . . , Sk−1, S̃k) in Y0. Then X ′ (S1, . . . , S̃k) ≠ Z(S1, . . . , S̃k), and therefore δX ′ ≤
δX − 1 < δX . Hence, by the induction hypothesis, all points in X ′ (T1, . . . , Tk) can be
hit by finitely many partition morphisms from varieties Z′ ≺ Z of product-type.

Next we consider the remaining pieces of data from Proposition 8.4.3. First, we have
the Vec-variety Y ′ with a morphism α : Y ′ → Ỹ . Further, we have an integer s ∈ Z≥0 and
for each i = 0, . . . , swe have integers n′

k+i ;Vec-varietiesB′
k+i ⊆ Y

′×An′k+i ; pure polynomial
functors Q′

k+i ; and morphisms βk+i : B′
k+i × Q

′
k+i → B̃k × Qk satisfying the conditions (1)

and (2).
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Define B′i B Y ′ ×Y Bi for i = 1, . . . , k − 1 and the (FIop)k+s × Vec-variety

Z′ B [Y ′;B′1 × Q1, . . . , B
′
k−1 × Qk−1, B

′
k × Q

′
k, . . . , B

′
k+s × Q

′
k+s].

Now the map π : [k + s] → [k] that is the identity on [k − 1] and maps [k + s] \ [k − 1]
to {k} witnesses that Z′ ⪯ Z; here we use that B′

k+j ×Q
′
k+j ≺ Bk ×Qk for j ∈ {0, . . . , s} by

the conclusion of Proposition 8.4.3, and also Lemma 8.3.7 to show that B′i ×Qi ⪯ Bi ×Qi

for i ∈ [k − 1]. In fact, we have Z′ ≺ Z by Lemma 8.3.15.
Now the base varietyY ′ ofZ′ comes with a morphism α to the base variety Ỹ of ShS Z;

we have morphisms βi : B′i × Qi → B̃i × Qi for i = 1, . . . , k − 1 (the natural map B′i → B̃i
times the identity onQi) and the morphisms βk+j : B′

k+j ×Q
′
k+j → B̃k ×Qk defined earlier.

By Example 8.3.4, these data yield a partition morphism (π, φ) : Z′ → ShS Z. We have to
show that this partition morphism hits all points in X that are not in X ′.

First we show, for aV ∈ Vec, that a point p ∈ ShS X (T̃1, . . . , T̃k) (V ) whose projection
to Ỹ (V ) is not in Y0 (V ) lies in the image of φ(T̃1, . . . , T̃k) (V ). To this end, we write

p = ((pi,t)t∈T̃i )i∈[k]

with

pi,t ∈ ShS X (∅, . . . , ∅, {t}, ∅, . . . , ∅)(V ) = Ỹ (V )×Y (V )Bi (V )×Qi (V ) ⊂ Ỹ (V )×Ani×Qi (V )

where the singleton {t} is in the i-th position. We write pi,t = (̃y, ai,t , bi,t) with ỹ ∈ Ỹ (V ),
ai,t ∈ Ani , and bi,t ∈ Qi (V ).

By definition of a fibre product, the pi,t all have the same projection ỹ in Ỹ (V ) \Y0 (V ),
and hence we can apply (2) of Proposition 8.4.3 to the points pk,t with t ∈ T̃k. This yields
integers lt ∈ {0, . . . , s} and points p′

k,t
∈ B′

k+lt (V ) × Q
′
k+lt (V ) for t ∈ T̃k whose images

in Y ′ (V ) are all equal, say to y′ ∈ Y ′ (V ), and which satisfy βk+lt (V ) (p′k,t) = pk,t for all t.
This implies that α(y′) = ỹ.

Define
T ′k+j B { t ∈ T̃k | lt = j}

j = 0, . . . , s, and set T ′i B T̃i for i = 1, . . . , k − 1. In Z′ (T ′1 , . . . , T ′k+s) we define the point
q = ((qi,t)t∈T ′i )i∈[k+s] as follows. We set qi,t to be (y′, ai,t , bi,t) for i = 1, . . . , k − 1 and
t ∈ T ′i , and qi,t = p′

k,t
for i = k, . . . , k + s and t ∈ T ′i . Then

φ(T ′1 , . . . , T ′k+s) (q) = p,

as desired.
Now, more generally, consider a point p in X (T1, . . . , Tk) (V ) \ X ′ (T1, . . . , Tk) (V ),

where the cardinalities satisfy |Ti | ≥ |Si |. Then there exists an FIk-morphism ι =
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(ι1, . . . , ιk) : S → (T1, . . . , Tk) such that X (ι) (p) ∉ Y0 (V ). Define T̃i B Ti \ Im(ιi)
and extend ι to an isomorphism ιe : S ⊔ (T̃1, . . . , T̃k) → (T1, . . . , Tk) by defining ιi
on T̃i to be the inclusion. Consider X (ιe) (p) ∈ X (S ⊔ (T̃1, . . . , T̃k)) (V ). This is also
a point in ShS X (T̃1, . . . , T̃k) (V ) whose projection to Ỹ (V ) does not lie in Y0 (V ). We
can therefore find a point q as described above showing that X (ιe) (p) is in the image of
(π, φ) : Z′ → ShS Z; by Definition 7.2.8, then so is p. □

8.5 Proof of Sym×GL-Noetherianity
The most general version of our Noetherianity result is the following.
Theorem 8.5.1. Any (FIop)k × Vec-variety of product-type is Noetherian.

Proof. We proceed by induction along the well-founded order on objects of product-type
in PM from Section 8.3.3.

Let Z be an (FIop)k × Vec-variety of product-type and let X1 ⊇ X2 ⊇ . . . be a de-
scending chain of closed (FIop)k × Vec-sub-varieties. Then either all Xi are equal to Z,
or there exists an i0 such that X B Xi0 is a proper closed (FIop)k × Vec-subvariety of
Z. In the latter case, by Theorem 8.4.1, there exist a finite number of objects Z1, . . . , ZN
in PM of product-type, along with k-tuples S1, . . . , SN ∈ FIk and partition morphisms
(πj , φj) : Zj → ShSj Z such that every point of X is hit by one of these. By the induction
hypothesis, all Zjs are Noetherian. For each j, by Lemma 8.2.2, the preimage in Zj of the
chain (ShSj Xi)i≥i0 is a chain of closed subvarieties, which therefore stabilises. As soon as
theseN chains have all stabilised, then so has the chain (Xi)i—here we have used a version
of Proposition 8.2.3. □

To deduce from this Theorems 8.1.1 and 8.2.1, we consider GL-varieties Z1, . . . , Zk as
well as the product Z B ZN

1 × · · · × ZN
k

. Recall Remark 7.2.3.

Proof of Theorem 8.2.1. We need to prove that any descending chain Z ⊇ X1 ⊇ . . . of
Symk ×GL-stable subsets of Z stabilises.

To eachZi is associated aVec-variety, which by abuse of notation we also denoteZi ; see
Remark 2.2.21. Furthermore,Zi is a closed subvariety ofBi×Qi for some finite-dimensional
variety Bi and some pure polynomial functor Qi , and hence Z is a closed subvariety of

(B1 × Q1)N × · · · × (Bk × Qk)N.

Now each Xi defines a closed (FIop)k × Vec-subvariety X̃i of

Z̃ B [Y ;B1 × Q1, . . . , Bk × Qk],

where Y is a point. By Theorem 8.5.1, the X̃i stabilise. As soon as they do, so do theXi . □

Proof of Theorem 8.1.1. Apply Theorem 8.2.1 with k = 1. □
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