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Abstract

Modern organizations may have a large number processes with different char-
acteristics. Most of them are supported by information systems ranging from
excel sheets to ERP systems. Such systems leave a data footprint that consists
of recorded executions of processes i.e., event data.

Process mining is a relatively young research discipline that is concerned with
discovering, monitoring and improving real processes by extracting knowledge
from event data readily available in today’s systems [156]. Process mining sup-
ports the extraction of insights from data about the overall and inner behavior
contained in any given process. Hundreds of different process mining tech-
niques have been proposed in literature. These are not limited to process-model
discovery and the checking of conformance. Also, other perspectives (e.g., data)
and operational support (e.g., predictions) are included.

In real-life, business processes are not static: They have to adapt to con-
stant environment changes (e.g., customer preferences, legal regulations, new
competitors). Like any live species, organizations (and their business processes)
also evolve according to Darwinian evolution: The best to adapt is the one that
thrives. It is not uncommon for organizations that the same business process
has to adapt to different contexts simultaneously, which leads to variability in
such processes, and ultimately to different process variants.

In many scenarios, splitting a process into variants can effectively reduce its
variability (hence, its complexity), making them easier to analyze. It also en-
ables many types of analysis e.g., comparing the different variants of the process
in order to identify the best practices and detect differences and similarities be-
tween variants. Nevertheless, the best way to split a process is not always clear.
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In general, we observe execution data of a process without knowing much about
it (sometimes we do not even know if there is an actual process in there). The
best way to split and analyze unknown data is obscured, and it requires exten-
sive trial-and-error experimenting until an acceptable solution is found.

This thesis addresses the problem of analyzing process variability by propos-
ing techniques and tools that use event data to identify variants within a process,
split them, compare them, and automate their analysis. Concretely, this thesis
proposes the following contributions to the body of scientific knowledge:

A technique to support the interactive and consistent exploration of process
variants (Chapter 3). Process Cubes are the result of adapting OLAP-operations
to explore process data, where each cell in a process cube contains events that
can be converted into a process variant. Process cubes enable the consistent
exploration of process variants, which can be used by other process mining
techniques.

A technique to compare process variants. (Chapter 5). This technique is able
to compare process variants in terms of behavior (using event dimensions) and
in terms of business rules, based on their event logs. The results are projected
into a process model that serves as a “map” in which the differences are clearly
identified and can be pinpointed to specific parts (e.g., activities) of the process.

A technique to detect relevant process variants in a general setting. (Chap-
ter 6). This technique is able to detect process variants in process data by split-
ting cases based on the data attributes of their events. It uses statistical testing
and unbiased variable selection to detect only relevant process variants. The
result is a summary of relevant splittings, where each splitting leads to a set of
variants. Each variant is then encoded into its corresponding set of traces. As
a result, an enriched event log can be used by a process cube to split the event
data into such variants using variant-related dimensions.

Support the execution of process mining workflows. (Chapter 4). The concept
of a process mining workflow as a chain of process mining (and/or non-process
mining) analysis steps is introduced. Process mining workflows can be used
to completely describe arbitrary process mining experiments. Therefore, it en-
ables full reproducibility of the results. The tool supporting these workflows is
introduced and it is applied in several use cases.

Develop replicable and sound benchmarks. (Chapters 7 and 8). Process min-
ing workflows are used to define two frameworks: one for benchmarking pro-
cess discovery techniques and the other for benchmarking concept drift detec-
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tion techniques. These frameworks are not meant only for comparing tech-
niques: they also allow for benchmarking techniques at a statistical level for
specific process characteristics, or to perform parameter sensitivity analysis. For
example, the effect of parallelism on the quality of models produced by a pro-
cess discovery technique can be studied.

For each of these contributions, a prototype software tool has been imple-
mented. They are all publicly available to use.





Contents

Abstract vii

List of Figures xvii

List of Tables xxxi

I Opening 1

1 Introduction 3
1.1 Process Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Dealing with Variability in Processes . . . . . . . . . . . . . . . . 14
1.3 Opportunities for Tool Support in Process Mining . . . . . . . . . 21
1.4 Contributions in this Thesis . . . . . . . . . . . . . . . . . . . . . 23
1.5 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Preliminaries 29
2.1 Basic Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2 Events as Observed Executions of a Process . . . . . . . . . . . . 32
2.3 Process Modeling Notations . . . . . . . . . . . . . . . . . . . . . 36

2.3.1 Petri Nets . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Process Trees . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.3 BPMN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.3.4 Transition Systems . . . . . . . . . . . . . . . . . . . . . . 38



xii CONTENTS

2.4 Running Example: Road Fines . . . . . . . . . . . . . . . . . . . . 42

II Foundations 45

3 Process Cubes 47
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Process Cubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2.1 Process Cube Structure . . . . . . . . . . . . . . . . . . . . 54
3.2.2 Event Base as a Data Source for the Cube . . . . . . . . . 60
3.2.3 Materializing a Process Cube View . . . . . . . . . . . . . 62
3.2.4 Process Cube Operations . . . . . . . . . . . . . . . . . . . 63

3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4.1 Creating a Process Cube . . . . . . . . . . . . . . . . . . . 70
3.4.2 Using a Process Cube . . . . . . . . . . . . . . . . . . . . . 72
3.4.3 Interaction with other Process Mining Techniques . . . . . 74

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 Process Mining Workflows 81
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Process Mining Workflows . . . . . . . . . . . . . . . . . . . . . . 86

4.2.1 Event Data Extraction . . . . . . . . . . . . . . . . . . . . 89
4.2.2 Event Data Transformation . . . . . . . . . . . . . . . . . 90
4.2.3 Process Model Extraction . . . . . . . . . . . . . . . . . . 92
4.2.4 Process Model and Event Analysis . . . . . . . . . . . . . . 94
4.2.5 Process Model Transformations . . . . . . . . . . . . . . . 97
4.2.6 Process Model Enhancement . . . . . . . . . . . . . . . . 98

4.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.4.1 Result (Sub-)Optimality . . . . . . . . . . . . . . . . . . . 108
4.4.2 Parameter Sensitivity . . . . . . . . . . . . . . . . . . . . . 112
4.4.3 Large-Scale Experiments . . . . . . . . . . . . . . . . . . . 114
4.4.4 Repeating Questions . . . . . . . . . . . . . . . . . . . . . 114
4.4.5 Interaction with Process Cubes . . . . . . . . . . . . . . . 115

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116



CONTENTS xiii

5 Process Variant Comparison 119
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.1.1 Model-based Behavior Comparison . . . . . . . . . . . . . 122
5.1.2 Log-based Behavior Comparison . . . . . . . . . . . . . . 122
5.1.3 Business Rules Comparison . . . . . . . . . . . . . . . . . 123

5.2 Process Variant Comparison . . . . . . . . . . . . . . . . . . . . . 124
5.2.1 Comparing Behavior . . . . . . . . . . . . . . . . . . . . . 126
5.2.2 Comparing Business Rules . . . . . . . . . . . . . . . . . . 135

5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.4.1 Using Synthetic Data . . . . . . . . . . . . . . . . . . . . . 145
5.4.2 Using Real Data . . . . . . . . . . . . . . . . . . . . . . . . 148

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

6 Process Variant Detection 157
6.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.2 Process Variant Detection . . . . . . . . . . . . . . . . . . . . . . 160

6.2.1 Defining Points of Interest in a Transition System . . . . . 162
6.2.2 Finding Variants in a Point of Interest . . . . . . . . . . . . 163

6.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

6.4.1 Connection to Process Cubes and Comparison to Arbitrary
Splitting of Data . . . . . . . . . . . . . . . . . . . . . . . 178

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

III Large-Scale Experimentation 183

7 A Framework for Benchmarking Process Discovery Techniques 185
7.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
7.2 Discovery Evaluation Framework . . . . . . . . . . . . . . . . . . 189

7.2.1 The Design and Use of the Evaluation Framework . . . . . 191
7.2.2 The Building Blocks of the Framework . . . . . . . . . . . 194
7.2.3 Extensibility of the Framework . . . . . . . . . . . . . . . 202

7.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
7.3.1 First Experiment . . . . . . . . . . . . . . . . . . . . . . . 204
7.3.2 Second (Extended) Experiment . . . . . . . . . . . . . . . 215

7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221



xiv CONTENTS

8 A Framework for Benchmarking Concept Drift Detection Techniques223
8.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
8.2 Concept Drift Evaluation Framework . . . . . . . . . . . . . . . . 226

8.2.1 The Design of the Framework . . . . . . . . . . . . . . . . 227
8.2.2 Building Blocks . . . . . . . . . . . . . . . . . . . . . . . . 229

8.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
8.3.1 The Effect of Concept Drift Detection Technique . . . . . . 239
8.3.2 The Effect of Parallelism . . . . . . . . . . . . . . . . . . . 240
8.3.3 The Effect of Type of Drift . . . . . . . . . . . . . . . . . . 246
8.3.4 The Effect of Type of Change . . . . . . . . . . . . . . . . 247
8.3.5 The Effect of Time Between Cases . . . . . . . . . . . . . . 249
8.3.6 The Effect of the Duration and Transition Functions of

Gradual Drifts . . . . . . . . . . . . . . . . . . . . . . . . . 252
8.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

IV Case Studies 259

9 SLA Compliance Analysis in a Claim Management Process 261
9.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

9.1.1 Process Description . . . . . . . . . . . . . . . . . . . . . . 262
9.1.2 Event Data . . . . . . . . . . . . . . . . . . . . . . . . . . 263
9.1.3 SLAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
9.1.4 Analysis Purpose . . . . . . . . . . . . . . . . . . . . . . . 265

9.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
9.2.1 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . 267
9.2.2 Overall SLA Compliance Diagnostic . . . . . . . . . . . . . 268
9.2.3 Correlating Claims to SLA Compliance . . . . . . . . . . . 270
9.2.4 Comparing SLA-Compliant and SLA-Non-Compliant Claims 276

9.3 Discussion: The Delayed State . . . . . . . . . . . . . . . . . . . . 282
9.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283

10 Business Process Reporting in Education 285
10.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286

10.1.1 Process Description . . . . . . . . . . . . . . . . . . . . . . 287
10.1.2 Event Data . . . . . . . . . . . . . . . . . . . . . . . . . . 287
10.1.3 Analysis Purpose . . . . . . . . . . . . . . . . . . . . . . . 289
10.1.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 290

10.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292



CONTENTS xv

10.2.1 Initial Report . . . . . . . . . . . . . . . . . . . . . . . . . 295
10.2.2 Final Report . . . . . . . . . . . . . . . . . . . . . . . . . . 301

10.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308

11 Comparative Analysis of Business Process Outsourcing Services 311
11.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

11.1.1 Process Description . . . . . . . . . . . . . . . . . . . . . . 312
11.1.2 Event Data . . . . . . . . . . . . . . . . . . . . . . . . . . 314
11.1.3 Analysis Purpose . . . . . . . . . . . . . . . . . . . . . . . 315

11.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
11.2.1 Data Preparation and Scoping . . . . . . . . . . . . . . . . 318
11.2.2 Identification of Interesting Batch Comparisons . . . . . . 319
11.2.3 In-Depth Batch Comparison . . . . . . . . . . . . . . . . . 323

11.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326
11.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

V Closure 329

12 Conclusions 331
12.1 Contributions Review . . . . . . . . . . . . . . . . . . . . . . . . . 331
12.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
12.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

Bibliography 337

Summary 363

Acknowledgments 365

Curriculum Vitae 367

SIKS dissertations 371





List of Figures

1.1 Overview of the concepts included in this thesis and the inter-
actions between them. . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Abstract example of a process cube: each cell of the cube is
defined by a specific combination of dimension values. Events
are distributed into the cells according to their dimension values. 7

1.3 Process Mining in a nutshell. . . . . . . . . . . . . . . . . . . . 9
1.4 Example of a fragment of an event log containing a sample of

executions of a journal reviewing process. Events are recorded
for each executed activity and are grouped with other events
related to the same execution of the process (called case) i.e.,
the same article. . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Process model in BPMN notation that represents the control-
flow of the executions of the journal reviewing process. . . . . 11

1.6 Example of conformance checking between the process model
shown in Figure 1.5 and a new execution of the simplified jour-
nal reviewing process. . . . . . . . . . . . . . . . . . . . . . . . 12

1.7 Example of a process model (shown in Figure 1.5) that has
been enhanced using an event log . Blue numbers represents
the percentage of cases that execute an activity. Red numbers
represent the average elapsed time of cases for a given activity. 13

1.8 Example of a “spaghetti” process model obtained directly from
the event log of a Dutch hospital. . . . . . . . . . . . . . . . . . 15



xviii LIST OF FIGURES

1.9 Example of an event log of a Dutch hospital being split into
process variants based on the initial diagnostic of patients. . . . 17

1.10 Control-flow comparison of patients with Diagnostic code =
106 and patients with Diagnostic code = 821. Colored states
and arcs represent statistically significant differences in terms
of frequency of occurrence. . . . . . . . . . . . . . . . . . . . . 18

1.11 Performance comparison of patients with Diagnostic code =
106 and patients with Diagnostic code = 821. Colored states
and arcs represent statistically significant differences in terms
of elapsed time. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.12 Example of an analytic workflow that combines ETL, process
mining and non-process mining analysis steps and performs
large-scale experimentation. . . . . . . . . . . . . . . . . . . . 22

1.13 Structure of this thesis. The twelve chapters are organized into
five parts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1 Petri net (WF-net) model representing the journal revision pro-
cess. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2 Process tree model representing the simplified journal revision
process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3 BPMN model representing the journal revision process. . . . . 38
2.4 Transition system representing the journal revision process.

Transition labels are hidden for improving readability. . . . . . 39
2.5 Fragment of an alternative transition system representing the

journal revision process. The full transition system is not shown
because of its size. . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6 Transition system illustrating the road fines management process. 43

3.1 Overview of the scope of this chapter: a process cube takes
event data as input and splits it into process variants (cells
of the cube) that can be used directly by other process min-
ing techniques, such as the ones proposed in this thesis, i.e.,
process comparison and process mining workflows. Unused
interactions are greyed out. . . . . . . . . . . . . . . . . . . . . 48

3.2 Illustration of OLAP aggregation and summarization of facts
over a Location dimension. Each node contains the aggregated
sales of its corresponding city or country. For example, the city
Eindhoven has a total sales amount of 70 (i.e., facts 1 and 2). . 50

3.3 Overview of a process cube and its components. . . . . . . . . 54



LIST OF FIGURES xix

3.4 Example of a Location dimension. . . . . . . . . . . . . . . . . . 56
3.5 Example of an Organization dimension. . . . . . . . . . . . . . 56
3.6 Example of different process cube views (PCV) obtained from

the same process cube structure. . . . . . . . . . . . . . . . . . 59
3.7 Example of a process cube view being similarly sliced and diced,

resulting in different process cube views. . . . . . . . . . . . . 65
3.8 Example of process cube view being rolled up and drilled down,

changing the level of granularity of the process cube view. . . . 65
3.9 Screenshot of the Process Mining Cube (PMC) in action. The

cells of the cube show different metrics and can be visualized
as process models or event logs. They can be also compared,
can be used as input for scientific workflows, and can be used
for conformance checking. . . . . . . . . . . . . . . . . . . . . 68

3.10 Importing event data into PMC. . . . . . . . . . . . . . . . . . . 70
3.11 Defining dimensions of the cube and their attributes. . . . . . . 71
3.12 List of available process cubes in PMC. . . . . . . . . . . . . . . 72
3.13 User interface of the Process Cube Explorer. . . . . . . . . . . . 72
3.14 Configuration popups in PMC. . . . . . . . . . . . . . . . . . . 73
3.15 The events in the selected cells can be visualized with the Log

Visualizer plugin from ProM. . . . . . . . . . . . . . . . . . . . 75
3.16 A process model can be discovered from the events in the se-

lected cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.17 Event logs related to selected cells can be checked for confor-

mance with respect to the process model discovered from the
combined event logs of such selected cells. . . . . . . . . . . . 76

3.18 Event logs related to different cells can be compared using the
Process Comparator plugin of ProM. . . . . . . . . . . . . . . . 76

3.19 Process mining workflows can be executed using the events
contained in the selected cell(s) as input. . . . . . . . . . . . . 77

3.20 Process models discovered from events related to fines involv-
ing trucks (up) and motorcycles (down) in the year 2011. . . . 77

3.21 Materialized Process Cube view obtained by dicing the Time
and Vehicle Class dimensions, and removing all events that hap-
pened a week after the start of each case. The number in each
cell represents the average case size in terms of the number of
events. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78



xx LIST OF FIGURES

4.1 Overview of the scope of this chapter: a process mining work-
flow takes event data as input (either directly from event logs,
or from the cells of a process cube) and executes process min-
ing and non-process mining analysis steps in a designed work-
flow in order to produce results such as process models, re-
ports, etc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2 Gartner’s Magic Quadrant for Data Science Platforms (Febru-
ary 2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 Generic example of a Building Block transforming a process
model (M) and event data (E) into process analytics results
(R) and an annotated process model (M). . . . . . . . . . . . . 87

4.4 Process-mining building blocks related to event data extraction. 89
4.5 Process-mining building blocks related to event data transfor-

mations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Process-mining building blocks related to process model ex-

traction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.7 Process-mining building blocks related to process model and

event analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.8 Process-mining building blocks related to process model trans-

formations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.9 Process-mining building blocks related to process model en-

hancement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.10 Example of a Process Mining Workflow in RapidMiner through

the RapidProM extension: The workflow transforms Event data
(Input) into a Sub-optimal Process Model (Output). . . . . . . 101

4.11 Result (sub-)optimality in process model discovery: process-
mining scientific workflow for mining an optimal model in
terms of a defined scoring criteria. . . . . . . . . . . . . . . . . 109

4.12 Comparison of process models that are mined with the default
parameters and with the parameters that maximize the har-
monic average of replay fitness and precision. The process is
concerned with road-traffic fine management and models are
represented using the BPMN notation. . . . . . . . . . . . . . 111

4.13 Parameter sensitivity in process discovery techniques: process
mining workflow for comparing the effects of different param-
eter values for a given discovery technique . . . . . . . . . . . 112

4.14 Parameter sensitivity analysis: Variation of the harmonic aver-
age of fitness and precision when varying the value of the noise
threshold parameter. . . . . . . . . . . . . . . . . . . . . . . . . 113



LIST OF FIGURES xxi

4.15 Process Mining Workflow implemented in RapidMiner using
building blocks from the RapidProM extension: The input is
an event log and the output is a conformance checking anal-
ysis of the event log (stored in several formats) and a model
discovered from it. . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.16 Selected cells of a Process Cube are used as input for the pro-
cess mining workflow. The workflow can run for each cell in-
dependently, or for just once for the union of all the selected
cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.1 Overview of the scope of this chapter: event logs (e.g., process
variants related to cells of a process cube) can be compared in
order to identify their differences and similarities. . . . . . . . 120

5.2 Overview of the approach: two event logs (e.g., cells from
a process cube) are compared, producing a single annotated
transition system that represents the combined behavior ob-
served in both event logs, where the highlighted (i.e., colored)
states and transitions highlight differences. Such states and
transitions are interactive: when clicked, they show details of
the actual differences. These can be related to behavior or
business rules. . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.3 A simplified version of the transition system presented in Fig-
ure 2.4 is annotated with the annotation functions an1 and an2

with occurrence state and transition measurement functions de-
fined in Equations 5.1 and 5.3. Annotations are represented as
text under the node and edge labels. Blue-colored annotations
correspond to an1 and red-colored annotations correspond to
an2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.4 An example of how the annotations are translated to the thick-
ness of the transition’s arcs and state’s node borders using the
annotated transition system shown in Figure 5.3. In this case,
thickness represents the combined frequency of occurrence. . . 133

5.5 Example of an annotated transition system colored with the
results of statistical significance tests and effect size oracle.
States and transitions that do not contain statistically signif-
icant differences (hence, the effect size is not measured) are
colored white and black respectively. . . . . . . . . . . . . . . . 135



xxii LIST OF FIGURES

5.6 Example of a decision tree comparison using the first observa-
tion instance shown in Table 5.1. An observation instance is
evaluated by both decision trees DT 1

d and DT 2
d . In this case,

they classify the instance differently. An extended observation
instance is created from the observation instance by adding the
classification of both trees as attributes (highlighted in red),
and changing the target variable to “disagree” (highlighted in
blue). If the trees would have predicted the same class, the
target variable would be “agree”. . . . . . . . . . . . . . . . . . 138

5.7 Abstract representation of a Decision Point Matrix for a deci-
sion point d, given a transition system TS (rs,ra,L) and two pro-
cess variants L1 and L2 where L = L1 ∪ L2. Each row header
corresponds to a multiset of observation instances. Each col-
umn header corresponds to a decision tree. Each cell (i.e.,
intersection of a row and a column) contains the classification
results of a multiset of observation instances (row) using a de-
cision tree (column). . . . . . . . . . . . . . . . . . . . . . . . 140

5.8 Example of an annotated transition system colored with the
results of business rules comparison, where the decision points
are highlighted in red if their agreement score is below the
agreement threshold, and in grey otherwise. States that are
not decision points are not highlighted at all. . . . . . . . . . . 142

5.9 Representation of a cell (i.e., intersection of a row and a col-
umn) of a Decision Point Matrix (See Fig. 5.7) that corresponds
to the classification results of a set of observation instances
(row) using a decision tree (column). These results can be vi-
sualized as a pie chart (i.e., correctly and incorrectly classified)
or as a confusion matrix. . . . . . . . . . . . . . . . . . . . . . 142

5.10 Screenshot of the Process Comparator plugin in the ProM frame-
work. Details are presented in pop-up dialogs when the user
clicks on states or transitions showing comparisons according
to the defined settings (Compare Behavior or Business Rules). . 144

5.11 Annotated Transition system representing the control-flow of
the loan application process. Thickness represents frequency
of occurrence. . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

5.12 Artificial experiment results: Differences in terms of frequency
(highlighted in blue and red) were found between the high and
low variants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147



LIST OF FIGURES xxiii

5.13 Artificial experiment results: Differences in terms of business
rules (highlighted in red) were found between the high and
low variants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.14 Artificial experiment results: Decision trees learned for the
decision point “Assess elegibility”. The approach successfully
identifies that there is disagreement in the middle range (4.000
- 7.000). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

5.15 Performance (elapsed time) comparison between high and low
fines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

5.16 Decision Trees of variants high fines (DT 1) and low fines (DT 2)
for the decision point Add Penalty. The leaf nodes (i.e., nodes
without child) also show the number of instances classified into
them (in brackets). . . . . . . . . . . . . . . . . . . . . . . . . . 151

5.17 Section of the Decision Point Matrix for the decision point Add
Penalty. Each pie chart shows how each decision tree (column)
classifies sets of observation instances (rows). Group A corre-
sponds to high fines and Group B to low fines. . . . . . . . . . 153

5.18 Decision tree that classifies extended observation instances into
whether the trees of each variant agree (green) or disagree (or-
ange) in their classifications in the decision point [Add Penalty].
The leaf nodes (i.e., nodes without child) also show the num-
ber of instances classified into them (in brackets). . . . . . . . 153

5.19 Occurrence frequency comparison. Colored states (i.e., nodes)
and transitions (i.e., edges) contain statistically significant dif-
ferences between the two event logs. Blue nodes and arcs show
a higher fraction of cases involving a high fine. Orange nodes
and arcs signal a higher fraction of cases involving a low fine. . 154

6.1 Overview of the scope of this chapter: event data is analyzed
and process variants are found. This information is used to
enrich the log with new event attributes that explicitly mention
the variant it belongs to. These new variant-related attributes
can be used in a process cube for splitting event data into such
process variants. Unused interactions are greyed out. . . . . . . 158

6.2 Overview and steps of our approach to detect process variants
in event logs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.3 Transition system representing the behavior of the road fines
management process. . . . . . . . . . . . . . . . . . . . . . . . 166



xxiv LIST OF FIGURES

6.4 Illustration of the user flow for the “Process Variant Finder”
tool. Panel 1 shows the settings panel. Once the user clicks
on the “Apply Settings” button, the tool searches for process
variants in all the points of interest according to the specified
settings. These results are shown in Panel 2 which shows a
table with information about the discovered process variants
including: the type (i.e., state or transition), relevance (see
Definition 6.1) and name of the points of interest where they
were detected, and which independent attributes and values
were used to split the event log into such process variants.
When a row in Panel 2 is selected (i.e., clicked) by the user,
the corresponding point of interest is highlighted (in red) in
the transition system that represents the process in Panel 3 and
the splitting criteria (attributes and values) that define such
process variants is shown in Panel 4. . . . . . . . . . . . . . . . 172

6.5 Settings panel or our tool (Panel 1 in Figure 6.4). . . . . . . . . 173
6.6 Summary of Process Variants found in this experiment (Panel

2 in Figure 6.4). The next activity attribute was used as the
dependent variable, and the attributes amount and article were
used as independent variables. . . . . . . . . . . . . . . . . . . 174

6.7 Point of Interest Create Fine of the set of Process Variants se-
lected in this experiment (Panel 3 in Figure 6.4), with next ac-
tivity selected as the dependent variable and article is selected
as the independent variable. . . . . . . . . . . . . . . . . . . . 175

6.8 Process Variants found in the point of interest Create Fine. The
dependent variable is the next activity to occur. The indepen-
dent variable is the article i.e., traffic law that was violated
(Panel 4 in Figure 6.4). . . . . . . . . . . . . . . . . . . . . . . 176

6.9 Process Variants found in the point of interest defined by the
state Create Fine. The dependent variable is the next activity
to occur. The independent variable is the amount of the fine.
For each box, the X-axis represents the possible activity to be
executed next, and the Y-axis represents the likelihood that an
activity will be executed next. . . . . . . . . . . . . . . . . . . . 177

6.10 Performance (elapsed time) comparison between process vari-
ants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

6.11 Business rules comparison between process variants. . . . . . . 179
6.12 Control-flow (frequency of occurrence) comparison between pro-

cess variants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180



LIST OF FIGURES xxv

7.1 Framework for process discovery algorithm evaluation, pre-
sented as a process mining workflow. Grey boxes represent
process mining building blocks. White boxes represent non-
process-mining operators. . . . . . . . . . . . . . . . . . . . . . 192

7.2 Basic control-flow patterns. . . . . . . . . . . . . . . . . . . . . 196

7.3 Advanced control-flow patterns. . . . . . . . . . . . . . . . . . 197

7.4 Illustration of a test log composition. Non-fitting traces (i.e.,
NFT) do not fit the original model. Type-1 fitting traces fit
the original model, and have been observed in the event log.
Type-2 fitting traces fit the original model, but have not been
observed in the event log. A test log is composed of type-1
fitting traces and non-fitting traces. . . . . . . . . . . . . . . . . 199

7.5 Concrete implementation of the framework into a RapidMiner
workflow. In Step 1, a collection of models is generated from
a population settings parameter. In Step 2, for each generated
model, an event log is created. In Step 3, each event log is
used to rediscover a model using different miners (left side),
which are checked for conformance with respect to fitting and
non-fitting traces (right side). Finally, results are processed. . 203

7.6 Samples of the models generated in this experiment. . . . . . . 207

7.7 Distribution of completeness of logs wrt. their respective pro-
cess models. Completeness is measured as the fraction of traces
allowed by the model that are present in the event log. . . . . . 207

7.8 F1 scores for process discovery techniques for different proba-
bilities of duplicate activities . . . . . . . . . . . . . . . . . . . 212

7.9 F1 scores for process discovery techniques for different proba-
bilities of process control-flow characteristics. . . . . . . . . . . 218

7.10 Model discovered by the Inductive miner. . . . . . . . . . . . . 219

7.11 Model discovered by the ILP miner. . . . . . . . . . . . . . . . . 220

8.1 Types of concept drift in processes . . . . . . . . . . . . . . . . 226

8.2 Framework for concept drift detection algorithm evaluation,
presented as an analysis scenario. Grey boxes represent pro-
cess mining building blocks. White boxes represent non-process-
mining operators. . . . . . . . . . . . . . . . . . . . . . . . . . 227



xxvi LIST OF FIGURES

8.3 Inner composition of the “Generate event data with concept
drift from models" block. A process model is modified a given
number of times. Then, an event log is sampled from the re-
sulting collection of models (original and modified) according
to some parameters. . . . . . . . . . . . . . . . . . . . . . . . . 231

8.4 Example of linear and exponential transition functions for sam-
pling probabilities of different models in gradual drifts. . . . . 232

8.5 Mapping of discovered drifts and real drifts for calculating qual-
ity metrics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

8.6 Concrete implementation of the framework into a RapidMiner
workflow. In Step 1, a collection of models is generated from
a population settings parameter. In Step 2, for each generated
model, a set of two models modified with concept drift is cre-
ated. In Step 3, the original and the two modified models are
used to create an event log with concept drift according to the
specified parameters. In Step 4, a concept drift detection tech-
nique is used to detect the points of drift. In Step 5, these are
then compared with the original drift points. Finally, results
are processed. . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

8.7 Average calculation time for each concept drift detection tech-
nique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

8.8 F1 scores for concept drift detection for different probabilities
of parallelism in the process. . . . . . . . . . . . . . . . . . . . 241

8.9 F1 scores for concept drift detection techniques for different
values of “time between cases”. . . . . . . . . . . . . . . . . . . 250

8.10 F1 scores for concept drift detection techniques for different
values of “duration of drift period”. . . . . . . . . . . . . . . . . 252

9.1 Hand-made model of the flow of a claim. The boxes represent
the possible states of a claim. The arrows indicate the possible
state changes. This model was provided by the company. . . . . 263

9.2 Response Time SLA compliance (avg) by service and severity
of claims. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

9.3 Restoration SLA by service and severity of claims. . . . . . . . . 270
9.4 Transition systems that represent the behavior of the claim

management process using different abstractions. . . . . . . . . 271
9.5 Results of the Process Variant Finder tool: attributes correlated

to the response time SLA in the “New” state. . . . . . . . . . . . 272



LIST OF FIGURES xxvii

9.6 Results of the Process Variant Finder tool: attributes correlated
to the response time SLA in the “Active, New” state. . . . . . . . 273

9.7 Results of the Process Variant Finder tool: attributes correlated
to the restoration time SLA in the “Delayed, Active” state. . . . 274

9.8 Results of the Process Variant Finder tool: attributes correlated
to the restoration time SLA in the transition between the “Ac-
tive, New” and the “Solved, Active” states. . . . . . . . . . . . . 275

9.9 Results of the Process Variant Finder tool: attributes correlated
to the resolution time SLA in the “Closed, Solved” state. . . . . 275

9.10 Control-flow comparison results between claims that complied
with their resolution time SLA and claims that did not. . . . . . 277

9.11 Control-flow comparison results between claims that complied
with their restoration time SLA and claims that did not. . . . . . 279

9.12 Decision trees learned in the decision point (state) “Delayed,
Active”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

9.13 Performance comparison results between claims that complied
with their resolution time SLA and claims that did not. . . . . . 281

10.1 Model of the “ideal” video lecture usage process for students
of a given course. . . . . . . . . . . . . . . . . . . . . . . . . . 287

10.2 Overview of the case study: University data is transformed into
reports by using process mining, process cubes and analytic
workflows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

10.3 Abstract analysis scenario for generating reports from event data293
10.4 Implemented analytic workflow used to generate the reports.

Each instance of a course can be automatically analyzed in this
way resulting in the report described. . . . . . . . . . . . . . . 294

10.5 Analysis results contained in the report of the course 0LEB0:
(a) Number of students that watched each video lecture (b)
Conformance with the natural viewing order by course grade
(c) Grades distribution for students who watched video lec-
tures (in red) or did not (in blue) . . . . . . . . . . . . . . . . . 297

10.6 Dotted charts for students grouped by their course grades . . . 298
10.7 Sequence analysis for students grouped by their course grades. 299
10.8 New compliance section of the report for an example course

(5ECC0 - Electronic circuits 2) . . . . . . . . . . . . . . . . . . 303



xxviii LIST OF FIGURES

10.9 Sequence models annotated with performance information for
students grouped by their grade. The models were obtained
from the report of course 7U855 - Research methods for the
built environment. . . . . . . . . . . . . . . . . . . . . . . . . . 304

10.10 Analysis results included in the report of the course 1CV00. . . 305
10.11 Analysis results included in the report of the course 4EB00. . . 306
10.12 Fragment of the sequence model with frequency deviations for

all students. In (a), Lecture 1c is being skipped. These charts
were included in the report of the course 5ECC0 - Electronic
Circuits 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

10.13 Analysis results included in the report of the course 5XCA0. . . 309

11.1 Example of two paper-printed forms digitalized by Xerox Ser-
vices. The UB-04 (on the right) form is a claim form used
by hospitals, nursing facilities, in-patient, and other facility
providers. The correspondence claim form (on the left) defines
a request for additional information in order for a claim to be
considered clean, to be processed correctly or for a payment
determination to be made. . . . . . . . . . . . . . . . . . . . . 313

11.2 Process Model that represents all the behavior included in the
event data related to different batches. . . . . . . . . . . . . . . 314

11.3 Experimental design: steps included in the experiments over
Xerox data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

11.4 The RapidProM workflow used for the first two phases of the
experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317

11.5 The RapidProM (sub) workflow used for the data preparation
step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

11.6 The RapidProM (sub) workflow used for the scoping analysis
step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

11.7 The RapidProM (sub) workflow used in this phase for steps 3a
(i.e., discovery) and 3b (i.e., cross-comparison) of the experi-
mental design. . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

11.8 The RapidProM (sub) workflow used in this phase for step 3c
(i.e., clustering) of the experimental design. . . . . . . . . . . . 323

11.9 Results of the clustering step: The y-axis represents the cluster
membership probabilities of batches. A batch will be related to
the cluster with the maximal membership probability. . . . . . 323



LIST OF FIGURES xxix

11.10 Example of control-flow differences between batch 18 (group
A) and batch 4 (group B). The activities ToOCR, Images2Humana,
FromOCR, FixAfterOCR are executed only in batch 18. . . . . . 325

11.11 Example of performance differences between found batch 18
(group A) and batch 4 (group B). The average duration of the
Entry activity is 44 mins for batch 18 and 5 mins for batch 4. . 325

11.12 Example of differences found between batch 3 (group A) and
batch 18 (group B). . . . . . . . . . . . . . . . . . . . . . . . . 326





List of Tables

1.1 Distinct event classes (i.e., activities) observed in the execution
data of a building permit application process in five different
Dutch municipalities. . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Usage of the techniques presented in Part II in each case study. . . 26

2.1 List of attributes that can be related to events of the road fines
management process event log. . . . . . . . . . . . . . . . . . . . 42

2.2 A fragment of the road fines event log represented as a table:
each row corresponds to an event (shown in the event id column)
and each column corresponds to an event attribute. Events with
the same fine id correspond to the same instance of the process.
The elapsed time is measured in days. . . . . . . . . . . . . . . . 43

3.1 Facts in the Cube . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Tool integration with PMC. . . . . . . . . . . . . . . . . . . . . . 69

4.1 Event Data Extraction Operators. . . . . . . . . . . . . . . . . . . 102
4.2 Event Data Transformation Operators. . . . . . . . . . . . . . . . 103
4.3 Process Model Extraction Operators. . . . . . . . . . . . . . . . . 104
4.4 Process Model and Event Analysis Operators. . . . . . . . . . . . 105
4.5 Process Model Transformation Operators. . . . . . . . . . . . . . 105
4.6 Process Model Enhancement Operators. . . . . . . . . . . . . . . 106
4.7 Operators used in the Result (sub) Optimality experiment. . . . . 110
4.8 Operators used in the Parameter Sensitivity experiment. . . . . . 113



xxxii LIST OF TABLES

5.1 Fragment of a set of Observation Instances related to the journal
revision process in the decision point given by the state “Invite
Reviewers”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.1 Selection of four traces of the road fines management process . . 167
6.2 Instances obtained from the traces described in Table 6.1 when

they reach the point of interest Add Penalty. . . . . . . . . . . . 167

7.1 Parameters used to define a population of process models. . . . . 198
7.2 Summary of the possible parameter values included in the exper-

iment: 70 (5× 7× 2) value combinations. . . . . . . . . . . . . . 205
7.3 Average ranks per miner (n = 4340). Each cell indicates the av-

erage ranking for a specific performance dimension (row header)
and for a specific miner (column header). One can compare min-
ers by comparing the average ranks within one row. . . . . . . . . 209

7.4 Results of the statistical tests to study the effect of discovery al-
gorithms on F1 scores. . . . . . . . . . . . . . . . . . . . . . . . . 210

7.5 Average ranks per miner in terms of recall, precision and F1 Scores.211
7.6 Results of the statistical tests to study the effect of the miner on

F1 scores in the presence of infrequent behavior. . . . . . . . . . 211
7.7 Average ranks of process discovery techniques per probability of

duplicate activities in terms of recall, precision and F1 scores. . . 213
7.8 Results of the statistical tests to study the effect of duplicate ac-

tivities on F1 scores for the Alpha+ miner. . . . . . . . . . . . . . 214
7.9 Results of the statistical tests to study the effect of duplicate ac-

tivities on F1 scores for the Declare miner. . . . . . . . . . . . . . 215
7.10 Results of the statistical tests to study the effect of duplicate ac-

tivities on F1 scores for the Heuristics miner. . . . . . . . . . . . . 216
7.11 Results of the statistical tests to study the effect of duplicate ac-

tivities on F1 scores for the ILP miner. . . . . . . . . . . . . . . . 216
7.12 Results of the statistical tests to study the effect of duplicate ac-

tivities on F1 scores for the Inductive miner. . . . . . . . . . . . . 217

8.1 Parameters used to create an event log with concept drift. . . . . 230
8.2 Parameter combinations considered in the experiment. . . . . . . 237
8.3 Average ranks of concept drift detection techniques (n = 205,632).

Each cell indicates the average ranking for a specific performance
dimension (row header) and for a specific concept drift detection
technique (column header). . . . . . . . . . . . . . . . . . . . . . 239



LIST OF TABLES xxxiii

8.4 Results of the statistical tests to study the effect of concept drift
detection technique on F1 scores for detecting sudden drift. . . . 240

8.5 Average ranks of concept drift detection techniques per probabil-
ity of parallelism in terms of precision, recall and F1 scores. . . . 243

8.6 Results of the statistical tests to study the effect of parallelism on
F1 scores for the ConceptDrift approach. . . . . . . . . . . . . . . 244

8.7 Results of the statistical tests to study the effect of parallelism on
F1 scores for the ProDrift (event) approach. . . . . . . . . . . . . 244

8.8 Results of the statistical tests to study the effect of parallelism on
F1 scores for the ProDrift (trace) approach. . . . . . . . . . . . . . 245

8.9 Results of the statistical tests to study the effect of parallelism on
F1 scores for the VariantFinder approach. . . . . . . . . . . . . . . 245

8.10 Average ranks of concept drift detection techniques in terms of
precision, recall and F1 scores for different types of drift. . . . . . 246

8.11 Results of the statistical tests to study the effect of concept drift
detection technique on F1 scores for gradual drift. . . . . . . . . . 247

8.12 Average ranks per concept drift detection technique in terms of
F1 scores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

8.13 Results of the statistical tests to study the effect of the concept
drift detection technique on F1 scores for the type of change “re-
move fragment”. . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

8.14 Average ranks of concept drift detection techniques for different
times between cases in terms of precision, recall and F1 scores. . 251

8.15 Results of the statistical tests to study the effect of time between
cases on F1 scores for the VariantFinder approach. . . . . . . . . . 252

8.16 Average ranks of concept drift detection techniques for different
durations of drift periods in terms of precision, recall and F1 scores.254

8.17 Results of the statistical tests to study the effect of the duration
of drift periods on F1 scores for the ConceptDrift approach. . . . . 255

8.18 Results of the statistical tests to study the effect of the duration
of drift periods on F1 scores for the ProDrift (trace) approach. . . 255

8.19 Average ranks of concept drift detection techniques in terms of
precision, recall and F1 scores for different drift transition function.256

8.20 Results of the statistical tests to study the effect of concept drift
detection technique on F1 scores for linear drift transition func-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

8.21 Results of the statistical tests to study the effect of concept drift
detection technique on F1 scores for exponential drift transition
functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257



xxxiv LIST OF TABLES

9.1 Event attributes contained in the data . . . . . . . . . . . . . . . 264
9.2 SLAs defined for the claim management process. . . . . . . . . . 266

10.1 Event Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
10.2 A fragment of event data generated from the University’s system:

each row corresponds to an event. . . . . . . . . . . . . . . . . . 289
10.3 Summary of the classification of statement evaluations performed

by lecturers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

11.1 A fragment of raw data generated by Xerox’s systems . . . . . . . 315
11.2 The 10 most frequent batches in the data . . . . . . . . . . . . . . 320
11.3 Comparison table showing the comparison metric (i.e., fitness)

between logs and models of the selected batches. Cell (x,y) in-
dicates the replay fitness of the event log related to batch x with
respect to the process model related to batch y. . . . . . . . . . . 322



Part I

Opening



2



Chapter 1
Introduction

The notion of a process is not recent. One of the earliest and most famous
references to the concept of a process was elaborated by the Scottish economist
Adam Smith in the late eighteen century through the following example:

“One man draws out the wire, another straights it, a third cuts it,
a fourth points it, a fifth grinds it at the top for receiving the head:
to make the head requires two or three distinct operations: to put it
on is a particular business, to whiten the pins is another... and the
important business of making a pin is, in this manner, divided into
about eighteen distinct operations, which in some manufactories are
all performed by distinct hands, though in others the same man will
sometime perform two or three of them.”

Even though this example was aimed to illustrate the division of labor, it was one
of the first to hint about the existence of individual tasks that could be performed
by different people, and that a combination of those tasks can produce an output
(e.g., a pin).

Modern definitions of a process now include several other components, such
as inputs, resources, and customers. In the early 90’s, Thomas Davenport [41]
defined a process as:

“A structured, measured set of activities designed to produce a spe-
cific output for a particular customer or market. It implies a strong
emphasis on how work is done within an organization, in contrast
to a product focus that has an emphasis on what work is done. A
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process is thus a specific ordering of work activities across time and
space, with a beginning and an end, and clearly defined inputs and
outputs: a structure for action.”

Although many other definitions with different flavors have been proposed in
literature, the main ideas of Davenport are still relevant.

Within most organizations, many processes interact with each other. In the
late 80’s, Michael Porter was one of the first to ‘organize’ an organization in
terms of its processes. In his renowned Value Chain model [123] Porter divides
an organization into two types of processes: primary and support. Primary
processes relate to the business core (e.g., inbound and outbound logistics, op-
erations, marketing, sales, and services) and they define the way in which value
is added to the products or services provided by the organization. Support pro-
cesses aim to support the business core (e.g., human resource management,
technology management, procurement, and infrastructure management). Ac-
cording to Porter, the competitive advantages of an organization over its com-
petitors are located within the primary processes, while the support processes
ensure that these advantages are sustainable. Today, it is widely-accepted that
managing processes is the key for the success of an organization.

Modern organizations may have a large number processes with different
characteristics. Most of them are supported by information systems ranging
from excel sheets to ERP systems. Such systems leave a data footprint that
consists of recorded executions of processes i.e., event data.

Process mining is a relatively young research discipline that is concerned with
discovering, monitoring and improving real processes by extracting knowledge
from event data readily available in today’s systems [156]. Process mining sup-
ports the extraction of insights from data about the overall and inner behavior
contained in any given process. Hundreds of different process mining tech-
niques have been proposed in literature. These are not limited to process-model
discovery and the checking of conformance. Also, other perspectives (e.g., data)
and operational support (e.g., predictions) are included.

In real-life, business processes are not static: They have to adapt to con-
stant environment changes (e.g., customer preferences, legal regulations, new
competitors). Like any live species, organizations (and their business processes)
also evolve according to Darwinian evolution: The best to adapt is the one that
thrives. It is not uncommon for organizations that the same business process
has to adapt to different contexts simultaneously, which leads to variability in
such processes. Moreover, processes can change over time. This is known as
concept drift.
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Take for example a building permit application process in five different mu-
nicipalities in the Netherlands [23–27]. In theory, the process is the same: a
building permit is requested by an applicant, and the municipality has to ana-
lyze the request and decide whether to approve it or not. However, data shows
us that the municipalities are doing things differently. Table 1.1 shows the num-
ber of different event classes (i.e., activities) performed in each municipality.

We can observe that the municipalities have a similar number of event classes
(i.e., ranging from 331 to 381). However, if we combine the event data of the
five municipalities, we can find a higher number of different event classes (i.e.,
461). This can mean that each municipality has a set of activities that are not
executed by other municipalities.

Let’s consider that the way each municipality executes the process is a vari-
ant of the process itself, so that if there are five municipalities, there are also five
variants of the process. If we combine these five variants into one mega-process,
then we can obtain one single dataset that describes the combined behavior of
the five variants of the process. Note that the complexity of this combined pro-
cess (i.e., the number of different activities, and the possible relations between
them) is much higher than the complexity of the individual variants. It is im-
portant to note that the complexity of the combined process is caused by two
factors: The variability between the process variants that were merged, and by
the complexity of the variants themselves. Therefore, we can reduce process
complexity by reducing process variability.

In many scenarios, splitting a process into variants can effectively reduce its
variability (hence, its complexity), making them easier to analyze. It also en-
ables many types of analysis e.g., comparing the different variants of the process

Table 1.1: Distinct event classes (i.e., activities) observed in the execution data of a build-
ing permit application process in five different Dutch municipalities.

Municipality # Event Classes

Muni. 1 [23] 381
Muni. 2 [24] 376
Muni. 3 [25] 369
Muni. 4 [26] 331
Muni. 5 [27] 352

Muni. 1 to 5 (combined) 461
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in order to identify the best practices and detect differences and similarities be-
tween variants. Nevertheless, the best way to split a process is not always clear.
In the case of the building permit application process, we know from domain
knowledge that there are five municipalities, hence it makes sense to split the
process in such way. However, such domain knowledge is not always avail-
able. In general, we observe execution data of a process without knowing much
about it (sometimes we do not even know if there is an actual process in there).
The best way to split and analyze unknown data is obscured, and it requires
extensive trial-and-error experimenting until an acceptable solution is found.

This thesis addresses the problem of analyzing process variability by
proposing techniques and tools that use event data to identify variants
within a process, split them, compare them, and automate their analysis.
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Figure 1.1: Overview of the concepts included in this thesis and the interactions between
them.
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Figure 1.1 illustrates the overall idea. The cornerstone of the techniques and
tools presented in this thesis are event data (i.e., the observed execution data
of processes) which can be stored in e.g., databases, documents, smart devices,
spreadsheets, and event logs.

The event data are described by several data dimensions that characterize
each execution. Dimensions can be predefined (i.e., given in the data) or can
be derived from the context of the process and/or other predefined dimensions.
Common examples of predefined dimensions are the time in which an execu-
tion was observed, the resource that performed the execution, and the specific
activity that was executed. Examples of dimensions that are derived from the
context of a process are the workload of resources, the type of customer, etc.

Such data dimensions can be used to split the event data into process vari-
ants by using process cubes, as illustrated in Figure 1.2. A cell in a process cube
is defined by a combination of dimension values. Events are distributed into the
cells of a process cube according to their values for such dimensions. For exam-
ple, in Figure 1.2, a cube is defined by three dimensions (i.e., dimensions 1 to
3). The cell that is highlighted in red contains all the events that have a value
“B” for dimension 1, a value β for dimension 2, and a value 1 for dimension 3.

δ 
β 

α
 

1

2

D
im

en
si

on
 2

Dimension 1
“A” “B”

Event

Figure 1.2: Abstract example of a process cube: each cell of the cube is defined by a
specific combination of dimension values. Events are distributed into the
cells according to their dimension values.
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Predefined data dimensions do not always have a clear correlation with vari-
ability in the data. For example, if we randomly split event data using a di-
mension, it is possible that no significant variability is observed between the re-
sulting process variants. If only predefined data dimensions are used to split the
data into process variants, many opportunities for uncovering hidden variability
in the process can be missed. In such cases, new data dimensions that have a
strong correlation to process variability can be derived e.g., using process vari-
ant detection techniques. Then, event data can be enriched with these derived
dimensions These derived dimensions can be used to split the event data (e.g.,
using a process cube) in such a way that the maximum amount of variability is
exposed when comparing them, e.g., using process comparison techniques.

Event data and its process variants can also be used by process mining work-
flows, which can be used to automate their pre-processing and analysis. In this
way, experiments can be performed in less time since user interaction is mini-
mized. Also, experiments become more easily repeatable by other analysts and
researchers. This thesis proposes scientific contributions in each one of these
points.

It is important to note that the techniques proposed in this thesis (and illus-
trated in Figure 1.1) can also be used iteratively and independently, and do not
necessarily have to be used in a specific order.

The remainder of this chapter is organized as follows. Section 1.1 provides
an introductory overview of the field of process mining. Section 1.2 discusses
the problem of variability in processes and how this thesis addresses it. Sec-
tion 1.3 discusses the opportunities for automating process analysis. Section 1.4
describes the scientific contributions included in the thesis. Section 1.5 de-
scribes the structure of the thesis.

1.1 Process Mining

Process-mining techniques enable the analysis of a wide variety of processes us-
ing event data. The open-source process mining framework ProM [172] pro-
vides hundreds of plug-ins and has been downloaded over 150.000 times.1

Nowadays, there are over 30 process mining software vendors (e.g., Disco, Per-
ceptive Process Mining, Celonis Process Mining, QPR ProcessAnalyzer, Software
AG/ARIS PPM, Fujitsu Interstage Automated Process Discovery, Minit, MyIn-
venio, etc.) working with small-to-large-sized companies in several countries

1ProM tools is free to download from http://www.promtools.org

http://www.promtools.org
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worldwide. The formation of the IEEE Task Force on Process Mining is a reflec-
tion of the growing impact of process mining in the world. See for example
the twenty case studies on the webpage of the IEEE Task Force on Process Min-
ing [72].

Figure 1.3 illustrates the three different flavors in process mining: process
discovery, conformance checking and process enhancement [156]. Process dis-

Figure 1.3: Process Mining in a nutshell.

covery techniques aim to obtain process models from event logs. Process mod-
els (hand-made or discovered) can be checked for conformance with respect to
event logs. In this way, behavioral differences between the model and the real
data can be detected. Process models can also be enhanced (i.e., improved or
extended) using information about the actual process recorded in event logs.

In order to explain the different types of process mining techniques, we in-
troduce an example fragment of an event log that relates to a journal reviewing
process, shown in Figure 1.4. The process starts when an article submission
is received. Then, the editor invites three reviewers. Each reviewer makes a
revision of the article and sends it to the editor. However, there is a time limit

Invite Reviewers
01/08/2017

Get Review 1
13/08/2017

Get Review 3
14/08/2017

Invite Reviewers
06/09/2017

Get Review 2
10/09/2017

Get Review 1
12/09/2017

Invite Reviewers
14/08/2017

Get Review 3
28/08/2017

Get Review 1
29/08/2017

Article # 3025

Article # 3026

Article # 3027

Get Review 2
15/08/2017

Timeout 3
13/09/2017

Get Review 2
30/08/2017

Collect Reviews
16/08/2017

Collect Reviews
16/09/2017

Collect Reviews
2/09/2017

Invite Additional 
Reviewer

17/09/2017

Reject
17/08/2017

Get Review X
25/09/2017

Accept
3/09/2017

Reject
16/10/2017

Figure 1.4: Example of a fragment of an event log containing a sample of executions of a
journal reviewing process. Events are recorded for each executed activity and
are grouped with other events related to the same execution of the process
(called case) i.e., the same article.
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for this. If the reviewer does not send the revision before such limit, a time-out
occurs. After the reviews have been sent (or timeouts have occurred) the editor
collects the reviews and decides whether an additional reviewer is needed or
not. This step can happen more than once. Finally, the editor accepts or rejects
the article.

The remainder of this section discusses and illustrates the three types of
process mining techniques described above using this example process.

Process Discovery

The recorded executions of a process contained in an event log can provide
information that is not only useful to analyze such executions individually; it
can also be aggregated to obtain a global understanding of the whole process.

Process discovery techniques can produce a model of a process by only using
an event log as input.

Definition 1.1 (Process Model). A process model is an abstract representation of
a process from a defined perspective using a combination of elements of a defined
notation (i.e., language).

When a building is designed, many blueprints i.e., models (e.g., structural,
electrical, water, gas) are made from different perspectives: from a top view,
from a side view, etc. They are necessary because a single blueprint does not
contain all the information that is needed to construct a building. For example,
a top view does not show the height of the building.

In processes, a similar phenomenon occurs. Different perspectives capture
different information about the process, and no single perspective can capture
everything about a process. Some of the most common process perspectives
discussed in literature are:

• Control-flow: focus on the ordering and dependencies between activities.

• Performance: focus on time and how fast or slow is the execution of the
process.

• Resource: focus on the persons, systems or machines that perform the
activities.

• Data: focus on the data properties of events.
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Figure 1.5: Process model in BPMN notation that represents the control-flow of the exe-
cutions of the journal reviewing process.

A process modeling notation is simply a language of graphical elements that
can be combined to represent a process. Naturally, process perspectives relate
to specific modeling notations that contain elements that are specific to that
perspective. For example, the control-flow perspective of a process can be mod-
eled in many notations such as transition systems, Petri nets, BPMN, and many
more, which contain elements to represent activities, choices, etc.

Figure 1.5 shows an example of a control-flow process model in BPMN no-
tation that represents the recorded executions of the journal reviewing process
illustrated in Figure 1.4. An extended discussion on control-flow notations is
presented in the next chapter (see Section 2.3).

Conformance Checking

Process models can be obtained from event logs through process discovery tech-
niques, or can be hand-made by analysts to state the “ideal” way the process
should be. Process models might not always represent the way that a process
is actually executed. For example, a process discovery technique might omit in-
frequent behavior, or an analyst could miss some special cases when designing
the process model.
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Figure 1.6: Example of conformance checking between the process model shown in Fig-
ure 1.5 and a new execution of the simplified journal reviewing process.

Conformance checking techniques can identify and quantify discrepancies
between a process model and the real execution of the process i.e., the event
log. Figure 1.6 illustrates the notion of conformance checking by an example. In
this case, a new execution of the journal reviewing process is observed, consist-
ing of only five activities: invite reviewers, get review 1, get review 2,
collect reviews, and accept. If this is compared to the process model shown
in Figure 1.5, we can observe a discrepancy: the model states that before the
reviews can be collected, all three reviews have to be received or timed out).
However, this is not observed in Figure 1.6. Given a discrepancy, analysts have
to decide whether the model should incorporate such discrepant behavior or
not. In this case, one of the two activities: get review 3 and timeout 3,
clearly should have been executed, as it is wrong to accept an article with-
out collecting all the relevant reviews. In some other cases, the execution of the
process might be indeed correct (e.g., special cases) and the model should be
modified to incorporate such behavior.



1.1 Process Mining 13

Process Enhancement

Discovered process models rarely can provide sufficient insights to fully under-
stand the process: most discovery techniques only capture the control-flow per-
spective. Process models can also be enhanced using the information contained
in event logs. Figure 1.7 shows an example of an enhanced process model. Note
that now activities contain information about their average frequency of occur-
rence in the event log (highlighted in blue), and also the average elapsed time
since the case started until such activity is executed within the case (highlighted
in red). These enhanced models provide a more complete view of the process,
and can be used for several types of analysis.
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Reviewer
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Accept
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10%
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95%
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5%
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92%
11 days

8%
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100%
20 days

60%
28 days

40%
25 days

90%
21 days

81%
30 days

9%
35 days

Figure 1.7: Example of a process model (shown in Figure 1.5) that has been enhanced
using an event log . Blue numbers represents the percentage of cases that
execute an activity. Red numbers represent the average elapsed time of cases
for a given activity.

Now that we have introduced the basic concepts of process mining, we will
further discuss the problem of variability presented before in more depth, as
follows.
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1.2 Dealing with Variability in Processes

In literature, variability in processes is usually related to the control-flow per-
spective (e.g., a process may skip risk assessment steps for gold customers), but
can also be related to other perspectives, such as performance, resources and
data. For example, if two branches of a company execute their processes in
the same way (i.e., same control-flow) but there are huge performance differ-
ences between the branches, it is interesting to understand and explain such
differences.

Naturally, too much variability can complicate the analysis of a process. The
importance of dealing with variability is reflected in the process mining man-
ifesto [152] as the challenges “Dealing with complex event logs having diverse
characteristics” and “Dealing with concept drift”. Note that concept drift refers
to variability over time, e.g., the typical ordering of activities may change and
bottlenecks may shift to different parts of the process.

The different process perspectives are usually materialized in event data in
the form of data dimensions (i.e., attributes). The core concept in which this
thesis is based, is that the variability in processes can be reduced by splitting the
data into variants using such dimensions.

Event data can be split using a process cube (as shown in Figure 1.2). The
cells of a process cube are defined by a specific combination of dimension values.
Events are related to cells according to their values for such dimensions, in such
a way that events with the same dimension values are grouped together into
process variants.

However, as mentioned before, predefined dimensions included in the event
data may not always unveil all the variability present in the process. Sometimes,
new dimensions can be derived from other predefined (i.e., given) dimensions
and context information.

Such dimensions can be used to split and explore the data differently in
order to expose variability. For example, we could derive a “customer type”
dimension from existing dimensions related to purchase history, risk factor, etc.
Such derived dimension might have a stronger correlation to variability (e.g.,
VIP customers lead to shorter processing times) than the given dimensions it
was derived from.

The remainder of this section discusses how variability is currently handled
in process mining in each of the process perspectives defined previously (i.e.,
control-flow, performance, resource, and data), and sketches how the contribu-
tions introduced in this thesis may help dealing with variability.
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Control-flow Variability

In [156], van der Aalst proposes to classify processes depending on their degree
of structure. Processes can range from highly-structured lasagna processes to
highly-unstructured spaghetti processes.

However, this process classification was originally conceived based only on
the control-flow perspective. On the one hand, if the control-flow process model
(designed or discovered) is relatively structured, then the process is considered
as “lasagna”. Note that “lasagna” processes tend to be very simple and struc-
tured, and most process mining techniques work well with this type of pro-
cesses.

On the other hand, if the control-flow process model is highly complex, il-
legible, with many activities and lines connecting them, then the process is
considered as “spaghetti”. Hospitals are usually good examples of unstructured
processes because of the high variety of exams and treatments applied to pa-
tients. Figure 1.8 shows a spaghetti process model that describes the process of
an oncologic gynecology department at a Dutch hospital [171].

Figure 1.8: Example of a “spaghetti” process model obtained directly from the event log
of a Dutch hospital.

This process model describes the control-flow of the process related to the
diagnosis and treatment of over 1100 oncologic gynecology patients, described
by over 150.000 events. There are over 600 different activities (e.g., tests,
consultations) in the process.

The degree of control-flow structure in a process is usually related to the
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number of different activities in the process and the relations between them. A
common approach used in process mining to deal with control-flow variability
is to filter infrequent behavior by removing the infrequent activities and paths,
so only the most frequent ones are kept, hence a simpler model is obtained. This
can indeed allow the analyst to get a clearer picture of what the process looks
like in some cases. However, this has three main drawbacks. The first one is that
exceptions could be critical to the process and are also interesting to analyze.
If infrequent activities (related to exceptions) are filtered out, this information
is lost. The second one is related to the fact that unstructured processes may
have no “frequent” behavior. Therefore, threshold-based frequency filtering may
remove or keep activities with relatively similar frequencies. The third one is
that there is no standard guideline about how much should be filtered out. As
an extreme example, the hospital log could be filtered out until only one activity
remains (i.e., the most frequent). This will result in a process model that is as
simple as it is incorrect.

Other process discovery techniques like the fuzzy miner [64] can deal with
variability by clustering regions of activities with a lot of variability. They do
present a simpler high-level model as a result, but only when a cluster is “ex-
panded”, all the hidden variability appears.

This thesis proposes a different approach: to consider that variability comes
from different variants (i.e., versions of the process) grouped together, and that
the process can be split in some way into such variants. Figure 1.9 illustrates
this idea in the hospital example mentioned above: one could use derived or
given dimensions present in the data (such as the “Diagnosis”) to split the event
data based on its different values using a process cube. The choice of which
dimensions to be used normally depends on the available domain knowledge
of the process. However, when such domain knowledge is missing, process
variant detection techniques can be used to identify which dimensions (given
or derived) can be used to maximize the exposure of variability in the data.

In the hospital example, splitting the data using the “Diagnosis” dimension
results in a set of simpler process models (in terms of control-flow) compared to
a model that includes all types of patients together (see Figure 1.8), as patients
with similar diagnostics take similar exams and treatments.

The advantage of extracting variants of a process is that they (and the pro-
cess models that represent them) tend to be simpler, and they can be compared
with each other. Naturally, not all process variants are always relevant for the
analysis purpose. Differences and similarities between relevant variants can
uncover many useful insights and lead to a better understanding of the whole
process.
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Figure 1.9: Example of an event log of a Dutch hospital being split into process variants
based on the initial diagnostic of patients.

Figure 1.10 shows an example of a process model (i.e., a transition sys-
tem) enhanced with case frequency information that compares the event data
of patients with two different Diagnostic codes (i.e. 106 and 821) in terms of
control-flow. In such a model, the main differences are highlighted. This will be
discussed in much more detail further ahead.
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Figure 1.10: Control-flow comparison of patients with Diagnostic code = 106 and pa-
tients with Diagnostic code = 821. Colored states and arcs represent statis-
tically significant differences in terms of frequency of occurrence.

Performance Variability

Processes with a relatively structured control-flow can still have a high variabil-
ity in other process perspectives such as performance. However, performance
is usually not considered by process discovery algorithms, hence the resulting
process models only care about the control-flow structure of the process. To
overcome this, process enhancement techniques are used to annotate process
models with performance information, allowing analysts to visually inspect the
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performance of the process in the process models and can identify bottlenecks
based on such information [156].

From all the possible performance annotations, the most commonly used
by process enhancement techniques are the average duration of activities, the
time in-between activities and the average elapsed time in a case. Even though
using averages can simplify analysis (i.e., fewer numbers to focus on), it has
a drawback: single values (e.g., average, median) hide the underlying distri-
bution. Averaging is useful only when the underlying distribution is (close to)
either uniform or normal with a small standard deviation. In such cases, the
average can be representative. Other types of distributions (e.g., skewed, ex-
ponential/poisson, normal with a large standard deviation) cannot be properly
summarized by an average. In real life, performance is usually far from be-
ing constant or uniform, as the process is executed in different moments of
time by different resources and often handling different case complexities (e.g.,
complex cases may take longer than simple cases). Many non-process-mining-
related classical data analysis tools (e.g., SAS, SPSS) can be used to analyze
such distributions.

However, since we are dealing with event data, performance analysis should
not be done in isolation, but always in relation to the process in order to e.g.,
identify performance bottlenecks or points of performance improvement in the
process.

Figure 1.11 illustrates the idea. In a similar fashion as Figure 1.10, it shows
an example of an enhanced process model (i.e., a transition system) that com-
pares the event data of patients with the same two different Diagnostic codes
(i.e. 106 and 821), but this time in terms of performance. In such a model, the
main differences are highlighted so that it is easy to detect performance differ-
ences in specific parts of the process. This will also be discussed in much more
detail further ahead.

Differences in performance can be related to many factors e.g., control-flow,
resource, etc. In the hospital process, performance could be affected by the com-
plexity the treatment, the accuracy of the initial diagnostics, etc. Moreover, the
actual grouping criteria is also a determinant factor for observing performance
differences. In the hospital process, patients were simply grouped according
to the initial diagnostics. However, in large and complex processes, defining a
good grouping criteria is far from trivial. Most of the time is done manually
and it is usually obtained through either trial-and-error or the use of domain
knowledge, which is not always available.
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Figure 1.11: Performance comparison of patients with Diagnostic code = 106 and pa-
tients with Diagnostic code = 821. Colored states and arcs represent statis-
tically significant differences in terms of elapsed time.

Resource & Data Variability

Control-flow process models can also be enhanced using other data attributes
of events such as the resource that executes an activity, the customer age and
income, etc. The executions of a process can be clustered into subgroups de-
pending on resource and data attributes. Such subgroups might have different
control-flow or performance over the process. This type of clustering enables
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many types of analysis, such as understanding the differences in the customer
journey for different type of customers.

In the hospital process, for example, all the patients treated by the same
doctor, or that had similar exam results can be grouped together. It might be the
case that one specific doctor has a much higher treatment success rate than the
others, and it would be interesting to analyze and understand the reasons why
this happens. However, these insights are not visible if the right perspectives
are not included.

Most process mining techniques ignore this type of variability, as they mainly
focus on control-flow, sometimes extending the scope to performance.

1.3 Opportunities for Tool Support in Process Min-
ing

Hundreds of process mining techniques are available and their value has been
proven in many case studies. See for example the twenty case studies on the
webpage of the IEEE Task Force on Process Mining [72]. The open-source pro-
cess mining framework ProM [172] provides over 1500 plug-ins and has been
downloaded over 150.000 times. The growing number of commercial process
mining tools (nowadays there are over 30 different vendors) further illustrate
the uptake of process mining. Nevertheless, current tool support for process
mining presents many opportunities for improvement. In this thesis, we will
focus on three main opportunities, described as follows.

The first one is that process data often come from different and heteroge-
neous sources. Extracting process data from IT systems is not trivial. Moreover,
most process event logs are obtained through manual extraction and prepro-
cessing step. Such manual steps are often difficult to replicate. This is referred
to in the process mining manifesto [152] as the challenge “Finding, Merging, and
Cleaning Event Data”. Extract, transform & load (ETL) techniques can be used
to support the data extraction and preprocessing from several sources [180].

The second one is that process mining can be combined with other types
of analysis. Process mining techniques have been proven to be useful in many
applications, but their full potential is only unleashed when they are combined
with other types of data analysis. This is referred to in the process mining
manifesto [152] as the challenge “Combining Process Mining With Other Types of
Analysis”. Other disciplines such as complex event processing, sequence mining,
pattern mining, natural language processing, simulation, machine learning, and
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many others, can also contribute to achieving this goal.
The third one is that large-scale experimentation is not supported by existing

process mining tools. Experiments in process mining rarely consist of a single
application of a technique. Often, many techniques need to be chained together
in a specific order. For example, a model is discovered and then it is checked for
conformance with respect to the data. Moreover, the same chain of techniques
can be executed hundreds or thousands of times. For example, when finding
the parameter value of the process discovery technique that results in the best
conformance. As a result, the manual execution of these chains of techniques
can become tedious and error-prone, which jeopardize the repeatability and
provenance of the experiments. These chains of techniques can be used for
many purposes, such as the challenge “Creating Representative Benchmarks” in
the process mining manifesto [152]. Such benchmarks should rely on statistical
hypothesis testing, which often require large sample sizes.

This thesis proposes a new approach to capture these opportunities by com-
bining process mining techniques with existing analytic workflow tools. Fig-
ure 1.12 illustrates the idea. This workflow can be used to extract, transform
& load (ETL) the data in early steps and then perform several process mining

Figure 1.12: Example of an analytic workflow that combines ETL, process mining and
non-process mining analysis steps and performs large-scale experimenta-
tion.
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analysis combined with an arbitrary set of non-process mining analysis for any
given number of process variants in any scale needed. Such type of workflows
enable large-scale experimentation (including representative benchmarks) com-
bining process mining and non-process-mining techniques in a clear, error-safe,
reproducible, and transparent manner.

1.4 Contributions in this Thesis

Based on the two discussions presented above, several contributions are in-
cluded in this thesis.

To address the challenges discussed in Section 1.2: “Dealing with Variability
in Processes”, the following three technical contributions to the body of scientific
knowledge (CBSKs) are proposed.

Process Cubes: A technique to support the interactive and consistent explo-
ration of process variants (Chapter 3). Process Cubes are the result of adapting
OLAP-operations to explore process data, where each cell in a process cube con-
tains events that can be converted into a process variant. Process cubes enable
the consistent exploration of process variants, which can be used by other pro-
cess mining techniques.

Process Variant Comparison: A technique to compare process variants. (Chap-
ter 5). This technique is able to compare process variants in terms of behavior
(using event dimensions) and in terms of business rules, based on their event
logs. The results are projected into a process model that serves as a “map” in
which the differences are clearly identified and can be pinpointed to specific
parts (e.g., activities) of the process.

Process Variant Detection: A technique to detect relevant process variants in
a general setting. (Chapter 6). This technique is able to detect process variants
in process data by splitting cases based on the data attributes of their events.
It uses statistical testing and unbiased variable selection to detect only relevant
process variants. The result is a summary of relevant splittings, where each
splitting leads to a set of variants. Each variant is then encoded into its cor-
responding set of traces. As a result, an enriched event log can be used by
a process cube to split the event data into such variants using variant-related
dimensions.

To address the challenges discussed in Section 1.3:“Opportunities for Tool
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Support in Process Mining”, the following tooling contributions to the body of
scientific knowledge are proposed.

Process Mining Workflows: Support the execution of process mining work-
flows. (Chapter 4). The concept of a process mining workflow as a chain of pro-
cess mining (and/or non-process mining) analysis steps is introduced. Process
mining workflows can be used to completely describe arbitrary process mining
experiments. Therefore, it enables full reproducibility of the results. The tool
supporting these workflows is introduced and it is applied in several use cases.

Benchmark Frameworks: Develop replicable and sound benchmarks. (Chap-
ters 7 and 8). Process mining workflows are used to define two frameworks:
one for benchmarking process discovery techniques and the other for bench-
marking concept drift detection techniques. These frameworks are not meant
only for comparing techniques: they also allow for benchmarking techniques
at a statistical level for specific process characteristics, or to perform parame-
ter sensitivity analysis. For example, the effect of parallelism on the quality of
models produced by a process discovery technique can be studied.

Additionally, this tesis adds three empirical contributions to the body of sci-
entific knowledge in the form of case studies.

Case Studies: (Chapters 9, 10, and 11). Three case studies using real-
life event data show the relevance of the techniques presented in this thesis
through their application in solving problems related to different organizations
and industries, such as: Telecommunications, Printing & Digitalization, and
Education.

1.5 Thesis Structure

This thesis is composed of twelve chapters that are organized into five parts.
Figure 1.13 shows an overview of the parts of this thesis and the chapters in-
cluded in them.

Part I serves as an introduction and motivation for this thesis. Next to this
introductory chapter, Chapter 2: Preliminaries introduces the basic concepts
and notations used in the remainder of this thesis.

Part II describes the main contributions proposed in this thesis. It includes
the following chapters:

Chapter 3: Process Cubes. This chapter introduces the concept of event
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Figure 1.13: Structure of this thesis. The twelve chapters are organized into five parts.

dimensions, and describes how OLAP-cube operations can be adapted for event
data, and describes how they can be used to perform multidimensional explo-
ration of processes. Finally, the natural connection of process cubes with process
comparison and the execution of process mining workflows from the cells of the
cube is discussed. This chapter is based on the work presented in [16].
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Chapter 4: Process Mining Workflows. This chapter introduces the con-
cept of process mining workflows, and proposes several process mining work-
flow patterns i.e. (use cases) using building blocks. It also describes how process
mining workflows can interact with other types of analysis and with the process
cubes introduced in the previous chapter. This chapter is based on the work
presented in [11,169].

Chapter 5: Process Variant Comparison. This chapter introduces a tech-
nique to compare process variants in terms of behavior (using event dimen-
sions) and in terms of business rules. This chapter is based on the work initially
presented in [12] and later extended in [13].

Chapter 6: Process Variant Detection. This chapter introduces the concept
of process variants, and proposes a technique to automatically detect them using
event attributes. This chapter is based on the work presented in [17].

Part III presents two applications of the process mining workflows presented
in Chapter 4 to propose frameworks for benchmarking process mining tech-
niques by leveraging on the large-scale experimentation capabilities enabled by
the use of such process mining workflows. The chapters included in this part
are:

Chapter 7: A Framework for Benchmarking Process Discovery Tech-
niques. This chapter presents a framework for comparing process discovery
techniques in different scenarios for different populations of processes. This
chapter is based on the work presented in [85].

Chapter 8: A Framework for Benchmarking Concept Drift Detection
Techniques. This chapter presents a framework for comparing, in the scope
of event data, concept drift detection techniques in different scenarios for dif-
ferent populations of processes.

Part IV describe the empirical application of the techniques proposed in
Part II in three case studies using real-life data sets. Table 1.2 summarizes the
usage of these techniques in each case study.

Table 1.2: Usage of the techniques presented in Part II in each case study.

Process Process Mining Process Process Variant
Cubes Workflows Comparison Detection

Chapter 9 X X X
Chapter 10 X X
Chapter 11 X X
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Chapter 9: Variability Analysis of a Claim Management Process. This
chapter describes the application of process variant detection, process cubes,
and process comparison techniques to analyze and compare process variants in
the claim management process of a large telecommunications company.

Chapter 10: Business Process Reporting in Education. This chapter de-
scribes the application of process cubes and process mining workflow techniques
to automate the generation of reports obtained from educational data in a large
scale, combining learning analytics and process mining techniques.

Chapter 11: Comparative Analysis of Business Process Outsourcing Ser-
vices. This chapter describes the use of process mining workflows and process
comparison techniques to analyze and understand the variability of a document
digitalization service process in a business process outsourcing organization.

Finally, Part V concludes this thesis by summarizing the contributions pre-
sented on this thesis, discussing their limitations and proposing future research
directions in Chapter 12: Conclusions.





Chapter 2
Preliminaries

This chapter introduces the existing concepts and notations that will be used
throughout this thesis. It is organized as follows. Section 2.1 introduces basic
mathematical concepts and notations such as sets and functions. Section 2.2
provides a formal definition of event logs and their components, and discusses
existing standards. Section 2.3 briefly describes well-known process modeling
notations and provides a formal definition of transition systems as process mod-
els, defining how they can be constructed using event data. Finally, Section 2.4
describes the running example that will be used throughout this thesis.

2.1 Basic Notations

Definition 2.1 (Set). A set is an unordered collection of distinct objects of any
nature.

The symbol ∈ is used to denote the membership of an object in a set, and
its negation (/∈) is used to denote the opposite. For example, given a set X, the
expression a ∈ X means that a is an element of X, while the expression b /∈ X
means that b is not an element of X.

There are two ways to define a set: by intension or by extension. An in-
tensional definition uses a rule or semantic description, e.g., “the colors of the
Dutch flag”. An extensional definition lists each element of the set in curly brack-
ets, e.g., {red, white, blue}.
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Some specific infinite sets of elements used in this thesis are also commonly
used in mathematics. They are considered as "standard" sets.

Definition 2.2 (Standard Sets of Elements). Standard sets of elements are de-
scribed as follows:

• N denotes the set of natural numbers (N0 includes 0).

• Z denotes the set of integer numbers (Z+ denotes positive integers).

• R denotes the set of real numbers.

For sets with a large number of elements, an extensional definition is some-
times inconvenient. Instead of listing all the elements of a set, an abbrevi-
ated definition can be made using the set-builder notation of the form {vari-
able|conditions} which defines a set with all the values of the variable for which
the conditions hold (i.e., are true). For example, in the expression {a ∈ Z|∃b ∈
Z : a = 2 ∗ b}, the variable a is an integer and the condition states that there is
an integer b for which a is the double. Note that this expression simply defines
the set of even integer numbers.

Let X and Y be two sets. The standard notation for operations over sets
used in this thesis is defined as follows:

• ∅ = { } denotes the empty set.

• |X| denotes the cardinality (i.e., number of elements) of the set X.

• X ∪ Y = {a|a ∈ X ∨ a ∈ Y } denotes the union of X and Y .

• X ∩ Y = {a|a ∈ X ∧ a ∈ Y } denotes the intersection of X and Y .

• X \ Y = {a ∈ X|a /∈ Y } denotes the difference of X and Y .

• X ⊆ Y ⇔ |X ∩ Y | = |X| denotes that X is a subset of Y , i.e., every
element of X is also an element of Y .

• X ⊂ Y ⇔ X ⊆ Y ∧ |X| < |Y | denotes that X is a strict subset of Y .

• P(X) = {Y |Y ⊆ X} denotes the power set (i.e., the set of all subsets) of
X.

• X × Y = {(x, y)|x ∈ X ∧ y ∈ Y } denotes the cartesian product of X and
Y , where (x, y) is an ordered pair (i.e., a tuple).
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• Xn = X1 ×X2 × ... ×Xn where X = X1 = X2 = ... = Xn, is the n-fold
cartesian product of X. All the elements in Xn are n-tuples of size n.

Definition 2.3 (Relation). Let X1, ..., Xn be sets. A n-ary relation R ⊆ X1× ...×
Xn defines a mapping between elements of these sets. This mapping is observed in
the elements of the relation. Any n-tuple (x1, ..., xn) ∈ R where x1 ∈ X1, ..., xn ∈
Xn relates the values of x1, ..., xn to each other.

Functions and partial functions are a special case of a relation between two
sets, and they map elements of one set to elements of another set.

Definition 2.4 (Partial Function). A partial function pf : X ↛ Y , is a subset of
the cartesian product of X and Y , where each element in X is related to at most
one element of Y :

∀x∈X∀y1∈Y ∀y2∈Y

(
(x, y1) ∈ pf ∧ (x, y2) ∈ pf

)
⇒ y1 = y2

Note that a partial function X ↛ Y allows elements of X to not be mapped
to any element of Y . Total functions enforce a mapping of all elements of X to
exactly one element of Y .

Definition 2.5 (Total Function). A function f : X → Y , is also a subset of the
cartesian product of X and Y , where each element in X is always related to exactly
one element of Y :

∀x∈X∀y1∈Y ∀y2∈Y

(
(x, y1) ∈ f ∧ (x, y2) ∈ f

)
⇒ y1 = y2 ∧ ∀x∈X∃y∈Y

(
(x, y) ∈ f

)
For any function or partial function f : X ↛ Y , the domain of f is denoted

as dom(f) = {x ∈ X|∃y∈Y (x, y) ∈ f}, and the range of f is denoted as rng(f) =
{y ∈ Y |∃x∈X(x, y) ∈ f}. Additionally, for any function or partial function f , a
relation (x, y) ∈ f can alternatively be denoted as f(x) = y.

A function f : X → Y is surjective if each element of Y is related to an
element of X: ∀y∈Y ∃x∈X f(x) = y. A partial function f : X ↛ Y is injective if
each element of X is related to a different element of Y : ∀x1∈X∀x2∈X

(
f(x1) =

f(x2)
)
⇒ x1 = x2. A function is bijective if it is surjective and injective.

A multiset is an unordered collection of objects, where the objects can be
present multiple times in the collection.

Definition 2.6 (Multiset). Given a set X, a multiset M over X is defined as the
function M : X → N0.
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A multiset can be defined by extension using square brackets and superindices
to indicate the multiplicity of elements, where an element x ∈ X is represented
as [xM(x)]. For example, M = [a, b2] contains one a and two b’s.

The set of all the possible multisets over X is defined as B(X). The size of
a multiset corresponds to the number of distinct elements on it, regardless of
their cardinality.

The sum of two multisets M1 and M2 over the set X, i.e., M1 ⊎M2 yields a
resulting multiset M ′ with M ′(x) = M1(x) +M2(x).

As a consequence, a set X can be seen as a multiset where the multiplicity
of all its elements is one.

A sequence is an ordered collection of objects, where the objects can be
present multiple times in the sequence.

Definition 2.7 (Sequence). Let X be a set. A sequence of length n ∈ N over the
elements of X is defined as the function s ∈ {1, 2, ..., n} → X, which defines the
order in which elements appear in the sequence. Equivalently, a sequence of length
n ∈ N over the elements of X can be defined as a n-tuple s = ⟨s1, s2, ..., sn⟩ ∈ Xn.
The i-th element of the sequence s, for any 1 ≤ i ≤ n is defined as s(i) ∈ X,
denoted as simply si.

Given a set X, the set of all the sequences of all possible lengths over X is
denoted as X∗ =

⋃
i∈NXi.

Now that all the necessary basic mathematical concepts have been intro-
duced, we proceed to introduce the process-mining-related concepts that will
be used throughout this thesis.

2.2 Events as Observed Executions of a Process

Using the notation and definitions presented previously, several universes are
defined. The universes mentioned and used throughout this thesis are described
as follows.

Definition 2.8 (Universes). Universes are infinite sets of elements:

• V is the universe of values, including numbers, characters, names, etc.

• E is the universe of events.

• N is the universe of attribute names.
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As mentioned previously in Section 1.1, information systems can record the
execution of a process. Every time that something “happens” in the process, an
event e ∈ E is recorded. Events are unique and they can be characterized by
attributes.

Definition 2.9 (Attribute). Attributes can relate events to values through the func-
tion # : N → (E ↛ V). For any attribute a ∈ N , the partial function #(a) can
relate events to values of the attribute a. In the remainder, function #(a) is short-
ened as #a.

For an attribute a ∈ N and an event e ∈ E , if e ∈ dom(#a), then the event
e has a value for the attribute a, indicated as #a(e) = v ∈ V. If e /∈ dom(#a),
then the event e does not have a value for the attribute a. We write #a(e) = ⊥
to indicate this.

Events can be related to multiple attributes such as costs, resources, cus-
tomers, purchase amounts, etc. However, there are three specific event at-
tributes that are almost always present in an event log:

• Case ID: describes the specific case related to this event, so that an event
can be related to other events with the same case id (denoted as #case_id),

• Activity: describes the specific activity executed in an event (denoted as
#activity),

• Timestamp describes the moment in time when an event was executed
(denoted as #time).

For example, in Figure 1.4, the first event e (leftmost) of the first trace (i.e.,
article #3025) is characterized by the three following attributes: #case_id(e) =
3025, #activity(e) = invite reviewers, and #time(e) = 01/08/2017.

An event can be related to a set of attributes for which it has a value, by
the function atts : E → P(N ), where for any event e ∈ E , atts(e) is defined as
{a ∈ N|e ∈ dom(#a)}.

As mentioned before, events can be grouped together if they refer to the
same case of the process. For example, they may refer to the same patient in
a hospital, or to the same production order in a factory. A trace records the
execution of a case of a process.

Definition 2.10 (Trace). A trace (i.e., case) σ ∈ E∗ is a finite sequence of events,
where for any e1, e2 ∈ σ : #case_id(e1) = #case_id(e2). In other words, all the
events in a trace have the same value for the case id attribute.
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The length of a trace is denoted as |σ|. The kth event of a trace is denoted
as σ(k) with k ≤ |σ|. The last event of a trace is denoted as σ(|σ|). The prefix of
a trace containing its first k events is defined by the function pref k ⊆ E∗ → E∗,
with k ≤ |σ|. Note that pref 0(σ) = ⟨⟩. The set of all the prefixes of a trace σ is
defined as pref ⋄(σ) =

⋃|σ|
k=0{pref

k(σ)}.
Traces can also be manipulated in order to extract process characteristics

and include them as attributes in the events of the trace, as proposed in [45].

Definition 2.11 (Trace Manipulation Function). A trace manipulation function
is defined as T : E∗ → E∗. This function is defined for any trace σ = ⟨e1, ..., en⟩ ∈
E∗ as T (σ) = ⟨f1, ..., fn⟩ ∈ E∗ where all e ∈ σ and all f ∈ T (σ) are unique
events, and |σ| = |T (σ)|, such that for any attribute a ∈ N and ∀1≤i≤n : ei ∈
dom(#a)⇒ #a(ei) = #a(fi).

A trace manipulation function creates new events by copying all the attribute
values of existing events and adding extra attributes. It does not change the
value of event attributes when such attributes already have a value in the origi-
nal trace, and it does not add or remove events.

There are several ways to manipulate a trace by adding extra event at-
tributes. These extra attributes can be related to different perspectives such
as control-flow, performance, resource, and costs, but also to the context of the
process and variant information. For example, process variants found by the
approach presented in Chapter 6 can be used to enrich the original event data,
e.g., by encoding the variant-related information as new additional attributes.

The work presented in [45] discusses a list of over twenty different trace
manipulation functions. From this list, we used four manipulation functions
to extend all the event logs used in this thesis. A brief description of them is
provided as follows.

Next Activity (CFP2): each event is annotated with the name of the activ-
ity executed afterwards for the same trace. Formally, this is defined as:
TCFP2 (⟨e1, . . . , en⟩) = ⟨f1, . . . , fn⟩ such that ∀1≤i<n : #next_activity(fi) =
#activity(ei+1), with #next_activity(en) = ⊥.

Duration (TIP1): each event is annotated with the time difference between
the current activity and the previous activity of the same case. Formally,
this is defined as: TTIP1 (⟨e1, . . . , en⟩) = ⟨f1, . . . , fn⟩ such that ∀1<i≤n:
#duration(fi) = #time(ei)−#time(ei−1), with #duration(f1) = ⊥.

Elapsed Time (TIP2): each event is annotated with the time difference be-
tween the current activity and the first activity of the same case. For-
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mally, this is defined as: TTIP2 (⟨e1, . . . , en⟩) = ⟨f1, . . . , fn⟩ such that
∀1≤i≤n : #elapsed(fi) = #time(ei)−#time(e1).

Attribute Cascading (DFP2) : each event is annotated with the latest value of
every available attribute contained in previous events of the same trace.
Formally, this is defined as: TDFP2 (⟨e1, . . . , en⟩) = ⟨f1, . . . , fn⟩ such that
∀a∈N : #a(f1) = #a(e1), and ∀1<i≤n : ei ∈ dom(#a)⇒ #a(fi) = #a(ei),
and ei /∈ dom(#a) ∧ fi−1 ∈ dom(#a)⇒ #a(fi) = #a(fi−1).

The brackets in each manipulation function contains the special attribute name
as they have been defined in [45].

A collection of traces (manipulated or not) is defined as an event log.

Definition 2.12 (Event Log). An event log L ⊆ E∗ is a finite set of traces such
that given any two traces σ1, σ2 ∈ L : ∃e : e ∈ σ1 ∧ e ∈ σ2 ⇒ σ1 = σ2.

Within an event log, each event is unique and can appear only once in one
trace. The set of all the prefixes of traces of an event log L is defined as:

PL =
⋃
σ∈L

pref ⋄(σ)

Note that for any trace σ, ⟨⟩ and σ are also considered to be a prefix of σ. The
set of all the events in an event log L is defined as:

EL =
⋃
σ∈L

{e ∈ σ}

In this thesis, an event log is assumed to contain traces related to the same
process. An event log may contain variations of the same process (i.e., process
variants).

Definition 2.13 (Process Variant (Log)). Given an event log L, a set of process
variants of L is defined as VL ⊆ P(L), such that |VL| > 1 and that for any
v1, v2 ∈ VL, v1 ⊆ v2 ⇒ v1 = v2. Each process variant v ∈ VL is simply a subset of
traces of L.

Process variants are typically constructed to group together homogeneous
behavior. A process variant refers to a variation or version of the process, hence
there has to be least another version of the process in the event log in order to
call them as process variants. In this thesis, process variants are considered as
non dominant, i.e., a variant cannot fully contain another variant. Note that
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traces in the event log are allowed to be in more than one variant. For example,
if we distribute the cases of an event log into process variants depending on
the year in which any event was executed, then cases that started in 2017 and
finished in 2018 can be related to the process variants related to both years.

2.3 Process Modeling Notations

Process models use notations to represent some process perspectives (usually,
the control-flow of the process). For process models, several notations exist in
literature. Note that these notations have several properties and characteris-
tics. The most commonly used in process mining are: Petri nets, process trees,
BPMN and transition systems. The remainder of this section briefly describes
the notations mentioned above. For a formal definition of these process mod-
eling notations, the reader is referred to [156]. Since this thesis heavily uses
transition systems, these will be formally described in Section 2.3.4.

2.3.1 Petri Nets

Petri nets are a well known process modeling language and are one of the first
to provide explicit support for concurrency. Petri nets are bipartite graphs con-
taining places, transitions, and directed arcs between them. Places can contain
tokens that can flow through transitions, and the state of all places (i.e. a mark-
ing) represents the state of the process execution.

In the context of process mining, not all types of Petri nets are used. Work-
flow nets (WF-nets) are a subset of Petri nets that is specially adapted to rep-
resent the workflow of process activities. One of the main particularities of
WF-nets are the presence of a source, i.e., a place with no incoming arcs, and a
sink, i.e., a place with no outgoing arcs. Another particularity of WF-nets is the
presence of initial and final markings which define the initial and final desired
values for all the places in the net.

WF-nets also have clear execution semantics. Because of this, they can be
mapped onto transition systems, e.g., by building a so-called reachability graph.
WF-nets are mainly used to represent the control-flow perspective of a process,
as they have difficulties capturing data and performance-related aspects. This
issue is partially addressed by Colored Petri Nets (CPN) [80] and Data Petri nets
(DPN) [156] in which tokens carry such data aspects (i.e., case level). WF-nets
can contain deadlocks (i.e., non-final markings with no outgoing transitions),
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livelocks (i.e., transitions are enabled, but it is impossible to reach the final
marking), therefore, soundness is not guaranteed.

Figure 2.1 shows a WF-net that represents the journal revision process (see
Section 1.1). This WF-net was discovered from the event log shown in Figure 1.4
using the approach introduced in [167].

Figure 2.1: Petri net (WF-net) model representing the journal revision process.

2.3.2 Process Trees

A process tree is a hierarchical tree-structured process model where the inner
nodes are operators (e.g., sequence, choice, parallel) and the leaves are activi-
ties [158]. Process trees are block-structured, and they guarantee soundness by
design (i.e., no dead-or-live locks). They also have executable semantics, and
they can be directly mapped onto workflow nets (i.e., a sub-class of Petri nets).
Therefore, they can be transitively mapped onto transition systems.

Figure 2.2 shows a process tree that represents the simplified journal revi-
sion process (see Fig. 1.4). This process tree was discovered from the event log
shown in Figure 1.4 using the approach introduced in [102].

Invite 
Reviewers +

X X X

Get Review 1 Time-out 1 Get Review 2 Time-out 2 Get Review 3 Time-out 3

Collect Reviews X

Invite Additional 
Reviewers

X

Get Review X Time-out X

Time-out X X

Accept Reject

Figure 2.2: Process tree model representing the simplified journal revision process.
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2.3.3 BPMN

The business process model and notation (BPMN) has become one of the most
common notations to model processes. BPMN has been standardized by the
OMG1 in collaboration with several BPM software vendors and has been re-
cently published by the ISO 2. In its latest version, BPMN offers a large collection
of constructs (over 50) that can be used to model specific behavioral settings.

BPMN has clear execution semantics (e.g., BPMN 2.0 can be directly ex-
ecuted in workflow engines). The mapping between Petri nets and BPMN is
not completely bidirectional, but BPMN can be mapped to transition systems
directly.

Figure 2.3 shows a BPMN model that represents the simplified journal revi-
sion process (see Fig. 1.4). This BPMN model was discovered from the event
log shown in Figure 1.4 using the approach introduced in [39].
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Figure 2.3: BPMN model representing the journal revision process.

2.3.4 Transition Systems

Transition systems are commonly used in computer science to describe the pos-
sible behavior of discrete systems. Since the execution of a process is also dis-
crete (i.e., marked by events), transition systems can be used to represent the
executions of a process. Transition systems are considered as the most basic rep-
resentation of processes. This is because of the simplicity of this notation, com-

1http://www.omg.org/spec/BPMN/
2Resolution ID: ISO/IEC 19510:2013 (https://www.iso.org/standard/62652.html)

http://www.omg.org/spec/BPMN/
https://www.iso.org/standard/62652.html
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posed of only two constructs: states and transitions between them. Therefore,
transition systems can easily represent the current state of a process execution.

Any process modeling notation with execution semantics can be mapped
onto a transition system [156]. Moreover, transition systems are not limited to
the control-flow perspective. They can be used, for example, to describe the
interaction of resources in a process, i.e., social networks.

Based on the above, transition systems are the process modeling notation
that will be used throughout this thesis.

As mentioned before, transition systems are composed of states and of tran-
sitions between them. A transition is defined by an activity being executed,
triggering the current state of the process to move from a source state to a target
state.

LetRs be the universe of all the possible state representations. For example,
in Figure 2.4, the state (i.e., <Invite Reviewers> ∈ Rs) represents that the
activity Invite Reviewers was executed.

Figure 2.4: Transition system representing the journal revision process. Transition labels
are hidden for improving readability.

Let Ra be the universe of all the possible activity representations. The activ-
ity representation of an event defines the type of activity that was executed.

This is commonly obtained from the event attributes and usually refers to
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the activity event attribute. For example, in Figure 1.4, the first event of the
first trace (i.e., article #3025) can be related to the activity Invite Reviewers

∈ Ra.
Prefixes of traces can be mapped to states and transitions using representa-

tion functions that define how these prefixes are interpreted.
The state representation function is defined as rs : E∗ → Rs. This function

relates (prefixes of) traces to states in a transition system. Given an empty
(prefix of a) trace, we denote the empty state as a special element rs(⟨⟩) = ⊥ ∈
Rs

The activity representation function is defined as ra : E → Ra. This function
relates events to activities.

When using a state representation function rs and an activity representa-
tion function ra together, (prefixes of) traces can be related to transitions in a
transition system, as the activity and the source and target states of the transi-
tion can be identified using rs and ra. The set of all possible representations of
transitions is defined as Rt ⊆ Rs × Ra × Rs. A transition t ∈ Rt is a triplet
(s1, a, s2) where s1, s2 ∈ Rs are the source and target states and a ∈ Ra is the
activity executed. Note that in this thesis only the activity event attribute is
used to determine states and transitions. However, other event attributes can
be used instead. For example, if a resource attribute is used in the state and
activity representation functions, the resulting transition system will be a social
network where states and transitions correspond to resources (e.g., employees)
that execute events.

It is important to mention that transition systems do not inherently filter
out infrequent behavior, as they represent all the behavior observed in an event
log. In fact, they often over-approximate behavior (e.g., in the case of loops).
If infrequent behavior needs to be filtered out, this must be done directly in the
event data prior to the creation of the transition system or in a post-processing
stage (see Chapter 5 for more details).

Now that we have defined the state and activity representation functions,
we proceed to define transition systems.

Definition 2.14 (Transition System). Given an event log L, a state representa-
tion function rs and an activity representation function ra, a transition system
TS (rs,ra,L) is defined as a triplet (S,A, T ) where S = {rs(σ) | σ ∈ PL} is the
set of states, A = {ra(e) | e ∈ EL} is the set of activities and T = {(s1, a, s2) ∈
S × A× S | ∃σ∈PL\{⟨⟩} : s1 = rs(pref |σ|−1(σ)) ∧ a = ra(σ(|σ|)) ∧ s2 = rs(σ)} is
the set of valid transitions between states.

Given any trace prefix σ = ⟨e⟩ (i.e., |σ| = 1), then pref |σ|−1(σ) = ⟨⟩ (see
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Section 2.2). Hence, the only transition t = (s1, a, s2) that can be defined for
σ corresponds to t = (rs(⟨⟩), ra(e), rs(e)) which is the one that goes from the
empty state rs(⟨⟩) to the state rs(e). This empty state acts as the only initial state
(i.e., the state with no incoming transitions) for the transition system, and all
the other non-empty states in the transition system are (transitively) connected
to it. However, the empty state can only be the source of a transition, but never
the target. Therefore, the empty state cannot be a final state (i.e., a state with
no outgoing transitions). In this thesis, we do not impose a single final state.
Instead, any state with no outgoing transitions can be considered as a final state.

Also note that the structure of a transition system is affected by the state and
activity representation functions used to create it.

As an example, Figure 2.4 showed the transition system that was learned
based on the event log L related to the journal revision process introduced in
Section 1.1 while using the state representation function defined as rs(σ) =
#activity(σ(|σ|)) for σ ∈ PL and the activity representation function ra(e) =
#activity(e) for e ∈ EL. Note that the special case of an empty trace is defined
as: #activity(⟨⟩) = { }. This transition system was discovered from this event
log using the approach introduced in [162]. In this transition system, (prefixes
of) traces are mapped into states and transitions as the activity name of their
last event.

Alternatively, other state and activity representation functions can be used,
which will result in structurally different transition systems. For example, Fig-
ure 2.5, shows a different representation for the same event log L. This tran-
sition system was created using the state representation function defined as

Figure 2.5: Fragment of an alternative transition system representing the journal revi-
sion process. The full transition system is not shown because of its size.
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rs(σ) = {#activity(e)|e ∈ σ}, for σ ∈ PL and the activity representation function
ra(e) = #activity(e), for e ∈ EL. In this transition system, (prefixes of) traces
are mapped into states as the set of activity names of all their events, and into
transitions as the activity name of their last event. For more information and
detailed discussions on state and event representations in transition systems,
the reader is referred to [162].

Now that the basic concepts have been introduced, we present the running
example that will be used in chapters of Parts II i.e., Chapters 3 to 6.

2.4 Running Example: Road Fines

A real-life event log is used throughout this thesis as a running example. This
event log describes the recorded execution of the road fines management process
of a local police in Italy (publicly available in [43]). It contains 561.470 events
for 150.370 road fines created between January 2000 and June 2013. Each fine
relates to four events on average.

The list of attributes contained in this event log are presented in Table 2.1.
From this list, the last three event attributes were generated using trace manip-
ulation functions (see Definition 2.11).

Table 2.1: List of attributes that can be related to events of the road fines management
process event log.

Event attribute Description

Activity The name of the task that was executed.
Timestamp The time in which the activity is executed.
Resource The id of the person that executes an activity.
Amount The total amount of the fine (can increase due to penalties).
Article The law/article that was violated.
Expense The cost of sending the fine to the offender.
Vehicle Class Car (A), truck (C) or motorbike (M).
Vehicle Type The brand and model of the car.
Points The number of points that are deducted from the offender’s license.
Payment Amount The amount of a payment to the local police.
Total Payment Amount The total amount paid to the local police.
Notification Type The recipient of the notification: offender (C) or car owner (P).
Delay Send The time since a fine is created until it is sent to the offender.
Delay Judge The time since a fine is received by the offender until an appeal to a judge is filed.
Delay Prefecture The time since a fine is received by the offender until an appeal to a prefecture is filed.
Next Activity The next task that was executed for that fine.
Duration The duration of a task.
Elapsed Time The time since the start of a fine until the task is executed.
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Table 2.2: A fragment of the road fines event log represented as a table: each row cor-
responds to an event (shown in the event id column) and each column corre-
sponds to an event attribute. Events with the same fine id correspond to the
same instance of the process. The elapsed time is measured in days.

event id fine id activity timestamp amount next activity elapsed time ...

... ... ... ... ... ... ... ...
001 A1 create fine 24-07-2006 35 send fine 0 ...
002 A1 send fine 05-12-2006 35 - 134 ...
003 A100 create fine 02-08-2006 35 send fine 0 ...
004 A100 send fine 12-12-2006 35 insert fine notif. 132 ...
005 A100 insert fine notif. 15-01-2007 35 add penalty 166 ...
006 A100 add penalty 16-03-2007 71.5 send for credit col. 227 ...
007 A100 send for credit col. 30-03-2009 71.5 - 972 ...
008 A1007 create fine 28-08-2006 21 send fine 0 ...
009 A1007 send fine 15-12-2006 21 insert fine notif. 110 ...
010 A1007 insert fine notif. 07-01-2007 21 add penalty 133 ...
011 A1007 add penalty 08-03-2007 42.5 payment 192 ...
012 A1007 payment 30-11-2007 42.5 - 460 ...
013 A10082 create fine 11-03-2007 36 payment 0 ...
014 A10082 payment 11-03-2007 36 - 0 ...
... ... ... ... ... ... ... ...

Table 2.2 shows a fragment of this event log. Note that only a few events
and attributes are shown.

The basic flow of a road fine is described as follows: The process starts when
a fine is created. After this, the local police has 90 days to send a notification to
the offender if the fine is not fully paid. After being notified, offenders have a
choice: they can pay the fine, or they can appeal to a judge/prefecture. If they
decide to pay, they have 180 days to pay the full amount of the fine, otherwise
a penalty is added. If they decide to appeal, they have 60 days to do so. If a fine
is not fully paid and an appeal is not filed, the fine is eventually sent to credit
collection and the process finishes. Note that the offender can make (partial)
payments at any time.

Given the event log shown above in Table 2.2, Figure 2.6 shows a transition
system created using the state representation function rs(σ) = #activity(σ(|σ|))
and the activity representation function ra(e) = #activity(e). In other words,
both the states and transitions consist of only the last activity that was executed.
Note that the transition system was filtered after its creation in order to obtain
a simpler representation of the process: states and transitions that occurred in
less than 5% of the traces are hidden.

Figure 2.6: Transition system illustrating the road fines management process.
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Chapter 3
Process Cubes

Classical process mining techniques focus on analyzing a process through pro-
cessing its corresponding event log as a whole. Processes inherently contain
variability (as discussed in Section 1.2) which can complicate the analysis of
such a process. In this thesis, we claim that variability can be dealt with by
splitting event data into process variants by using event dimensions in such a
way that differences (hence, the variability) between variants are exposed e.g.,
when comparing such variants using process comparison tools.

This chapter formalizes the notion of process cubes where the event data
is presented, organized and split into cells using different dimensions. These
dimensions can be given in the event data, or can be derived from them, or from
the context of the process. For example, process variant detection techniques
(see Chapter 6) can be used to find process variants and encode such variant
information explicitly in the event data as derived dimensions, which can be
used by a process cube to split the data into such variants.

A process cube can use any combination of dimensions (given or derived) to
split the data into cells, where each cell in the cube contains a set of events that
can be converted into a process variant (i.e., a set of traces) which can be used
as an input by any process mining technique such as process comparison (pre-
sented in Chapter 5) and process mining workflows (presented in Chapter 4).
The interactions between these techniques are illustrated in Figure 3.1.

The notion of a process cube is related to the well-known OLAP paradigm
providing insights into multidimensional data [81, 92]. An OLAP cube is com-
posed of facts and dimensions. Facts are numerical measures and are the object
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Figure 3.1: Overview of the scope of this chapter: a process cube takes event data as
input and splits it into process variants (cells of the cube) that can be used
directly by other process mining techniques, such as the ones proposed in
this thesis, i.e., process comparison and process mining workflows. Unused
interactions are greyed out.

of analysis (e.g., sales, costs, inventory levels). Each fact depends on a set of
dimensions, which provide the context for such fact. For example, the dimen-
sions associated with a sale amount (fact) can be the location, product name,
and the date when the sale was made. However, dimensions only determine the
“structure” of the cube. The combination of dimensions together with data can
uniquely determine facts. For example, in Table 3.1 fact “1” is fully determined
by the dimension values sale amount = 10, city = “Eindhoven”, and country

= “Netherlands”.

Dimensions can be described by a set of attributes related to each other.
For example, the location dimension may consist of two attributes: city and
country. The attributes in a dimension may be related to each other through a
hierarchy that defines the aggregation relations of attributes of the dimension.
For example, the hierarchy city → country defines that countries can aggre-
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gate cities. This defines the level of detail with which the facts are presented.
In the previous example, sales can be grouped by city (more detailed, less
aggregated) or by country (less detailed, more aggregated).

The main purpose of On-Line Analytical Processing (OLAP) is to provide an-
alytic results over large collections of facts in real-time. On the other hand, On-
line Transactional Processing (OLTP) query facts on-demand (i.e., for a given
analysis) and will most likely not produce results quickly enough. In order to
achieve a real-time response, most of the processing of the raw facts is done a
priori (i.e., when the cube is being built) and only once, through aggregation
and summarization of these facts over the available dimensions. After an OLAP
cube is built, results can be quickly retrieved by using these summarized (pre-
calculated) facts. Example 3.2 illustrates the aggregation and summarization of
facts in OLAP and how the cube can retrieve results using summarized facts.

Example 3.1 (Data Aggregation and Summarization in OLAP). Let us con-
sider a simple OLAP cube that contains sales facts and a location dimension
that defines where a sale was made.

Each fact of this cube is characterized by a measure (i.e., Sale Amount),
and the location where it happened, described by the City and Country

attributes, as shown in the following table:

Table 3.1: Facts in the Cube

Fact Id Sale Amount City Country

1 10 Eindhoven Netherlands
2 60 Eindhoven Netherlands
3 53 Amsterdam Netherlands
4 41 Madrid Spain
5 32 Sevilla Spain
6 15 Sevilla Spain
7 65 Zaragoza Spain

The location dimension is defined by the attribute hierarchy: City →
Country, which means that sales associated to cities can be aggregated to
countries.

Facts can be directly queried from the cube, as in OLTP (e.g., using
SQL). For example, if we want to obtain the total sales amount in Eind-
hoven, we can query the cube and aggregate all the facts that are related
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to the city Eindhoven (i.e., facts 1 and 2) resulting in a total value of 70.
However, in large cubes with many facts and dimensions, this type of ad-
hoc querying can become unfeasible in practice.

Before a cube is used, facts can be pre-aggregated over dimensions using
similar queries, and such pre aggregations can be re-used for many future
queries over the cube. For example, if we want to obtain the total sales
amount of Spanish cities that are not Sevilla, instead of calculating the total
sales amount of all Spanish cities except Sevilla and then adding them, we
can use the pre-aggregated value of the total sales amount of the country
Spain (i.e., 153) , and then substract the pre-aggregated total sales amount
of the city Sevilla (i.e., 47), resulting in a value of 106.

The pre-aggregation of facts in OLAP is key for its real-time response
performance. The main advantage of OLAP over OLTP is that the querying
is generally done only once for OLAP. Naturally, pre-aggregated values are
stored in data structures within the cube. The concrete data representa-
tion used for storing pre-aggregations depends on many factors (e.g., the
vendor, type of dimensions). In this example, we will use a graph repre-
sentation to illustrate data aggregation on an OLAP cube.

The graph presented in the following figure shows the pre-aggregation
of facts performed over the location dimension:

Eindhoven
(70)

Netherlands
(123)

Madrid
(41)

All sales
(276)

Amsterdam
(53)

Sevilla
(47)

Zaragoza
(65)

Spain
(153)

Figure 3.2: Illustration of OLAP aggregation and summarization of facts over a Lo-
cation dimension. Each node contains the aggregated sales of its cor-
responding city or country. For example, the city Eindhoven has a total
sales amount of 70 (i.e., facts 1 and 2).

Each node in this graph contains a single summarized value that represents
the aggregation of sale amounts for that location through an addition func-
tion, and each arc defines an aggregation direction. The bottom row of
nodes in the graph describes the aggregated sales for each City, which is
the lowest level in the hierarchy of the location dimension. Note that facts
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1 and 2 are related to the city Eindhoven. However, on the pre-aggregation
graph, only the summarized value 70 (i.e., the sum of the sale amounts of
facts 1 and 2) is stored for the city Eindhoven. Similarly, the same procedure
applies to every value combination of the location dimension (i.e., value
combinations of the attributes City and Country). For example, Spain has
a total amount of sales of 153, which comprehends facts 4, 5, 6 and 7. Let
us say that the initial state of the cube is to group all sales together (i.e., the
All sales node in the pre-aggregation graph). If the user wants to drill-down
to group facts by Country, then the cube does not query the total sales for
each country from the raw facts, but uses the summarized values shown in
Figure 3.2 to retrieve the answer for each country and/or city.

Research on OLAP is plentiful. An extensive overview of OLAP approaches
is presented in [35]. The application of OLAP on non-numerical data is increas-
ingly being explored in recent years. Temporal series, graphs, and complex
event sequences are possible applications [36,105,107].

Process cubes can be seen as an adaptation of OLAP to the use of events
instead of facts [155]. The difference between a fact being a numerical mea-
surement and an event being a more complex type of data causes two important
differences between OLAP and process cubes: Aggregability and Summarizabil-
ity.

Aggregability refers to the fact that, in OLAP, facts are numerical measures
that can be aggregated through numeric algebraic functions, e.g., sum, aver-
age. Events cannot be aggregated using numeric algebraic functions. However,
events can be (pre-)aggregated and grouped using set operations (e.g., union),
where the result of an aggregation of events is simply a set of events. Aggrega-
tion in OLAP (and process cubes) is not always possible [92]. The dimensions
used in the cube usually have to satisfy some properties such as completeness
(i.e., a fact or event has a value for all the attributes of the dimension) and
disjointness of attributes (e.g., in a location dimension, a city cannot be related
to different countries).

Summarizability in OLAP refers to the aggregation of facts for reducing a
set of (aggregated) values into a single summarized value e.g., mode, average
of values. Some authors have studied summarizability issues in OLAP [117,
120] where facts cannot always be summarized, and attempt to solve it by
introducing rules and constraints to the data model. However, process cubes
have to deal with a much more complex representation of data. Many events
cannot be reduced into a single event.

In summary, a process cube handles events like an OLAP cube would handle
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non-aggregatable facts. To illustrate this, let’s go back to Example 3.2. If each
fact in Table 3.1 is considered as an event (i.e., non-summarizable data point),
the pre-aggregation graph shown in Figure 3.2 should contain, for each node,
the set of facts that are related to it, instead of a summarized value. For exam-
ple, the node Eindhoven should only contain the facts 1 and 2 regardless of the
value of such facts.

Events in a process cube can be aggregated using set operations (e.g., set
addition) where the elements of the sets are events. For example, sales in the
city Eindhoven (i.e., facts 1 and 2 in Table 3.1) and Amsterdam (i.e., fact 3 in
Table 3.1) can be aggregated into the sales in the country Netherlands (i.e., fact
1, 2 and 3 in Table 3.1). Note that this only helps to identify which events
should be considered for any query.

Naturally, this type of non-summarized pre-aggregation has an impact on the
performance and real-time responsiveness of an OLAP cube: non-summarized
pre-aggregation will likely have a slower response time than summarized pre-
aggregation. However, in process cubes this presents a dramatic advantage over
not pre-aggregating events: after a pre-aggregated process cube is built, cube
operations do not require to retrieve events from storage in order to evaluate
and distribute them into the cells of the cube, as the relevant events for each cell
can be identified using simple set operations over pre-calculated sets of events.

The remainder of this chapter is structured as follows. Section 3.1 discusses
related approaches. Section 3.2 formally defines a process cube, its operations
and how the cells of the cube can be translated into event logs. Section 3.3 de-
scribes the implementation of the approach. Section 3.4 shows the application
of process cubes to the running example 2.4 and shows the interaction of the
process cube tool with other process mining techniques proposed in this thesis.
Note that the full application of process cubes to real case studies and the in-
sights that can be retrieved is presented in depth in Part IV. Finally, Section 3.5
concludes the chapter.

3.1 Related Work

The idea of applying OLAP techniques to event data has been recently ap-
proached by some authors.

The event cube approach described in [128] presents an exploratory view on
the applications of OLAP operations using events. The first description of a pro-
cess cube was introduced in [155]. Later, a data-warehouse-based process cube
approach was presented in [184]. The process cube notion has been proven
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useful in several case studies [5, 161, 183]. These approaches have established
a conceptual framework for process cubes, however, they still present some con-
ceptual limitations, discussed as follows.

The work presented in [155] has two main limitations. The first limitation
is related to the fact that derived attributes are created directly on the event
base (instead of on the cube structure) which may be used with many process
cube structures. This would force all the dimensions that correspond to a specific
event attribute to have exactly the same meaning and value set. For example,
it is not possible to create a derived attribute customer type in different process
cube structures according to different criteria: in one process cube structure the
VIP customers must have an income over 1000 and in the other cube structure
the income must be over 2000. This is because the derived attribute customer
type can be calculated only once and is added as an extra event attribute in the
event base. The second limitation is the lack of attributes within the dimensions
i.e., there are no attribute hierarchies or compositions, which are necessary for
aggregation. Also, there are no defined granularity levels within the dimensions,
which are necessary to perform cube operations such as roll-up and drill-down.
Note that the approach presented in [155] allow for events to be present in
multiple cells, which is not allowed in our approach in order to enable the
aggregability of cells.

The work presented in [184] (extended afterwards in [182] with improved
performance and interactivity) is tightly coupled to a data warehouse imple-
menting a snowflake schema, where the trace identifier and the activity identi-
fiers are fixed and are central to all dimensions. This means that if the analyst
wants to change the activity identifier to e.g., analyze social networks (where
the resource is the activity identifier), the whole process cube becomes useless
and has to be rebuilt again, which can take significant time and resources. Also,
traces (instead of events) are the basic elements in the cube. This means that
traces cannot be horizontally split into e.g., front-office and back-office parts of
a process.

In the remainder of this chapter, an improved formalization of the process
cube concept is presented, which addresses the limitations discussed above.

3.2 Process Cubes

A process cube is composed of two main components: A process cube structure
and a compatible event base. The process cube structure defines the dimensions
of the cube (i.e., the schema) and the event base contains the collection of
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Figure 3.3: Overview of a process cube and its components.

events (i.e., the data) that will be used to fill the cube.
Figure 3.3 shows an overview of a process cube and its components. Once

a process cube structure is defined, several process cube views can be obtained
from it using process cube operations, e.g., slice and dice (see Section 3.2.4). A
process cube view defines the visible cells of the cube. Using a compatible event
base, the cells of the cube are filled with their matching events to become a
materialized process cube view.

The remainder of this section is organized as follows. Section 3.2.1 describes
the structure of a process cube and the different views that can be obtained from
it. Section 3.2.2 describes the event base (i.e., the data source for the cube) and
the compatibility between an event base and a process cube structure. Sec-
tion 3.2.3 describes how the cells in the process cube view are filled with event
data and how the cells can be transformed into event logs. Finally, Section 3.2.4
discusses how traditional OLAP operations such as slice and dice can be applied
in process cubes.

3.2.1 Process Cube Structure

The structure of a process cube is independent of the actual data. A process cube
structure is fully characterized by a set of dimensions. Before formally defining
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what a dimension is, it is necessary to introduce the concept of directed acyclic
graphs.

Definition 3.1 (Directed Acyclic Graph). A directed acyclic graph (DAG) is a pair
(N,A) where N is a set of nodes and A ⊆ N ×N is a set of arcs connecting these
nodes, where:

• The arcs are directed: (n1, n2) ∈ A is a directed arc that starts in n1 (i.e.,
the source node) and ends in n2 (i.e., the target node).

• The graph has a topological order: A topological order of a directed graph
(N,A) is a sequence σ ∈ N∗ so that for every directed arc (σi, σj) ∈ A ⇒
i < j

Note that multiple topological orders can exist for the same DAG e.g., in the
presence of partial orders. Therefore, a DAG can often be mapped onto multiple
sequences. Also note that the graphs must be acyclic to be used as a Dimension
in order to have finite-length paths within it. Now, we can define dimensions.

Definition 3.2 (Dimension). Let N be the universe of attribute names and V the
universe of values. A dimension d = ((A,H), valueset) consists of a hierarchy
(A,H) which is a directed acyclic graph where A ⊆ N correspond to dimension
attributes and H ⊆ A× A corresponds to a set of directed edges (i.e., hierarchical
relations), and a function valueset : A→ P(V) defining the possible set of values
for each attribute. The universe of all possible dimensions is denoted as:
D ⊆

(
P(N )× P(N ×N )

)
× (N ↛ P(V))

The attributes in A in a dimension ((A,H), valueset) are unique. Note that
for a dimension d, we denote its set of attributes as Ad. The set of directed edges
H defines the hierarchy relations between the attributes of the dimension. An
edge (a1, a2) ∈ H means that attribute a1 can be rolled up (i.e., aggregated) to
attribute a2 (see Section 3.2.4 for a detailed description).

A dimension should describe events from a single perspective through any
combination of its attributes (e.g., attributes city and country can describe a
Location) where attributes describe the perspective from higher or lower lev-
els of detail (e.g., city describes a Location in a more fine-grained level than
country). However, this is not strict and users can define dimensions as they
want.

A dimension attribute a ∈ A has a valueset(a) that is the set of possible val-
ues and typically only a subset of those values are present in a concrete instance
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of the process cube. Note that valueset(a) can define an enumeration of ele-
ments (e.g., valueset(customerType) = {vip, regular} for a = customerType),
but also can define ranges e.g., valueset(age) = {i ∈ N|0 ≤ i ≤ 120} for
a = age, or valueset(temperature) = {t ∈ R| − 40 ≤ t ≤ +60} for a =
temperature. Another example: valueset(cost) = N allows for infinitely many
possible values. It is important to note that the value sets of the different at-
tributes of a dimension are not typed or predefined. For example, in a Location
dimension, it is possible to have a value Eindhoven ∈ valueset(City) with
Netherlands /∈ valuset(Country). The relations between the attribute values
are not defined here, but are taken explicitly from the event data that is used to
“materialize” the cube. Figure 3.4 shows an example of a Location dimension.
Figure 3.5 shows an example of an Organization dimension.

City

Province StateSales Zone

CountrySales Region

(a) Attribute Hierarchy

Attribute Value set

Sales Region {North Europe, Latin America, etc.}
Sales Zone {Scandinavia, Benelux, etc.}
Country {Netherlands, Chile, Singapore, USA, etc.}
Province {Noord Brabant, Andalucía , Flanders, etc.}
State {Washington, California, etc.}
City {Talca, Paris, London, etc.}

(b) Attribute Value sets

Figure 3.4: Example of a Location dimension.

Job Position

Office/BranchDepartment

(a) Attribute Hierarchy

Attribute Value set

Office {Boston, London, etc.}
Department {Marketing, Operations, National Sales, etc.}
Job Position {Programmer, Sales Executive, etc.}

(b) Attribute Value sets

Figure 3.5: Example of an Organization dimension.

Definition 3.3 (Process Cube Structure). Let D be the universe of dimensions.
A process cube structure is a set of dimensions PCS ⊆ D, where for any two
dimensions d1 = ((A1, H1), valueset1) ∈ PCS and d2 = ((A2, H2), valueset2) ∈
PCS : d1 = d2 ∨A1 ∩A2 = ∅.
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All dimensions in a process cube structure are independent from each other.
This means that they do not have any attributes in common. However, the value
sets of the attributes might have common values. We introduce the following
notation to refer to the union of all the sets of dimension attributes of the di-
mensions contained in the process cube structure PCS:

APCS =
⋃

d∈PCS

Ad

where Ad is the set of the attribute names in the dimension d.
Once a process cube structure is defined, it does not change. While applying

typical OLAP operations such as slice, dice, roll up and drill down (defined in
Sec 3.2.4) we only change the way we are visualizing the cube and its content.

A process cube structure can contain many dimensions. A dimension can
contain many attributes, and each dimension attribute can be related to many
different attribute values. However, not all dimensions, attributes and values
are always relevant. Often, the analyst wants to focus only on some dimensions,
and on specific parts of them. For example, the analyst might want to focus only
on the location dimension (shown in Figure 3.4), and might want to focus on
analyzing different cities. In such case, only the location dimension is visible i.e.,
it will be used to define the visible part of the cube (see Definition 3.6). Given
a process cube structure PCS, we define the subset of visible dimensions to be
visualized in the cube as Dvis ⊆ PCS. Although the term cube suggests a three
dimensional object, a process cube can have any number of visible dimensions.

Given a set of visible dimensions Dvis, for every visible dimension d =
((Ad, Hd), valuesetd) ∈ Dvis, we must choose the attribute a ∈ Ad that defines
the granularity (i.e., level of detail) of the dimension. For example, in the loca-
tion dimension shown in Figure 3.4, the highest level of granularity corresponds
to the city attribute (i.e., the most detailed) and the lowest level of granularity
corresponds to both country and sales region (i.e., the least detailed). Note
that the highest or lowest granularities of a dimension are determined by the
attribute hierarchy H (see Figure 3.4.a).

Definition 3.4 (Granularity of Visible Dimensions). Given a process cube struc-
ture PCS and a set of visible dimensions Dvis ⊆ PCS, the granularity of the
visible dimensions is defined through a function that maps visible dimensions to
attributes of such dimensions, and is defined as: gran : Dvis → APCS , such that
for any d ∈ Dvis : gran(d) ∈ Ad.

These granularities are also used for defining the visible part of the cube (see
Definition 3.6). For example, the location dimension shown in Figure 3.4 can
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be aggregated by country, province, city, etc. For example, if the country is
selected as the granularity of the location dimension, then the cells in the cube
will relate to different countries. Alternatively, if the city is selected as the
granularity, then the cells in the cube will relate to different cities.

Let us say that now the analyst wants to only focus on cities within the
province of Noord Brabant. This means that, within the location dimension
(shown in Figure 3.4), the only value that should be considered for the attribute
province is “Noord Brabant”. This means that only events that happened in the
province of Noord Brabant should be selected.

Definition 3.5 (Selection of Dimension Attribute Values). Given a process cube
structure PCS, the selection of dimension attribute values is performed using the
function:
sel : APCS → P

(⋃
a∈APCS

valueset(a)
)

such that for any dimension d ∈ PCS :
a ∈ Ad ⇒ sel(a) ⊆ valueset(a).

Note that only values that exist in the valueset of a dimension attribute can
be selected. Also note that the sel function can be applied to any attribute
of any dimension in the cube structure, regardless of whether the dimension
is visible or not. The sel function does not depend on the visible dimensions
or the granularities defined for them: it can be used to select values of any
attribute in any dimension of the cube. For example, in the dimension location
in Figure 3.4, one could select the province of Noord Brabant, and in a invisible
time dimension, one could select the year = 2018 to select only the events that
occurred in 2018 in the province of Noord Brabant. One can even select values
for different attributes of the same dimension. In our approach, we made this
selection as flexible as possible, so it is up to the user to check if the selection
is done properly. Note that if this selection is done incorrectly, it might lead to
empty results. For example, in the dimension Location in Figure 3.4, one could
select the city = Eindhoven and the country = Spain and this would produce
empty results since no event can have both values.

These selections, in combination with the granularity levels discussed above,
can define the visible part of the process cube structure. For example, if we have
a cube with Dvis = {location}, where gran(location) = city and sel(province) =
{Noord Brabant}, the cells of the resulting process cube view will correspond to
different cities within the province of Noord Brabant.

A process cube view defines the visible part of the process cube structure.

Definition 3.6 (Process Cube View). Let PCS be a process cube structure, Dvis ⊆
PCS be the set of visible dimensions, sel be a selection function (see Definition 3.5)
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Figure 3.6: Example of different process cube views (PCV) obtained from the same process
cube structure.

and gran be a granularity function (see Definition 3.4). A process cube view is
simply a triplet PCV = (Dvis, sel, gran).

Many different process cube views can be obtained from the same process
cube structure. For example, Figure 3.6 shows two process cube views obtained
from the same process cube structure. The cells of the process cube view 1 are
defined by the Location, Time, and Customer dimensions. The cells of the process
cube view 2 are defined by the Resource, Customer, and Time dimensions. Note
that the granularity level of the Time dimension in the process cube view 1 is
set to year, and in the process cube view 2 is set to month.

Definition 3.7 (Cell Set). Let PCS be a process cube structure and PCV =
(Dvis, sel, gran) be a view over PCS. CSPCV is the cell set of PCV , and is
defined as the set of mappings:
CSPCV =

{
f : {gran(d)|d ∈ Dvis} → V

∣∣∣∀d∈Dvis : f
(
gran(d)

)
∈ sel

(
gran(d)

)}
Each mapping in the cell set CS defines a visible cell of the process cube view.

For example, the process cube view 1 shown in Figure 3.6 with visible dimen-
sions Location, Customer and Time with their granularity set to: gran(Location)=
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City, gran(Customer)= Type and gran(Time)= Year and the selected values of
those attributes are set to: sel(City) = {Amsterdam, Paris, Madrid}, sel(Type) =
{Gold, Silver} and sel(Year) = {2017,2018} has a cell set with the following 12
mappings (i.e., cells):{

{(City, Amsterdam), (Year, 2017), (Type, Gold)},

{(City, Amsterdam), (Year, 2017), (Type, Silver)},
{(City, Amsterdam), (Year, 2018), (Type, Gold)},
{(City, Amsterdam), (Year, 2018), (Type, Silver)},
{(City, Paris), (Year, 2017), (Type, Gold)},
{(City, Paris), (Year, 2017), (Type, Silver)},
{(City, Paris), (Year, 2018), (Type, Gold)},
{(City, Paris), (Year, 2018), (Type, Silver)},
{(City, Madrid), (Year, 2017), (Type, Gold)},
{(City, Madrid), (Year, 2017), (Type, Silver)},
{(City, Madrid), (Year, 2018), (Type, Gold)},

{(City, Madrid), (Year, 2018), (Type, Silver)}
}

3.2.2 Event Base as a Data Source for the Cube

The starting point for most process mining techniques is an event log. These
logs are created having a particular process and a set of questions in mind. The
difference between an event log and a simple set of events is that in the first,
events are organized in traces (using an attribute as trace id) and are related to
an activity or class (using an attribute as activity id). The relations and ordering
between events are subject to the attributes that are used as trace id and activity
id. For example, events that are in the same trace under a given trace id may not
be in the same trace if another attribute is used as trace id. An event collection is
a set of events that have certain attributes, but no defined notion of traces and
activities.

An event base is a large collection of events not tailored towards a particular
process or predefined set of questions. An event base can be seen as an all-
encompassing event log or the union of a collection of related event logs. The
events in the event base are used to populate the cube.

Definition 3.8 (Event Base). An event base is a triplet EB = (E,P,#) where
E ⊆ E is a set of events, P ⊆ N is a set of event attributes, and # : P → (E ↛ V)
is a function that relates attributes to values for given events (see Definition 2.9).
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Any event log L with a set of attributes P and a function # as described
above, can be trivially converted to the event base EBL = (EL, P,#) where
EL =

⋃
σ∈L{e ∈ σ}.

A process cube structure PCS and an event base EB are independent ele-
ments, where the PCS is the structure and the EB is the content of the cube.
To make sure that they can be used together, they need to be related through a
mapping function and then we check whether they are compatible.

Definition 3.9 (Mapper). A mapper is a triplet M = (PCS,EB,R) where PCS
is a process cube structure, EB = (E,P,#) is an event base and R is a function
defined as R : APCS → (P(P )× (E ↛ V)).

For any dimension attribute a ∈ APCS , R(a) is defined as the pair (Pa, ga)
where ga : E ↛ V is a dimension attribute value calculation function that, for a
given dimension attribute a, maps events to values by using the values of a defined
set of event attributes Pa ⊆ P , such that:

1. ga only depends on the attributes in Pa:

∀e1,e2∈E :
((
∀p∈Pa

: #p(e1) = #p(e2)
)
⇒ ga(e1) = ga(e2)

)
2. ga is undefined for an event if one of the considered attributes of that event

is undefined:

∀e∈E :
(
∃p∈Pa

:
(
#p(e) = ⊥

)
⇒

(
ga(e) = ⊥

))
Note that each dimension attribute is related to one set of event attributes

which is used to calculate the value of the dimension attribute for any event in
the event base through a specific calculation function. For example, in a Cus-
tomer dimension, we can calculate an age dimension attribute using the event
attributes time and birthday by defining:

R(age) =
(
{time, birthday}, gage

)
such that gage : E ↛ V with gage(e) = #time(e) − #birthday(e) for any e ∈ E.
As another example, in a Time dimension, a dimension attribute day type (e.g.,
weekday, weekend) can be calculated using the event attributes {day,month,year}
according to some specific calendar rules.

A set of event attributes can be used by more than one dimension attribute
producing different results if the calculation function is different. For example,
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in sales one could use the set of event attributes {purchase amount, purchase
num} to classify customers into a dimension attribute customer type = {Gold,
Silver} (i.e., if purchase amount > 50 and purchase num >10, then customer type
= Silver) and at the same time to detect fraud into a dimension attribute fraud
risk = {High,Low} (i.e., if purchase amount > 100000 and purchase num = 1,
then fraud risk = High).

Given a mapper M = (PCS,EB,R) we say that PCS and EB are compat-
ible through R, making all the possible views of PCS also compatible with the
EB.

3.2.3 Materializing a Process Cube View

Once we selected a part of the cube structure through a process cube view, and
there is a cell set defined as the visible part of the cube (see Definition 3.7), now
we have to add content to those cells. In other words, we have to add events to
these cells so they can be used by process mining algorithms.

Definition 3.10 (Materialized Process Cube View). Let M = (PCS,EB,R) be
a mapper with PCS being a process cube structure, EB = (E,P, π) being an
event base, and R being a mapping function such that for any a ∈ APCS , R(a) =
(Pa, ga). Let PCV = (Dvis, sel, gran) be a view over PCS with a cell set CSPCV .
The materialized process cube view for PCV and EB is a defined as a function
MPCVPCV,EB : CSPCV → P(E) that relates mappings in the cell set (i.e., cells)
to sets of events, so that ∀c∈CSPCV

: MPCVPCV,EB(c) ={
e ∈ E|

(
∀a∈APCS

: ga(e) ∈ sel(a)
)
∧
(
∀d∈Dvis : c(gran(d)) = ggran(d)(e)

)}
Figure 3.3 shows an example of a materialized process cube view. Each of the
selected dimensions conform the cell distribution of the cube, and the events in
the event base are mapped to these cells.

For example, for a mapping (i.e., cell) c = {(year,2017),(city,Amsterdam)}
one could relate all events in the event base that have both attribute values to
that cell, as long as their attribute values are part of the sel function defined by
the process cube view.

Note that MPCVPCV,EB(c) only yields a set of events as a result. However,
most process mining techniques rely on event logs where events are grouped in
traces. Therefore, we need to be able to transform this set of events so that for
any given cell in the cube, we can obtain an event log from it.

In order to do this, the first step is to group events by their “case id” attribute.
Given any mapping c ∈ CSPCV , a related set of events MPCVPCV,EB(c) and
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an attribute a ∈ APCS selected as “case id”, for any “case id” value v ∈ sel(a)
we denote the set of events that have such an attribute value as:

Ev = {e ∈MPCVPCV,EB(c)|#a(e) = v}

Each of these sets contains all the events in the cell that have the same value for
a given “case id” attribute.

Now, we have to transform sets of events into traces. Given a pair (E,≺),
where E is a set of events and≺ is a total order on events, we define the function
seq : P(E)→ E∗ that maps sets of events to sequences, defined as:

seq(E) = σ such that E = {e ∈ σ} ∧ ∀1≤i<j≤|σ| : σ(i) ≺ σ(j)

Note that σ contains all the events in E. By using the elements described above,
we can transform a set of events related to a cell into an event log. Given any
mapping c ∈ CSPCV , a related set of events MPCVPCV,EB(c) and an attribute
a ∈ APCS selected as “case id”, c can be mapped to the event log Lc defined as:

Lc =
⋃

v∈sel(a)

{seq(Ev)}

Note that this approach allows for any attribute a ∈ APCS to be used as the
“case id” for grouping events into traces. For example, in hospital setting, a =
“Patient ID” can be used to group events by patient, while a = “Doctor ID” can
be used to group events by the treating doctor. This allows for analyzing event
data from different points of view.

Given the above definitions, we can specify the operations that can be done
over a process cube view in order to perform multidimensional exploration of
event data.

3.2.4 Process Cube Operations

In this section, we adapted the classical OLAP operations to the context of pro-
cess cubes (i.e., to work with events instead of numerical facts). The slice opera-
tion produces a new cube by allowing the analyst to filter (pick) specific values
for attributes within a cube dimension d, while removing d from the visible part
of the cube.

The dice operation produces a sub-cube by allowing the analyst to filter
(pick) specific values for one of the dimensions. No dimensions are removed in
this case, but only the selected values are considered. Figure 3.7 illustrates the
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notions of slicing and dicing. For both operations, the same filtering is applied.
In the case of the slice operation, the Time dimension is no longer visible, but
after a dice operation one could still use that dimension for further operations
(e.g., drilling down to month) keeping the same dimensions visible.

The roll up and drill down operations do not remove any dimensions or fil-
ter any values, but only change the level of granularity of a specific dimension.
Figure 3.8 illustrates the concept of drilling down and rolling up. These opera-
tions are intended to show the same data with more or less detail (granularity).
However, this is not guaranteed as it depends on the dimension definition.

Definition 3.11 (Slice). Let PCS be a process cube structure and let PCV =
(Dvis, sel, gran) be a view of PCS. We define slice for a dimension d = ((Ad, Hd),
valuesetd) ∈ Dvis and a filtering function fild : Ad → P(V) where for any a ∈
Ad, fild(a) ⊆ valuesetd(a), as: sliced,fild(PCV ) = (D′

vis, sel
′, gran′), where:

• D′
vis = Dvis \ {d} is the new set of visible dimensions, and

• sel′ : APCS → P(V) is the new selection function, where:

for any a ∈ Ad, sel
′(a) = fild(a), and

for any a ∈ APCS \Ad, sel
′(a) = sel(a).

• gran′ : D′
vis →

⋃
d∈D′

vis
Ad is the new granularity function, where:

for any d′ ∈ D′
vis, gran

′(d′) = gran(d′)

The slice operation produces a new process cube view (D′
vis, sel

′, gran′).
Note that in the new process cube view, d is no longer a visible dimension, i.e.,
d ̸∈ D′

vis, but it can be used for filtering. The new sel′ function will still be
valid as a value set selection function for filtering even when the corresponding
dimension is no longer visible. For any attribute a ∈ Ad, the new selection
function takes the values given by the filtering function. For any attribute a ∈
APCS \Ad the new selection function is not reset to the valueset of a but keeps
the existing selected values (e.g., filtered values from previous slices). This
allows to filter values using many attributes simultaneously (even from the same
dimension) regardless of the dimensions being sliced. Also, note that the new
gran′ function yields the same values as gran for all the dimensions in D′

vis, but
is undefined for d i.e., d /∈ dom(gran′).

For example, for sales data one could slice the cube for a dimension Location
for City Eindhoven, the Location dimension is removed from the cube and only
sales of the stores in Eindhoven are considered. One could also do more complex
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Figure 3.7: Example of a process cube view being similarly sliced and diced, resulting in
different process cube views.
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slicing. For example, for a dimension Time, one could slice that dimension and
select years 2013 and 2014 and months January and February, then the time
dimension is removed from the cube and only sales in January or February of
years 2013 or 2014 are considered.

Definition 3.12 (Dice). Let PCS be a process cube structure and let PCV =
(Dvis, sel, gran) be a view of PCS. We define dice for a dimension d = ((Ad, Hd),
valuesetd) ∈ Dvis and a filtering function fild : Ad → P(V) where for any
a ∈ Ad, fild(a) ⊆ valuesetd(a), as: diced,fild(PCV ) = (Dvis, sel

′, gran), where:

• sel′ : APCS → P(V) is the new selection function, where:

for any a ∈ Ad, sel
′(a) = fild(a), and

for any a ∈ APCS \Ad, sel
′(a) = sel(a).

The dice operation is very similar to the slice operation defined previously,
where the only difference is that in dice the dimension is not removed from
Dvis, hence the gran function remains unaffected.

The visible dimensions and their granularities define the visible cells in a
process cube. We need to be able to change such granularities in order to make
new process cube views.

Definition 3.13 (Change Granularity). Let PCS be a process cube structure and
PCV = (Dvis, sel, gran) a view of PCS. We define a change of granularity
(chgr) for a dimension d = ((Ad, Hd), valuesetd) ∈ Dvis and an attribute a ∈ Ad

as: chgrd,a(PCV ) = (Dvis, sel, gran
′), where gran′(d) = a, and for any d′ ∈

Dvis \ {d}, gran′(d′) = gran(d′).

This operation produces a new process cube view and allows us to set any
attribute of the dimension d as the new granularity for that dimension, leaving
any other dimension untouched. Note that Dvis and sel always remain unaf-
fected when changing granularity. Typical OLAP cubes allow the user to “nav-
igate" through the cube using roll up and drill down operations, changing the
granularity in a guided way through the hierarchy of the dimension. The hierar-
chy of a dimension defines the granularity relations between its attributes. For
example, in Figure 3.8 a Location dimension (see Figure 3.4) in a cube is rolled
up from a city attribute to a country attribute. This allows us to view events
from a more coarse-grained viewpoint (i.e., split events by country instead of by
city).

Now we define the roll up and drill down operation using the previously
defined chgr function.
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Definition 3.14 (Roll up & Drill down). Let PCS be a process cube structure,
PCV = (Dvis, sel, gran) a view of PCS and d = ((Ad, Hd), valuesetd) ∈ Dvis a
visible dimension in PCV . We can roll up the dimension d if ∃a∈Ad

, (gran(d), a) ∈
H. The result is a more coarse-grained cube: rollupd,a(PCV ) = chgrd,a(PCV ).
We can drill down the dimension d if ∃a∈Ad

, (a, gran(d)) ∈ H. The result is a
more fine-grained cube: drilldownd,a(PCV ) = chgrd,a(PCV ).

If there is more than one attribute a that the dimension could be rolled up
or drilled down to, then any of those attributes can be a valid target, but we
can pick only one each time. For example, in the dimension Location described
in Fig 3.4, we could roll up the dimension from City to Province, State or Sales
Zone.

3.3 Implementation

The approach presented in this chapter has been implemented as a stand-alone
tool called Process Mining Cube (PMC) and it is freely available at https://

abolt.github.io/ProcessMiningCube/. The tool provides support for design-
ing and storing a process cube structure and its dimensions through a wizard.
A process cube structure can be saved for later use, and the same process cube
structure can be used with many event bases, as long as they are compatible.

PMC allows the user to distribute events into the cells of the cube, defined
by the selected dimensions and value sets. Each cell is represented by a so-
called metric (e.g., number of events in the cell) and the events in a cell can be
converted into an event log. Such event logs can be visualized using standard
state-of-the-art process discovery and log visualization techniques, as shown in
Figure 3.9. Alternatively, these event logs can be compared using process com-
parison techniques, and also can be used as input for process mining workflows.

Given the large collections of events that are available nowadays, PMC uses
an embedded SQLite database to store the event base (see Section 3.2.2) on
disk.1 In this internal database, we use dynamic SQL indexing to speed-up the
retrieval of events based on attribute values.

All of the interactive and visual components of PMC (e.g., the cell visualizer,
wizards) were built using JavaFX8, hence Java 8 is required to run the tool.2

1SQLite website: https://sqlite.org/
2JavaFX8 can be found here: http://www.oracle.com/technetwork/java/javase/

overview/javafx-overview-2158620.html

https://abolt.github.io/ProcessMiningCube/
https://abolt.github.io/ProcessMiningCube/
https://sqlite.org/
http://www.oracle.com/technetwork/java/javase/overview/javafx-overview-2158620.html
http://www.oracle.com/technetwork/java/javase/overview/javafx-overview-2158620.html
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The cells of a process cube contain sets of events that can be trivially trans-
formed into an event log. Such event logs can be utilized by existing tools
and techniques. PMC has been integrated with two external tools: ProM and
RapidProM.

The integration with ProM provides a wide variety of state-of-the-art process
mining techniques. PMC launches a lightweight (i.e., without user interface)
instance of ProM in the background, which handles the execution of process
mining plugins.

The integration with the analytic workflows tool RapidMiner (see Chap-
ter 4) through the RapidProM extension allows PMC to use the contents of any
cell(s) of the cube as input to run analytic workflows (with or without process
mining components). Therefore, any process mining technique that is incorpo-
rated in RapidProM can also be used by PMC. Similarly to the ProM integration,
PMC launches a UI-less lightweight instance of RapidProM in the background.
PMC allows to select which workflow should be executed using the event data,
but does not support the design of such workflow. The design of the workflow
should be done a-priori using the RapidMiner tool. Table 3.2 lists the inte-
gration of PMC with these external tools. Note that the last two integrations

Table 3.2: Tool integration with PMC.

Tool Description

Log Explorer Log visualizer plugin of ProM
Dotted Chart Log visualizer/scatterplot plugin of ProM
Inductive Miner [102] Process discovery plugin of ProM
Fuzzy Miner [64] Process discovery plugin of ProM
Alignment-based Confor-
mance checker [157]

Conformance checking plugin of ProM

Process Comparator Process comparison tool of ProM (see Chap-
ter 5)

RapidProM Process mining workflow tool of Rapid-
Miner (see Chapter 4)

correspond to contributions introduced in this thesis.
The process cubes created with PMC can also be exported and imported

later. This is especially useful in situations where the cube has several complex
dimensions.

The remainder of this section illustrates all the previously described features
as a demonstration using real event data.
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3.4 Applications

This section describes the usage of our tool and its interaction with other pro-
cess mining techniques (e.g., process comparison, process mining workflows)
through two step-by-step applications of PMC using the event data from the
running example (see Section 2.4) related to a road fines management process.

3.4.1 Creating a Process Cube

This section describes how to create a process cube from scratch in PMC.
The first step in order to create a process cube in PMC is to import event

data). PMC allows the import of event data in different formats (e.g., XES [1],
CSV). When the event data is loaded, PMC automatically detects attribute types
and value sets (see Figure 3.10). These can be modified by the user. After

Figure 3.10: Importing event data into PMC.
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this step, the user is prompted to create the dimensions of the cube, based on
the event attributes obtained from the previous step, although, these can be
modified. For each dimension, the user can specify the attributes that compose
it by simply dragging them from the list of unused attributes and dropping
them at the right dimension (see Figure 3.11). Note that PMC handles time in

Figure 3.11: Defining dimensions of the cube and their attributes.

a specific manner. Given a timestamp event attribute, PMC builds a standard
time dimension from it, including dimension attributes such as year, month,
day, quartile, etc.

In a process cube with many dimensions, this can be an exhausting task,
hence we provide a quick-setup option that creates a different dimension for
each event attribute (each dimension contains only such attribute). After this
step, PMC presents an overview summary of the cube, and the user gets to select
a name and location to store the cube. Finally, the cube is stored in disk and it
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is loaded into PMC and is now available for usage. Alternatively, the user can
save the cube or load previously saved cubes.

3.4.2 Using a Process Cube

After opening PMC, and either loading or creating a process cube, the tool shows
a list of the available cubes (see Figure 3.12). Once the user has selected a

Figure 3.12: List of available process cubes in PMC.

process cube, the process cube explorer is shown as illustrated in Figure 3.13.
The user interface of the process cube explorer is divided into two main parts:

Figure 3.13: User interface of the Process Cube Explorer.

the process cube view settings and the materialized cube cells.
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(a) Filter configuration in PMC (e.g., for slic-
ing).

(b) Defining a Log structure for the events in
the selected cell(s).

Figure 3.14: Configuration popups in PMC.

The first part (i.e., process cube view settings) defines the visible part of the
cube as discussed in Section 3.2.1 and is divided into 4 elements.

The available dimensions panel (i.e., element (1) in Figure 3.13) represents
the process cube structure (i.e., the available dimensions of the cube and their
attributes), also as discussed in Section 3.2.1.

The available dimension attributes can be used to define the rows or columns
of the cube, by dragging them into the corresponding list (i.e., elements (2)
or (3) in Figure 3.13). The result of this is that the cube is diced over the
dimension that contains such attribute, and the granularity of the dimension is
set to such attribute. For example, in Figure 3.13, we diced the cube over the
Time dimension (where the granularity is set to Year) which is represented in
the resulting rows of the cube. Additionally, we diced the cube over the Vehicle
dimension (where the granularity is set to Vehicle Class) which is represented
in the resulting columns of the cube.

One can also slice dimensions in PMC. This is done by dragging dimension
attributes into the filter list (i.e., element (4) in Figure 3.13). The result of this
is that the cube is sliced over the dimension that contains such attribute. This
means that the sliced dimension will not be used to define the cells of the cube,
but will be used to determine which events will be used by the cube. PMC
allows the user to modify the selection of values for the sliced dimensions by
simply double clicking them, as illustrated in Figure 3.14a. A customized popup
will emerge and the user can select the values that he/she wants to keep. This



74 Process Cubes

is useful in scenarios where the events have to be filtered. For example, in
Figure 3.13 and Figure 3.14a, we sliced the cube over the Amount dimension,
keeping only the events with an amount equal or lower than 1000 euros.

The second part of the user interface (i.e., element (6) in Figure 3.13) corre-
sponds to the resulting cells of the cube, filled with events from the event base
(see Section 3.2.3).

A cell in a process cube is related to a set of events. In PMC, cells are also
related to numerical metrics that can provide insights about their underlying
set of events. Examples of such metrics are the number of events in the cell,
the number of cases in the cell (after the set of events is transformed into an
event log), the average size of cases in the cell, the average duration of cases
in the cell, etc. All the metrics mentioned above are implemented in PMC, and
can be configured by the user in the table settings panel (i.e., element (5) in
Figure 3.13).

Once a materialized process cube view is produced (see Section 3.2.3) the
contents of the materialized cells can be used by many process mining tech-
niques. Often, process mining techniques require an event log as input, and
since PMC produces sets of events as the output of each cell, such sets need to
be converted into an event log in order to be used by external process mining
techniques. In PMC this is done through a popup that appears as illustrated in
Figure 3.14b when such conversion is needed.

3.4.3 Interaction with other Process Mining Techniques

After the contents of the selected cells have been converted to event logs, they
can be used by many process mining plugins connected to PMC through its in-
tegration with ProM and RapidProM. For example, Figure 3.15 shows a selected
cell transformed into an event log and visualized using the Log Explorer.

Figure 3.16 shows a selected cell transformed into an event log and then
a Petri net is discovered from it using the “infrequent” version of the Inductive
Miner [102] with a noise threshold of 0.2 (i.e., the default parameters).

Cells can be checked for conformance, as shown in Figure 3.17. A group of
cells is selected, and their corresponding event logs can be merged into a single
event log that is used for discovering a process model. This process model is
then checked for conformance with respect to the event log used to discover it.

Event logs related to different cells can also be compared against each other.
Figure 3.18 shows the results of such comparison using the process comparison
tool (described in detail in Chapter 5).
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Figure 3.15: The events in the selected cells can be visualized with the Log Visualizer
plugin from ProM.

Figure 3.16: A process model can be discovered from the events in the selected cells.

Cells can also be used as input for process mining workflows. This is ex-
plained in more detail in Chapter 4. Figure 3.19 shows how a process mining
workflow (described in Chapter 4) can be executed once for each cell, or only
once for all the cells combined. The first time that a workflow is executed, PMC
will request for the installation folder of RapidMiner, as this is necessary to boot
RapidMiner in the background. After this, the workflow file is requested, and is
later executed for the selected cells.
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Figure 3.17: Event logs related to selected cells can be checked for conformance with
respect to the process model discovered from the combined event logs of
such selected cells.

Figure 3.18: Event logs related to different cells can be compared using the Process Com-
parator plugin of ProM.

Going back to Figure 3.13, a quick glance at this set of cells shows that
most of the fines are related to cars (A), and that the fines related to trucks (C)
have decreased significantly over the years. Note that the numbers on the cells
indicate the number of events in it. Also note that the fines related to trailers
(R) only occurred between the years 2000 and 2004.

In Figure 3.20, the Inductive Miner [102] was used to discover a model from
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Figure 3.19: Process mining workflows can be executed using the events contained in
the selected cell(s) as input.

each of two selected cells i.e., events that happened in the year 2011 related to
trucks (C) and motorbikes (M) (i.e., cells C13 and D13 in Figure 3.13 respec-
tively). Note that the process models discovered from these two cells certainly

Figure 3.20: Process models discovered from events related to fines involving trucks (up)
and motorcycles (down) in the year 2011.
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have some differences. In a similar way, many other process mining techniques
can be used instead.

In Figure 3.21, the same cube was now sliced over the elapsed time of events:
all events that have an elapsed time within the trace of a week or more are
removed. We do this by simply adding the elapsed time attribute to the filters
list, and then selecting the value range that we want to keep. In other words,

Figure 3.21: Materialized Process Cube view obtained by dicing the Time and Vehicle
Class dimensions, and removing all events that happened a week after the
start of each case. The number in each cell represents the average case size
in terms of the number of events.

the cube view shows only the events that happened in the first week of a case
since it started. The rows and columns are the same as before, but the number
in each cell now represents the average size of the cases (in terms of number
of events) after the events are filtered. Note that for trucks (C) initially in the
early 2000’s four events occurred in the first week of each case (in average). By
the end of 2013 this was reduced to half. This suggests that at least in the first
week, the process is getting slower, as in the last year only two events could be
executed in the first week of each fine.
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3.5 Conclusions

As process mining techniques are maturing and more event data becomes avail-
able, we no longer want to restrict analysis to a single all-in-one process. We
would like to analyze and compare different variants (behaviors) of the pro-
cess from different perspectives. Organizations are interested in comparative
process mining to see how processes can be improved by understanding differ-
ences between groups of cases, departments, etc. We propose to use process
cubes as a way to organize, split, and explore event data in a multi-dimensional
data structure tailored towards process mining by splitting such event data us-
ing different data dimensions (i.e., given in the event data or derived from it)
into process variants in a way that can help exposing differences between such
variants, e.g., by using process comparison techniques.

This chapter extends the formalization of process cubes proposed in [155],
providing a working implementation with an adequate performance needed to
conduct multidimensional analysis using large event sets. The new framework
gives end users the opportunity to analyze, explore and compare processes in-
teractively on the basis of a multidimensional view on event data. We imple-
mented the ideas proposed in this chapter in our PMC tool, and we encourage
the process mining community to use it. There is a huge interest in tools sup-
porting process cubes and the practical relevance is obvious.





Chapter 4
Process Mining Workflows

Scientific Workflow Management (SWFM) systems help users to design, com-
pose, execute, archive, and share workflows that represent some type of analy-
sis or experiment. Scientific workflows are often represented as directed graphs
where the nodes represent “work” and the edges represent paths along which
data and results can flow between nodes. Next to “classical” SWFM systems such
as Taverna [71] and Kepler [108], one can also see the uptake of integrated en-
vironments for data mining, predictive analytics, business analytics, machine
learning, text mining, reporting, etc. Notable examples are RapidMiner [66]
and KNIME [9]. These can be viewed as SWFM systems tailored towards the
needs of data scientists.

In process mining, typically many analysis steps need to be chained together
i.e., a process mining workflows. Existing process mining tools do not support
such analysis workflows. As a result, analysis may be tedious and it is easy to
make errors. Repeatability and provenance are jeopardized by manually exe-
cuting more involved process mining workflows.

A process mining workflow is basically composed of building blocks (i.e.,
analysis steps) that are chained together so that the output produced by the
building blocks can be used as input by other building blocks. The approach
presented in this chapter has been implemented based on building blocks ob-
tained from the process mining framework ProM and the workflow and data
mining capabilities of RapidMiner. The resulting tool is called RapidProM which
explicitly supports process mining workflows. Overall, RapidProM offers a com-
prehensive support for any type of analysis involving event data and processes.
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Figure 4.1 illustrates the integration between process cubes and process min-
ing workflows. A process mining workflow tool (i.e., RapidProM) may take
event data from different sources (e.g., event logs, cells of a process cube defined
in Chapter 3, databases, smart devices) as input for executing process mining
workflows and can produce both process-mining and non-process-mining re-
sults e.g., process models, filtered event logs, reports, charts, etc.
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Figure 4.1: Overview of the scope of this chapter: a process mining workflow takes event
data as input (either directly from event logs, or from the cells of a process
cube) and executes process mining and non-process mining analysis steps
in a designed workflow in order to produce results such as process models,
reports, etc.

Since RapidProM is a part (i.e., an extension) of the RapidMiner suite, the
process mining building blocks provided by RapidProM can be integrated and
combined with pre-existing non-process-specific data mining building blocks re-
lated to data cleansing, filtering, preprocessing steps, and many others, and can
leverage on the functionalities that analytic workflow tools can provide. More-
over, established data mining analysis (e.g., filtering, clustering and classifica-
tion) can also be incorporated in such workflows in order to combine process
mining with other types of analysis (see Challenge “Combining Process Mining
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With Other Types of Analysis” in [152]).
This chapter is structured as follows. Section 4.1 discusses related work and

positions our contribution. Section 4.2 describes the types of building blocks
that are commonly used to construct a process mining workflow. Section 4.3
describes RapidProM, a tool supporting scientific workflows for process mining.
Section 4.4 describes the application of process mining workflows in many use
cases in process mining where the use of process mining workflows is crucial.
It also discusses the interaction of process mining workflows with the process
cubes presented in Chapter 3. Finally, Section 4.5 concludes the chapter.

4.1 Related Work

Conventional Business Process Management (BPM) [50] and Workflow Man-
agement (WfM) [104,165] approaches and tools are mostly model-driven with
little consideration for event data analysis. They are simply not designed for
handling scientific workflows. On the other hand, Data Mining (DM) [65], Busi-
ness Intelligence (BI), and Machine Learning (ML) [118] focus on data without
considering end-to-end process models.

This chapter takes a different perspective on the gap between data analytics
and BPM/WfM. We propose to use workflow technology for process mining
rather than the other way around, namely, applying process mining to provide
insights and, hence, advantages for workflow technologies. To this end, we
focus on particular kinds of scientific workflows composed of process mining
operators.

Differences between scientific and business workflows have been discussed
in literature [7]. Despite unification attempts (e.g., [141]) both domains have
remained quite disparate due to differences in functional requirements, selected
priorities, and disjoint communities.

Naturally, the work reported in this chapter is closer to scientific workflows
than business workflows (i.e., traditional BPM/WFM from the business do-
main). Numerous Scientific Workflow Management (SWFM) systems have been
developed. Examples include Taverna [71], Kepler [108], Galaxy [60], Clowd-
Flows [96], jABC [142], Vistrails, Pegasus, Swift, e-BioFlow, VIEW, and many
others. Some of the SWFM systems (e.g., Kepler and Galaxy) also provide repos-
itories of models. The website myExperiment.org lists over 3500 workflows
shared by its members [59]. The diversity of the different approaches illus-
trates that the field is evolving in many different ways. We refer to [147] for an
extensive introduction to SWFM. Most of the scientific workflow management

myExperiment.org
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systems (with the exception of the RapidProM extension of the analytic work-
flow suite RapidMiner) do not support process mining. Yet, process models and
event logs are very different from the artifacts typically considered.

An approach to mine process models for scientific workflows (including data
and control dependencies) was presented in [194]. Instead, this approach “uses
process mining for scientific workflows” rather than applying scientific workflow
technology to process mining. The results in [194] can be used to recommend
scientific workflow compositions based on actual usage.

There are many approaches that aim to analyze repositories of scientific
workflows. In [191], the authors provide an extensible process library for ana-
lyzing jABC workflows empirically. In [49] graph clustering is used to discover
subworkflows from a repository of workflows. Other analysis approaches in-
clude [57], [106], and [186].

Explicit tool support for process mining workflows is still limited: none of
the existing process mining tools (ProM [172], Disco, Perceptive, Celonis, QPR,
Apromore [100], etc.) provides a complete and explicit set of functionalities
to easily design and execute complex analysis workflows. Recently, PM4Py [10]
and bupaR [77] have been introduced as process mining libraries (in python and
R respectively) that can be used to write scripts that execute chains of process
mining steps. However, scripting can be viewed as UI-less primitive workflow
support, as it lacks typical scientific workflow functionalities and requires inten-
sive knowledge of a programming language in order to be used. Furthermore,
scripting becomes cumbersome and error-prone for complex workflows.

To our knowledge, RapidProM is the only approach explicitly supporting
“scientific workflows for process mining”. In the demo paper [115], Mans
reported on the first implementation. In the meantime, RapidProM has been
refactored based on various practical experiences.

Scientific workflows have been developed and adopted in various disciplines,
including physics, astronomy, bioinformatics, neuroscience, earth science, eco-
nomics, health, and social sciences. Various collections of reusable workflows
have been proposed for all of these disciplines. For example, in [150] the au-
thors describe workflows for quantitative data analysis in the social sciences.

The boundary between data analytics tools and scientific workflow manage-
ment systems is not well-defined. Tools like RapidMiner [66] and KNIME [9]
provide graphical workflow modeling and execution capabilities.

According to Gartner’s 2017 magic quadrant for data science platforms,
RapidMiner is one of the current leaders in the market (see Figure 4.2).1 As

1Gartner’s 2017 magic quadrant for data science platforms report can be found here: https:

https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
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Figure 4.2: Gartner’s Magic Quadrant for Data Science Platforms (February 2017).

claimed in the report, platforms such as RapidMiner and KNIME have good
user interfaces, tool support and exhaustive sets of functionalities. In this re-
port, Gartner also elaborates on the pros and cons of each platform considering
several aspects. The choice to focus on RapidMiner instead of KNIME is based
on the report by Gartner, where it is stated that:

“KNIME’s platform can be difficult to scale and share across enter-
prise deployments. Several survey respondents indicated that their
main challenge with KNIME is slow performance or an inability to
build and deploy models in the needed time frame. Other issues
with performance and scalability could reflect a need for additional
components beyond the KNIME Analytics Platform.”

This performance difference, and the fact that KNIME is slightly behind Rapid-
Miner in the market (see Figure 4.2) lead us to choose RapidMiner as our plat-

//www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms

https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
https://www.gartner.com/doc/3606026/magic-quadrant-data-science-platforms
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form to work on.

4.2 Process Mining Workflows

In order to create scientific workflows for process mining, the building blocks
that compose them need to be defined. This section discusses a taxonomy of
such building blocks inspired by the so-called “BPM use cases” introduced in
[153].

The Process Mining Building Blocks (PMBB) are characterized by two main
aspects. First, they are abstract as they are not linked to any specific technique
or algorithm. Second, they represent logical units of work, i.e., they cannot be
conceptually split while maintaining their generality. This does not imply that
concrete techniques that implement process-mining building blocks cannot be
composed by micro-steps, according to the implementation and design that was
used.

A process mining building block describes the objective and purpose of the
step, and can be implemented by many techniques and algorithms. For exam-
ple, the building block “discover a process model from event data” can be imple-
mented by many process discovery techniques such as the Alpha miner [167],
the Inductive miner [102] and many others. The process mining building blocks
proposed in this chapter are grouped into six categories based on their purpose:

• Event data extraction: Building blocks to extract data from systems or to
create synthetic data.

• Event data transformation: Building blocks to pre-process data (e.g., split-
ting, merging, filtering, and enriching) before analysis.

• Process model extraction: Building blocks to obtain process models through
e.g., discovery, selection from a repository, or via process model genera-
tion tools.

• Process model and event analysis: Building blocks to evaluate event logs
and models, e.g., to check the internal consistency or to check confor-
mance with respect to an event log.

• Process model transformations: Building blocks to repair, merge or decom-
pose process models.
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Figure 4.3: Generic example of a Building Block transforming a process model (M) and
event data (E) into process analytics results (R) and an annotated process
model (M).

• Process model enhancement: Building blocks to enrich event logs with ad-
ditional perspectives or to suggest process improvements.

Each process mining building block takes a number of inputs and produces
certain outputs, as illustrated in Figure 4.3. The input elements represent the
set (or sets) of abstract objects required to perform the operation. The process
mining building block component represents the logical unit of work needed
to process the inputs and produce the outputs. Inputs and outputs are indi-
cated through circles whereas a process-mining building block is represented by
a rectangle. Arcs are used to connect the blocks to the inputs and outputs.

Two process-mining building blocks a and b are chained if one or more out-
puts of a are used as an inputs in b. As mentioned before, inputs and outputs are
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depicted by circles. The letter inside a circle, and the color of the circle specify
the type of the input or output. The following types of inputs and outputs are
considered:

• (M) Process models, which are a representation of the behavior of a pro-
cess, are represented by the letter M and are colored red. Here we abstract
from the notation used, e.g., Petri nets, Heuristics nets, BPMN models are
concrete representation languages.

• (E) Event data sets, which contain the recording of the execution of process
instances within the information system(s), regardless of the format. They
are represented by letter E and are colored green.

• (S) Information systems, which supports the performance of processes at
runtime. They are represented by the letter S and are colored white. Infor-
mation systems may generate events used for analysis and process mining
results (e.g., prediction) may influence the information system.

• (P) Sets of parameters to configure the application of process-mining build-
ing blocks (e.g., thresholds, weights, ratios, etc.). They are represented
by the letter P and are colored yellow.

• (R) Results that are generated as outputs of a process-mining building
blocks. This can be as simple as a number or more complex structures
like a detailed report. In principle, the types enumerated above in this
list (e.g., process models) can also be results. However, it is worth to
differentiate those specific types of outputs from results which are not
process mining specific (e.g., a bar chart). Results are represented by the
letter R and are colored blue.

• (D) Additional Data Sets that can be used as input for certain process-
mining building blocks. These are represented by the letter D and are
colored black. Such an additional data set can be used to complement
event data with context information (e.g., one can use weather or stock-
market data to augment the event log with additional data).

A process mining workflow is a chain of process mining building blocks in
the form of a directed bigraph, which is defined by a set of building blocks, a
set of inputs and outputs and a set of directed arcs that connect building blocks
to inputs and outputs (and vice versa) and defines the data flow of the process
mining workflow.
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Process mining workflows are not necessarily sequential: some steps may be
executed under specific circumstances only and some steps may be executed in
parallel or multiple times (i.e., loops).

The remainder of this section provides a taxonomy of process-mining build-
ing blocks grouped into the six categories described before. For each category,
several building blocks are provided. They were selected because of their useful-
ness for the definition of many process-mining scientific workflows. The taxon-
omy is not intended to be exhaustive; there will be new process-mining building
blocks as the discipline evolves. Section 4.3 discusses how these building blocks
can be implemented into concrete operators and provides examples of these
operators implemented in RapidProM.

4.2.1 Event Data Extraction

Event data are the cornerstone of process mining. In order to be used for analy-
sis, event data has to be extracted and made available. All of the process-mining
building blocks of this category can extract event data from different sources.
Figure 4.4 shows some process-mining building blocks that belong to this cate-
gory.

Figure 4.4: Process-mining building blocks related to event data extraction.

Import event data (ImportED) Information systems store event data in differ-
ent formats and media, from files in a hard drive to databases in the cloud.
This building block represents the functionality of extracting event data
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from any of these sources. Some parameters can be set to drive the event-
data extraction. For example, event data can be extracted from files in
standard formats, such as XES, or from transactional databases.

Generate event data from model (GenerED) In a number of cases, one wants
to assess whether a certain technique returns the expected or desired out-
put (i.e., synthetic event data). For this assessment, controlled experi-
ments are necessary where input data is generated in a way that the ex-
pected output of the technique is clearly known. Given a process model
M , this building block represents the functionality of generating event
data that records the possible execution of instances of M . This is an im-
portant function, e.g., for testing a new discovery technique. Many event
simulators have been developed to support the generation of event data.

Export event data (ExportED) In many analysis situations, event data needs
to be exported and stored for later use. For example, simulated or gen-
erated event data needs to be stored in order to be used later, e.g., for
double-checking purposes.

4.2.2 Event Data Transformation

Sometimes, event data sets are not sufficiently rich to enable certain process
mining analysis. In addition, certain data set portions should be excluded, be-
cause they are irrelevant, out of the scope of the analysis or even noise. There-
fore, a number of event data transformations may be required before doing fur-
ther analysis. This category comprises the building blocks to provide function-
alities to perform the necessary event data transformations. Figure 4.5 shows
the repertoire of process-mining building blocks that belong to this category.

Add data to event data (AddED) In order to perform a certain analysis or to
improve the results, the event data can be augmented with additional data
coming from different sources. For instance, if the process involves citi-
zens, the event data can be augmented with data from the municipality
data source. If the level of performance of a process is suspected to be in-
fluenced by the weather, event data can incorporate weather data coming
from a system storing such a kind of data. If the event data contain ZIP
codes, then other data fields such as country or city can be added to the
event data from external data sources. This building block represents the
functionality of augmenting event data using external data, represented
as a generic data set in the figure.
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Figure 4.5: Process-mining building blocks related to event data transformations

Filter event data (FilterED) Several reasons may exist to filter out part of the
event data. For instance, the process behavior may exhibit concept drifts
over time. In those situations, the analysis needs to focus on certain parts
of the event data instead of all of it. One could filter the event data and use
only those events that occurred, e.g., in 2018. As a second example, the
same process may run at different geographical locations. One may want
to restrict the scope of the analysis to a specific location by filtering out the
event data referring to different locations. This motivates the importance
of being able to filter event data in various ways.

Add noise to event data (NoisED) All data is naturally subject to noise. In the
case of event data, noise can be related to anomalous or infrequent process



92 Process Mining Workflows

behavior. In most settings, noise needs to be removed before analyzing
the process (e.g., filtering). However, to study the effects of noise in event
data, one needs to be able to add noise in a controlled manner in order
to analyze its impact. Optionally, a reference process model can be used
to steer the noise added to the data. This building block represents the
functionality of adding noise to event data.

Split event data (SplitED) Sometimes, the organization generating the event
data is interested in comparing the process’ performances for different
customers, offices, divisions, involved employees, etc. To perform such
comparison, the event data needs to be split according to a certain crite-
rion, e.g., according to organizational structures, and the analysis needs to
be iterated over each portion of the event data. Finally, the results can be
compared to highlight differences. Alternatively, the splitting of the data
may be motivated by the size of the data. It may be intractable to ana-
lyze all data without decomposition or distribution. Many process-mining
techniques are exponential in the number of different activities and linear
in the size of the event log. If data is split in a proper way, the results
of applying the techniques to the different portions can be fused into a
single result. For instance, [154] discusses how to split event data while
preserving the correctness of results. This building block represents the
functionality of splitting event data into overlapping or non-overlapping
portions.

Convert event data (ConvertED) Event data can be described and stored in
many formats (e.g., XES, CSV). This building block represents the func-
tionality of converting event data into a different format.

Merge event data (MergED) This process-mining building block is the inverse
of the previous: data sets from different information systems are merged
into a single event data set. This process-mining building block can also
tackle the typical problems of data fusion, such as redundancy and incon-
sistency.

4.2.3 Process Model Extraction

Process mining revolves around process models to represent the behavior of a
process. This category is concerned with providing building blocks to mine a
process model from event data as well as to select or extract it from a process-
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model collection. Figure 4.6 lists a number of process-mining building blocks
belonging to this category.

Figure 4.6: Process-mining building blocks related to process model extraction

Import process model (ImportM) Process models can be stored in some me-
dia for later retrieval to conduct some analyses. This building block rep-
resents the functionality of loading a process model from some repository.

Export process model (ExportM) Process models can be stored in some me-
dia for later retrieval to conduct some analyses. This building block repre-
sents the functionality of exporting a process model to be stored for future
analysis.

Discover process model from event data (DiscM) Process models can be man-
ually designed to provide a normative definition for a process. These mod-
els are usually intuitive and understandable, but they might not describe
accurately what happens in reality. Event data represent the “real behav-
ior" of the process. Discovery techniques can be used to mine a process
model on the basis of the behavior observed in the event data [156]. Here,
we stay independent of the specific notations and algorithms. Examples of
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algorithms are the Alpha Miner [167], the Heuristics Miner [189] or, more
recent techniques like the Inductive Miner [102]. This building block rep-
resents the functionality of discovering a process model from event data.
This block, as many others, can receive a set of parameters as an input to
customize the application of the algorithms.

Select process model from collection (SelectM) Organizations can be viewed
as a collection of processes and resources that are interconnected to form
a process ecosystem. This collection of processes can be managed and sup-
ported by different approaches, such as ARIS [133] or Apromore [100].
To conduct certain analyses, one needs to use some of these models and
not the whole collection. In addition, one can give a criterion to retrieve
a subset of the collection. This building block represents the functionality
of selecting one or more process models from a process-model collection.

Generate process model (GeneM) Process models can be artificially generated
without the use of event data on the basis of configuration parameters
that control the distributions of the presence of control-flow constructs
e.g., sequences, parallelism, loops. Examples of process model generators
are [32] and [86].

4.2.4 Process Model and Event Analysis

Organizations normally use process models for the discussion, configuration,
and implementation of processes. In recent years, many process mining tech-
niques are also using process models for analysis. This category groups process-
mining building blocks that can analyze process models or event logs and pro-
vide analysis results. Figure 4.7 shows some process-mining building blocks
that belong to this category.

Analyze process model (AnalyzeM) Process models may contain a number of
structural problems. For instance, the model may exhibit undesired dead-
locks, activities that are never enabled for execution, variables that are
used to drive decisions without previously taking on a value, etc. Several
techniques have been designed to verify the soundness of process models
against deadlocks and other problems [166]. This building block refers to
design-time properties: the process model is analyzed without considering
how the process instances are actually being executed. The checking of
the conformance of the process model against real event data is covered
by the next building block (EvaluaM). Undesired design-time properties
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Figure 4.7: Process-mining building blocks related to process model and event analysis.

happen for models designed by hand but also for models automatically
mined from event data. Indeed, several discovery techniques do not guar-
antee to mine process models without structural problems. This building
block provides functionalities for analyzing process models and detecting
structural problems.

Evaluate process model using event data (EvaluaM) Besides structural anal-
ysis, process models can also be analyzed against event data. Compared
with the previous building block (AnalyzeM), this block is not concerned
with a design-time analysis. Conversely, it makes a-posteriori analysis
where the adherence of the process model is checked with respect to the
event data, namely how the process has actually been executed. In this
way, the expected or normative behavior as represented by the process
model is checked against the actual behavior as recorded in the event
data. In the literature, this is referred to as conformance checking [156].
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This can be used, for example, in fraud or anomaly detection. Replay-
ing event data on process models has many possible uses: Aligning ob-
served behavior with modeled behavior is key in many applications. For
example, after aligning event data and model, one can use the time and
resource information contained in the log for performance analysis. This
can be used for bottleneck identification or to gather information for simu-
lation analysis or predictive techniques. This building block represents the
functionality of analyzing or evaluating process models using event data.

Compare process models (CompareM) Processes are not static as they dy-
namically evolve and adapt to the business context and requirements. For
example, processes can behave differently over different years, or at dif-
ferent locations. Such differences or similarities can be captured through
the comparison of the corresponding process models. For example, the de-
gree of similarity can be calculated. Approaches that explicitly represent
configuration or variation points [159] directly benefit from such compar-
isons. Building block CompareM is often used in combination with SplitED
that splits the event data into sublogs and DiscM that discovers a model
per sublog.

Analyze event data (AnalyzeED) Instead of directly creating a process model
from event data, one can also first inspect the data and look at basic statis-
tics. Moreover, it often helps to simply visualize the data. For example,
one can create a so-called dotted chart [156] exploiting the temporal di-
mension of event data. Every event is plotted in a two dimensional space
where one dimension represents the time (absolute or relative) and the
other dimension may be based on the case, resource, activity or any other
property of the event. The color of the dot can be used as a third dimen-
sion. See [91] for other approaches combining visualization with other
analytical techniques.

Generate report (GenerR) To consolidate process models and other results,
one may create a structured report. The goal is not to create new analysis
results, but to present the findings in an understandable and predictable
manner. Generating standard reports helps to reduce the cognitive load
and helps users to focus on the things that matter most.
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4.2.5 Process Model Transformations

Process models can be designed or, alternatively, discovered from event data.
Sometimes, these models need to be adjusted for follow-up analyses. This cate-
gory groups process-mining building blocks that provide functionality to change
the structure of a process model. Figure 4.8 shows some process-mining build-
ing blocks that belong to this category.

Figure 4.8: Process-mining building blocks related to process model transformations.

Repair process model (RepairM) Process models may need to be repaired in
case of consistency or conformance problems. Repairing can be regarded
from two perspectives: repairing structural problems and repairing behav-
ioral problems. The first case is related to the fact that models can con-
tain undesired design-time properties such as deadlocks and livelocks (see
also the Analyze process model building block discussed in Section 4.2.4).
Repairing involves modifying the model to avoid those properties. Tech-
niques for repairing behavioral problems focus on models that are struc-
turally sound but that allow for undesired behavior or behavior that does
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not reflect reality. See also the Evaluate process model using event data
building block discussed in Section 4.2.4, which is concerned with the
discovery of conformance problems. This building block provides func-
tionality for both types of repair.

Decompose process model (DecompM) Processes running within an organi-
zation may be extremely large, in terms of activities, resources, data vari-
ables, etc. As mentioned, many techniques are exponential in the number
of activities. The computation may be improved by splitting the models
into fragments, analogously to what was mentioned for splitting the event
log. If the model is split according to certain criteria, the results can be
somehow amalgamated and, hence, be meaningful for the entire model
seen as a whole. For instance, the work on decomposed conformance
checking [154] discusses how to split process model to make process min-
ing possible with models with hundreds of elements (such as activities, re-
sources, data variables), while preserving the correctness of certain results
(e.g., the fraction of deviating cases does not change because of decom-
position). This block provides functionalities for splitting process models
into smaller fragments.

Merge process models (MergeM) Process models may also be created from
the intersection (i.e. the common behavior) or union of other models.
This building block provides functionalities for merging process models
into a single process model. When process discovery is decomposed, the
resulting models need to be merged into a single model.

Convert process model (ConvertM) Process models can be described and stored
in many notations, as described in Section 2.3 e.g., Petri net, BPMN, pro-
cess tree. This building block represents the functionality of converting a
process model into a different notation.

Modify process model (ModifyM) Existing process models can be structurally
modified (e.g., a choice can be removed, activities can be put in parallel
branches). This block represent the functionality of modifying process
models.

4.2.6 Process Model Enhancement

Process models just describing the control-flow are usually not the final result
of process mining analysis. Process models can be enriched or improved using
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Figure 4.9: Process-mining building blocks related to process model enhancement.

additional data in order to provide better insights about the real process be-
havior that it represents. This category groups process-mining building blocks
that are used to enhance process models. Figure 4.9 shows a summary of the
process-mining building blocks that belong to this category.

Enrich process model using event data (EnrichM) The backbone of any pro-
cess model contains basic structural information relating to control-flow.
However, the backbone can be enriched with additional perspectives de-
rived from event data to obtain better analysis results. For example, event
frequency can be annotated in a process model in order to identify the
most common paths followed by process instances. Timing information
can also be used to enrich a process model in order to highlight bottle-
necks or long waiting times. This enrichment does not have an effect
on the structure of the process model. This building block represents the
functionality of enriching process models with additional information con-
tained in event data.

Improve process model (ImproveM) Besides being enriched with data, pro-
cess models can also be improved. For example, performance data can be
used to suggest structural modifications in order to improve the overall
process performance. It is possible to automatically improve models us-
ing causal dependencies and observed performance. The impact of such
modifications could be simulated in “what-if scenarios" using performance
data obtained in the previous steps. This building block represents the
functionality of improving process models using data from other analysis
results.
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4.3 Implementation

The framework to support process mining workflows proposed in this chap-
ter has been implemented into RapidProM, which is an extension for Rapid-
Miner [66] that offers several process mining techniques obtained from the
process mining tool ProM [172]. The building blocks defined in Section 4.2
have been implemented in RapidProM as Operators. Most of the building blocks
have been realized using RapidMiner-specific wrappers of plug-ins of the ProM
Framework [172]. ProM is a framework that allows researchers to implement
process mining algorithms in a standardized environment, which provides a
number of facilities to support programmers. Nowadays, it has become the
de-facto standard for process mining (see Section 1.1). The extension of Rapid-
Miner to provide process-mining blocks for scientific workflows using ProM is
also freely available. At the time of writing, RapidProM provides over 50 process
mining operators, including several process-discovery algorithms and filters as
well as importers and exporters from/to different process-modeling notations.
The operators are defined as atomic steps, however, they can be composed into
(sub) processes natively in RapidMiner. A (sub) process is the equivalent of a
collapsed group of operators, but it can also be executed as an atomic block
itself. This is allowed by RapidMiner’s native concurrency management, which
separates input from output object representations (i.e., a modified input does
not affect any other parallel operators that use the same input).

The first version of RapidProM was presented during the BPM 2014 demo
session [115]. This initial version successfully implemented around 30 basic
process-mining functionalities and has been downloaded over 10.000 times
since its release in July 2014 until its deprecation in November 2016. However,
process mining is a relatively new discipline, which is developing and evolv-
ing rapidly. Therefore, various changes and extensions were needed to keep
up with the state-of-the-art. The new version presented in this chapter incor-
porates implementations of various new algorithms, which did not exist in the
first version, and also improved the performance and robustness of the algo-
rithms [169]. This new version has been downloaded over 56.000 times since
its release in November 2016 until September 2019.2

The RapidProM extension is hosted both at http://www.rapidprom.org

and in the RapidProM extension manager server, which can be directly accessed
through the RapidMiner Marketplace. After installation, the RapidProM opera-

2This figure only includes downloads using the RapidMiner Marketplace. Downloads and code
usage from our server and its original source in GitHub are not considered.

http://www.rapidprom.org
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tors are available for use in any RapidMiner workflow, which allows to combine
process-mining with other data-mining techniques. Figure 4.10 shows an ex-
ample of a process-mining scientific workflow implemented using RapidProM
operators. Many of these operators implement a process-mining building block.

Figure 4.10: Example of a Process Mining Workflow in RapidMiner through the Rapid-
ProM extension: The workflow transforms Event data (Input) into a Sub-
optimal Process Model (Output).

The process mining workflow shown in Figure 4.10 is used to obtain a sub-
optimal process model from event data.

Readers are referred to http://www.rapidprom.org for detailed installa-
tion, setup and troubleshooting instructions.

This remainder of this section describes the available implementation of the
building blocks described in Section 4.2 into RapidProM operators in Tables 4.1
to 4.6.

http://www.rapidprom.org
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Table 4.1: Event Data Extraction Operators.

Building Block Operator Name Operator Description

ImportED Read Log (path) Imports an event log from a specified
path

ImportED Read Log (file) Takes a file object (usually obtained
from a "loop files" operator) and trans-
forms it to an Event Log

ExportED Export Event Log Exports an Event Log in different for-
mats

GenerED Generate Event
Log from Process
Tree [86]

Generates an event log from a process
model in a process tree format.
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Table 4.2: Event Data Transformation Operators.

Building Block Operator Name Operator Description

AddED Add Table Col-
umn to Event
Log

Adds a single Data Table column as trace
attribute to a given Event Log

AddED Add Trace At-
tributes to Event
Log

Adds all columns of a Data Table (except
case id) as trace attributes to a given
Event Log

AddED Add Event At-
tributes to Event
Log

Adds all columns of a Data Table (except
case id and event id) as event attributes
to a given Event Log

AddED Add Events to
Event Log

Adds Events to a given Event Log from
selected columns on a Data Table

MergeED Merge Event
Logs

Merges two Event Logs

AddED Add Artificial
Start and End
Event

Adds an artificial Start Event to the be-
ginning, and an artificial End Event to
the ending of each trace

AddED & FilterED Add Noise to
Event Log

Adds different types of noise (e.g., re-
move, add or swap activities) to the
event log

ConvertED Event Log to Ex-
ampleSet

Converts an Event Log into a Data Table
(ExampleSet)

ConvertED ExampleSet to
Event Log

Converts a Data Table (ExampleSet)
into an Event Log

SplitED Split Event Log Splits an event log into two non-
overlapping sets of traces (i.e., event
logs).
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Table 4.3: Process Model Extraction Operators.

Building Block Operator Name Operator Description

ImportM Read PNML Imports a Petri Net in a Petri Net Mod-
eling Language (PNML) format from a
specified path

ExportM Export PNML Exports a Petri Net in PNML format
DiscM Alpha Miner

[167]
Discovers a Petri Net. Fast but results
are not always reliable because of over-
fitting issues

DiscM ILP Miner [170] Discovers a Petri Net by solving Inte-
ger Linear Programming (ILP) problems.
Result have perfect fitness but generally
poor precision. Slow on large Logs

DiscM Evolutionary
Tree Miner [29]

Discovers a Process Tree using a guided
genetic algorithms based on model qual-
ity dimensions. Guarantees soundness
but cannot represent all possible behav-
ior due to its block-structured nature

DiscM Heuristics Miner
[189]

Discovers a Heuristics Net using a prob-
abilistic approach. Good when dealing
with noise. Fast

DiscM Inductive Miner
[102]

Discovers a Process Tree or Petri Net.
Good when dealing with infrequent be-
havior and large Logs. Soundness is
guaranteed

DiscM Social Network
Miner [164]

Discovers a Social Network from the
Event Log resources. Different Social
Networks can be obtained: similar task,
handover of work, etc.

DiscM Transition Sys-
tem Miner [162]

Discovers a Transition System using pa-
rameters to simplify the space-state ex-
ploration.

DiscM Fuzzy Miner [64] Discovers a Fuzzy Model. Good when
dealing with unstructured behavior.
Fast

GeneM Generate Pro-
cess Tree [86]

Generates a process tree with defined
control-flow structures.
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Table 4.4: Process Model and Event Analysis Operators.

Building Block Operator Name Operator Description

AnalyzeED Dotted Chart
[140]

Shows the temporal distribution of
events within traces

AnalyzeED Feature Predic-
tion [45]

Produces predictions of business process
features using decision trees

AnalyzeM WOFLAN [181] Analyzes the soundness of a Petri
Net using the Woflan software (www.
swmath.org/software/7028)

AnalyzeM Select Fuzzy In-
stance

Selects the best fuzzy instance from a
Fuzzy Model

EvaluaM Measure the Pre-
cision of a Model
[3]

Measures the precision of a process
model with respect to an event log.

EvaluaM Measure the Fit-
ness of a Model
[2]

Measures the fitness of a process model
with respect to an event log.

Table 4.5: Process Model Transformation Operators.

Building Block Operator Name Operator Description

RepairM Repair Model
[52]

Replays an Event Log in a Petri Net and
repairs this net to improve fitness.

RepairM Reduce Silent
Transitions

Reduces a Petri Net by removing invisi-
ble transitions (and places) that are not
used

ConvertM Reachability
Graph to Petri
Net

Converts a Reachability Graph into a
Petri Net

ConvertM Petri Net to
Reachability
Graph

Converts a Petri Net into a Reachability
Graph

ConvertM Heuristics Net to
Petri Net

Converts a Heuristics Net into a Petri
Net

ConvertM Process Tree to
Petri Net

Converts a Process Tree into a Petri Net

ConvertM Petri Net to
BPMN

Converts a Petri Net into a BPMN model

www.swmath.org/software/7028
www.swmath.org/software/7028
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Table 4.6: Process Model Enhancement Operators.

Building Block Operator Name Operator Description

EnrichM Inductive Visual
Miner [103]

Process exploration tool that shows an
annotated interactive model for quick
exploration of a Log

EnrichM Animate Log
in Fuzzy In-
stance [58]

Shows an animated replay of a Log pro-
jected over a Fuzzy Instance

EnrichM PomPom Petri Net visualizer that emphasizes
those parts of the process that corre-
spond to high-frequent events in a given
Log

EnrichM Replay Log on
Petri Net (Perfor-
mance) [157]

Replays a Log on a Petri Net and
generates performance metrics such as
throughput time, waiting time, etc.

EnrichM Replay Log on
Petri Net (Con-
formance) [157]

Replays a Log on a Petri Net and gener-
ates conformance metrics such as fitness
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4.4 Applications

Building blocks can be chained together in many ways in order to support spe-
cific use cases. This section identifies generic use cases that are not domain-
specific and, hence, that can be applied in different contexts. We provide con-
crete process mining workflows to support these use cases. The use cases are
composed using the process mining building blocks defined before, and remain
independent of any specific implementation of a building block. In fact, as men-
tioned before, the building blocks may employ different concrete techniques:
there are dozens of process discovery techniques realizing instances of building
block DiscM (see Section 4.2.3). This section considers five use cases that are
made possible by process mining workflows:

1. Result (sub-)optimality: Often different process mining techniques can be
applied and a priori it is not clear which one is most suitable. By modeling
the analysis workflow, one can just perform all candidate techniques on
the data, evaluate the different analysis results, and pick the result with
the highest quality (e.g., the process model best describing the observed
behavior). Note that results are regarded as sub-optimal. Optimality is
not guaranteed in general because it depends on the techniques and pa-
rameters used.

2. Parameter sensitivity: Different parameter settings and alternative ways
of filtering can have unexpected effects. Therefore, it is important to see
how the quality of the results is sensitive to changes in these settings. It
is important to not simply show the analysis result without having some
confidence indications.

3. Large-scale experiments: Each year new process mining techniques become
available and larger data sets need to be tackled. For example, novel dis-
covery techniques need to be evaluated through massive testing and larger
event logs need to be decomposed to make analysis feasible. Without
automated workflow support, these experiments are tedious, error-prone
and time consuming.

4. Repeating questions: Practical questions that can be answered through pro-
cess mining analysis are often repetitive, e.g., the same analysis is done for
a different period or a different group of cases. Process mining workflows
facilitate recurring forms of analysis.
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5. Interaction with process cubes: The process mining workflows introduced in
this chapter can interact with the process cubes introduced in Chapter 3):
The cells of a process cube can be used as input for a process mining workflow,
so the same workflow can be executed for each cell of the cube.

Note that the same results could also be achieved without using scientific
workflows. However, obtaining such results would require a tedious and error-
prone work of repeating the same steps ad nauseam. The reminder of this sec-
tion discusses the use cases described above, and shows concrete applications
of them in which the usage of process mining workflows is crucial.

4.4.1 Result (Sub-)Optimality

This section discusses how process-mining building blocks can be used to mine
optimal process models according to some optimality criteria. Often, in process
discovery, optimality is difficult (or even impossible) to achieve. Often sub-
optimal results are returned and it is not known what is “optimal”.

Consider for example the process discovery task. The quality of a discovered
process model is generally defined by four quality metrics [2,3,156,157]:

• Replay fitness: quantifies the ability of the process model to reproduce the
execution of process instances as recorded in event data.

• Simplicity: captures the degree of complexity of a process model, in terms
of the numbers of activities, arcs, variables, gateways, etc.

• Precision: quantifies the degree with which the model allows for too much
behavior compared to what was observed in the event data.

• Generalization: quantifies the degree with which the process model is ca-
pable to reproduce behavior that is not observed in the event data but
that potentially should be allowed. This is linked to the fact that event
data often are incomplete in the sense that only a fraction of the possible
behaviors can be observed.

Traditionally, these values are normalized between 0 and 1, where 1 indicates
the highest score and 0 the lowest.

The model of the highest value within a collection of (discovered) models
is such that it can mediate among those criteria. Often, these criteria are in
competing: higher score for one criterion may lower the score of a second cri-
terion. For instance, in order to have a more precise model, it is necessary to
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Figure 4.11: Result (sub-)optimality in process model discovery: process-mining scien-
tific workflow for mining an optimal model in terms of a defined scoring
criteria.

sacrifice the behavior observed in the event data that is less frequent, thus partly
hampering the replay-fitness score.

Figure 4.11 shows a suitable generic scientific workflow for mining a process
model from event data that is optimal with respect to a score defined by specific
criteria. The optimization is done by finding the parameters that returns an
optimal model.

Event data is loaded from an information system and used n times as input
for a discovery technique using different parameter values. The n resulting pro-
cess models are evaluated using the original event data and the model that has
the best score is returned. Please note that the result is likely to be sub-optimal:
n arbitrary parameter values are chosen out of a much larger set of possibilities.
If n is sufficiently large, the result is sufficiently close to the optimal. This scien-
tific workflow is still independent of the specific algorithm used for discovery;
as such, the parameter settings are also generic.

Note that scientific workflows can also be hierarchically defined. For exam-
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ple, the discover process-mining building block (DiscM) in Figure 4.11 can be
replaced by an entire scientific sub-workflow.

To show the application of process mining workflows in this use case, we
performed an experiment using RapidProM to extract the model that scores
higher with respect to the harmonic average of precision and replay fitness i.e.,
the f1-score of fitness and precision.3 The harmonic average of replay fitness
and precision seems to be better than the arithmetic average since it is necessary
to have a strong penalty if one of the criteria is low.

In this experiment, we employed the Inductive Miner - Infrequent discovery
technique [102] and used different values for the noise threshold parameter.
This parameter is defined in a range of values between 0 and 1. This parameter
allows for filtering out infrequent behavior contained in event data in order to
produce a simpler model: the lower the value is for this parameter (i.e., close to
0), the larger the fraction of behavior observed in the event data that the model
allows. To measure fitness and precision, we employ the conformance-checking
techniques reported in [2,3].

We designed a process mining workflow where several models are discov-
ered with different values of the noise threshold parameter. Finally, the work-
flow selects the model with the highest value of the harmonic average among
those discovered. As input, we used the Road Fines running example (see Sec-
tion 2.4).

All techniques used here are available as part of the RapidProM extension.
A summary of the concrete operators used in this experiment for each building
block is presented in Table 4.7.

Table 4.7: Operators used in the Result (sub) Optimality experiment.

Building Block Operator Name

ImportED Read Log (file)
DiscM Inductive Miner

EvaluaM Replay Log on Petri Net
SelectM Optimize Parameter (RapidMiner

native operator)

The result of this experiment is shown in Figure 4.12b, which corresponds
to the model generated using the optimal parameters obtained through our

3The harmonic average of a and b used in this article is defined as 2*a*b/(a+b) and it is meant
to penalize very low scores in either a or b.
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scientific workflow, whereas Figure 4.12a illustrates the model generated using
default parameters.

(a) Model mined using the Inductive Miner with default value of the noise-threshold parameter,
which is 0.2. The harmonic average of fitness and precision is 0.708

(b) Model mined using the Inductive Miner with one of the best
values of the noise-threshold parameter, which is 0.7. This
value was obtained as a result of this experiment. The har-
monic average of fitness and precision is 0.912

Figure 4.12: Comparison of process models that are mined with the default parameters
and with the parameters that maximize the harmonic average of replay
fitness and precision. The process is concerned with road-traffic fine man-
agement and models are represented using the BPMN notation.

There are clear differences between the models. For example, in the default
model, parallel behavior dominates the beginning of the process. Instead, the
“optimal model” presents simpler choices. Another example concerns the final
part of the model. In the default model, the latest process activities can be
skipped through. However, in the optimal model, this is not possible. The op-
timal model has a replay fitness and precision of 0.921 and 0.903 respectively,
with harmonic average 0.912. It scores better than the model obtained through
default parameters, where the replay fitness and precision is 1 and 0.548, re-
spectively, with harmonic average 0.708. The optimal model was generated
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with value 0.7 for the noise threshold parameter.

4.4.2 Parameter Sensitivity

Parameters are used by techniques to customize their behavior, e.g., adapting
to the noise level in the event log. These parameters have different ways of
affecting the results produced, depending on the specific design of the technique
or algorithm. Some parameters can have more relevance than others (i.e., they
have a more substantial effect on the results). There are many ways to evaluate
the sensitivity of a certain parameter for a given algorithm. Figure 4.13 shows
an example of this use case. Here the parameter value P is varied (i.e., from P1

to P△). For each of the discovered models, a score is computed. The results are
finally plotted on a Cartesian coordinate system where the X-axis is associated
with the parameter’s values and the Y-axis is associated with the model’s score.

Figure 4.13: Parameter sensitivity in process discovery techniques: process mining work-
flow for comparing the effects of different parameter values for a given dis-
covery technique

To show an application of this use case, we conducted an experiment that
analyses the sensitivity of the noise threshold parameter of the Inductive Miner -
infrequent [102]. We used again the event data of the Road Fine management
process (see Section 2.4)

A summary of the concrete operators used in this for each building block is
presented in Table 4.8.
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Table 4.8: Operators used in the Parameter Sensitivity experiment.

Building Block Operator Name

ImportED Read Log (file)
DiscM Inductive Miner

EnrichM Replay Event Log on Petri Net, Create chart
from value array (RapidMiner native opera-
tor)

In this experiment, we implemented a process mining workflow using Rapid-
ProM to explore the effect of this parameter in the final quality of the produced
model. In order to do so, we discovered 41 models using different parame-
ter values between 0 and 1 (i.e., a step-size 0.025) and evaluated their quality
through the harmonic average of replay fitness and precision used before.

Figure 4.14 shows the results of these evaluations, showing the variation of
the harmonic average for different values of the noise threshold parameter.

Figure 4.14: Parameter sensitivity analysis: Variation of the harmonic average of fitness
and precision when varying the value of the noise threshold parameter.

By analyzing the graph, the models with higher harmonic average are pro-
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duced when the parameter takes on a value between 0.675 and 0.875. The
worst model is obtained when value 1 is assigned to the parameter.

4.4.3 Large-Scale Experiments

Empirical evaluation is often needed (and certainly recommended) when test-
ing new process mining algorithms. In case of process mining, many experi-
ments need to be conducted in order to prove that these algorithms or tech-
niques can be applied in reality, and that the results are as expected. This is
due to the richness of the domain. Process models can have a wide variety of
routing behaviors, timing behavior, and second-order dynamics (e.g., concept
drift). Event logs can be large or small and contain infrequent behavior (some-
times called noise) or not. Hence, this type of evaluation has to be conducted
on a large scale. The execution and evaluation of such large-scale experiment
results is a tedious and time-consuming task: it requires intensive human as-
sistance by configuring each experiment’s run and waiting for the results at the
end of each run.

This can be greatly improved by using process mining workflows, as only
one initial configuration is required. There are many examples for this use
case within the process mining domain. Two applications of this use case are
presented in Part III (i.e., Chapters 7 and 8), where we propose two frameworks
that can be used to benchmark process discovery and concept drift techniques
respectively through the use of large scale experiments.

4.4.4 Repeating Questions

Whereas the previous use cases are aimed at (data) scientists, process mining
workflows can also be used to lower the threshold for process mining. After the
process mining workflow has been created and tested, the same analysis can
be repeated easily using different subsets of data and different time-periods.
Without workflow support, this implies repeating the analysis steps manually
or using hardcoded scripts that perform them over some input data. The use
of scientific workflows is clearly beneficial: the same workflow can be replayed
many times using different inputs where no further configuration is required.

There are many examples of this use case within the process-mining do-
main. An application of this use case in the domain of report generation over
collections of data sets is described in Part IV (i.e., Chapter 10), where we ana-
lyzed the use of videolectures by thousands of students in hundreds of university
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courses over the course of several years, where for each instance of a course,
we provided lecturers with an automatically-generated report describing the
videolecture-viewing behavior of students.

4.4.5 Interaction with Process Cubes

As discussed in Chapter 3, the cells of a process cube relate to set of events (and
even to event logs). Such event data can be trivially used as input for a process
mining workflow.

The idea is simple: A process mining workflow is designed for a specific
purpose e.g., for creating a report of the performance of the process, including
charts, tendencies, etc. Then, the same workflow can be executed many times
using different cells of the cube as input.

The implementation of the process mining workflows and process cubes are
related, but are independent from each other. The RapidMiner framework can
be used as a library without a GUI. Therefore, the core of RapidMiner was
integrated into the Process Mining Cube (PMC) tool described in Section 3.3.
Within the cube, one can select cells and run a specific process mining workflow
for them, in a similar fashion than visualizing the cell as an event log, or as a
process model.

Figure 4.15 shows an example of a process mining workflow in RapidMiner
using operators from the RapidProM extension. In this workflow, a process
model is discovered from the event log provided as input, and the conformance
checking of the event log with respect to the process model is performed. Fi-
nally, several result outputs of the conformance checking operator are written
into files containing images, data or text.

Figure 4.16 shows an example of cells of the PMC, obtained from the Road
Fines running example (see Example 2.4) where events are grouped based on
the year in which they occurred. The cells corresponding to years 2000, 2004,
2008 and 2012 are selected, and they are used as input for the process mining
workflow shown in Figure 4.15.

The concrete interaction between the process mining workflow and the pro-
cess cube is performed through the following steps, shown in Figure 4.16:

1. Cells of the cube are selected.

2. A process mining workflow is selected.

3. The events in the cell can be merged and used once as input of the work-
flow, or the workflow can be executed for each cell separately.
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Figure 4.15: Process Mining Workflow implemented in RapidMiner using building blocks
from the RapidProM extension: The input is an event log and the output is a
conformance checking analysis of the event log (stored in several formats)
and a model discovered from it.

Finally, the process mining workflow is executed.
The results produced by a process mining workflow are not visualized in the

process cube (there are 200+ different types of result objects in RapidMiner,
each one having several visualizers), and should be stored in disk and han-
dled by the workflow itself using the available export operators in RapidMiner
and RapidProM, using any naming scheme (e.g., “cell_X_model”) that allows to
store the results from different cells without overwriting them.

Note that the integration of the PMC and process mining workflows is not
limited to only RapidProM operators. For example, one could use the events of
a cell of the cube to perform clustering using standard data mining techniques.

4.5 Conclusions

This chapter presented a framework for supporting the design and execution
of process mining workflows. As argued, scientific workflow systems are not
tailored towards the analysis of processes based on models and logs. Tools like
RapidMiner and KNIME can model analysis workflows but do not provide any
process mining capabilities. The focus of these tools is mostly on traditional data
mining and reporting capabilities that tend to use tabular data. Also more classi-
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cal Scientific Workflow Management (SWFM) systems like Kepler and Taverna
do not provide dedicated support for artifacts like process models and event
logs. Process mining tools like ProM, Disco, Celonis, Everflow, QPR, MyInvenio,
Minit, PM4PY, bupaR, etc. do not fully provide explicit workflow support.

We proposed generic process mining building blocks grouped into six cate-
gories. These can be chained together to create process mining workflows. We
identified five generic use cases and provided conceptual and concrete work-
flows for these. The whole approach is implemented as RapidProM, which
is a ProM-based extension for RapidMiner, an has been tested in several use
cases. RapidProM is freely available at http://www.rapidprom.org and at
RapidMiner Market place.

As a limitation, we would like to mention that the stability of RapidProM
is not guaranteed with newer versions of the RapidMiner software. This will
be caused by eventual changes in RapidMiner´s architecture over the years. In
order to use RapidProM properly, please use the versions used here.

http://www.rapidprom.org


Chapter 5
Process Variant Comparison

Event logs (and process variants) can be compared to each other in order to find
similarities and differences. Such similarities and differences can provide useful
insights to business managers. Figure 5.1 positions the idea: one can compare
a set of event logs in order to identify the strengths and weaknesses of each
one, and their similarities and differences. Alternatively, one can also compare
process variants obtained from the cells of a process cube (see Chapter 3).

Process similarity can be measured from several perspectives such as control-
flow, performance, resource, and data. The combination of these process per-
spectives characterizes the context of a process [160]. The context of a process
can be divided in four types:

Instance context refers to data attributes that can be related to individual pro-
cess instances (e.g., type of customer, size of an order). This includes
perspectives such as control-flow and performance.

Process context refers to data attributes that are not related to a single instance
of the process, but to the process as a whole (e.g., workload and availabil-
ity of resources).

Social context refers to data attributes that reflect the way in which people
work together not within a specific process, but within a particular orga-
nization (e.g., team efficiency, relations between co-workers).

External context refers to data attributes that capture all other factors that are
beyond the control sphere of an organization (e.g., weather, changing
regulations).
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Figure 5.1: Overview of the scope of this chapter: event logs (e.g., process variants re-
lated to cells of a process cube) can be compared in order to identify their
differences and similarities.

For the purpose of process comparison, we can split the context into two
groups: behavioral and non-behavioral.

The behavioral context incorporates the perspectives that refer to “the way
in which the process is executed” (i.e., the observed behavior of a process). This
generally refers to the control-flow (i.e., what was executed) and performance
(i.e., when was it executed) perspectives, which are a type of instance context.
Behavior can be compared in order to find differences in the frequencies with
which activities are executed, or in waiting and executing times. For example,
one may notice that two process variants have slightly different ways of exe-
cuting the same process. Furthermore, these variants may even have the same
control-flow, but different performance for the same process.

The non-behavioral context incorporates the perspectives that refer to all the
data attributes that do not describe behavior, but are related to it (e.g., the
amount of the requested loan or the workload of people) These perspectives
can have an influence on certain decisions made within the process, affecting
its behavior. Sometimes, context data can be highly related to (and can even
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determine) the way in which a process is executed. For example, the amount of
a loan and the risk factor of a customer might determine if there will be extra
financial checks or not before a loan is granted. In cases like this, such relations
can be structured as business rules.

Similar behavior does not imply similar business rules (and vice versa). For
example, two branches of a bank can reject the same percentage of loan ap-
plications using different thresholds to reject a loan. On the other hand, two
branches can reject a different percentage of loan applications using the same
threshold (and branches in richer regions would approve more loans).

This chapter presents a comprehensive technique to compare event logs
(e.g., variants of a business process) in terms of behavior and business rules.
The types of questions that our approach can answer are (not limited to):

• What are the differences in terms of behavior (e.g., frequency of occur-
rence, elapsed time) and business rules between two variants?

• In which points of the process (e.g., represented by a specific state or
transition in a transition system) do these difference appear?

• Do the differences depend on certain behavioral and/or non-behavioral
characteristics (e.g., type of a customer, workload of resources)?

The remainder of this chapter is structured as follows: Section 5.1 discusses
related work. Section 5.2 details our technique for comparing two event logs
in terms of their behavior and business rules and describes the result visualiza-
tions provided by our approach, including a discussion of the design principles
behind the chosen design criteria. Section 5.3 describes the software tool that
implements this approach. Section 5.4 illustrates the application of the tool in
two experiments using synthetic and real data. Finally, Section 5.5 concludes
the chapter.

5.1 Related Work

Substantial work has been done on comparing process variants. The corre-
sponding papers can be grouped in three categories: model-based and log-based
behavior comparison, and business rules comparison. The main difference be-
tween model-based and log-based behavior comparison approaches is that the
first one requires process models as input and the second one requires event
logs as input. Note that, model-based approaches could also be applied if the
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model is not known, because models can be discovered from event logs and then
used as input for the approach. However, the reliability of the results could be
hampered by the fact that the structure of the models (hence, the detected dif-
ferences) can be drastically affected by the choice of the discovery technique or
its parameters. Finally, we include a discussion on stacking of decision trees and
classifiers in general.

5.1.1 Model-based Behavior Comparison

Many model-based behavioral comparison [40, 73, 97, 99] and process model-
matching [94, 95] techniques have been developed in recent years. La Rosa et
al. [99] provide an overview of the different ways to compare and merge mod-
els. Most of them are based on control-flow comparison, where the structural
properties of the models (represented as graphs) are compared (e.g., nodes and
edges present in one of the models, but not in the other one).

A drawback of model-based approaches is that they are unable to detect
differences in terms of frequency or other perspectives (e.g., elapsed time or
costs). In other words, in model-based comparison the variants are compared
in terms of their model structure whereas we aim to compare the behavior and
business rules.

5.1.2 Log-based Behavior Comparison

One of the most recent approaches for log-based behavior comparison is by
Van Beest et al. [151]. This technique is able to identify differences between
two event logs by computing frequency-enhanced prime event structures (FPES)
from the corresponding event logs, comparing the obtained FPES and report
the results using two sets of textual statements: control-flow differences and
branching frequency differences.

This approach has several advantages, such as the handling of concurrency
in process behavior. However, the approach also has some limitations. First of
all, the technique looks at the relative frequency, only. As such, when looking at
branching frequency, it possibly returns a difference (if any), even though the
branching point is actually reached very rarely. Also, no statistical significant
tests are employed. Second, to determine branching points, they only look at
the last activity independently of what activities were previously executed. As
such - as we have verified by testing the reference implementation - it is unable
to detect differences that refer to the activities preceding the last. Third, the ap-
proach considers event logs as sequences of event labels, thus ignoring all other
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event attributes (e.g., timestamp, event payload). This limits the approach to
detect only frequency differences. Differences in performance or other metrics
cannot be obtained.

Another interesting process comparison technique was recently introduced
in [193], where many process variants can be compared simultaneously. How-
ever, the focus is put on comparing only the performance of such process vari-
ants, while disregarding control-flow and other context differences.

Other approaches based on sequence mining such as [75,101,119,144] tend
to obtain over-fitting and complex rules (as indicated in [119] and [151]).

It is very gratifying for the authors to see that the work presented in this
chapter was used to inspire further research as seen in [148], where they ex-
tended our work (published initially in [12] and later extended in [13]) by
learning a directly-follows graph called mutual fingerprint from the event logs
of two process variants. A mutual fingerprint is a lossless encoding of a set of
traces and their duration using discrete wavelet transformation.

5.1.3 Business Rules Comparison

In machine learning, classifiers are usually compared in terms of their accuracy
or predictive power: different types of classifiers can be trained, and the best
are selected. This allows one to compare classifiers that are essentially different
(e.g., decision trees and neural networks). However, accuracy and predictive
power are not enough to understand business rules. Furthermore, black-box
classifiers (e.g., neural networks) can indeed classify, but the underlying rules
are not human-interpretable.

Since our approach compares business rules by comparing decision trees
(see Section 5.2.2), we discuss decision tree comparison approaches as follows.
The comparison of decision trees (and classifiers in general) is not process-
specific, and it can be applied in many domains. Several authors have worked
on the comparison of decision trees. [122] reports on an approach to compare
branching conditions and to calculate a similarity score. However, such ap-
proaches tend to yield highly specific comparisons that have little relevance.
For example, branch rules x > 5 and x > 5.01 are structurally different, but, in
fact, the difference may be negligible from a domain viewpoint. In [121], a sim-
ilarity score is obtained from the classification results, but such score does not
point out the actual similarities and differences in decision trees (e.g., why or
in which cases do differences occur) but it is only limited to somehow measure
the degree of similarity.
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In our approach, we use the classification predictions of existing decision
trees to build a new decision tree that defines the conditions of agreement or
disagreement between the predictions of the existing decision trees (see Sec-
tion 5.2.2). This relates to stacking [192], a well-known concept of machine
learning that consists of building a classifier based on the output of other clas-
sifiers. Unlike bagging and boosting, it is a different way of combining multiple
classifiers, that introduces the concept of a meta learner that uses the predictions
of other classifiers as input.

In machine learning, the whole ensemble or stack is commonly used as a
single classifier. For example, in a 2-level stack an input instance is provided.
Level-0 classifiers make a prediction, then level-1 classifiers take those predic-
tions and make a new prediction, which is returned as the prediction (i.e., out-
put) of the whole stack.

Unlike the above approach, we used the meta learner (e.g., a decision tree)
for a different purpose: to understand under which conditions the classifiers
(i.e., decision trees) predict the same class for a given instance, and under which
conditions they make different predictions.

5.2 Process Variant Comparison

The process comparison approach presented in this chapter takes into account
both behavior and business rules in order to perform a comprehensive analysis.
For example, if a bank wants to reduce its number of branches in a city by
merging them, it is probably best to merge those branches that are most similar
to each other in terms of behavior and business rules, since this minimizes the
efforts of the merge. If only behavior is compared, the resulting merged branch
could have conflicting sets of business rules (e.g., different thresholds to give a
loan) which could cause operational problems and ambiguity. For example, a
loan application could be rejected if it is handled by an employee using a set
of business rules (e.g., high thresholds), or accepted if it is handled by another
employee using other rules (e.g., low thresholds). On the other hand, if only
business rules are compared, the resulting merged branch could have conflicting
control-flows, guided by employees that are used to execute different sets of
tasks. For example, using the same loan approval thresholds, employees from
one branch may do an additional check before approving a loan.

Figure 5.2 sketches the idea: two event logs (e.g., process variants obtained
from a process cube) are compared for differences that are projected onto a
transition system that represents the combined control-flow of both event logs,
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Figure 5.2: Overview of the approach: two event logs (e.g., cells from a process cube)
are compared, producing a single annotated transition system that represents
the combined behavior observed in both event logs, where the highlighted
(i.e., colored) states and transitions highlight differences. Such states and
transitions are interactive: when clicked, they show details of the actual
differences. These can be related to behavior or business rules.

where states and transitions are colored to highlight differences in behavior or
business rules. Then, highlighted states or transitions can be clicked on in order
to show the details of such difference in terms of behavior or business rules.

The two event logs that are used for comparison can be extracted from the
cells of a process cube (see Chapter 3). However, our technique is generic
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enough to work with any event log i.e., not necessarily process variants. For ex-
ample, the two event logs may have been extracted from different information
systems (e.g., two branches of the same company or even two different compa-
nies). In the case that k > 2 event logs need to be compared, it is possible to
create k pairs of 2 groups i.e., k − 1 groups are merged and compared with the
remaining one (“one against the rest”).

The remainder of this section describes our approach and how it can be
used to compare behavior (Section 5.2.1) or business rules (Section 5.2.2) of
different process variants.

5.2.1 Comparing Behavior

Event logs reflect the observed behavior of processes. Most process discovery
techniques analyze this behavior from a pure control-flow perspective [156].
However, more behavioral related to other perspectives can be extracted from
event logs (e.g., the cost of an activity, or the running time of a case). This infor-
mation can be used to provide detailed insights about the behavioral differences
between process variants.

In this section, we introduce a technique to extract and compare the be-
havior of event logs (e.g., process variants) using annotations: measurements
are obtained from the event logs and are annotated on the states and transi-
tions of a transition system that represents the combined behavior of both event
logs. This technique is able to detect, for example, if one variant is significantly
slower than the other, even if they have the same control-flow.

The remainder of this section is structured as follows. First, we provide
a reminder of transition systems, and how they can be used to represent the
combined behavior of two event logs. Second, we introduce the concept of
measurements and how they can be annotated into a transition system. Then,
we describe how, for each state and transition, the measurement values in the
annotations of each variant are compared using statistical significance tests in
order to detect relevant differences. Finally, we describe how the results are be
visualized.

Recall: Transition Systems

This section consists of a brief recall of transition systems, as defined in Sec-
tion 2.3.4, and can be skipped if the reader is familiar with these concepts.

Transition systems are directed graphs composed of states and of transitions
between them. A transition is defined by an activity being executed, triggering
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the current state of the process to move from a source state to a target state.
Prefixes of traces in an event log can be mapped to states and transitions

using representation functions that define how these prefixes are interpreted.
The state representation function is defined as rs : E∗ → Rs, where Rs is

the universe of possible state representations. This function relates prefixes of
traces to states in a transition system. Given an empty (prefix of a) trace, we
denote the empty state as a special element rs(⟨⟩) = ⊥ ∈ Rs.

The activity representation function is defined as ra : E → Ra, where Ra

is the universe of all the possible activity representations. This function relates
events to activities in a process.

The universe of all possible representations of transitions is defined as Rt ⊆
Rs × Ra × Rs. A transition t ∈ Rt is a triplet (s1, a, s2) where s1, s2 ∈ Rs are
the source and target states and a ∈ Ra is the activity executed.

Given an event log L, a state representation function rs and an activity rep-
resentation function ra, a transition system TS (rs,ra,L) is defined as a triplet
(S,A, T ) where S ⊂ Rs is the set of states, A ⊂ Ra is the set of activities and
T ⊆ (S×A×S) is the set of valid transitions between states (see Definition 2.14
in Section 2.3.4 for more details).

Given two event logs L1 and L2, where each event log is a set of traces,
we can combine them into a new event log L′ = L1 ∪ L2, which is the union
of both sets of traces. Therefore, given the two event logs L1 and L2, a state
representation function rs and an activity representation function ra, we can
define TS (rs,ra,L1∪L2) as the transition system that represents the combined
behavior of both event logs L1 and L2.

Measurements and Annotations

In order to compare event logs, we need to introduce the measurements that we
will use for comparison. Measurement functions are computed as functions of
event attributes contained in the events of a trace.

Definition 5.1 (State Measurement Function). Given an event log L and a tran-
sition system TS (rs,ra,L) = (S,A, T ) with a state representation function rs and
an activity representation function ra, a state measurement function, defined as
smr s : E∗×Rs → B(R), is a function that relates traces σ ∈ E∗ and states s ∈ Rs

to a multiset of numerical measurements.

Note that for a given trace and state, multiple measurement values can be
obtained, e.g., if a state is visited twice within the same trace (e.g., in a loop in
the process), it can lead to two different elapsed time values.
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For example, it is possible to measure whether or not a certain state s in a
state representation rs is reached during the process’ execution recorded in a
trace σ:

smoccur
rs (σ, s) =

{
[1] if ∃σ′ ∈ pref ⋄(σ) : rs(σ′) = s

[0] otherwise
(5.1)

It is also possible to measure the elapsed time between the beginning of a
trace σ and the visit of a state s using a state representation rs:

smelapsed
rs (σ, s) =

⊎
σ′∈pref ⋄(σ),σ′ ̸=⟨⟩

rs(σ′)=s

[#time(σ
′(|σ′|))−#time(σ

′(1))] (5.2)

Note that in this case, the same trace can contain more than one prefix that
reach the same state, leading to multiple measurement values. Also note that
we use the notation ⊎ to indicate the sum of multisets, while we use the notation
∪ to indicate the union of sets (see Section 2.1).

Definition 5.2 (Transition Measurement Function). Given a state representation
function rs and an activity representation ra, a transition measurement function
tm(r s ,ra) : E∗ × Rt → B(R), is a function that relates a trace σ ∈ E∗ and a
transition t ∈ Rt to a multiset of numerical measurements.

For example, it is possible to measure whether a certain transition t is exe-
cuted in a given trace σ:

tmoccur
(rs,ra)(σ, t) =

{
[1] if ∃σ′∈pref ⋄(σ),σ′ ̸=⟨⟩

(
rs(pref |σ

′|−1(σ′)), ra(σ′(|σ′|)), rs(σ′)
)
= t

[0] otherwise

(5.3)

It is also possible to measure the elapsed time of a trace until a transition is
triggered within the trace:

tmelapsed
(rs ,ra )(σ, t) =

⊎
σ′∈pref ⋄(σ),σ′ ̸=⟨⟩(

rs(pref |σ
′|−1(σ′)),ra(σ′(|σ′|)),rs(σ′)

)
=t

[#time(σ
′(|σ′|))−#time(σ

′(1)]

(5.4)

States and transitions can be annotated with the measurements obtained from
an event log [163].
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Definition 5.3 (Annotation Function). Given a state measurement function sm,
a transition measurement function tm and an event log L, an annotation function
an(sm,tm,L) : (Rs ∪ Rt) → B(R), is a function that, given a state s ∈ Rs or
transition t ∈ Rt, produces a multiset of numerical measurements. The annotation
function is defined as:

an(sm,tm,L)(x) =

{⊎
σ∈L sm(σ, x) if x ∈ Rs⊎
σ∈L tm(σ, x) if x ∈ Rt

Creating Annotated Transition Systems from Event Logs

In order to compare process variants, we need to be able to compare the an-
notations that are produced for each state and transition of a transition system
(see Def. 2.14). Hence, we introduce annotated transition systems which allows
one to annotate a transition system with multiple annotation functions.

Definition 5.4 (Annotated Transition System). Given two event logs L1 and
L2, state and activity representation functions rs and ra, state and transition
measurement functions sm and tm, we define an annotated transition system
ATS (rs,ra,L1,L2,sm,tm) as the triplet (TS (rs,ra,L1∪L2), an(smrs ,tm(rs,ra),L1),

an(smrs ,tm(rs,ra),L2)) consisting of a transition system TS (rs,ra,L1∪L2) and two an-
notation functions an(smrs ,tm(rs,ra),L1) and an(smrs ,tm(rs,ra),L2).

Note that the transition system TS (rs,ra,L1∪L2) uses all the traces contained
in the event logs L1 and L2. All the annotations in an1 are related to the event
log L1 and all the annotations in an2 are related to the event log L2. This allows
us to extract only the annotations related to a specific event log for any given
state or transition.

Figure 5.3 shows an example of an annotated transition system. It is the
result of annotating a simplified transition system related to the journal revision
process using the event log shown in Figure 1.4 which is split into two sublogs:
L1 contains the first two traces (i.e., no extra reviews needed) and L2 contains
the third trace (i.e., extra review needed), the state representation function
rs(σ) = {#activity(e)|e ∈ σ} for σ ∈ PL, the activity representation function
ra(e) = #activity(e) for e ∈ EL, the state measurement function smrs defined
in Equation 5.1 and the transition measurement function tm(rs,ra) defined in
Equation 5.3. Note that the measurements corresponding to all three traces are
included in the annotations.
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{  }

Invite Reviewers

an1:[1,1]
an2:[1]

{Invite Reviewers}

an1:[1,1]
an2:[1]

{Get Review 1}

an1:[1,1]
an2:[1]

{Get Review 2}

an1:[1,1]
an2:[1]

{Get Review 3}

an1:[1,1]
an2:[0]

Get Review 1

Get Review 2

Get Review 3

{Timeout 3}

an1:[0,0]
an2:[1]

Get Review 3

{Collect Reviews}

an1:[1,1]
an2:[1]

{Acept}

an1:[0,1]
an2:[0]

{Reject}

an1:[1,0]
an2:[1]

{Invite Aditional
Reviewer}
an1:[0,0]
an2:[1]

{Get Review X}

an1:[0,0]
an2:[1]

an1:[1,0]
an2:[0]

an1:[1,0]
an2:[0]

Get Review 2
an1:[1,0]
an2:[0]

Get Review 2
an1:[0,1]
an2:[0]

an1:[0,1]
an2:[0]

an1:[0,0]
an2:[1]

Get Review 1
an1:[0,1]
an2:[0]

an1:[0,0]
an2:[1]

Timeout 3
Get Review 1

an1:[0,0]
an2:[1]

Collect Reviews
an1:[1,1]
an2:[0]

Collect Reviews
an1:[0,0]
an2:[1]

Accept
an1:[0,1]
an2:[0]

Reject

an1:[1,0]
an2:[0]

Invite Additional Reviewer
an1:[0,0]
an2:[1]

Get Review X
an1:[0,0]
an2:[1]

Reject
an1:[0,0]
an2:[1]

Figure 5.3: A simplified version of the transition system presented in Figure 2.4 is anno-
tated with the annotation functions an1 and an2 with occurrence state and
transition measurement functions defined in Equations 5.1 and 5.3. Annota-
tions are represented as text under the node and edge labels. Blue-colored
annotations correspond to an1 and red-colored annotations correspond to
an2.
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State and Transition Comparison using Annotations.

The annotations in states and transitions can be compared in order to detect
differences between them.

Definition 5.5 (Comparison Oracle). Given two multisets of numerical measure-
ments (i.e., annotations), the comparison of annotations can be abstracted as a
comparison oracle that is defined as the function diff : B(R)×B(R)→ Bool , that
decides whether there are significant differences between such multisets (i.e., true)
or not (i.e., false).

This comparison oracle is unrelated to the notion of cases and processes,
as it works over numerical annotations. Such annotations incorporate all the
process-specific information of the event data.

Given an ATS =
(
(S,A, T ), an1, an2

)
, for each element x ∈ S ∪ T we want

to detect differences by evaluating diff (an1(x), an2(x)).
The framework is irrespective of the employed comparison oracle. However,

in this chapter we propose two concrete oracles. If the annotation values fol-
low a normal distribution, we use the two-tailed Welch’s T-test, also known as
the “two-tailed T-test with different variances” [190]. Otherwise, we use the
non-parametric rank-based Mann-Whitney U-test [113]. This test is the non-
parametric version of a T-test (i.e., it does not assume normality).

Statistical significance tests only indicate if there is a difference big enough
to be significant, but do not take into account the magnitude of the actual differ-
ence. For example, a difference of one second or one month can be statistically
significant, depending on the sparsity or skewness of the annotations. To ad-
dress this, the effect size is measured in order to indicate the magnitude of the
difference. Note that the effect size is only calculated when a statistically signif-
icant difference is detected. This means that states and transitions that do not
contain statistically-significant differences are not measured for effect size.

Definition 5.6 (Effect Size Oracle). The effect size oracle is defined as the function
eff : B(R)× B(R)→ R, which given two multisets of measurements, returns the
size of the effect (i.e., how small or large is the difference) and the sign of the
difference (+/-) in a certain scale.

In this chapter, we use Cohen’s d [38] to measure effect size, which measures
the difference of sample means in terms of pooled standard deviation units.
Cohen relates ranges of d values to effect size categories: d = ±0.2 is considered
as a small effect, d = ±0.5 is considered as a medium effect and d = ±0.8 is
considered as a large effect. However, other effect size measurements could be
used instead.
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Visualization of Results

This section discusses a way to visualize the behavior comparison results de-
scribed above. Design principles of transition systems including thickness, color,
shape, and layout can be used to represent information. The design principles
that we used in this chapter are:

• Processes can be visually represented as transition systems (see [162]).

• Thickness of elements in a graph can be used to represent numerical prop-
erties (e.g., existing process mining tools use this to show delays and fre-
quencies).

• Categories (e.g., related to Cohen’s d) can be represented by color scales
(see [22]).

The most common design principles used in the process mining software
industry (e.g., tools like Disco1, Celonis2, Minit3, MyInvenio4, Perceptive Pro-
cess Mining5, SNP Business Process Analysis6, and many more) are the use of
thickness to represent scalar values (e.g., frequency of occurrence) and the use
of color to highlight elements of the model (e.g., nodes, arcs). In this chapter,
we do not claim a contribution in terms of visualization, and we adhere to the
common industry design principles mentioned above.

Thickness is especially useful to represent numerical attributes due to the
high number of different values it can take (i.e., a small range of real numbers)
and by the fact that it is unidimensional and scalar (i.e., when comparing two
thicknesses, one can quickly identify the magnitude of their difference). For
example, if a line is two times thicker than another line, then its numerical
attribute value is two times bigger.

In this chapter, we use thickness to represent behavioral properties of the
process (e.g., frequency, elapsed time). The behavioral property used to calcu-
late thickness is configured by the user: Given an annotated transition system
ATS =

(
(S,A, T ), an1, an2

)
, for each element x ∈ S ∪ T , the thickness of the

corresponding node (if x ∈ S) or arc (if x ∈ T ) is proportional to the mean value
of an1(x) ⊎ an2(x), i.e., the average value of the annotations associated with x

1https://fluxicon.com/disco
2www.celonis.com/en
3www.minitlabs.com
4www.my-invenio.com
5www.lexmark.com
6www.snp-bpa.com
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and computed on the merged log. Note that the thickness property can provide
insights about the overall behavior of both variants combined. However, other
alternatives representations are possible, e.g., the average difference of an1(x)
and an1(x) can be used instead in order to highlight the states or transitions
with biggest absolute differences in their annotation values.

Figure 5.4 shows an example of this visualization using the exact same ATS

{  }

Invite Reviewers

{Invite Reviewers}

{Get Review 1}

{Get Review 2}

{Get Review 3}

Get Review 1

Get Review 2

Get Review 3

{Timeout 3}

Get Review 3

{Collect Reviews}

{Acept} {Reject}

{Invite Aditional
Reviewer}

{Get Review X}

Get Review 2
Get Review 2

Get Review 1

Timeout 3
Get Review 1

Collect Reviews

Collect Reviews

Accept
Reject

Invite Additional Reviewer

Get Review X

Reject

Figure 5.4: An example of how the annotations are translated to the thickness of the
transition’s arcs and state’s node borders using the annotated transition sys-
tem shown in Figure 5.3. In this case, thickness represents the combined
frequency of occurrence.



134 Process Variant Comparison

presented in Figure 5.3, which uses the state representation function rs(σ) =
{#activity(e)|e ∈ σ} for σ ∈ PL, the activity representation function ra(e) =
#activity(e) for e ∈ EL, the state measurement function smrs defined in Equa-
tion 5.1 and the transition measurement function tm(rs,ra) defined in Equa-
tion 5.3. In this case, the annotations are represented as thickness instead of
text. Note that in this figure, thickness represents the frequency of occurrence.

Color is commonly used to highlight elements, because the human eye is
very susceptible to color contrast. This fact can be used to draw the attention of
the user to the parts of the process that contain differences.

Given an annotated transition system ATS =
(
(S,A, T ), an1, an2

)
, for each

element x ∈ S ∪ T , the corresponding node (if x ∈ S) or arc (if x ∈ T ) will be
colored black or white (depending whether it is a transition or a state, respec-
tively) if there are no statistically-significant differences detected in that element.
On the other hand, if a statistically-significant difference is detected, a different
color will be used.

In this latter case, the specific color used depends on the type and magnitude
of the difference found: For differences in terms of behavior, the color used will
depend on the effect size of the difference (defined in Section 5.2.1). Please note
that our approach can analyze only one annotation (e.g., frequency, elapsed
time) at a time, and it is defined by the user. The selected annotation is then
used for all the statistical tests and effect size calculations.

Different colors are used according to Cohen’s d ranges of effect size values
(8 value ranges in total: four for positive d’s and four for negative d’s). Col-
ors with higher intensity (i.e., darker) represent larger effect sizes (i.e., more
relevant differences), whereas colors with low intensity (i.e., lighter) represent
smaller effect sizes (i.e., less relevant differences).

Blue-based colors mean that the average value of the annotation of a state or
transition in a first event log is higher than in a second event log and red-based
colors mean the opposite. Figure 5.5 shows an example of a transition system
in which some states and transitions are colored blue or red if they present
statistically significant differences in their annotations.

The color scheme (blue and red) was obtained from http://colorbrewer2.

org (introduced in [22]) from the selection of diverging color schemes (i.e.,
where white is the median color and the two extremes are different non-white
colors) with eight levels that were also identifiable by color-blind users. In [22],
Brewer discusses how these schemes are generated and how they can be used
to represent categories.

http://colorbrewer2.org
http://colorbrewer2.org
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Figure 5.5: Example of an annotated transition system colored with the results of statis-
tical significance tests and effect size oracle. States and transitions that do
not contain statistically significant differences (hence, the effect size is not
measured) are colored white and black respectively.

5.2.2 Comparing Business Rules

When a state of a transition system has more than one outgoing transition, a
decision needs to be made: only one of the outgoing transitions can be executed.
Such states are called as decision points.

Definition 5.7 (Decision Point). Given a transition system TS = (S,A, T ), a
state s ∈ S is a decision point if it has at least two different outgoing transitions,
namely ∃a′, a′′ ∈ A,∃s′, s′′ ∈ S : (p, a′, s′) ∈ T ∧ (p, a′′, s′′) ∈ T ∧ a′ ̸= a′′.

As discussed earlier, the non-behavioral context of a process can be directly
related to its observed behavior. Such context information is present in event
data in the form of data attributes (e.g., workload, type of customer). For any
decision point, the context information (contained in the event log in the form
of data attributes) can be used to discover business rules that capture the data
conditions that lead to a control-flow decision (e.g., if the amount of a requested
loan is higher than X, then the loan is rejected). Similarly to what was proposed
in [44], we use decision trees [124] to discover data conditions (i.e., business
rules) at the decision points.

Given a transition system, for each decision point, the business rules com-
parison is performed as follows:
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1. Extract observation instances from the event logs of the two variants. In
abstract terms, an observation instance relates, for a given trace prefix
in an event log, the execution of one of the outgoing transition of the
decision point (i.e., target or class variable) to a set of attribute values
(i.e., descriptive variables)

2. For each variant, a decision tree is built using the respective observation
instances.

3. Compare the decision trees for differences.

Note that in step 1, all the necessary process-specific information contained in
the event data is embedded into the observation instances. Therefore, steps
2 and 3 are not process-specific. Given a collection of observation instances
(i.e., value vectors), any classification technique can be used instead. Step 3
proposes a novel way to compare decision trees according to whether they agree
or disagree in their predictions. These three steps are detailed in the remainder
of this section.

Creation of the Observation Instances

Since we are interested in analyzing how data attributes can explain the control-
flow decisions of a process variant (i.e., business rule), for each decision point
we need to create observation instances that contain such data attributes. These
instances will be used to train and test decision trees.

Let L be an event log and TS (rs,ra,L) = (S,A, T ) be a transition system.
Let DP ⊆ S be the set of decision points of the transition system TS. For
each decision point d ∈ DP , an observation instance associated to d is a pair
associating a set of attribute values to the next activity a ∈ A being executing,
as observed in the event log. For the remainder of this section, we introduce
function:

values : E∗ → (N ̸→ V)

that, for each trace (prefix) σ, returns a function f = values(σ) that relates
attributes n ∈ N to values f(n) ∈ V. For each attribute n in the domain of f ,
f(n) returns the latest value that n has taken on in trace (prefix) σ.

With this helper function at hand, we can precisely define the set of obser-
vation instances associated with an event log.

Definition 5.8 (Observation instances). Let L be an event log and let PL be the
set of all prefixes of all traces in L. Let TS (rs,ra,L) = (S,A, T ) be a transition
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system. Given a decision point d ∈ DP ⊆ S, the multiset of observation instances
I
(L,rs,ra)
d ∈ B

(
(N ̸→ V)×A

)
related to d is defined as:

I
(L,rs,ra)
d =

⊎
σ∈PL\{⟨⟩},

rs(pref |σ|−1(σ))=d

[(values(pref |σ|−1(σ)), ra(σ(|σ|)))]

where ra(σ(|σ|)) ∈ A is the class attribute, namely the activity that is observed
being executed (i.e., the last activity executed in the trace σ).

Table 5.1 shows an example in the context of the journal revision process,
where the observation instances were obtained using the event log shown in
Figure 1.4 and the transition system for this event log shown in Figure 2.4
for the decision point given by the state “Invite Reviewers”. Note that these

Table 5.1: Fragment of a set of Observation Instances related to the journal revision
process in the decision point given by the state “Invite Reviewers”.

Trace ID Observation Instance

3025 ({f(activity) = “Invite Reviewers”, f(timestamp) = 01-08-2017}, “Get Review 1”)
3026 ({f(activity) = “Invite Reviewers”, f(timestamp) = 14-08-2017}, “Get Review 3”)
3027 ({f(activity) = “Invite Reviewers”, f(timestamp) = 06-09-2017}, “Get Review 2”)

observation instances have different target activities, i.e., “Get Review 1”, “Get
Review 2”, and “Get Review 3”. Also note that if any of the events “Invite
Reviewers”, “Get Review 1”, “Get Review 2”, or “Get Review 3” had an extra
data attribute (e.g., resource = John), its latest value would also be included in
the observation instance, even if the other events do not contain such attribute.

Training and Testing Decision Trees to Obtain Business Rules

Once a multiset of observation instances Id has been created for each decision
point d, decision trees are trained with such instances. Concretely, we use the
C4.5 algorithm to train decision trees [125]. Even though other decision-tree
training algorithms can be employed, we opted for C4.5 because of its ability of
dealing with noise and missing values. The decision tree trained with the set of
observation instances Id is denoted as DTd.

Once a decision tree has been trained, it can be used to represent the busi-
ness rules of a process variant at a particular decision point. The decision tree
can also be used to predict the next activity that is going to be executed when
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a certain decision point is reached based on attribute values. For later usage,
assume the function that describes the decision tree semantics:

evalDTd
: (N ↛ V)→ A

Given a function f that assigns values to certain attributes, evalDTd
(f) predicts

the next activity a ∈ A to be executed when reaching a certain decision point d
when attributes take on values according to function f . Note that the attributes
that are given values in the set of observation instances might be different from
those used by decision trees to classify new instances. In these cases, the addi-
tional attributes are discarded and the missing attributes are set as missing. The
C4.5 algorithm can deal with missing values by assuming that they can take any
value.

Comparing Decision Trees to Identify Differences in Business Rules

Let L1 and L2 be two process variants and TS (rs,ra,L1∪L2) = (S,A, T ) be a
transition system. Given a decision point d ∈ S, we can compare the decision
trees DT 1

d and DT 2
d respectively trained with instances I(L1,r

s,ra)
d and I

(L2,r
s,ra)

d

by performing a cross-validation. Figure 5.6 illustrates the idea. For each ob-

Figure 5.6: Example of a decision tree comparison using the first observation instance
shown in Table 5.1. An observation instance is evaluated by both deci-
sion trees DT 1

d and DT 2
d . In this case, they classify the instance differently.

An extended observation instance is created from the observation instance by
adding the classification of both trees as attributes (highlighted in red), and
changing the target variable to “disagree” (highlighted in blue). If the trees
would have predicted the same class, the target variable would be “agree”.
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servation instance in I
(L1∪L2,r

s,ra)
d , we classify it using the decision trees DT 1

d

and DT 2
d . The more instances (f, a) ∈ I

(L1∪L2,r
s,ra)

d have the same prediction
by both trees, the more similar are DT 1

d and DT 2
d and, hence, the fewer dif-

ferences exist in business rules between the two variants for the decision point
d. In this thesis, we define the degree of similarity as simply the percentage of
observation instances that yield the same prediction in both trees. Formally, this
is defined as follows.

Definition 5.9 (Degree of Similarity of Decision Trees). Given two decision trees
DT 1

d and DT 2
d and a set of observation instances Id, the degree of similarity of

DT 1
d and DT 2

d can be measured as:

similarity(Id, DT 1
d , DT 2

d ) =
|{(f, a) ∈ Id|evalDT 1

d
(f) = evalDT 2

d
(f)}|

|Id|

Cross-validation results relate to the degree of exchangeability of business
rules between process variants. It provides answers to the following question:
“What if a process variant is executed using the business rules of another vari-
ant?” If the degree of similarity is 1 (i.e., perfectly similar), then the business
rules of the variants are exchangeable, and the observed behavior after exchang-
ing the rules should not be affected. On the other hand, if the degree of similar-
ity is is low, this means that the business rules of the variants are different, and
the observed behavior should be different as well.

Cross-validation is useful to quantify the degree of exchangeability (thus,
similarity) of business rules between variants, but does not provide any informa-
tion about on which specific situations they agree or disagree. To address this,
we analyze under which conditions the decision trees of two variants agree (i.e.,
classify an observation instance in the same class) or disagree. The disagreement
conditions are relevant because they indicate variants business rules. Further-
more, they describe conflicts in terms of business rules. For example, if the
threshold to accept a loan request is 1000 in one variant, and 2000 in another
variant, this means that both variants accept loans up to 1000, both variants
reject loans of 2000 or more, and there there is a disagreement between them
in the amount range ]1000, 2000[. This means that the business rules of the vari-
ants predict different control-flow paths (i.e., accept or reject the loan) for any
loan having an amount in that range.

For this purpose, we stack decision trees: we build a new decision tree using
extended observation instances, which are observation instances extended with
the classification predictions of the decision trees of the two variants, as shown
in Figure 5.6. Formally, they are defined as follows.
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Definition 5.10 (Extended Observation Instances). Given an event log L, a tran-
sition system TS (rs,ra,L) = (S,A, T ), for each decision point d ∈ S, we create a
multiset of extended observation instances (denoted as EI

(L,rs,ra)
d ) by extending

all the instances (f, a) ∈ I
(L,rs,ra)
d with the classification results of the two deci-

sion trees DT 1
d and DT 2

d , and whether they agree or disagree in their classification,
regardless of the actual value of a:

EI
(L,rs,ra)
d =

⊎
(f,a)∈I

(L,rs,ra)
d :

eval
DT1

d
(f)=eval

DT2
d
(f)

[(f ′, agree)]
⊎

(f,a)∈I
(L,rs,ra)
d :

eval
DT1

d
(f )̸=eval

DT2
d
(f)

[(f ′, disagree)]

where f ′ is used as a replacement of f ⊕ (“classDT1
”, evalDT 1

d
(f))⊕ (“classDT2

”,
evalDT 2

d
(f)).7

Function f ′ contains the attribute value assignments of f and, additionally,
the evaluation results of f using both decision trees (attributes classDT1 and
classDT2 respectively).

The extended observation instances EId are used to train a new decision tree
EDTd, which is used to correlate the (dis)agreement of the decision trees of two
variants with the attribute values of one of the trees. Note that EDTd simply
classifies the extended observation instances EId into two classes: “agree” and
“disagree” using all the other available attributes. All the evaluations mentioned
above for a decision point are summarized into a decision point matrix, as illus-
trated in Figure 5.7. Each cell in this matrix (i.e., intersection of a row and a

DT1
d DT2

d EDTd

I
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d tested with I
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Figure 5.7: Abstract representation of a Decision Point Matrix for a decision point d,
given a transition system TS (rs,ra,L) and two process variants L1 and L2

where L = L1∪L2. Each row header corresponds to a multiset of observation
instances. Each column header corresponds to a decision tree. Each cell (i.e.,
intersection of a row and a column) contains the classification results of a
multiset of observation instances (row) using a decision tree (column).

column) corresponds to the classification results of a multiset of observation in-
stances (indicated by the row) using a decision tree (indicated by the column).

7The operator ⊕ is used to override the definition of a function f ′ = f ⊕ (a, b) with f ′(a) = b
and f ′(x) = f(x) for x ̸= a.
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The way in which the classification results are presented to the user is described
in Section 5.2.2.

In transition systems with many decision points, it is slow and cumbersome
to explore all of them in order to find differences in the business rules. To
address this issue, we want to identify the decision points that have the highest
differences.

We can measure the differences between variants in a decision point accord-
ing to an agreement score, defined as the percentage of extended observation
instances that were classified as “agree” by the new decision tree EDTd (i.e.,
the decision trees DT 1

d and DT 2
d agreed on their classification). Low agreement

scores indicate that there are more differences in the decision trees, thus, in the
business rules of the process variants.

Visualization of Results

This section describes how the business-rules comparison results can be visual-
ized.

To point out the decision points with larger differences, users can indicate
a threshold for agreement scores. For each decision point, if the agreement
score is below the threshold, then the element has a considerable difference
and is colored bright-red, otherwise is colored light-gray. We chose these two
colors because of their contrast with black and white: bright-red is highly visible
when contrasted with black and white, and light-gray is not as contrasting, but
enough to inform that there is a small difference.

Figure 5.8 shows an example of a transition system in which decision points
are highlighted order to show where the differences are.8

If the user clicks in a highlighted decision point (where the differences score
lower than the agreement threshold described above), a decision point matrix
is shown (see Figure 5.7).

The classification results contained in each cell of a decision point matrix
may contain many insights about how the decision tree classifies observation
instances, and they may be compared to other cells in order to detect differ-
ences. Concretely, we use two ways to present classification results, as shown
in Figure 5.9.

The first one is to use a pie chart that shows the percentage of correctly and
incorrectly classified instances. It is also used for representing the percentage of

8Note that the example transition system used in this figure differs from previous examples. It
has been added to better illustrate the visualizations.
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Figure 5.8: Example of an annotated transition system colored with the results of busi-
ness rules comparison, where the decision points are highlighted in red if
their agreement score is below the agreement threshold, and in grey other-
wise. States that are not decision points are not highlighted at all.

Figure 5.9: Representation of a cell (i.e., intersection of a row and a column) of a Deci-
sion Point Matrix (See Fig. 5.7) that corresponds to the classification results
of a set of observation instances (row) using a decision tree (column). These
results can be visualized as a pie chart (i.e., correctly and incorrectly classi-
fied) or as a confusion matrix.

agreement and disagreement in classifying the instances. The second one is to
use a confusion matrix, where each column of the confusion matrix represents
the instances in a predicted class while each row represents the instances in an
actual class. Please note that other ways to present classification results can be
used instead.

From this confusion matrix, we can also calculate metrics such as precision
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and recall that can provide insights about the quality of the classifications.

5.3 Implementation

Our approach has been implemented as the Process Comparator plugin in the
ProM [172] framework, as shown in Figure 5.10.9

The tool takes two event logs as input. However, more than two event logs
can be compared. This is handled by requesting the user to group these event
logs into two groups. Each of these groups is then merged into a single event
log and then compared against each other (e.g., “one against the rest” or “one
half of the event logs against the other half”). The tool also provides a “hint”
functionality to create the two groups of event logs for the users that do not
have context knowledge or do not know a-priori which event logs to compare.
This functionality suggests to compare a single event log against all the others
by calculating similarity scores between each individual process and the merge
of the n−1 remaining processes. The similarity score is calculated based on the
percentage of elements that present statistically significant differences. Finally,
the tool suggests to the user the process that has most differences with the rest
as a starting point for comparative analysis.

Our tool allows the user to change state and event representation functions,
state and transition measurement functions and several useful parameters (e.g.,
the significance level of the statistical significance tests) in order to provide
flexible representations for the event logs, as shown in Figure 5.10. Our tool also
provides frequency filtering capabilities where all the nodes and arcs with lower
frequency than a defined threshold will be hidden from the visualization. This
allows to filter out rare behavior and to produce clearer visualizations. Also, the
elements of the transition system presented as a result are interactive. The user
can click on any state or transition, and a dialog will pop-up showing either:
(1) the values of the annotations of such a state or transition for both event logs
(e.g., frequency of occurrence, elapsed time, remaining time, number of traces),
as shown in Figure 5.10a, or (2) its decision point matrix if the selected element
is a decision point, as shown in Figure 5.10b. The actual content of the dialog
will depend on the settings defined by the user (whether they want to compare
behavior or business rules).

It is important to note that this implementation relies on the event log being
“enriched” (e.g., by the user) with context information in the form of event

9The plugin is included in the ProcessComparator package in ProM.
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(a) Comparison of Behavior

(b) Comparison of Business Rules

Figure 5.10: Screenshot of the Process Comparator plugin in the ProM framework. De-
tails are presented in pop-up dialogs when the user clicks on states or tran-
sitions showing comparisons according to the defined settings (Compare
Behavior or Business Rules).
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attributes. Such event attributes enable the extraction of business rules and
their comparison.

5.4 Applications

This section describes the application of our tool to two different datasets: a
synthetic and a real one. In these applications, the use of the tool is showcased,
and the results are interpreted and discussed in order to obtain useful insights.

5.4.1 Using Synthetic Data

This experiment is inspired by the textbook process example: The loan applica-
tion process [50].

This process starts with an applicant submitting a loan application. The
company checks the application and returns it to the applicant if there are is-
sues with the application. If there are no issues, the company checks the credit
history of the applicant, appraises the property (if the loan is for purchasing a
property), assesses the risk of the loan, and assesses the eligibility of the ap-
plication. After this, the company decides whether to approve or reject the
loan. If the loan is rejected, the process ends. If the loan is accepted, the com-
pany can optionally offer a home insurance quote to the customer, and sends
the acceptance pack. Finally, if the company verifies the payment agreement,
the application is approved. If payment cannot be verified, the application is
cancelled.

Figure 5.11 shows a transition system that represents the control-flow of the
loan application process. This transition system was built using the state and ac-
tivity representation functions rs(σ) = #activity(σ(|σ|)) and ra(e) = #activity(e)
(i.e., equivalent to the directly-follows graph [156]).

In this experiment, we designed two CPN models of this process that have an
identical control-flow structure, but one of the business rules is different.10 The
difference between these two models is that they use different thresholds in the
activity “Assess Eligibility” to determine whether a loan is accepted or rejected.
In the high model, the rejection threshold is set to 7000 euros (i.e., loans of 7000
euros or more are rejected), whereas in the low model, the rejection threshold
is set to 4000 euros.

10The CPN models of both variants can be downloaded from: http://www.win.tue.nl/~abolt/
userfiles/downloads/Models/

http://www.win.tue.nl/~abolt/userfiles/downloads/Models/
http://www.win.tue.nl/~abolt/userfiles/downloads/Models/
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Figure 5.11: Annotated Transition system representing the control-flow of the loan ap-
plication process. Thickness represents frequency of occurrence.

These two models were used to simulate two event logs (i.e., variants) of
1.000 traces each using CPN Tools: a high variant simulated from the high
model, and a low variant simulated from the low model11. In both event logs,
the loan amount of each trace is generated from a uniform distribution between
1.000 and 10.000 euros. We expect to observe a difference between these vari-
ants in terms of business rules (due to different rejection thresholds) but also
in behavior (i.e., more loans should be rejected in the low variant). This is be-
cause, in the simulation, the probability of a single randomly-selected loan to
be rejected is 0.3 in the high variant and 0.6 in the low variant.

Figure 5.12 shows the behavior comparison results obtained using our ap-
proach. We can note that, indeed, we could detect a statistically significant dif-
ference in the percentage of loans that are rejected (highlighted in red): 65%
of the loans are rejected (i.e., they reach the Reject Application state) in the
low variant versus 35% in the high variant. The blue colors assigned to states
and transitions indicate that the part of the process that comes after the accep-
tance of the loan (i.e., state Prepare acceptance pack and subsequent states and
transitions) was more frequent in the case of high fines. This difference in the

11CPN Tools is freely available from: http://cpntools.org
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Figure 5.12: Artificial experiment results: Differences in terms of frequency (highlighted
in blue and red) were found between the high and low variants.

percentage of accepted or rejected fines is expected because of the less-strict
threshold used in the case of high fines.

Figure 5.13 shows the business rules comparison results obtained using our
approach. Note that a difference between the two variants in terms of business
rules was detected for the decision point Assess Eligibility. Figure 5.13 also
shows a concrete instantiation of the decision point matrix (see Figure 5.7)
for the decision point mentioned above. The elements on this matrix indicate
the percentage of a set of instances (defined for each row) correctly classified
by a decision tree (defined by each column). Note that even though the self
accuracy is perfect (as shown by elements 1 and 4 in Figure 5.13), when the
same business rules are applied to the other variant (as shown by elements 2
and 3 in Figure 5.13), the accuracy is not so good.

The decision trees learned for this decision point are shown in Figure 5.14,
where Figure 5.14a represents the decision tree learned with the low variant
and Figure 5.14b represents the decision tree learned with the high variant.

Note that in both cases the business rules are very close to the original
thresholds (3.993 vs 4.000 for the low variant and 6.999 vs 7.000 for the high
variant).

Figure 5.14c shows the agreement/disagreement decision tree. Note that the
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Figure 5.13: Artificial experiment results: Differences in terms of business rules (high-
lighted in red) were found between the high and low variants.

disagreement range is as expected: around the interval from 4.000 to 7.000.

5.4.2 Using Real Data

In order to show the usefulness of our approach in practice, we applied our
tool to the running example related to the road fines management process (see
Section 2.4). For showing the comparison capabilities of our approach, we
arbitrarily split the event logs into two sub-logs (i.e., variants): the first one
contains all the cases where the fine amount was lower than 50 euros (i.e., low
fines) and the second contains all the cases where the amount of the fine was
equal or higher than 50 euros (i.e., high fines). Both event logs are annotated
with over 20 data attributes. The two event logs were then compared against
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(a) Decision tree learned from the low vari-
ant.

(b) Decision tree learned from the high vari-
ant.

(c) Agreement/disagreement decision tree.

Figure 5.14: Artificial experiment results: Decision trees learned for the decision point
“Assess elegibility”. The approach successfully identifies that there is dis-
agreement in the middle range (4.000 - 7.000).

each other in terms of behavior and decision making using our tool in three sets
of experiments:

1. The first was based on an abstraction where the last event of the trace is
considered. Given an event log L, a trace σ ∈ PL and an event e ∈ EL,
we used the state and transition abstractions: rs(σ) = #activity(σ(|σ|))
and ra(e) = #activity(e). As a measurement for comparison, the elapsed
time was used as defined in Eqs. 5.2 and 5.4, thus comparing the time
differences when activities were executed.

2. The second experiment was based on the same abstractions as the first
experiment (i.e., identical state and transition representation functions).
However, the focus of this experiment is to make comparisons in terms of
decision-making.

3. In the third experiment, the last two events of the trace were consid-
ered, as we used rs(σ) = ⟨#activity(σ(|σ|)), #activity(σ(|σ| − 1))⟩ and
ra(e) = #activity(e). Unlike the previous two experiments, we used this
abstraction in this experiment to include more than just directly-follows
relations. The occurrence measurements for comparison were used as de-
fined in Eqs. 5.1 and 5.3.
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In the first and last experiments (i.e., comparison in terms of behavior), we used
a confidence level α = 0.05 for the statistical significance tests. The results of
the three experiments mentioned above are described in the remainder of this
section.

First Experiment: Differences in Performance

Figure 5.15 shows the results of the first experiment, where many relevant per-
formance differences were detected. Figure 5.15a shows a transition system
annotated with the significant differences found in terms of elapsed time. Fig-
ure 5.15b shows information popups obtained after clicking on the states Send
Fine and Payment. Such popups indicate the average and spread (i.e., standard
deviation) of several control-flow and performance annotations. Red colors are

(a) Annotated transition system showing
performance differences. Blue shades
represent earlier executions of activities
or reaching of states in high fines. Red
shades represent the other way around.
White indicates that no significant differ-
ences can be observed.

(b) Information popups obtained from click-
ing the states Send Fine and Payment in
the Process Comparison Tool. Group A
refers to low fines and Group B refers to
high fines.

Figure 5.15: Performance (elapsed time) comparison between high and low fines.
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assigned to states and transitions that are reached or executed statistically sig-
nificantly earlier in low fines, whereas blue colors are assigned when the oppo-
site occurs.

The red color assigned to state Payment indicates that payments were re-
ceived significantly earlier for low fines (99 days versus 151 days). Conversely,
the blue color assigned to the state Send Fine indicates that high fines are sent to
offenders significantly earlier (72 days versus 90 days). The fact that the Create
Fine state is white indicates that there is no statistically significant difference in
how early Create Fine is executed.

Second Experiment: Differences in Business Rules

The results of the second experiment showed the states Create Fine and Add
Penalty were identified as decision points. After a fine has been created, it can
be immediately paid (i.e., Payment). If it is not fully paid, it is sent to the
offender (i.e., Send Fine). Since the decision in this case is trivial, we proceeded
to analyze the Add Penalty decision point in more detail.

From this decision point, a fine can be either paid or sent to credit collection
(i.e., states Payment and Send to Credit Collection respectively). Figure 5.16
shows the decision trees of both process variants for this decision point. We can

(a) DT 1
Add penalty (b) DT 2

Add penalty

Figure 5.16: Decision Trees of variants high fines (DT 1) and low fines (DT 2) for the
decision point Add Penalty. The leaf nodes (i.e., nodes without child) also
show the number of instances classified into them (in brackets).

observe that both decision trees follow different decision making rules. From all
the data attributes contained in the event log, the one that is most determinant
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to predict which activity will follow is totalPaymentAmount. This data attribute
contains the accumulation of all the payments for that fine.

Figure 5.16 shows that if the totalPaymentAmount is higher than 13.7 (for
the high fines) or 10 (for the low fines), both decision trees predict that the fine
will be paid. This means that if an offender has partially paid a given amount
and a penalty is added (increasing the fine Amount to be paid) most offenders
will pay the fine. In the case of the high fines, if the totalPaymentAmount is
lower or equal to 13.7, the fine is most likely to be sent for credit collection.
This includes all the offenders that have not paid any part of their fine, and it
seems that the penalty added does not stimulate the offender to pay the fine. In
the case of low fines, if the totalPaymentAmount is lower or equal to 10 and if
the new amount of the fine after the penalty is higher than 65.6, it will be most
likely sent to credit collection. On the other hand, if the new amount is lower
or equal to 65.6 and if the notificationType is “C” (i.e., Conducente, which is the
Italian for “Driver”), means that the notification was sent to the driver of the
car when the fine was given, and it leads to the payment of the fine. However,
if the notificationType is “P” (i.e., Proprietario, which is the Italian for “Owner”),
means that the notification was sent to the owner of the car, and it most likely
leads to the fine being sent for credit collection.

We also analyzed how each decision tree can be used to replace the other,
adapting their decision making criteria. Figure 5.17 shows that, although the
decision trees are different, they tend to make the same decisions.

This can be observed in the first row of pie charts of Figure 5.17; The pie
charts indicate a similar classification accuracy. From the above, we can con-
clude that the decision making in both process variants is similar, even though
their decision making is structurally different (i.e., different decision rules).

So far, we have concluded that the decision making in the studied variants is
very similar in the Add Penalty decision point. However, we are also interested
in analyzing under which conditions these trees disagree in their predictions.
For this purpose, we built a decision tree with the extended observation in-
stances of both variants to analyze the decision rules that lead to agreements
or disagreements (as discussed in Section 5.2.2). The resulting tree is shown
in Figure 5.18. This similarity tree confirms the conclusions obtained from the
cross classification mentioned above: in 99.93% out of 75803 cases, the predic-
tions of the previous decision trees are the same (i.e., agree). However, the cases
where they disagree are characterized, in 47 out of 53 cases, by the notification
being sent to the driver (notificationType = “C”) and the amount after the fine
(Amount) is less or equal to 65.6 euros. This indicates that, even though the
business rules of both variants are structurally different in the [Add Penalty]
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Figure 5.17: Section of the Decision Point Matrix for the decision point Add Penalty. Each
pie chart shows how each decision tree (column) classifies sets of observa-
tion instances (rows). Group A corresponds to high fines and Group B to
low fines.

Figure 5.18: Decision tree that classifies extended observation instances into whether
the trees of each variant agree (green) or disagree (orange) in their clas-
sifications in the decision point [Add Penalty]. The leaf nodes (i.e., nodes
without child) also show the number of instances classified into them (in
brackets).
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decision point, they agree in most cases.

Third Experiment: Differences in Control-flow Frequency

Figure 5.19 illustrates the output of the third experiment. Orange shade ovals
and arcs represent states reached or transitions executed significantly more of-
ten in low fines compared with high fines. Blue shades refer to the opposite.
The first observation is that low fines are usually immediately paid without re-
quiring the local police to send a copy of fine to the offender. This can be seen
through the orange-colored state [Payment,Create Fine] and the transition from

Figure 5.19: Occurrence frequency comparison. Colored states (i.e., nodes) and transi-
tions (i.e., edges) contain statistically significant differences between the
two event logs. Blue nodes and arcs show a higher fraction of cases involv-
ing a high fine. Orange nodes and arcs signal a higher fraction of cases
involving a low fine.
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[Create Fine] to this state. Conversely, high fines are more often sent to the of-
fender than low fines, as one can observe through the blue-colored state [Send
Fine, Create Fine]. Similar observations can be derived by looking at the other
states and transitions.

Figure 5.19 also indicates that, for low and high fines, it is similarly fre-
quent that offenders perform incomplete payments, which causes a penalty to
be added12, which are subsequently followed by a second payment to prob-
ably complete the fine payment. This can be observed in the white-colored
states [Payment,Insert Fine Notification] and [Add Penalty, Payment]. Note that,
for high fines, it is significantly more frequent that a payment only occurs af-
ter adding the penalty. This can be seen from the blue color associated with
the transition between states [Add Penalty, Insert Fine Notification] and [Pay-
ment,Add Penalty]. Please observe that the latter finding could not be observed
if we used an abstraction solely based on the last occurred event.

5.5 Conclusions

The problem of comparing process variants is highly relevant. Many compa-
nies are observing that the executions of their processes are not always optimal
and subject to variations. There may be interesting differences between depart-
ments, customer groups, and periods. Processes may change because of the
influence of several factors, such as the period of the year, the geographical
location of the process execution or the resource unit in charge. Some recent
approaches aim to compare the execution of different process variants. How-
ever, existing approaches tend to focus on the control-flow perspective and often
detect differences that are statistically insignificant.

To our knowledge, none of the existing approaches is able to detect the
relevant (i.e., statistically significant) behavioral differences between process
variants in terms of any annotation (e.g., performance) or business rules based
on their recorded event logs. To address this challenge, we developed a new
technique based on transition systems that detects statistically significant dif-
ferences between process variants in terms of any measurement annotations,
and shows the similarities and differences of the business rules between them,
using event logs as input. We used transition systems to avoid being dependent
on a particular discovery algorithm and representation. Transition systems can

12According to the Italian laws, if a fine is not paid in full within 90 days, a penalty is added so
that the due amount doubles.
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be created using different perspectives (e.g., next to control-flow one may also
consider resource interaction) and a range of parameters can be used to control
the result.

Our implementation is provided with concrete annotations, which are re-
lated to the control-flow frequency (named occurrence) and to the time per-
spective (elapsed time, remaining time, and sojourn time annotations). However,
the framework is extensible and allows users to easily add new measurement
functions. This extensibility enables the user to use context information (e.g.,
workload, weather) in the extraction and comparison of business rules.

The applications showed the approach enables users to pinpoint differences
that previous approaches failed to provide. Also, our approach does not show
differences that are statistically insignificant, which are conversely returned by
other approaches.

As a limitation, we would like to discuss the choice of transition systems as
the representation used for process models in this chapter. Transition systems
have some limitations: they can easily explode into giant state-spaces, they
cannot represent concurrency properly, etc. However, transition systems are
what is considered in the machine learning field as a "stable classifier" (i.e.,
small changes in the data have small effects in the model). In contrast, Petri
nets, BPMN and other higher level representations that can handle concurrency
have a tendency to be "unstable classifiers" (i.e., small changes in the data can
have large effects in the model). For example, removing a single trace from an
event log may have a significant effect in a Petri net structure (e.g., border cases
around the discovery technique´s parameter thresholds), yet it will have a low
impact on the structure of a transition system.



Chapter 6
Process Variant Detection

Business processes are not static: They have to adapt to constant environment
changes (e.g., customer preferences, legal regulations, new competitors). Like
any live species, companies (and their business processes) also evolve accord-
ing to Darwinian evolution: “The best to adapt is the one that thrives”. It is
not uncommon for companies that the same business process has to adapt to
different contexts simultaneously, which leads to variability in the behavior of
such processes.

As discussed in Section 1.2, process variability is not only related to the
control-flow perspective (e.g., a process may skip risk assessment steps for gold
customers), but can also be related to other perspectives, such as performance.
For example, if two branches of a company execute their processes in the same
way (i.e., same control-flow) but there are huge performance differences be-
tween the branches, it is interesting to understand and explain such differences.
Most process discovery techniques (i.e., discovering process models from event
logs) deal with process control-flow variability by combining all the observed
executions (i.e., cases) of a process into a single process model. This results in
what is known as spaghetti models (i.e., illegible process models). Note that
process variability can be related to any context information, as long as it is
presented in the form of data attributes of events.

Variability makes processes more difficult to analyze and understand. In this
chapter, we deal with variability in processes by identifying process variants (see
Definition 2.13) in event data, which are then enriched with event attributes
that encode variant information. This enriched event data can also be split
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into process variants using a variant dimension in a process cube, created from
the newly-created attributes (see Chapter 3) and later, such variants can be
used to run process mining workflows (see Chapter 4) or to be compared with
each other using process comparison techniques such as the one presented in
Chapter 5, as illustrated in Figure 6.1.
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Figure 6.1: Overview of the scope of this chapter: event data is analyzed and process
variants are found. This information is used to enrich the log with new
event attributes that explicitly mention the variant it belongs to. These new
variant-related attributes can be used in a process cube for splitting event
data into such process variants. Unused interactions are greyed out.

In this chapter, we propose a technique to detect relevant process variants
in an event log using the control-flow, performance, and context attributes of
events in an interactive and exploratory way, where only relevant results are
presented. To achieve this, we leveraged on well-proven data mining techniques
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for Recursive Partitioning driven by Conditional Inference (RPCI) over event
attributes.

It is important to note that the type of analysis performed with our approach
can also be achieved by combining other approaches and standard data mining
techniques. However, such techniques require extensive and manual ad-hoc
parametrization and configuration to achieve the same results that our approach
can obtain in a much easier way. We achieve this by discovering a process model
from an event log and using such model to identify points of interest in the
process (e.g., a given state in the process). Then, the same variability analysis
is automatically performed in each point of interest and the summarized results
for the whole process are presented to the user as result.

The remainder of this chapter is structured as follows. Section 6.1 discusses
related work. Section 6.2 introduces our approach and discusses how process
variants can be identified in event logs with the help of process models. Sec-
tion 6.3 describes the implementation of our approach. Section 6.4 describes
the application of our tool using real event data. Finally, Section 6.5 concludes
the chapter.

6.1 Related Work

The identification of process variants can be related to the well-known trace
clustering problem. In recent years, several approaches for trace clustering have
been proposed in literature. Even though these approaches may use different
techniques, they all have a common goal: Split an event log into smaller event
logs with less variability.

Existing trace clustering approaches can be grouped into four categories,
based on how clusters are obtained:

• Structural similarity

• Concept drift detection

• Performance analysis

• Attribute correlation

Trace clustering techniques based on structural similarity [21,139,173,188]
focus on clustering traces based on their control-flow structure (i.e., sequence
of activities). A downside of techniques based on structural similarity is that,
even though the discovered clusters contain traces with similar control-flow,
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such clusters are often difficult to characterize using data attributes (e.g., type
of customer, amount of a loan request). For example, all the traces in an event
log that executed the same sequence of activities can be trivially clustered to-
gether, but such cluster is meaningless from a business perspective if it cannot
be characterized using data attributes (e.g., most traces in the cluster can be
related to vip customers).

Trace clustering techniques based on concept drift detection focus on a spe-
cific type of process variability i.e., control-flow variability over time. An ex-
tensive survey on concept drift techniques in data mining is presented in [56].
Concept drift detection techniques have been applied in process mining by sev-
eral authors [112, 116, 135]. These approaches focus on detecting points in
time when the control-flow of a process changed. When a change point is de-
tected, an event log can be split based on whether traces were executed before
or after such point in time. The downside of these techniques is their limited
scope (i.e., control-flow changes over time), ignoring other perspectives such as
performance or other data attributes.

Trace clustering techniques based on performance analysis [67,68] focus on
detecting differences in the performance of the process and characterizing them
by using control-flow, performance, and context attributes. Then, traces with
similar performance can be grouped together, and clusters can be characterized
using other perspectives (e.g., control-flow, other data attributes). The down-
side of these techniques is also their limited scope, as they only cluster traces
based on their performance.

Trace clustering techniques based on attribute correlation [45, 74] are more
general, as they aim to group cases depending on any event or trace attributes.
The approach proposed in this chapter falls in this category and is closely related
to [45], which focuses on classifying specific selections of events by building
decision or regression trees with the attributes of such events that are later used
to classify traces into process variants.

6.2 Process Variant Detection

The approach presented in this chapter allows for grouping traces of an event
log into process variants (see Definition 2.13). The overview of our approach
and its steps are illustrated in Figure 6.2. The approach consists of the following
steps:

Step 1: Given an event log, a transition system is created.
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Figure 6.2: Overview and steps of our approach to detect process variants in event logs.

We use transition systems as process models because any process model
(in any notation) that has executable semantics can be translated into a
transition system. Section 2.3.4 discussed how a transition system can be
built from an event log based on state and activity abstractions. Given an
event log L, a state representation function rs and an activity representa-
tion function ra, the output of this step is a transition system TS (rs,ra,L) =
(S,A, T ).

Step 2: Points of interest are identified in the transition system.
Informally, a point of interest can be any state or transition of the tran-
sition system. Users can select points of interest in many ways, e.g., the
most frequently visited states or the transitions corresponding to a specific
part of the process. The output of this step is a set of points of interest. Each
point of interest is related to a set of traces that reach it. This is discussed
in detail in Section 6.2.1.

Step 3: For each point of interest, the set of traces that reach it is parti-
tioned into process variants.
Given a point of interest and a set of traces that reach it, the objective
of this step is to partition such set of traces into non-overlapping sets of
traces, i.e., process variants. This is performed for all the points of inter-
est defined in the previous step. The details of this step are discussed in
Section 6.2.2.

Step 4: A summary of process variants is produced, where the splitting cri-
teria and the resulting variants are shown for each point of interest.
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To simplify the interpretation of the results of the previous step, we present
a summary of only the points of interest where process variants were found
(see Section 6.3). For each point of interest, the splitting criteria are
clearly presented, and the obtained process variants are used to enrich
the original event log with variant information by explicitly encoding it as
data attributes, so it can be later split using process cubes or used by other
process mining techniques.

Step 1 (creating a transition system from an event log) was discussed in detail in
Sections 2.3.4 and 5.2.1. Hence, we assume that the reader is already familiar
with it.

Therefore, the remainder of this section will discuss steps 2 and 3 of the
approach in detail.

6.2.1 Defining Points of Interest in a Transition System

The second step in our approach (step 2 in Figure 6.2) is to identify points of
interest in the transition system obtained from step 1. Given an event log L and
a transition system TS (rs,ra,L) = (S,A, T ), any state s ∈ S and any transition
t ∈ T can be a point of interest.

A point of interest can be related to a set of traces that “reach” it. Given
an event log L and a transition system TS (rs,ra,L) = (S,A, T ), every potential
point of interest p ∈ S ∪ T can be related to a set of traces in the event log
through the function Tr(r

s,ra,L) : (S ∪ T )→ P(L). This function is defined as:

Tr(r
s,ra,L)(p) =



⋃
σ∈L

{
σ
∣∣∃σ′∈pref ⋄(σ) : r

s(σ′) = s
}

if p ∈ S⋃
σ∈L

{
σ
∣∣∃σ′∈pref ⋄(σ)\{⟨⟩} : rs(pref |σ

′|−1(σ′))

= s1 ∧ ra(σ′) = a ∧ rs(σ′) = s2
} if p = (s1, a, s2) ∈ T

All the states and transitions of a transition system can be initially considered as
points of interest. However, we select a subset of points of interest PI ⊆ S ∪ T
because not all points of interest are equally relevant. The relevance of a point
of interest with respect to an event log is defined as follows.

Definition 6.1 (Relevance of points of interest). Let L be an event log and
TS (rs,ra,L) = (S,A, T ) be a transition system. The relevance of a point of in-
terest p ∈ S ∪ T is defined as |Tr(rs,ra,L)(p)|/|L| i.e., the percentage of traces in
the event log that reach that point of interest.
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For example, all the states and transitions that are reached by less than 5%
of the traces in the event log could be considered as irrelevant because they
rarely happen, and can be removed from the analysis. In the implementation of
our approach (see Section 6.3), a threshold of relevance is defined by the user,
which defines the minimum allowed relevance of points of interest, which is
used to filter out points of interest with a lower relevance than the threshold.
However, other alternative notions of relevance can be defined, and the users
can arbitrarily select points of interest from S ∪ T . For example, if there is a
bottleneck in the process, users can select the points of interest related to the
states and transitions where such bottleneck is located.

The output of this step is a set of points of interest PI ⊆ S ∪ T , where each
point of interest p ∈ PI is related to the set of traces Tr(r

s,ra,L)(p).

6.2.2 Finding Variants in a Point of Interest

The third step in our approach (step 3 in Figure 6.2) is to find process variants
in the points of interest defined above. As described in Definition 2.13 in Sec-
tion 2.2, process variants are sets of traces. The objective of this step is, for each
point of interest p (e.g., a state or transition), to group the set of traces that
reach it (i.e., Tr(r

s,ra,L)(p)) into process variants by leveraging on their event
attributes.

It is important to note that traces can reach a point of interest more than
once (e.g., in the presence of loops), hence, can have multiple values for the
same event attribute. However, because we need single values for event at-
tributes, we must choose only one event within the trace in order to use its
attribute values for such cases. In this chapter, we choose the last event of the
shortest prefix of a trace that reaches the point of interest i.e., the first event if
observed multiple times. For this purpose, we introduce a helper function σp

that, given a trace σ and an event e ∈ σ, returns the prefix of σ that ends with
e: σp(e) = σ′ ∈ pref ⋄(σ) such that σ′(|σ′|) = e. We use this helper function to
define, for any point of interest, the set of events related to traces that reach it.
This set of events will be used later for creating instances that can be clustered
or partitioned.

Definition 6.2 (Set of events related to traces that reach a point of interest).
Let L be an event log, EL = {e ∈ σ|σ ∈ L} be the set of events in traces of L,
TS (rs,ra,L) = (S,A, T ) be the corresponding transition system, p ∈ PI ⊆ S ∪ T
be a point of interest and Tr(r

s,ra,L)(p) be the set of traces of L that reach p. We
define the function Ev(r

s,ra,p,L) : Tr(r
s,ra,L)(p)→ EL that maps traces to the first
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event within that trace with which p is reached. For any trace σ ∈ Tr(r
s,ra,L)(p) ,

the function Ev is defined as:

Ev(r
s,ra,p,L)(σ) =



e ∈ σ
∣∣∣rs(σp(e)) = p ∧

∀e′∈pref |σp(e)|−1(σ)r
s(σp(e

′)) ̸= p
if p ∈ S

e ∈ σ
∣∣∣rs(pref |σp(e)|−1(σ)) = s1 ∧

rs(σp(e)) = s2 ∧ ra(e) = a ∧(
∀e′∈pref |σp(e)|−1(σ))r

s(σp(e
′)) ̸= s2

∨ ra(e′) ̸= a

∨ rs(pref |σp(e
′)|−1(σ)) ̸= s1

)
if p = (s1, a, s2) ∈ T

In order to partition a set of traces into subsets of traces, we need to first trans-
late them into instances that can be used by classification and partitioning tech-
niques.

Given a set of traces Tr(p) related to a point of interest p, we define the set
of available attributes as: A(rs,ra,L,p) =

⋃
σ∈Tr(rs,ra,L)(p) atts

(
Ev(r

s,ra,p,L)(σ)
)
.1

Analogously to several machine learning techniques, instances need a depen-
dent variable d ∈ A(rs,ra,L,p) to be defined (a.k.a, class or label). The dependent
variable d represents the outcome whose variation is being studied, and it will
determine the process variants that are found. For example, if one wants to de-
tect control-flow variants in a process (i.e., variants with differences in control-
flow), then the dependent variable should be a control-flow event attribute of
the process (e.g., the next activity to occur). Alternatively, if one wants to detect
performance variants in a process (i.e., variants with differences in the perfor-
mance e.g., slower and faster variants), then the dependent variable should be
an event attribute of the process that encodes the performance level e.g., the
elapsed time within a trace. See Definition 2.11 in Section 2.2 for examples of
these attributes obtained with trace manipulation functions.

The remaining A(rs,ra,L,p)\{d} attributes are considered as independent vari-
ables which can be used to split the instances in order to reduce the variability
of the dependent variable in the resulting partitions i.e., process variants. After
defining the dependent and independent variables, we can build instances from
traces.

1Recall that the function atts maps events to a set of attributes related to them (see Section 2.2).
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Definition 6.3 (Set of Instances related to a point of interest). Let L be an event
log, TS (rs,ra,L) = (S,A, T ) be a transition system, p ∈ PI ⊆ S ∪ T be a point of
interest, Tr(r

s,ra,L)(p) be the set of traces of L that reach p, d ∈ A(rs,ra,L,p) be a
dependent attribute and A(rs,ra,L,p) \ {d} = {a1, ..., an} be the set of independent
attributes. The set of instances related to p is defined by the function In : PI →
P((V ∪ {⊥})|A(rs,ra,L,p)| × L), where for any point of interest p ∈ PI, the set of
instances related to it is defined as:

In(rs,ra,L)(p) =
⋃

σ∈Tr(rs,ra,L)(p)

{((
#a1

(Ev(r
s,ra,p,L)(σ)), . . .

. . . ,#an(Ev(r
s,ra,p,L)(σ)),#d(Ev(r

s,ra,p,L)(σ))
)
, σ

)}
Note that, differently from Definition 5.8, every trace in Tr(p) is mapped to

a single instance. An instance in In(p) is composed by a list of |A(rs,ra,L,p)| − 1
independent variable values (i.e., #a1(Ev(σ)) to #an(Ev(σ))), a dependent
variable value or class (i.e., #d(Ev(σ))), and the trace it was generated from
(i.e., σ).

Also note that, unlike Definition 5.8, in this chapter In(p) is not a multiset of
instances because every instance is unique since it incorporates the trace, which
is unique being composed by unique events.

Most classification and partitioning techniques will only use the first two
elements of our instances (i.e., independent and dependent attribute values).
The third element (i.e., the trace) is used to simply identify the trace from which
the instance was generated from. This becomes useful after partitioning the
instances, where each resulting subset of instances (i.e., a partition) can be
directly related to a set of traces (i.e., a process variant).

The following example shows how a set of instances can be obtained for a
point of interest p using the running example of this thesis.
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Example 6.1 (Instances related to a Point of Interest). Let’s consider the
following transition system (Figure 6.3) related to the road fines manage-
ment process introduced in Section 2.4:

Figure 6.3: Transition system representing the behavior of the road fines manage-
ment process.

This transition system was built using the state representation function
rs(σ) = #activity(σ(|σ|)) and the activity representation function ra(e) =
#activity(e). Note that this transition system has 6 states and 7 transitions
which can be points of interest. Also note that the empty state rs(⟨⟩) is not
considered as a point of interest because it does not have events related to
it (see the discussion in Section 2.3.4).

For the remainder of this example, we will focus on the state Add Penalty
(highlighted in red) as our point of interest p. Let’s now consider the fol-
lowing four traces:
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Table 6.1: Selection of four traces of the road fines management process
event id fine id activity timestamp amount next activity elapsed time

001 A1 create fine 24/07/2006 35 send fine 0
002 A1 send fine 05/12/2006 35 - 134 days

003 A100 create fine 02/08/2006 35 send fine 0
004 A100 send fine 12/12/2006 35 insert fine notification 132 days
005 A100 insert fine notification 15/01/2007 35 add penalty 166 days
006 A100 add penalty 16/03/2007 71.5 send for credit collection 226 days
007 A100 send for credit collection 30/03/2009 71.5 - 972 days

008 A10000 create fine 09/03/2007 36 send fine 0
009 A10000 send fine 17/07/2007 36 insert fine notification 131 days
010 A10000 insert fine notification 02/08/2007 36 add penalty 147 days
011 A10000 add penalty 01/10/2007 74 payment 207 days
012 A10000 payment 09/09/2008 74 - 551 days

013 A10005 create fine 20/03/2007 36 payment 0
014 A10005 payment 21/03/2007 36 - 1 day

Note that the fine id field indicates the different traces: In this example, a
fine corresponds to a trace. From these four traces, only traces A100 and
A10000 reach the point of interest p = Add Penalty. This means that such
traces are elements of Tr(r

s,ra,L)(p). Note that since traces A1 and A10005
do not reach the state Add Penalty, they will not be considered for this point
of interest.
Alternatively, if the point of interest to be analyzed was the state
Create Fine instead, all four traces described above would be considered,
as they all reach such point of interest.
As discussed before, for each trace that reaches p, we need to select the
event in the trace that first reached the point of interest p = Add Penalty.
For the trace “A100” we select the event “006”, and for the trace “A10000”
we select the event “011”. From each of these traces, an instance is built. In
this example, we consider the elapsed time as the dependent variable i.e.,
the class of the instance.
Table 6.2 shows the two instances that can be obtained from the traces
described above in Table 6.1.

Table 6.2: Instances obtained from the traces described in Table 6.1 when they
reach the point of interest Add Penalty.

activity timestamp amount next activity elapsed time (dependent) fine id (trace)

add penalty 16/03/2007 71.5 send for credit collection 226 days A100
add penalty 01/10/2007 74 payment 207 days A10000

Note that for each instance, the first four columns correspond to the values
of the independent variables related to the trace σ. The fifth and sixth
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column correspond to the elapsed time (i.e., the dependent variable) and
the id of trace σ respectively. Also note that, formally, an instance contains
a whole trace, but for the sake of simplicity we only mention its trace id.
These instances can now be used to detect process variants in the point of
interest p = Add Penalty.

The set of instances obtained for any point of interest (i.e., In(rs,ra,L)(p))
can now be partitioned into process variants by leveraging on its event attribute
values. Many clustering algorithms can be uses to partition such sets of in-
stances e.g., classification and regression trees such as C4.5 [125], or any other
non-overlapping clustering technique.

In this chapter, we use a technique named Recursive Partitioning by Condi-
tional Inference (RPCI) [69] to partition sets of instances related to each point of
interest. The remainder of this section is described as follows. First, we discuss
the details of this specific choice, and present an overview of how RPCI works.
Finally, we describe how to use sets of instances related to specific process vari-
ants to enrich event data with variant-related attributes.

Recursive Partitioning by Conditional Inference

Unlike other classification techniques (e.g., classification and regression trees)
RPCI provides an unbiased selection and binary splitting mechanism by means
of statistical tests of independence between the independent variables and the
dependent variable.

One of the main differences is that decision and regression trees aim to pre-
dict a value, whereas RPCI aims to partition data. Hence, differences in minor-
ity classes would be overseen by approaches based on decision and regression
trees. For example, consider an activity X which can be followed by A, B or C.
Decision-tree-based approaches (e.g., the work presented in [45]) would not
find a difference between (A = 60%, B = 40%, C = 0%) and (A = 60%, B
= 0%, C = 40%) because in both cases the majority class, hence, the actual
predicted value, is A (60% of the cases). RPCI detects this because it focuses
on the differences between the distributions instead of the expected (i.e., most
probable) values.

RPCI is based on the work by Strasser and Weber [143], which defines inde-
pendence tests based on permutations using the asymptotic properties of linear
statistics derived from arbitrary distributions. The specific independence tests
used depend on the distributional characteristics of the dependent and inde-
pendent variables. These independence tests are concretely used to determine
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attribute correlations and optimal splittings of the set of instances.
In a nutshell, RPCI is described for a set of instances In(rs,ra,L)(p) (denoted

as I) in Algorithm 1. The algorithm takes a set of instances as input and returns
partitions as output in the form of a set of sets of instances.

Algorithm 1 Recursive Partitioning by Conditional Inference

1: procedure RPCI(I, α,A, d)
2: Input: I ⊆ (V ∪ ⊥)|A| × E∗, α ∈ [0, 1] ⊂ R, A ⊆ N , d ∈ A
3: Output: O ⊆ P

(
(V ∪ ⊥)|A| × E∗)

)
4: bestPValue ← 1 ▷ worst possible p-value
5: bestAttribute ← ⊥
6: for all a ∈ A \ {d} do ▷ for all independent attributes
7: pValue ← CORRELATIONTEST(I, a, d) ▷ test correlation of a and d
8: if pValue < bestPValue then
9: bestPValue ← pValue

10: bestAttribute ← a
11: end if
12: end for
13: if bestPValue > α then
14: return ({I}) ▷ no significant correlation⇒ no splitting
15: else
16: (I1, I2)← SPLITWRTATTRIBUTE(I, bestAttribute) ▷ I1 ⊆ I, I2 = I \ I1
17: return RPCI(I1, α,A, d) ∪ RPCI(I2, α,A, d) ▷ recursive step
18: end if
19: end procedure

In the first part of the algorithm (lines 4 to 12 in Algorithm 1), the dependent
variable d is tested for correlation with respect to each independent variable a
in isolation using the method CORRELATIONTEST(I, a, d) (line 7 in Algorithm 1).
From the independent variables for which the null hypothesis is rejected (i.e.,
they are significantly correlated to d), we select the one with the lowest p-value,
which is obtained from the independence test. The lowest p-value (i.e., best-
PValue) indicates the strongest significant correlation between the dependent
variable and an independent variable. Note that if no null hypothesis is rejected
(i.e., p-value larger than a given alpha), no splitting is done.

If an independent variable a is selected (i.e., a is significantly correlated to
d), an optimal binary partition is searched (line 16 in Algorithm 1). A set of
instances I can be partitioned using the independent attribute a in different
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ways depending on the distribution of a.
For binary splitting a numerical a, a single value is chosen, which acts as

a “border” between the resulting subsets. For example, splitting by the value
5 results in two groups of instances: I1 = {

(
(#a(Ev(σ)),#d(Ev(σ))

)
, σ) ∈

I|#a(Ev(σ) ≤ 5} and I2 = {
(
(#a(Ev(σ)),#d(Ev(σ))

)
, σ) ∈ I|#a(Ev(σ) > 5}.

For binary splitting a categorical a, a set of values is chosen, because cate-
gories are not comparable. For example, I1 = {

(
(#a(Ev(σ)),#d(Ev(σ))

)
, σ) ∈

I|#a(Ev(σ)) ∈ {Gold, Silver}} and I2 = {
(
(#a(Ev(σ)),#d(Ev(σ))

)
, σ) ∈

I|#a(Ev(σ)) /∈ {Gold, Silver}}. Note that RPCI provides several mechanisms
to deal with missing values (i.e., ⊥).

In the method SPLITWRTATTRIBUTE(I, a) (line 16 in Algorithm 1) RPCI uses
the values of the independent variable a to detect a binary partition of the set
of instances I into I1 ⊂ I and I2 = I \ I1 such that the difference between the
distributions of the dependent variable d over the resulting subsets I1 and I2 is
maximized.

In the last part of the algorithm (lines 14 and 17 in Algorithm 1), the whole
process is repeated for the resulting partitions I1 and for I2 if a significant cor-
relation between independent and dependent attributes was found. Otherwise,
the input set of instances I is returned as the output.

As a result of the RPCI algorithm, the set of instances I is partitioned into
non-overlapping (sub)sets of instances: RPCI(I, α,A, d) = {I1, ..., In} where
I = I1 ∪ ... ∪ In. Given the recursive nature of this approach, the exact final
number of obtained partitions depends on the characteristics and distributions
of the variables, and how many independent variables are correlated to the
dependent variable.

From Sets of Instances to Process Variants and Variant-Enriched Event Data

The last step of our approach consists of enriching the original event log with
new event attributes that explicitly specify the process variants found in the
event data.

Given an event log L and a set of instances I, each instance is denoted
as i = (a, σ) ∈ I, where a is the sequence of values of the dependent and
independent variables that describe the instance and σ ∈ L is the trace related
to such instance. The set of traces associated to I corresponds to a process
variant, defined as Var I =

⋃
i=(a,σ)∈I{σ}

Then, for a set of instances I and a subset Im ⊂ I, all the events in the
process variant Var Im can be enriched with a new event attribute variant us-
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ing a trace manipulation function defined as TVAR(⟨e1, . . . , en⟩) = ⟨f1, . . . , fn⟩
such that ∀1≤i<n : #variant(fi) = m (see Section 2.2 for more details on trace
manipulation functions).

This new “variant” event attribute encodes the specific variant to which the
event is related, and can be used, e.g., as a dimension in a process cube for
splitting an event log into such process variants.

6.3 Implementation

We have implemented our approach as a ProM [172] plugin named “Process
Variant Finder” included in the VariantFinder package. We use the R library
ctree [70] to perform the statistical tests and partitioning of the sets of instances,
including the RPCI technique. Therefore, a running instance of R is required.2

Figure 6.4 illustrates the flow of user interactions with our tool.
The first step in using our “Process Variant Finder” tool is to specify the

settings that will be used to discover process variants, as shown in Figure 6.5.
In our tool, the “Settings” panel (Panel 1 in Figure 6.4) is sub-divided into

three parts: “Transition System Settings”, “Partitioning Settings”, and “Actions”,
described as follows.

Transition System Settings: These settings define the transition system
that will be used to identify points of interest (see Step 1 of our approach in
Section 6.2). The user can also select a frequency threshold (i.e., “frequency” in
Figure 6.5) that is used to filter out points of interest based on their relevance
(see Definition 6.1).

Partitioning Settings: These settings are used to define instances that will
be partitioned by RPCI, and also to parameterize the partitioning algorithm.
This is done by defining the dependent variable (i.e., “class attribute” in Fig-
ure 6.5), the set of independent variables (i.e., “selected attributes” in Fig-
ure 6.5), the α for statistical tests (i.e., the statistical significance level), and
also provides an early-stopping mechanism by defining the minimum size of
a partition (i.e., “Min % of instances in a leaf” in Figure 6.5). Users can se-
lect whether to test all independent attributes in combination, or to test them
separately (i.e., “use separately” checkbox in Figure 6.5).

Actions: This part contains two buttons: one for discovering process vari-
ants based on the specified settings defined above (i.e., “Apply Settings” in Fig-

2Our approach requires the R libraries “partykit” and “Rserve” to be installed an the function
Rserve() needs to be executed. Such method opens a socket through which R communicates with
Java.
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Figure 6.5: Settings panel or our tool (Panel 1 in Figure 6.4).

ure 6.5) and one that is used to enrich the event log with a new attribute spec-
ifying the corresponding process variants, according to the selection made by
the user in Panel 2.

The details of the other panels (shown in Figure 6.4) and the step-by-step
application of our tool to a real dataset and the interpretation of its results will
be illustrated as follows.

6.4 Applications

This section first describes a step-by-step experiment showing the application
of our technique to the event log related to the road fines management pro-
cess (see Section 2.4). Then, Section 6.4.1 compares the obtained results with
the arbitrary partitioning of this dataset that was performed in Chapter 5 (see
Section 5.4.2).

The transition system used to represent the behavior in the road fines man-
agement process is shown in Figure 6.7 (based on Figure 2.6 presented in Sec-
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tion 2.4). By default, all the states and transitions of this transition system are
initially considered as point of interest, but only those with a relevance of 5%
or more are used in our analysis.

In this experiment, we used the next activity attribute as dependent variable,
and the attributes amount (i.e., the amount of the fine) or the article (i.e., the
traffic law that was violated) were each used as independent variables (see
Figure 6.5). Note that the independent variables were used separately. We used
a significance level (α) of 5%.

After defining the settings, the second step in using our tool is to click on the
“Apply Settings” button. Now, the “Summary of Process Variants” panel (Panel 2
in Figure 6.4) shows a table with a summary for all the process variants found,
as shown in Figure 6.6.

Figure 6.6: Summary of Process Variants found in this experiment (Panel 2 in Fig-
ure 6.4). The next activity attribute was used as the dependent variable,
and the attributes amount and article were used as independent variables.

Each row in this table relates to a set of process variants obtained from the
event log using RPCI. Note that several sets of process variants can be found
for the same point of interest depending on the independent attributes used
for splitting (i.e., see the column “split attribute”). For example, rows 1 and 5
(highlighted in blue) relate to the point of interest defined by the state Create
Fine (i.e., see the columns “split attribute”). However, in row 1, the process vari-
ants were obtained by splitting the event log based on the article independent
variable (i.e., the traffic law that was violated) and in row 5 the process variants
were obtained by splitting the event log based on the amount of the fine.
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Once a set of process variants (i.e., a row in Figure 6.6) is selected by the
user, Panels 3 and 4 in Figure 6.4 show more information about it. Note that the
user can select only one set of process variants each time. In this demonstration,
we select the first row of the summary of process variants which splits the event
log into process variants based on the article of the fine in the point of interest
defined by the state Create Fine. We chose such point of interest because it is
the only one that is reached by all the traces in the event log.

As a consequence, the “Point of Interest of selected Process Variants” panel
(i.e., Panel 3 in Figure 6.4) shows the location of the point of interest related
to the selected set of process variants by highlighting it in red within the tran-
sition system that represents the behavior of the process. In this case, since the
first row in the “Summary of Process Variants” panel was selected, the point of
interest Create Fine is highlighted in red, as shown in Figure 6.7.

Figure 6.7: Point of Interest Create Fine of the set of Process Variants selected in this ex-
periment (Panel 3 in Figure 6.4), with next activity selected as the dependent
variable and article is selected as the independent variable.

At the same time, the “Splitting Criteria” panel (i.e., Panel 3 in Figure 6.4)
describes the details of the splitting criteria used to partition the event log into
the selected set of process variants by visualizing it as a tree where each branch
of the tree defines the values of the independent variable that is used for split-
ting, and each leaf of the tree represents a process variant, and is visualized as
the distribution of values of the dependent variable for the subset of instances
that represent that variant. In this case, the process variants for the point of
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interest Create Fine when only the article (i.e., traffic law that was violated) is
used as an independent variable are shown in Figure 6.8. We can observe that

Figure 6.8: Process Variants found in the point of interest Create Fine. The dependent
variable is the next activity to occur. The independent variable is the article
i.e., traffic law that was violated (Panel 4 in Figure 6.4).

fines related to the article 157 (i.e., parking-related fines) have a significantly
higher likelihood of being paid before the fine is sent to the offender, compared
to other types of fines.

Figure 6.9 shows the process variants for the point of interest Create Fine
when only the amount of the fine is used as independent variable. We can
observe that more expensive fines (i.e., more than 41 euros) and cheaper fines
(i.e., less than 32.8 euros) are less likely to be paid directly by the offender, and
most likely the fine will be sent to the offender. We can also observe that fines
with amounts between 32.8 and 41 euros are more likely to be paid directly
(i.e., without the need of sending the fine by mail) by the offender than higher
or lower-amount fines. We will use this observation to define process variants
for the remainder of this section.
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6.4.1 Connection to Process Cubes and Comparison to Arbi-
trary Splitting of Data

In Section 5.4.2, we arbitrarily split this same dataset related to the read fines
management process (see Section 2.4) into two process variants: one contain-
ing fines lower than 50 euro and the other containing fines higher than 50
euro, and then compared them for differences using the techniques described
in Chapter 5. This type of arbitrary splitting is not uncommon in process mining
analysis, as domain experts that could define a better splitting are not always
available.

The purpose of the remainder of this chapter is to evaluate, in the whole
process (not just in the state Create Fine), whether our approach provides a
detection of process variants in which differences are more evident than on
arbitrarily-chosen variants e.g., our previous 50-euro arbitrary split.

In the previous section chapter, we performed a different partition: traces
with an amount between 32.8 and 41 euros define one variant (i.e., variant 1),
and all the other fines define the other variant (i.e., variant 2). This choice, as
previously discussed, is based on the results observed in Figure 6.9, where we
grouped the variants that had a higher chance of being directly paid before the
fine is sent. These variants are related to the point of interest defined by the
state Create Fine. We used these results to enrich the event log by encoding the
variants explicitly into the event data as a new variant event attribute (see Sec-
tion 6.2.2). Then, we used a process cube (see Chapter 3) to split the event log
by dicing the newly-created variant dimension so that the two process variants
(i.e., 1 and 2) were contained in two different cells of the cube.

Given these two process variants, we used the technique described in Chap-
ter 5 to compare them using the same three experiments discussed in Sec-
tion 5.4.2: performance comparison, business rules comparison, and frequency
of occurrence comparison.

In the first experiment (i.e., performance comparison), we compared these
two variants in terms of their elapsed time. For more details about the design of
this experiment, see Section 5.4.2. The results of the first experiment are shown
in Figure 6.10.

We can observe that the two process variants found using our technique have
much larger performance differences than just arbitrary splitting the event data.
This can be observed in the fact that in the two process variants found using the
technique described in this chapter, the darker blue colors of states Send Fine,
Insert Fine Notification and Add Penalty indicate that the effect size is much
larger compared to the same states if the event log is split like in Chapter 5. See
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(a) Results of comparing elapsed time in fines
higher than 50 euros and lower than 50
euros (extracted from Figure 5.15).

(b) Results of comparing elapsed time in fines
between 32.8 and 41 euros and the rest
of the fines.

Figure 6.10: Performance (elapsed time) comparison between process variants.

Section 5.2.1 for more details about the color schemes used.
In the second experiment, we compared these two variants in terms of their

business rules in the state Add Penalty. For more details about the design of this
experiment, see Section 5.4.2. The results of the second experiment are shown
in Figure 6.11.

(a) Agreement/Disagreement of business
rules in fines higher than 50 euros and
lower than 50 euros (extracted from
Figure 5.19).

(b) Agreement/Disagreement of business
rules in fines between 32.8 and 41 eu-
ros and the rest of the fines.

Figure 6.11: Business rules comparison between process variants.

We can observe that using the technique presented in this chapter, we could
identify process variants that have larger differences in terms of business rules
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than just arbitrary splitting the event data. This can be observed in the fact that
in the two process variants found using the technique described in this chapter,
we discovered that the business rules disagreed in 822 cases, compared to the
52 cases of disagreement if the event log is split like in Chapter 5.

In the third experiment (i.e., control-flow comparison), we compared these
two variants in terms of their frequency of occurrence. For more details about
the design of this experiment, see Section 5.4.2. The results of the third experi-
ment are shown in Figure 6.12.

(a) Results of comparing frequency of occur-
rence in fines higher than 50 euros and
lower than 50 euros (extracted from Fig-
ure 5.19).

(b) Results of comparing frequency of occur-
rence in fines between 32.8 and 41 euros
and the rest of the fines.

Figure 6.12: Control-flow (frequency of occurrence) comparison between process vari-
ants.

We can observe that using the technique presented in this chapter, we could
find process variants that have more significant control-flow differences. This
can be observed in the fact that in the two process variants found using the
technique described in this chapter, the color of the states [Payment, Send Fine],
[Payment, Insert Fine Notification] and [Add Penalty, Payment] indicate that the
difference in terms of frequency of occurrence is significant, compared to the
same states if the event log is split like in Chapter 5, where no significant differ-
ences were detected.
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6.5 Conclusions

The problem of detecting process variants in event logs has been tackled by
several authors in recent years. Many authors have successfully solved specific
scenarios where the focus is put on specific attributes, such as time. Some have
even provided general solutions, but they fail to filter out irrelevant splits. This
chapter presents an approach that is able to detect relevant process variants in
any process perspective (in the form of event attributes) by splitting any other
(combination of) event attributes. The approach has been implemented and
is publicly available. We also showed that the approach could rediscover de-
signed performance issues in an artificially generated event log, where certain
resources were related to poorer performance. We also were able to successfully
identify points of process variability inside in a real-life event log and we were
able to detect process variants without the use of domain knowledge, confirm-
ing such variability using process comparison techniques. Such process vari-
ants are used to enrich the original event log by explicitly encoding the process
variants as event attributes. These variant-related attributes can be used as di-
mensions in a process cube, and can be used to split the event data, so that the
resulting cells can be analyzed using process mining techniques, process min-
ing workflows, or they can be compared using process comparison techniques.
Therefore, our approach provides a viable solution to process variant detection,
even when no domain knowledge is available.

As a limitation, we would like to mention that, even though our technique
requires "less of it”, it still relies on manual setting of parameters such as the
independent and dependent variables and a few thresholds. Therefore, there
is room for improvement in the sense of reducing the ammount of settings re-
quired to operate the tool by automatically choosing some of them.

Another limitation of the tool presented in this chapter is that it requires a
connection to the R software to be functional. This can be difficult to set up for
some people, and it is far from ideal. However, by the time of implementation,
there were no libraries that implemented RPCI. The only place where RPCI was
implemented was in R.
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Large-Scale Experimentation
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Chapter 7
A Framework for
Benchmarking Process
Discovery Techniques

Disclaimer: The work presented in this chapter is based on the work presented in [85],
in which the author collaborated with other researchers from TU/e and Hasselt University.
This work was also included in the doctoral dissertation by Jouck [84], where the focus was
put on the generation of process models and data. In this chapter, the focus is put on the
evaluation capabilities of process discovery techniques, and on the large-scale experiments
required for the statistical analysis of the results.

The lion’s share of attention within process mining was received by process
discovery, which aims to discover a process model from event logs. This resulted
in dozens of discovery algorithms (see [47, 156] for an overview). Researchers
aim to improve the quality of the mined models to adequately represent the
behavior observed in the event logs. A popular way to measure the quality is
the fitness between the event log and the mined model. However, there are
other ways to measure quality as well (e.g., precision, generalization, simplic-
ity). A good model allows for the behavior seen in the event log. Fitness alone
is not sufficient, also a proper balance between overfitting and underfitting is
required [156]. A process model is overfitting (the event log) if it is too restric-
tive, disallowing behavior which is part of the underlying process but not yet
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observed. This typically occurs when the model only allows for the behavior
recorded in the event log. Conversely, it is underfitting (the reality) if it is not
restrictive enough, allowing behavior which is unlikely to be part of the under-
lying process. This typically occurs if it overgeneralizes the observed behavior
in the event log.

The abundance of discovery algorithms has made it increasingly important
to develop evaluation frameworks that can compare the efficiency of these dis-
covery techniques, especially in terms of balancing between overfitting and un-
derfitting. As detailed in Section 7.1, several comparison frameworks have al-
ready been proposed in literature. Unfortunately, these frameworks are charac-
terized by at least one of the following three major limitations:

1. They are not independent from the modeling notation in which the dis-
covered models are represented, e.g. two behaviorally-equivalent models
may have very different precision scores, or quality can only be measured
after a conversion that does not preserve the behavior precisely. This re-
stricts the framework to a comparison of the algorithms that generate
models in one specific notation.

2. The evaluation results are based on concrete event logs and cannot be
generalized as the population of processes from which they originate is
unknown. Processes come from different populations depending on the
type of behavior allowed. Processes may have different behavioral char-
acteristics, with parts that can be repeated, with mutually-exclusive and
parallel branches, with non-local dependencies and so on. Also, these
characteristics can be more or less predominant in a process model. Dif-
ferent algorithms may better deal with a certain characteristic than oth-
ers. And the quality of the discovered model may also depend on the
predominance of certain characteristics. Performing a comparison with-
out acknowledging the influence of these behavioral characteristics can
lead to inconclusive results.

3. They use a small number of processes. Even if processes are randomly
sampled from a well-defined population of processes, one cannot validate
the evaluation results if only a few processes were considered, as this
prevents the results from being statistically and generally valid.

This chapter tries to overcome these limitations by proposing a framework that:

1. abstracts from the modeling notation employed.
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2. starts from the definition of a process population where the probability of
several behavioral characteristics can be varying. From this population a
random sample of process models and event logs is drawn, thus making it
possible to evaluate and generalize the influence of behavioral character-
istics on the quality of the discovered models by the different algorithms
under analysis.

3. performs experiments on random samples of a user-specified size, so as to
return statistically valid results.

In a nutshell, our framework is based on a classification perspective to eval-
uate the quality of a discovered model. The framework starts with artificially
generating random samples of process models from a specified population of
processes. For each model, we generate a training log with fitting traces (to dis-
cover a model) and a test log with both fitting and non-fitting traces (to check
conformance). Then, the quality of a discovery algorithm with respect to the
event log is related to the ability to correctly classify the traces in the test event
log: the discovered model should classify a trace representing real process be-
havior as fitting and a trace representing a behavior not related to the process
as non-fitting. In this way the classification approach allows us to evaluate dis-
covery algorithms generating models in different modeling notations because
the quality measurement is not based on one specific modeling notation. Fur-
thermore, by using (large) samples of randomly generated models and logs we
can make general statements about populations of models and logs.

Obviously, repeating the generation of event logs and process models cannot
be done manually to get significant results. We aim at thousands of models and
logs in order to generalize. Fortunately, this can be automated through the use
of process mining workflows, presented in Chapter 4.

In summary, this chapter introduces a novel evaluation framework which
is operationalized using a process minig workflow, and is an instantiation of
the use case “Large-scale experiments” proposed in Section 4.4.3. The exper-
iments report the results of their application to five state-of-the-art discovery
algorithms. It is beyond the scope of this thesis to extensively cover every exist-
ing discovery algorithm. However, the operationalization and the experiments
show how easy it is to extend the framework to other algorithms.

The remainder of this chapter is structured as follows. Section 7.1 discusses
related work. Section 7.2 discusses the new evaluation framework including
the methodological foundations and the building blocks used. Next, Section 7.3
describes the implementation of this framework as a process mining workflow
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and its application in an experimental setting, providing a discussion of the
experimental results. Finally, Section 7.4 concludes the chapter.

7.1 Related work

Several frameworks for evaluating process discovery algorithms have been pro-
posed. Rozinat et al. [130] introduced the first evaluation framework, Wang et
al. [185] and Ribeiro et al. [126,127] extended the Rozinat framework to eval-
uate and predict the best algorithm. Weber et al. [187] proposed an alternative
framework that takes a probabilistic perspective. In addition to the evaluation
frameworks, De Weerdt et al. [46, 47], Vanden Broucke et al. [177, 179] and
Augusto et al. [6] performed benchmarking studies of process discovery tech-
niques.

As indicated before, our framework evaluates the quality of models on the
basis of measures of precision and recall that are not bound to any modeling
notation. Conversely, the existing body of research is based on metrics that are
applicable to one notation, mostly Petri nets [6,47,126,127,130,177,179,185,
187].

We previously mentioned that the second and third advantage of our frame-
work is that it is based on the generation of a sufficiently-large number of ar-
tificial models to guarantee a statistical validity of the analysis. Conversely,
existing frameworks base their conclusions on samples that are small, either a
few real-life event logs [6,46,47,127], either artificial but not randomly gener-
ated [47,126,127,130,179,185,187], thus limiting the statistical validity of the
analysis. Also, the artificial process models are not generated by controlling the
probability of certain constructs to be present. This means that the event logs
generated from these models do not allow one to evaluate the correlation be-
tween the quality of the discovered models and the presence of certain process
constructs.

Furthermore, all frameworks, except Weber et al. [187], leverage on the
typical process-mining notions of precision, generalization, and fitness from lit-
erature to evaluate the quality of the discovered models (see, e.g., [156]). The
work presented by van der Aalst [168] discusses an exhaustive taxonomy of 21
propositions for conformance measures. Tax et al. [146] introduces a discussion
on the quality of precision measures in process mining. All these process-mining
measures are designed considering that the real process model is not known and
that one only observes the positive cases, namely the traces that are part of the
real process. The negative cases (i.e., the executions (traces) that do not fit the
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real process) are not known because they would require to know the real model.
Therefore, the process-mining measures of model quality try to artificially gen-
erate the negative cases based on estimation and, hence, the measured results
are estimates. An example of this is the work presented in [61, 178], where
negative events are added to event logs. Negative events record that at a given
position in a trace, a particular event cannot occur. However, negative events
are created based on the lack of evidence that contradicts them. This means that
negative events do not necessarily represent behavior that is not allowed by the
real process model: it only represents behavior that has not been observed yet.
In our approach, we know the real underlying process: we know what behavior
is allowed and not allowed by the real process model, and we also know which
behavior has been observed and which behavior has not been observed yet.
Therefore, the precision and recall measures that we use in our approach are
closer to the ground-truth than the typical process-mining measures of model
quality.

The frameworks reported in [87, 88] are clearly not the only to generate
process models and event logs. While the framework would allow one to plug
different model and log generators, the choice has fallen onto those frame-
works because they provide an API that allows one to invoke them from code,
as our scientific workflow requires. For example, PLG [30] only allows a GUI
interaction; also, PLG does not support certain patterns, namely long-term de-
pendencies, silent transitions, and duplicate activity labels.

The classification approach of the proposed evaluation framework builds
upon established principles and methods from the machine learning domain.
See [78] for more information on the empirical evaluation of learning algo-
rithms using a classification perspective.

7.2 Discovery Evaluation Framework

The framework presented in this chapter aims to evaluate the quality of dis-
covery algorithms to rediscover a model when confronted with a fraction of
its behavior. The framework is designed based on the principles of scientific
workflows and experimental design. The former captures the complete eval-
uation experiment in a workflow that can be automated, reused, refined and
shared with other researchers [8]. The latter allows for precise answers that a
researcher seeks to answer with the evaluation experiment [93].

To integrate the steps needed for empirically evaluating process discovery
algorithms, the framework is built as a process mining workflow (see Chapter 4).
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Process mining workflows offer several advantages over traditional ways to
conduct process discovery evaluation. The first advantage comes from workflow
automation. Experiments evaluating discovery techniques involve large-scale
and computationally expensive experiments that require intensive human assis-
tance. Therefore, automating these experiments removes the need for the hu-
man assistance and reduces the time needed to perform experiments. A second
benefit comes from the modularity of the workflows. This allows researchers to
adapt and extend an existing workflow, e.g., by using other parameter settings
or adding new process discovery techniques. A final benefit is that they can
be shared with other researchers. As a result other researchers can replicate
experiments with little effort. In this way, our framework facilitates repeated
process discovery evaluation, e.g. it becomes trivial to evaluate another set of
algorithms or to assess the algorithm’s performance with regard to other data
characteristics (e.g. noise, control-flow patterns, etc.).

An evaluation analysis aims to test statistical hypotheses about a discov-
ery algorithm. For example, does the presence of loops cause the Alpha+
miner [167] to discover models with lower fitness? Or: do the Alpha+ miner
and Heuristics miner [189] perform equally in the fitness dimension on event
logs with non-exclusive choice (OR) behavior? This makes it fit within the exper-
imental design methodology in which the primary goal is to establish a causal
connection between the independent (algorithm, log characteristics) and de-
pendent (model quality criteria) variables [93]. The three cornerstones of good
experimental design are: randomization, replication, and blocking [55]. The
three cornerstones together are fundamental to make the experiments scientif-
ically sound (e.g., avoid bias or wrong conclusions). Therefore, the evaluation
framework incorporates each of the cornerstones.

Randomization involves the random assignment of subjects to the treatment
in order to limit bias in the outcome of the experiment [48, 93]. In the evalua-
tion context, the subjects are the event logs and the treatments are the discovery
algorithms. Therefore, the evaluation framework has to ensure that the event
logs generated in the data generation step are random observations from a pop-
ulation of processes with all desired control-flow characteristics.

Replication means that more than one experimental unit is observed under
the same conditions. It enables researchers to estimate error effects and obtain
a more precise estimate of treatment effects [93]. In the context of process
discovery this implies that one needs to test a specific algorithm on more than
one event log drawn from the same population to accurately assess the effect
of that algorithm on model quality. The framework requires that the evaluation
is based on a sample of event logs from a given population to obtain better



7.2 Discovery Evaluation Framework 191

estimates of the studied effect.
Finally, blocking an experiment is dividing the observations into similar

groups. In this way one can compare the variation between groups more pre-
cisely [48]. For example, if the experiment studies the effect of loops on model
quality, also other characteristics such as infrequent behavior could have an ef-
fect. Therefore, the evaluation framework allows to vary the presence of loops
in models (variable of interest) while holding the infrequent behavior constant
to obtain precise estimates of the effect of loops on model quality (studied ef-
fect).

The remainder of this section is organized as follows. Section 7.2.1 describes
the design of the framework. Section 7.2.2 describes the building blocks used in
this framework in more detail. Finally, Section 7.2.3 discusses the extensibility
of the framework.

7.2.1 The Design and Use of the Evaluation Framework

The framework focuses on evaluating control-flow discovery algorithms. There-
fore, other process related perspectives, such as data and resources, are out
of scope. Moreover, the framework aims at evaluation instead of predicting the
best performing algorithm given an event log. The framework enables two main
objectives: either benchmarking different discovery algorithms, or performing
sensitivity analysis e.g., what effect does a control-flow characteristic or event
log characteristic have on the algorithm’s performance.

Figure 7.1 illustrates the framework instantiating the “large-scale experi-
ment” use case (see Section 4.4.3). The framework uses the process mining
building blocks defined in Section 4.2, represented as grey boxes. It also con-
tains non-process-specific blocks, represented as white boxes. Such blocks rep-
resent generic data-processing functionalities (e.g., statistical testing) that com-
plement the process mining building blocks in order to obtain the desired anal-
ysis results.

The framework enforces the consecutive execution of data generation, pro-
cess discovery, quality measurement and statistical analysis. The framework
applies a classification approach to allow for the evaluation of discovery algo-
rithms generating models in different notations.

The first step i.e., the data generation, is triggered by the objective of the
experiment. As a result, the objective determines the control-flow behavior a
researcher wants to include in the event logs. The specification of control-flow
behavior defines a population of process models. This population definition is
the start of the data generation phase.
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Figure 7.1: Framework for process discovery algorithm evaluation, presented as a pro-
cess mining workflow. Grey boxes represent process mining building blocks.
White boxes represent non-process-mining operators.

For each discovery algorithm to be tested, multiple instances of the “generate
process models” block run in parallel. The generation results in multiple random
samples of process models from the same population. Each model (“original
model”) is then simulated once by the block “generate event data from model”
to create one event log i.e., a random sample of traces from all possible traces
allowed by the model. The samples of process models and event logs constitute
as the ground truth.

Next, the k-fold cross-validation splits each event log into k subsets (i.e.,
folds) of equal size. k − 1 folds form the training log, while the remaining fold
serves as the test log.
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The block “discover process model from event log” applies the algorithm to
discover a model from the training log.

To this point, the test log only contains positive examples i.e., traces that fit
the original model. The classification approach requires also negative examples
i.e., traces that do not fit the original model. To generate negative examples, the
block “add noise to event data” alters half of the test traces until they cannot
be replayed1 anymore by the original model (i.e., the ground truth) to create
non-fitting traces. Thus, the test log contains a 50/50 balance between fitting
and non-fitting traces to avoid the class imbalance problem which makes the
evaluation more difficult [79].

Subsequently, the framework measures the quality of the discovery algo-
rithm by using the discovered model to classify the test traces. This classifica-
tion happens within the “evaluate process model using event data” block which
replays all traces on the discovered model (i.e., conformance checking). A trace
representing real process behavior should be classified as allowed i.e., com-
pletely replayable. A trace representing behavior not related to the real process
should be classified as disallowed by the discovered model i.e., not completely
replayable. This approach allows for evaluating any discovery algorithm gener-
ating models with formal replay semantics.

The classification results are then combined in a confusion matrix in the
block “calculate metrics”. This is discussed in the next section. Based on that
matrix, one can compute the well-known recall and precision metrics to evaluate
the quality of the discovery algorithm.

The framework repeats the process of splitting, discovery, creating non-
fitting traces and conformance checking ten times, each time with a different
fold as the “test log”. The block “average results” computes the average of the
metric values over the ten folds to get an estimate of the algorithm’s perfor-
mance. Note that by using k-fold cross validation the obtained estimate is less
likely to suffer from bias i.e., it helps to decrease the difference of the estimate
from the real unknown value of the algorithm’s performance on the popula-
tion of processes. Finally, the block “statistical analysis” tests the hypotheses
formulated in the context of the objectives.

This framework’s design has the property that no two discovery algorithms
are applied to the same event log. Furthermore, for each generated model - ran-
domly drawn from a predefined population of models - we randomly draw only
a single event log. Consequently, all discovered models and all corresponding

1Replay uses the trace and the model as the input. The trace is “replayed” on top of the model
to see if there are discrepancies between the trace and the model [156].
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quality metrics are independent observations which is an important assumption
made by many standard statistical techniques. We acknowledge that this de-
sign decision is not the only option, as one could test discovery algorithms on
the same logs. This alternative design would have more statistical power for
the same sample size, however, it requires more complex statistical techniques
to deal with the dependence between observations. We can compensate for
the loss in power in our design by defining the desired power in advance and
calculate the sample size required for such power.

Finally, the framework’s design based on the experimental design principles
enable users to obtain algorithm’s performance measures that are independent
from specific process models and event logs. More specifically, this starts from
the generation of (preferably large2) random samples of process models and
logs from a population, which are then used to estimate the performance of an
algorithm with regard to that population. This contrasts evaluations based on a
small non-random sample of (manually created) process models and event logs
as it could influence the performance estimate to only reflect these particular
models and logs.

7.2.2 The Building Blocks of the Framework

The previous section described the design of the framework, and briefly de-
scribed the blocks that conform it. This section elaborates on each of the blocks
presented above.

Generate process models

This building block (i.e., GeneM, introduced in Section 4.2.3) generates a ran-
dom sample of process models from a population of models. The input of this
block is a set of parameters describing the population characteristics. The user
can specify such population characteristics by assigning probabilities to control-
flow characteristics of the model (e.g., parallelism) and setting the size of the
models in terms of visible activities. The probabilities of the control-flow char-
acteristics influence the probability for each characteristic to be included in the
resulting process model. For example, if the probability of loops is 0.2, then on
average 20% of the model control-flow constructs will be of type loop.

2One can define the required sample size based on the desired power of the statistical analysis
in advance, see [38].



7.2 Discovery Evaluation Framework 195

There are several approaches in literature that can be used to generate pro-
cess models, e.g., PLG [30,32], GraphGrammar [90], BeehiveZ [83], TestBed [82],
and PTAndLogGenerator [88]. All these approaches are able to generate ran-
dom samples of process models from a population of models, and can imple-
ment this building block.

In this thesis, we chose to use the PTAndLogGenerator [88] approach given
its wider range of parameters to specify control-flow characteristics. As a few
examples: PLG and TestBed cannot specify the size (i.e., the number of activi-
ties) of a model, GraphGrammar and BeehiveZ cannot create models with loops,
and none except PTAndLogGenerator can generate models with OR constructs,
or with duplicate activities. See [88] for an exhaustive comparison of these
approaches.

The approach used in this thesis as the implementation of this building block
allows one to generate models in the form of process trees (described in Sec-
tion 2.3) with random nestings of several basic control-flow patterns identified
in [132]. These basic control-flow patterns are explicitly supported by most
process modeling notations e.g., BPMN, Petri nets, process trees. Figure 7.2
illustrates these patterns through examples in BPMN notation.

The sequence pattern is illustrated in Figure 7.2a: first, the activity A is ex-
ecuted, then the activity B is executed. The exclusive choice (i.e., XOR) pattern
is illustrated in Figure 7.2b: either A or B is executed. The parallelism (i.e.,
AND) pattern is illustrated in Figure 7.2c: both activities A and B are executed
in no particular order. The inclusive choice (i.e., OR) pattern is illustrated in Fig-
ure 7.2d: either A or B, or both A and B are executed (in no particular order).
Finally, the loop pattern is illustrated in Figure 7.2e: activity A can be executed
multiple times.

This set of patterns is complemented by a set of more advanced control-flow
patterns, illustrated in Figure 7.3 as examples in BPMN notation.

The silent transitions pattern is illustrated in Figure 7.3a: a “silent transition”
(i.e., unlabeled activity, highlighted in black) is inserted so that activity A can
be skipped. The duplicate activities pattern is illustrated in Figure 7.3b: activity
A is present in multiple parts of the process. The long-term dependency pattern
is illustrated in Figure 7.3c: the choice between activities C and D is affected
by the previous choice of A and B i.e., C can be chosen only if A was chosen
before. Finally, the infrequent paths pattern is illustrated in Figure 7.3d: when
the execution reaches an exclusive choice, one outgoing branch (i.e., activity
A) has a 90% chance to be chosen, while all other branches (i.e., activity B)
have a combined 10% chance to be chosen. In the absence of infrequent paths,
all branches have the same probability of being chosen. Note that this pattern
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Figure 7.2: Basic control-flow patterns.

impacts the frequency of traces in the event logs, as traces will tend to follow
the “frequent paths”. Also note that the frequency of an “infrequent path” is
determined by the number of branches in the exclusive choice.

As a result, the implementation of this block allows users to fully control the
control-flow behavior in the generated models and generalize the results to the
pre-defined population. Concretely, the user can define a population of process
models by setting a value for each of the following parameters related to the
patterns described above:

Generate event data from model

For each generated model, this block creates an event log i.e., a random sample
of all possible traces allowed by that model. This building block simulates the
given model to generate a user-specified number of traces per event log. As



7.2 Discovery Evaluation Framework 197

A

B

(a) Silent transitions

A B A

(b) Duplicate activities

A

B

C

D

(c) Long-term dependency

A

B

50%

50%

A

B

90%

10%

Without infrequent paths With infrequent paths

(d) Infrequent Paths

Figure 7.3: Advanced control-flow patterns.

a result, the resulting event log contains a random set of fitting and complete
traces.

The exclusive choices in each of the models have output-branch probabili-
ties. Therefore, the presence of infrequent paths will affect these probabilities
in order to make some branches of the model more visited than others, which
will result in event logs with infrequent behavior. The technique used in this
framework for generating event data is described in [88].
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Table 7.1: Parameters used to define a population of process models.

Parameter Type Parameter Value set Constraints

Model size (# act)
min N

min ≤ mode ≤ maxmode N

max N

sequence (s) [0, 1] ⊂ R

s+ e+ p+ i+ l = 1
Probability of exclusive choice (e) [0, 1] ⊂ R

basic c-f parallelism (p) [0, 1] ⊂ R
pattern inclusive choice (i) [0, 1] ⊂ R

loop (l) [0, 1] ⊂ R
Probability of silent transitions [0, 1] ⊂ R

none
advanced c-f duplicate activities [0, 1] ⊂ R

pattern long-term dependency [0, 1] ⊂ R
infrequent paths {true,false}

Split event data

This building block applies the first step needed for the k-fold cross validation
evaluation method. The step splits a given event log into k subsets (folds) of
equal size. k − 1 folds will form the “training log” and are the input of the
discovery algorithm. The k-th fold is the “test log” which is split in half: one
half constitutes the “fitting test traces”, the other half will serve as the input of
the “add noise to event data” block to make “non-fitting test traces”. This is
repeated k times such that each of the k folds becomes a “test log” exactly once.

Add noise to event data

In a classification approach, the “test log” should contain positive and nega-
tive examples. To this point, there are only positive examples i.e., an event
log containing only traces that fit the original model. The “add noise to event
data” block alters the given test traces so that they do not fit the original model
anymore. The goal of the non-fitting traces is to punish overgeneralization of
discovery algorithms. The flower model is an example of extreme overgen-
eralization that allows every possible trace but provides no added value in a
business context [156]. Therefore, this block aims to punish typical overgen-
eralizing patterns such as unnecessary loops, activity skips and parallelism, by
altering the traces using specific noise operations (see description below) that
can add or remove behavior. Additionally, the traces are altered but kept as
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close to the original trace as possible. In this way, the framework avoids non-
fitting traces that would be trivially rejected by underfitting models e.g., adding
an activity name that is not present in the original model.

It is important to note that the generation of non-fitting traces is done in con-
sideration of both the event log and the original model, as shown in Figure 7.4.
We consider three types of traces: non-fitting traces i.e., NFT, represent behav-

Type-1 FT

NFT

Type-2 FT

Figure 7.4: Illustration of a test log composition. Non-fitting traces (i.e., NFT) do not
fit the original model. Type-1 fitting traces fit the original model, and have
been observed in the event log. Type-2 fitting traces fit the original model,
but have not been observed in the event log. A test log is composed of type-1
fitting traces and non-fitting traces.

ior that is not considered by the original model. Type-1 fitting traces represent
the behavior observed in the event log and considered in the original model.
Type-2 fitting traces represent the behavior considered in the original model,
but not observed in the event log. Note that both non-fitting traces and type-2
fitting traces have not been observed in the event log. As mentioned earlier,
most existing approaches for evaluating discovery techniques do not consider
the original model, and use only the event log instead. If non-fitting traces
are generated only considering the event log (hence, disregarding the original
model), then such traces could be either real non-fitting traces or type-2 fitting
traces. In this chapter, we use both the event log and the original model to
generate non-fitting traces and overcome this limitation. Therefore, in the test
logs used in this chapter, only type-1 fitting traces and non-fitting traces are
included.

Given a process model and a set of type-1 fitting traces, noise is randomly-
added to each trace in order to transform it into a non-fitting trace as follows.
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First, one or more of the following noise types based on [58] is added with a
user specified probability:

• Add activity: one of the process activities is added in a random position
within the trace.

• Duplicate an activity: when an activity is duplicated, it is inserted immedi-
ately after the original.

• Remove an activity: a single activity is randomly removed from the trace.

• Swap consecutive activities: a random pair of consecutive activities are
swapped within the trace.

• Swap random activities: similar to the previous type of noise, but the ac-
tivities to be swapped are selected from random positions in the trace (not
necessarily consecutive).

Then, the modified trace is checked for fitness with respect to the original
model. If the trace does not fit anymore, it is a noisy trace which will not
be edited anymore. If the trace still fits the model, noise is added again (and
checked afterwards) until it does not fit anymore, or until noise has been added
five times. If the noisy trace still fits the model, the trace is discarded and an-
other trace is randomly selected from the set of fitting traces. This trace follows
the same process described above.

Discover process model from event data

This block applies a discovery algorithm to the “training log” to induce a process
model. This could be any discovery technique with user specified parameter
settings. The discovered model will be used for conformance checking in the
next block.

Evaluate process model using event data

This block consists of a conformance check: the given traces used as input are
“replayed” on the discovered model. Because the framework applies a classifi-
cation approach, the replay assigns each trace to a binary class: if a trace can
be completely replayed by the discovered model it belongs to the “fitting” class,
otherwise the trace is a part of the “non-fitting” class. The number of classes
could be extended to create a more fine-grained evaluation. However, we argue
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that determining the classes for partially fitting traces would require additional
research, which is outside the scope of this thesis.

Calculate metrics

The framework summarizes the performance of an algorithm using three stan-
dard metrics adopted from the data mining and information retrieval domain:
precision, recall and F-measure. Traditionally these metrics are based on:

• True Positives: the number of real traces that fit the discovered model.

• False Positives: the number of false traces that fit the discovered model.

• False Negatives: the number of real traces that do not fit the discovered
model.

• True Negatives: the number of false traces that do not fit the discovered
model.

The precision metric refers to the percentage of traces that fit the original
model from all the traces that fit the discovered model.

Precision =
True Positives

(True Positives + False Positives)

Inversely, the recall metric refers to the percentage of traces that fit the discov-
ered model from all the traces that fit the original model.

Recall =
True Positives

(True Positives + False Negatives)

The framework uses the F1 variation of the F-measure. This statistic refers to
the harmonic average of the precision and recall metrics.

F1 =
2 · Precision · Recall
(Precision + Recall)

Statistical analysis

The evaluation framework allows users to compare the performance of algo-
rithms and to study the effect of control-flow characteristics on the performance
of the algorithm. The statistical analysis based on the evaluation results de-
pends on the objectives of the experiment and the corresponding hypotheses
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to be tested. Therefore, the framework does not incorporate specific statistical
techniques, instead it can be used with a whole range of exploratory, descriptive,
and causal statistical techniques to test any hypothesis that can be expressed in
terms of precision, recall, F1 score, and characteristics of log and model. We
believe that this will benefit the adoption of the framework for all types of eval-
uation studies, rather than serve a specific purpose.

7.2.3 Extensibility of the Framework

As claimed before, the framework reported in this chapter is not bound to Petri
nets or any other modeling notation. Concretely, we included Petri-net-based
and declarative-model-based approaches in the benchmark. As a consequence,
it is extensible to incorporate new discovery algorithms, independently of the
notations in which these algorithms generate the model. Note that in such cases,
the framework workflow (illustrated in Figure 7.1) is not affected because the
corresponding blocks are not bound to a specific implementation.

To add a new algorithm to the implementation of the framework, it is nec-
essary to (1) plug-in the new algorithm as a new instantiation of block Discover
process model from event data (discussed in Section 7.2.2) and (2) plug-in a new
conformance checker, if needed, for the notation used by the discovery algo-
rithm. Note that it is not necessary to change the instantiation of block Generate
process models. Any model generator in any notation that can represent the pat-
terns defined in Section 7.2.2, such as process trees, can be employed. These
models are only used to generate the event logs with fitting and non-fitting
traces and are not directly compared with the models that are discovered.

For example, consider the case that one wants to evaluate an algorithm that
discovers a BPMN model while limiting the number of changes to the current
implementation. The implementation of the algorithm needs to be plugged
into RapidProM. Also, a conformance checker for BPMN models needs to be
available in the implementation. As a matter of fact, this conformance checker
is already available in the implementation. First, the BPMN model is converted
into a Petri net that is trace equivalent: each execution of the BPMN is possible
in the Petri net, and vice versa [89]. Second, the Petri-net conformance checker
can be employed. The trace equivalence between the BPMN and the Petri net
models guarantees that every trace that is diagnosed as fitting/unfitting using
the equivalent Petri net will also be as such with respect to the original BPMN
model.
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7.3 Experiments

The framework presented in this chapter has been implemented as a process
mining workflow (see Chapter 4). Therefore, other researchers can replicate
experiments with little effort by just executing the workflow. In this way, our
framework facilitates repeated process discovery evaluation, e.g. it becomes
trivial to evaluate another set of algorithms or to assess the algorithm’s perfor-
mance with regard to other data characteristics (e.g. noise, control-flow pat-
terns, etc.).

The framework was operationalized in RapidProM (presented in Chapter 4),
which contains instantiations for all the blocks mentioned in Section 7.2.2. Fig-
ure 7.5 illustrates the implemented workflow.

Figure 7.5: Concrete implementation of the framework into a RapidMiner workflow. In
Step 1, a collection of models is generated from a population settings pa-
rameter. In Step 2, for each generated model, an event log is created. In
Step 3, each event log is used to rediscover a model using different miners
(left side), which are checked for conformance with respect to fitting and
non-fitting traces (right side). Finally, results are processed.

The experiments were based on the following discovery algorithms: Alpha+
miner [167], Heuristics miner [189], ILP miner [170], Inductive miner [102]
and Declare miner [37]. The first four discovery algorithms produce Petri nets,
which require a suitable conformance checker. The choice has fallen on the
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alignment-based conformance-checking technique presented in [114] that, dif-
ferently from token-based algorithms [131], is able to deal with invisible transi-
tions and duplicate activity labels. Note that the Alpha+ and Heuristics miners
can yield models that are unsound (e.g., they contain deadlocks). In those cases,
conformance checkers cannot replay traces on such models, hence the result will
indicate that none of the test traces fit the discovered model. The Declare miner
produces declarative process models, hence, it requires a different conformance
checker. For this purpose, we chose the conformance checker presented in [42].
However, other conformance checkers for declarative models such as [19, 31]
can be used instead.

Excluding the ILP miner, the other algorithms were used with the default
configuration. The ILP miner was configured to generate models in which the
final marking is the empty marking i.e., no remaining tokens. Any other con-
figuration generates process models in which the ILP miner does not state what
the final marking is, which would require a model inspection by a human. The
human involvement would hinder the possibility of an automatic workflow.

We conducted two rounds of experiments. In both experiments, the same
implemented workflow (showed in Figure 7.5) was used. However, different
parameters were used in each experiment in order to tailor it towards specific
purposes. The first round validates the usefulness of the proposed framework
through an experiment consisting of a detailed empirical analysis of the pro-
cess discovery algorithms mentioned above. The experimental setup of the first
round is reported in Section 7.3.1, where the results are analyzed and discussed.
In the second experiment round, the flexibility of the framework and its support
for large-scale experiments are validated by extending the first round to exper-
iments five times larger. Section 7.3.2 reports on the second (extended) round
of experiments.

The implemented workflow that executes the experiments presented in this
section (see Figure 7.5) is publicly available, and can be downloaded from:
https://www.dropbox.com/s/2bsyksdqwnvai47/DiscoveryBenchmark.zip?

dl=0. The reader is encouraged to download and use the workflow to re-
produce the experiment results or extend the framework to other discovery
algorithms or process characteristics.

7.3.1 First Experiment

As mentioned earlier, the goal of this framework is to analyze and compare the
accuracy of process discovery techniques to rediscover process models based on
observed executions, i.e., event logs. The population of process models that

https://www.dropbox.com/s/2bsyksdqwnvai47/DiscoveryBenchmark.zip?dl=0
https://www.dropbox.com/s/2bsyksdqwnvai47/DiscoveryBenchmark.zip?dl=0
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we aim to rediscover is generated by varying a number of parameters, which
identify the probability of occurrences of typical process characteristics, such as
parallel branches, silent transitions and infrequent paths. Section 7.2.2 has dis-
cussed the blocks which, so far, our framework allows for and how the probabil-
ities influence the generated process models. In the first round of experiments,
the population of models is generated by varying the probability of duplicate
activities and by enabling or disabling the presence of infrequent paths. In
this way, we can study the impact of infrequent behavior and of different fre-
quencies of duplicate activities on the accuracy of process discovery techniques.
Section 7.3.2 will report on the extended experiment where the probability of
the other process characteristics are also varied.

Therefore, the experimental design includes all the combinations of three
independent variables: process discovery technique used (i.e., miner), presence
or absence of infrequent paths and the probability of having duplicate activities.
The parameter values used in this experiment are summarized in Table 7.2. In
total, the 70 possible combinations are included in the experiment: 5 discov-
ery techniques × 2 levels of infrequent behavior × 7 probabilities of duplicate
activities.

Table 7.2: Summary of the possible parameter values included in the experiment: 70
(5× 7× 2) value combinations.

Parameter Type Parameter Values considered

Miner Miner Alpha+ [167], Declare [37],
Heuristics [189], ILP [170], Induc-
tive [102]

Model size (# act)
min 15

mode 30
max 60

sequence (s) 0.46
Probability of exclusive choice (e) 0.35

basic c-f parallelism (p) 0.19
pattern inclusive choice (i) 0

loop (l) 0
Probability of silent transitions 0
advanced c-f duplicate activities 0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3

pattern long-term dependency 0
infrequent paths true, false
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As mentioned above, the other process characteristics are not taken into
account in this analysis. The size of the model is defined by a fixed triangular
distribution from 15 to 60 activities, with a mode of 30 activities per model. The
probability of non-exclusive choice (OR) and of loops are set to zero and, hence,
these two constructs do not occur. The probability of sequence, exclusive choice
and parallelism is set and kept fixed to values 46%, 35% and 19%, respectively.
These values have been determined after analysing their frequencies in the large
collections of models reported in [98]. In this work, Kunze et al. have observed
that 95% of the models consist of activities connected in sequences, 70% of the
models consist of activities, sequences and XOR connectors and 38% consist of
sequences, activities and AND connectors (see Fig. 4b of the paper). Assuming
independence of occurrence probability of sequences, AND and XOR, it follows
that:

P (sequence) = 0.95
P (sequence ∧XOR) = P (sequence)× P (XOR) = 0.70 ⇒ P (XOR) = 0.74
P (sequence ∧AND) = P (sequence)× P (AND) = 0.38 ⇒ P (AND) = 0.4

When these values are normalized to 1, the final probabilities of the constructs
are obtained.

For each discovery technique a random sample of 62 process models is
drawn. The sample size of 62 models allows us to study the effect of process
discovery techniques, infrequent paths and different probabilities of duplicate-
activity occurrences (and their interactions) using a fixed effects ANOVA anal-
ysis [48] with significance level α = 0.05 and power 1 − β = 0.98. This power
indicates the probability to detect a significant effect when two mining algo-
rithms actually differ by a relatively small difference. In total 4340 process
models (70 settings × 62 models per setting) were generated.

Figures 7.6a and 7.6b show two examples of the generated models in a Petri
net notation: the first shows a relatively simple model with no duplicate activi-
ties, while the second shows a larger model with plenty of duplicate activities.

For each of the obtained process models, an event log containing between
200 and 1000 traces is generated (See Section 7.2.2). For each generated log,
we can calculate the completeness i.e., the ratio of unique traces in the log to
all possible unique traces according to the model using the technique described
in [76]. Figure 7.7 shows a histogram of the completeness of the event logs
generated in this experiment.

The effect of process-discovery techniques, infrequent paths and different
probabilities of duplicate-activity occurrences can be analyzed using one-way
ANOVA analysis if the assumptions of homogeneity of variances and normality
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(a) Simpler model without duplicate activities.

(b) More complex model with duplicate activities.

Figure 7.6: Samples of the models generated in this experiment.

Figure 7.7: Distribution of completeness of logs wrt. their respective process models.
Completeness is measured as the fraction of traces allowed by the model
that are present in the event log.

of the dependent variable hold [48]. However, both assumptions were violated
for every dependent variable i.e., F1, recall and precision. Therefore, the non-
parametric Kruskall-Wallis test (KW) [136] was applied instead.

KW is used for testing whether k independent samples are from different
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populations. It starts by ranking all the data from the different samples to-
gether: assign the highest score a rank 1 and the lowest a rank N , where N
is the total number of observations in the k samples. Then, the average rank-
ing for each sample is computed, e.g. the mean of sample j is denoted as R̄j .
With n the number of observations in each sample, the test statistic KW, which
follows a χ2 distribution with k − 1 degrees of freedom, can be calculated as:
KW = [ 12

(N(N+1))

∑k
j=1 nR̄

2
j ]− 3(N +1). If the calculated KW is significant, then

it indicates that at least one of the samples is different from at least one of the
others. Subsequently, the multiple comparison post hoc test is applied to de-
termine which samples are different. More specifically, for all pairs of samples
Ri and Rj it is tested whether they differ significantly from each other using

the inequality: |Ri − Rj | ≥ zα/k(k−1)

√
N(N+1)

12 ( 2n ). The zα/k(k−1) value can
be obtained from a normal distribution table given a significance level α. The
formula adjusts this α with a Bonferroni correction to compensate for multiple
comparisons. If the absolute value of the difference in average ranks is greater
than or equal to the critical value i.e., the right side of the equation, then the
difference is significant.

Finally, the Jonckheere test [136] can be used to test for a significant trend
between the k samples. First, arrange the samples according to the hypothe-
sized trend, e.g. in case of a positive trend from smallest hypothesized mean
to highest hypothesized mean. Then count the number of times an observation
in sample i precedes an observation in sample j, denoted as Uij ∀i < j. The
Jonckheere test statistic J is the total number of these counts: J =

∑k
i<j Uij .

When J is greater than the critical value for a given significance level α, then
the trend between the k samples is significant.

The Effect of Process Discovery Technique

The goal is to learn the effect of a process discovery technique on each of the
dependent variables: recall, precision and F1 score. The other variables (i.e.,
infrequent paths level and probability of duplicate activities) are part of the
error term.

We apply the KW method, to test whether the average rank differs between
the five process discovery techniques (i.e., samples). In this case we ranked all
the 4340 averages over a 10-fold cross validation for recall, precision and F1

score values ignoring sample membership (i.e. discovery technique). Note that
the samples are ranked only after all the recall, precision and F1 score values
have been calculated. The highest value for recall, precision and F1 score gets
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rank 1 (lowest rank), while the lowest absolute value gets rank 4340 (highest
rank).

Then we computed the average ranking per miner i.e., the average position
of a discovered model by that miner for that quality metric. The samples are
ranked all together on a scale from 1 to 4340. Then, for each miner, we select
the samples that were used with such miner, and calculate their average rank
for each quality metric. A higher average ranking means worse performance.
The ranking summary is shown in Table 7.3.

Table 7.3: Average ranks per miner (n = 4340). Each cell indicates the average ranking
for a specific performance dimension (row header) and for a specific miner
(column header). One can compare miners by comparing the average ranks
within one row.

Alpha+ Declare Heuristics ILP Inductive

Recall 2912.37 2424.87 3299.76 558.54 1656.94
Precision 2649.08 2605.64 3261.80 1060.34 1275.62
F1 score 2851.28 2535.53 3293.33 727.16 1445.18

Based on the average rankings in Table 7.3, the order suggested between
process discovery techniques is: ILP ≺ Inductive ≺ Declare ≺ Alpha+ ≺ Heuris-
tics for recall, precision and F1 scores. It indicates that the ILP miner creates the
best models in terms of recall, precision and F1 scores. The Inductive miner out-
performs the Declare and Alpha+ miners, which in turn outperform the Heuris-
tics miner. The results of the KW test confirm that the differences in average
rankings between the five miners are statistically significant (significance level
α = 0.05). Moreover, the multiple comparison post-hoc test (cf. supra) also
confirms the statistical significance of the differences between algorithms, as
shown in Table 7.4.

The Effect of Infrequent Paths

This analysis tests whether the presence/absence of infrequent paths3 has an
impact on the average ranking of the five process discovery techniques for re-
call, precision and F1 scores. The effect of duplicate activities is a part of the

3Infrequent paths are denoted with an imbalance in execution probabilities of the output-
branches of each exclusive choice construct in the model which results in an event log containing
infrequent behavior.
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Table 7.4: Results of the statistical tests to study the effect of discovery algorithms on F1

scores.

Kruskall-Wallis rank sum test
KW χ2 = 2691.8 degrees of freedom = 4 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
Alpha+ - Declare 315.75 168.83 True
Alpha+ - Heuristics 442.05 168.83 True
Alpha+ - ILP 2124.12 168.83 True
Alpha+ - Inductive 1406.10 168.83 True
Declare - Heuristics 757.80 168.83 True
Declare - ILP 1808.37 168.83 True
Declare - Inductive 1090.35 168.83 True
Heuristic - ILP 2566.17 168.83 True
Heuristic - Inductive 1848.15 168.83 True
ILP - Inductive 718.02 168.83 True

error term. Firstly, the sample of size 4340 is split into two subsets: 2170
samples with infrequent behavior and 2170 samples without infrequent behav-
ior. For each subset, the samples were ranked from 1 to 2170 according to
their precision, recall and F1 score values. This division is called blocking (see
Section 7.2) which is done to isolate the variation in recall, precision and F1

scores attributable to the absence/presence of infrequent paths. Secondly, the
KW test is applied to each subset. Table 7.5 contains the average rankings per
process discovery technique grouped by metric and experiments with and with-
out infrequent behavior. These rankings again suggest the same order between
process discovery techniques in all cases: ILP ≺ Inductive ≺ Declare ≺ Alpha+
≺ Heuristics.

In the absence of infrequent behavior, multiple comparison post-hoc tests
show that all the miners have statistically-significant differences with all the
other miners. However, this is not the case in the presence of infrequent be-
havior, as the multiple comparison post-hoc test shows that the Alpha+ and
Declare miners do not have a statistically-significant difference in terms of F1

scores. Table 7.6 shows a summary of the statistical post-hoc test results for the
F1 scores in the presence of infrequent behavior.

Note that only the difference between the Alpha+ and Declare miners in the
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Table 7.5: Average ranks per miner in terms of recall, precision and F1 Scores.

(a) Without infrequent behavior (n=2170)

Alpha+ Declare Heuristics ILP Inductive

Recall 1490.35 1144.75 1670.96 296.58 824.83
Precision 1310.13 1322.56 1639.10 507.50 648.18
F1 score 1461.35 1232.10 1669.64 337.78 726.61

(b) With infrequent behavior (n=2170)

Alpha+ Declare Heuristics ILP Inductive

Recall 1424.36 1267.79 1631.71 258.24 845.37
Precision 1333.31 1291.56 1621.94 551.55 629.12
F1 score 1394.88 1277.99 1628.01 383.95 742.65

Table 7.6: Results of the statistical tests to study the effect of the miner on F1 scores in
the presence of infrequent behavior.

Kruskall-Wallis rank sum test
KW χ2 = 1261.8 degrees of freedom = 4 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
Alpha+ - Declare 116.88 119.39 False
Alpha+ - Heuristics 233.12 119.39 True
Alpha+ - ILP 1010.92 119.39 True
Alpha+ - Inductive 652.22 119.39 True
Declare - Heuristics 350.01 119.39 True
Declare - ILP 894.04 119.39 True
Declare - Inductive 535.33 119.39 True
Heuristic - ILP 1244.05 119.39 True
Heuristic - Inductive 885.35 119.39 True
ILP - Inductive 358.70 119.39 True

presence infrequent behavior is not statistically significant for F1 scores. There-
fore, one cannot accept the assumption that infrequent paths do not influence
process discovery techniques.
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The Effect of Duplicate Activities

The analysis investigates how the accuracy of each process discovery technique
(in terms of precision, recall and F1 score) is influenced by the probability of
duplicate activities (i.e., the average percentage of duplicated visible activity
labels in the process models). The effect of infrequent behavior is a part of
the error term. Figure 7.8 illustrates the average F1 scores for all the process
discovery techniques over different probabilities of duplicate activities.

Figure 7.8: F1 scores for process discovery techniques for different probabilities of du-
plicate activities

This graph indicates a general negative trend i.e., the probability of dupli-
cate activities has a negative effect on F1 scores. To determine whether such
a trend is statistically significant, an in-depth analysis is performed. First, the
4340 samples are divided into five subsets of 868 samples each, grouped by the
process discovery technique. The samples of each subset were ranked from 1
to 868 according to their precision, recall and F1 score values. As such, the
variation in accuracy associated with the discovery technique is isolated. Then,
similar to the analysis above, the KW test is applied to compare the average
rankings of the discovered models. Table 7.7 contains one subtable for each
process discovery technique with the average ranks for all three metrics by the
probability of duplicate activities.

For the Alpha+ miner, the data (shown in Table 7.7a) seems to suggest that
as the probability of duplicate activities increases, the models generated by Al-
pha+ miner deteriorate in terms of recall, precision and F1 score. To test this
impression statistically, we will rely on the KW and Jonckheere tests. The re-
sults of these statistical tests and the multiple pair-wise comparison between
different probabilities of duplicate activities for the Alpha+ miner is presented
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Table 7.7: Average ranks of process discovery techniques per probability of duplicate
activities in terms of recall, precision and F1 scores.

(a) Alpha+ miner (n=868)

Prob. Duplicate
0 0.05 0.10 0.15 0.20 0.25 0.30

Activities

Recall 339.47 417.21 428.08 451.02 435.54 479.52 490.66
Precision 346.37 421.59 423.21 449.60 431.10 478.01 491.62
F1 score 339.46 417.56 427.86 450.78 435.69 479.36 490.78

(b) Declare miner (n=868)

Prob. Duplicate
0 0.05 0.10 0.15 0.20 0.25 0.30

Activities

Recall 456.86 451.45 462.90 428.41 427.99 393.00 420.86
Precision 450.21 442.10 457.47 432.26 440.84 382.23 436.36
F1 score 451.70 445.89 460.29 431.36 431.54 393.97 426.71

(c) Heuristics miner (n=868)

Prob. Duplicate
0 0.05 0.10 0.15 0.20 0.25 0.30

Activities

Recall 432.08 429.27 435.26 428.28 442.85 437.97 435.79
Precision 431.96 429.40 434.90 428.14 442.76 438.51 435.83
F1 score 432.04 429.34 435.19 428.27 442.85 438.06 435.75

(d) ILP miner (n=868)

Prob. Duplicate
0 0.05 0.10 0.15 0.20 0.25 0.30

Activities

Recall 466.09 438.65 457.05 462.85 416.74 418.97 381.15
Precision 172.53 295.21 369.48 431.76 521.84 604.08 646.60
F1 score 185.64 288.92 370.51 430.34 519.42 602.04 644.64

(e) Inductive miner (n=868)

Prob. Duplicate
0 0.05 0.10 0.15 0.20 0.25 0.30

Activities

Recall 239.90 339.92 415.75 462.62 492.83 515.94 574.54
Precision 241.90 331.42 405.01 478.28 496.85 490.82 597.22
F1 score 219.71 339.45 410.69 474.73 500.88 505.77 590.27
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in Table 7.8. Both tests show that there is statistically significant negative trend
in the relative quality of the generated models as the probability of duplicate
activities increases. A pairwise comparison of each probability of duplicate ac-

Table 7.8: Results of the statistical tests to study the effect of duplicate activities on F1

scores for the Alpha+ miner.

Kruskall-Wallis rank sum test
KW χ2 = 44.29 degrees of freedom = 6 p-value < 6.485e−8

Jonckheere-Terpstra test
JT = 140560 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.05 78.10 96.73 False
0.0-0.1 88.40 96.73 False
0.0-0.15 111.32 96.73 True
0.0-0.2 96.23 96.73 False
0.0-0.25 139.90 96.73 True
0.0-0.3 151.32 96.73 True
0.05-0.1 10.30 96.73 False
0.05-0.15 33.22 96.73 False
0.05-0.2 18.13 96.73 False
0.05-0.25 61.80 96.73 False
0.05-0.3 73.21 96.73 False
0.1-0.15 22.92 96.73 False
0.1-0.2 7.83 96.73 False
0.1-0.25 51.50 96.73 False
0.1-0.3 62.92 96.73 False
0.15-0.2 15.09 96.73 False
0.15-0.25 28.58 96.73 False
0.15-0.3 40.0 96.73 False
0.2-0.25 43.67 96.73 False
0.2-0.3 55.09 96.73 False
0.25-0.3 11.42 96.73 False

tivities does not provide a clear picture how this trend looks like for recall, with
many comparisons statistically insignificant. For precision and F1 on the other
hand, the quality of the models decreases significantly whenever the probability
of duplicate activities increases from 0% to more than or equal to 15%.

For the Declare miner, increasing probabilities of duplicate activities seems



7.3 Experiments 215

to have a positive impact on F1 scores (see Table 7.7b). However, the KW and
Jonckheere tests, presented in Table 7.9, confirm that there is no evidence of a
trend in recall, precision and F1 score as the probability of duplicate activities
increases.

Table 7.9: Results of the statistical tests to study the effect of duplicate activities on F1

scores for the Declare miner.

Kruskall-Wallis rank sum test
KW χ2 = 6.099 degrees of freedom = 6 p-value = 0.4122

Jonckheere-Terpstra test
JT = 168806 p-value = 0.066

The models discovered using the Heuristics miner seem insensitive to the
probability of duplicate activities (see Table 7.7c). The KW and Jonckheere
tests, presented in Table 7.10, confirm that there is indeed statistically insuffi-
cient evidence of a trend in recall, precision and F1 score as the probability of
duplicate activities increases.

The results for the ILP miner in Table 7.7d suggest a positive trend in the
probability of duplicate activities in terms of recall! This will be discussed later
in this section. However, in terms of precision, the ILP miner shows high sen-
sitivity to the probability of duplicate activities. The KW and Jonckheere tests
confirm both statements, as shown in Table 7.11. The pairwise comparisons of
duplicate activities presented in this table reveals the significant negative trend
in terms of F1 scores of the generated models as the probability of duplicate
activities increases.

The findings for the Inductive miner indicate that as the probability of du-
plicate activities increases, the model quality in terms of recall, precision and
F1 score deteriorates, as shown in Table 7.7e. This effect, though, seems to
level off as we reach higher probabilities of duplicate activities. The KW and
Jonckheere tests show that there is indeed a significant negative trend in the
relative quality of the generated models as the probability of duplicate activities
increases, as shown in Table 7.12. However, at a probability of around 15% of
duplicate activities, this effect seems to have reached a plateau and stays stable.

7.3.2 Second (Extended) Experiment

The above experiments have validated the usefulness of the proposed evalua-
tion framework to support the benchmark and sensitivity analysis evaluation
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Table 7.10: Results of the statistical tests to study the effect of duplicate activities on F1

scores for the Heuristics miner.

Kruskall-Wallis rank sum test
KW χ2 = 1.4786 degrees of freedom = 6 p-value = 0.9609

Jonckheere-Terpstra test
JT = 160165 p-value = 0.255

Table 7.11: Results of the statistical tests to study the effect of duplicate activities on F1

scores for the ILP miner.

Kruskall-Wallis rank sum test
KW χ2 = 331.81 degrees of freedom = 6 p-value < 2.2e−16

Jonckheere-Terpstra test
JT = 81029 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.05 103.28 96.73 True
0.0-0.1 184.87 96.73 True
0.0-0.15 244.71 96.73 True
0.0-0.2 333.78 96.73 True
0.0-0.25 416.40 96.73 True
0.0-0.3 459.0 96.73 True
0.05-0.1 81.59 96.73 False
0.05-0.15 141.42 96.73 True
0.05-0.2 230.50 96.73 True
0.05-0.25 313.12 96.73 True
0.05-0.3 355.72 96.73 True
0.1-0.15 59.83 96.73 False
0.1-0.2 148.91 96.73 True
0.1-0.25 231.53 96.73 True
0.1-0.3 274.13 96.73 True
0.15-0.2 89.07 96.73 False
0.15-0.25 171.70 96.73 True
0.15-0.3 214.29 96.73 True
0.2-0.25 82.63 96.73 False
0.2-0.3 125.22 96.73 True
0.25-0.3 42.60 96.73 False
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Table 7.12: Results of the statistical tests to study the effect of duplicate activities on F1

scores for the Inductive miner.

Kruskall-Wallis rank sum test
KW χ2 = 180 degrees of freedom = 6 p-value < 2.2e−16

Jonckheere-Terpstra test
JT = 105512 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.05 119.75 96.73 True
0.0-0.1 190.98 96.73 True
0.0-0.15 255.02 96.73 True
0.0-0.2 281.17 96.73 True
0.0-0.25 286.07 96.73 True
0.0-0.3 370.57 96.73 True
0.05-0.1 71.24 96.73 False
0.05-0.15 135.27 96.73 True
0.05-0.2 161.43 96.73 True
0.05-0.25 166.32 96.73 True
0.05-0.3 250.82 96.73 True
0.1-0.15 64.04 96.73 False
0.1-0.2 90.19 96.73 False
0.1-0.25 95.08 96.73 False
0.1-0.3 179.58 96.73 True
0.15-0.2 26.15 96.73 False
0.15-0.25 31.05 96.73 False
0.15-0.3 115.55 96.73 True
0.2-0.25 4.90 96.73 False
0.2-0.3 89.40 96.73 False
0.25-0.3 84.50 96.73 False

objectives. The proposed framework is also flexible as it allows users to easily
setup extended experiments. Here, we have extended the above experiment
with other control-flow characteristics. The probability of the basic characteris-
tics, sequence, parallel and exclusive choice, is set the same as in the previous
experiments. In this experiment, for each process characteristic, we have var-
ied the probability of its occurrence while setting the probability of the others
to zero. Instead of 4340 observations as in the first experiment, the extended
experiment results in 21700 observations. Figure 7.9 illustrates how the differ-
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ent algorithms perform in terms of F1 score with varying probabilities of the
constructs.

(a) Duplicate activities (b) Loops

(c) OR (d) Silent transitions

(e) Long-term dependencies

Figure 7.9: F1 scores for process discovery techniques for different probabilities of pro-
cess control-flow characteristics.

It is clear that the ILP and Inductive miner perform significantly better than
the Alpha+, Declare and Heuristics miner. In fact, this is not surprising because
the Alpha+ and Heuristics miners are not guaranteed to produce sound mod-
els, which allow executions to be carried out till completion. Models discovered
with Alpha+ and Heuristics miner can contain deadlocks, livelocks, and other
anomalies [156]. When a model is indeed not sound, it cannot replay traces
until the end and, hence, the confusion matrix may contain few true positives
(often none), causing precision, recall and F1 scores to be very low (often zero).
This is not trivial because, although the theory already postulated it, it was not
clear how much the lack of soundness guarantee was practically affecting the
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results. Ultimately this means that the Alpha+ miner, Declare miner and Heuris-
tics miner can be useful to gain an initial insight into the general structure of the
process but should not be used for more precise analysis such as conformance
checking.

Looking at Fig. 7.9, the ILP miner tends to perform better than Inductive
miner in terms of F1 score. This is observed for all constructs and all occurrence
probabilities considered in this experiment. In particular, for such constructs as
silent transitions and long-term dependencies, the F1 score is steadily around 1,
which indicates almost perfect precision and recall. This result is far from being
trivial: as discussed in [170], the ILP miner focuses on producing models that
can replay every trace of the event log, without trying to maximize precision.
Furthermore, because ILP miner only aims at replaying the traces in the event
log used for discovery, one would expect that a different event log, e.g., used
for testing, would not let the discovered models score high in recall, either.

These findings are supported by visually comparing the models that the ILP
miner generates and those from the Inductive miner, such as the models pre-
sented in Figures 7.10 and 7.11 respectively discovered through the Inductive
and ILP miner.

Figure 7.10: Model discovered by the Inductive miner.

The red boxes in these figures illustrate the unprecise parts of the model.
For the Inductive miner model, the transitions in the box can be executed in
any order and, because of the loop, an arbitrary number of time. Of course,
in the reality, these transitions should occur in a more precise order; but the
miner is unable to “see it”. Conversely, for the model discovered through the
ILP miner, the only “source of imprecision” is related to the “floating transition”
a but it is just one out of 26 transitions. As discussed in Section 7.2.2, to punish
for imprecise behavior, our framework injects noise into fitting traces. In case



220 A Framework for Benchmarking Process Discovery Techniques

Figure 7.11: Model discovered by the ILP miner.

of the models by the ILP miner, the probability that the noise would involve the
only “floating transition” a is low. However, the probability that noise affects
activities present in precise regions of the model is high. Such deviations in
very precise regions are easily detected, resulting in high F1 scores for the ILP
miner. The same reasoning is shared among most of models.

Another interesting result for both the Inductive miner and the ILP miner
is that the values of F1 score seem not to be really affected by the amount
of occurrences of the process constructs, except for duplicate activities and,
limitedly, from the OR construct. The OR is known to be a hard construct and
neither of the two miners provides specific support for it (for Inductive miner,
at least for the version being evaluated). For duplicate activities, this can be
explained by the fact that both ILP and Inductive miner do not natively support
mining models where different transitions share the same activity label. This
means that duplicate activities are causing the creation of loops: a transition
without input places is a loop (see above), which would underfit the behavior
observed in the event log, thereby yielding lower precision.
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7.4 Conclusions

Existing empirical evaluation frameworks for process discovery techniques have
several important drawbacks. This chapter presented a new evaluation frame-
work to overcome the existing limitations. The framework allows researchers
to benchmark discovery algorithms as well as to perform a sensitivity analysis
to evaluate whether certain model or log characteristics have a significant effect
on an algorithm’s performance. It is independent from the discovered model’s
modeling notation by adopting a classification approach that uses the knowl-
edge of the original (reference) model to be rediscovered. Additionally, the
framework allows to generalize the evaluation results to a user specified model
population taking into account the size of the event logs, the applied noise op-
erators and parameter settings of the employed discovery algorithms. Finally,
the design of the framework as a process mining workflow enables automating,
sharing and extending evaluation experiments.

The framework has been validated by conducting an extensive experiment
involving five process discovery algorithms that produce models in different no-
tations, five control-flow characteristics and two levels of infrequent behavior.
The experiment has shown the usefulness and flexibility of the framework. Ad-
ditionally, the analysis of the experiment results has led to several non-trivial
insights on discovery algorithms in the context of the populations of processes
included in the experiments. Firstly, the evaluation results have illustrated that
the inability of the Alpha+ and Heuristics miner to always discover sound mod-
els strongly affects the quality results. Secondly, the ILP miner handled the
incompleteness of the event logs well as it discovered models with high recall
and precision. Thirdly, the amount of occurrences of loops, silent transitions
and long-term dependencies have only slightly affected the recall and precision
scores of both the Inductive and ILP miner. Finally, the results indicate that the
ILP and Inductive miner greatly outperform the Alpha+, Declare and Heuristics
miner in all the considered scenarios.

As limitations of this framework, we have to mention that this experiment
was conducted was conducted over populations of block-structured processes,
and that specific types of noise were used. Therefore, future work aims at ex-
tending the populations that can be generated for further experimenting with
even more noise types.





Chapter 8
A Framework for
Benchmarking Concept Drift
Detection Techniques

Processes evolve and change over time. This is only natural as they have to
adapt to a dynamic context that includes new laws and regulations, changing
customer preferences and demands and new competitors.

In the context of process mining, a concept drift is described as a change in a
process over time. It is important to detect concept drifts in event data in order
to obtain simpler, more precise and more realistic models out of event data, so
that they can be used to obtain new insights about the process (see Challenge
“Dealing with concept drift” in [152]).

As discussed in Chapter 1, concept drifts can also be considered as a form
of process variability where different variants of the process are distributed over
time. Any change in the process can be related to different variants of the
process e.g., one describing the process before and one describing the process
after the change. As an example, consider that processes evolve over time:
activities that were once necessary can become obsolete and are removed from
the process. Also, new activities can be incorporated into the process as a result
of new regulations. As a consequence, the difficulty of analyzing a process
can be related to the amount and impact of changes in it: the more changes a
process has had, the more difficult it is to analyze. It is unlikely that a model
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that represents the behaviour of several different process variants combined
will have a better precision than a collection of models where each represents a
different process variant.

Concept drift detection is not new: These techniques have been developed
since the 80’s. Many existing data mining techniques can be used to detect
concept drift e.g., support vector machines, and sliding windows. See [56] for
an extensive survey on concept drift detection techniques in the context of data
mining. There are many applications of concept drift techniques to a range of
problems. The work presented in [195] discusses an exhaustive taxonomy of
concept drift applications to various types of problems in data mining.

Concept drift detection techniques have also been proposed in the context
of process mining. However, these approaches do not perform an exhaustive
comparison with respect to other techniques. Some of these techniques do
a comparison over a small and ad-hoc collection of event logs obtained from
manually-designed process models, where drift is manually inserted. There is
the need for a framework that allows the objective and large-scale comparison
of concept drift techniques in process mining.

Moreover, there is no standard way to evaluate concept drift approaches
in process mining. For example, sliding-window-based approaches are evalu-
ated by the size of the window that is needed to detect a drift, while other
approaches (e.g., decision-tree-based) cannot use such metrics. Therefore, it is
also important to unify and standardize the way that concept drift techniques
are evaluated in a process mining setting, such that the evaluation is compatible
with all present and future concept drift detection techniques.

This chapter proposes a framework for benchmarking concept drift detec-
tion techniques in the form of a process mining workflow (see Chapter 4) that
allows a standardized evaluation and an exhaustive comparison of concept drift
detection techniques in the context of process mining.

The remainder of this chapter is structured as follows. Section 8.1 elaborates
on the concept drift and discusses related work. Section 8.2 proposes a novel
framework for benchmarking concept drift techniques in process mining in the
form of a process mining workflow and describes the building blocks used in
it. Section 8.3 discusses the implementation of the framework and provides a
description of the experiments. Then, the obtained results are discussed. Finally,
Section 8.4 concludes the chapter.
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8.1 Related Work

The term concept drift [134] is used in the field of data mining to generically de-
scribe changes in data over time. The underlying assumption is that the system
that generates such data is subject to changes, and when the system changes,
the observed behavior of the system (i.e., the data) will reflect such changes.
Since the systems and their explicit changes are often not available and well-
defined, concept drift techniques aim to discover such changes from the ob-
served data itself.

The work presented in [20] proposes three challenges in concept drift de-
tection: change point detection (i.e., detect that a process change has taken
place), change localization and characterization (i.e., to characterize the nature
of change, and identify the region(s) of change (localization) in a process), and
change process discovery (i.e., the discovery of the change process describing the
second-order dynamics). It also proposes two classes of concept drift detection:
online (i.e., changes need to be discovered in near real time) and offline (i.e.,
the presence of changes or the occurrence of drifts do not need to be uncovered
in a real time). Moreover, Bose [20] defines four types of concept drift: sudden
drift (i.e., a substitution of a process by another variant of the process, where
both processes do not coexist in time), gradual drift (i.e., a substitution of a
process by another variant of the process, where both processes do coexist for
some time, and the first process is gradually discontinued), recurring drift (i.e.,
a set of process variants reappear after some time) and incremental drift (i.e., a
drift is composed by several small incremental drifts).

In this chapter, we consider recurring and incremental drifts simply as a
composition of sudden and/or gradual drifts. Hence, only sudden and gradual
drifts will be considered in this chapter. Figure 8.1 illustrates these two types of
concept drift.

In the context of data mining, the work presented in [4] proposes an evalu-
ation criteria to compare concept drift detection techniques based on the well-
known concepts of precision, recall and F1 score, and applies it to several tech-
niques using a small collection of datasets. To the best of our knowledge, there
are no available frameworks for benchmarking concept drift detection tech-
niques in a process mining context.

In the context of process mining, several concept drift techniques have been
developed in recent years [20, 33, 109, 111, 112, 116]. Even the process vari-
ant detection technique presented in Chapter 6 can be used to detect concept
drift (i.e., by using the “next activity” attribute as the dependent variable and
the “timestamp” attribute as the independent variable). All these techniques
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Figure 8.1: Types of concept drift in processes

work nicely and are evaluated using a few sample event logs simulated from
manually-designed models. However, since most of these techniques only fo-
cus on change point detection, we will only focus on change point detection
techniques in an offline setting in order to provide a “fair” benchmarking frame-
work. It is important to note that online techniques can also work in an offline
setting, but not the other way around.

8.2 Concept Drift Evaluation Framework

The framework presented in this chapter aims to evaluate the ability of process-
oriented concept drift detection algorithms to detect control-flow changes in
processes. Similarly to the process discovery benchmarking framework pre-
sented in Chapter 7, this framework is designed based on the principles of sci-
entific workflows and experimental design. The former captures the complete
evaluation experiment in a workflow that can be automated, reused, refined
and shared with other researchers [8]. Such advantages were discussed in de-
tail in Section 7.2. The latter allows for precise answers that a researcher seeks
to answer with the evaluation experiment [93]. As described in Section 7.2,
the three cornerstones of good experimental design are: randomization, repli-
cation and blocking [55]. The three cornerstones together are fundamental to
make the experiments scientifically sound (e.g., avoid bias or wrong conclu-
sions). Therefore, the framework proposed in this chapter incorporates each of
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the cornerstones.
To integrate the steps needed for empirically evaluating process-oriented

concept drift detection algorithms, the framework is built as a process mining
workflow (see Chapter 4).

The remainder of the section will discuss the design of the framework (Sec-
tion 8.2.1) and its building blocks (Section 8.2.2) in more detail.

8.2.1 The Design of the Framework

The framework focuses on evaluating control-flow concept drift detection algo-
rithms. Therefore, other process related perspectives (e.g., data and resources)
are not presented here, but can of course be supported in a similar way. More-
over, the framework aims at evaluation instead of predicting the best performing
algorithm given an event log. The framework enables two main objectives: ei-
ther benchmarking different concept drift detection algorithms, or performing
sensitivity analysis e.g., what effect does a control-flow characteristic or event
log characteristic have on algorithm performance.

Figure 8.2 illustrates the framework instantiating the “large-scale experi-
ment” use case (see Section 4.4.3). The framework uses the process mining
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Figure 8.2: Framework for concept drift detection algorithm evaluation, presented as
an analysis scenario. Grey boxes represent process mining building blocks.
White boxes represent non-process-mining operators.

building blocks defined in Section 4.2, represented as grey boxes. It also con-
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tains non-process-specific blocks, represented as white boxes. Such blocks rep-
resent generic data-processing functionalities (e.g., calculate metrics) that com-
plement the process mining building blocks in order to obtain the desired anal-
ysis results.

The framework enforces the consecutive execution of data generation, con-
cept drift detection, quality measurement and statistical analysis.

Similarly to Chapter 7, the first step i.e., the data generation, is triggered by
the objective of the experiment. As a result, the objective determines the desired
control-flow behavior to be included in the event logs. The specification of
control-flow behavior defines a population of process models. This population
definition is the start of the data generation phase.

For each concept drift detection algorithm to be tested, multiple instances of
the “generate process models” block run in parallel. The generation results in
multiple random samples of process models from the same population.

Each model (“original model”) is then used by the block “generate event data
with concept drift from models” to create one event log (i.e., a random sample of
traces from all possible traces allowed by the model) that contains concept drift
of the behavior in the process, according to some parameter definition. The
results of this block are an event log with concept drift, and a set of drift points
i.e., points in time when a drift was forced. The samples of process models,
event logs and drift points constitute the ground truth.

Next, in the block “analyze event data” an algorithm to detect concept drift
is applied in each event log. The result of this block is a set of “discovered” drift
points in time for which the technique detected that there was a concept drift.

Subsequently, the framework measures the quality of the concept drift de-
tection algorithm by comparing, for each event log, the drift points “discovered”
by the algorithm with the original drift points used to generate the event log.
These results are then combined in a confusion matrix in the block “calculate
metrics”. This is discussed in the next section. Based on that matrix, one can
compute the well-known recall and precision metrics to evaluate the quality of
the concept drift detection algorithms.

Finally, the block “statistical analysis” tests the hypotheses formulated in the
context of the objectives.

Similarly to Chapter 7, this framework’s design has the property that no two
concept drift detection techniques are applied on the same event log in order to
reduce the selection bias. Furthermore, for each generated model - randomly
drawn from a predefined population of models - we generate only a single event
log that includes concept drift. Consequently, all discovered concept drifts and
any corresponding quality metrics are independent observations, which is an
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important assumption made by many standard statistical techniques.
Finally, the framework’s design based on the experimental design principles

enables the users to obtain algorithm’s performance measures that are indepen-
dent from specific process models and event logs. More specifically, this starts
from the generation of (preferably large1) random samples of process models
and logs from a population, which are then used to estimate the performance
of an algorithm with regard to that population. This contrasts with evaluations
based on a small non-random sample of (manually created) process models and
event logs as it could influence the performance estimate to only reflect these
particular models and logs.

8.2.2 Building Blocks

The previous section described the design of the framework, and briefly de-
scribed the blocks that conform it. This section elaborates on each of the blocks
presented above.

Generate process models

This building block was already introduced in Chapter 7. Hence, the reader
is referred to Section 7.2.2 for more details about this building block and its
parameters. As a summary, this building block generates a random sample of
process models from a population of models. The input of this block is a set of
parameters describing the population characteristics. The user can specify such
population characteristics by assigning probabilities to control-flow characteris-
tics of the model (e.g., parallelism) and setting the size of the models in terms of
visible activities, through the use of the same parameters defined in Table 7.1,
presented in Section 7.2.2.

In this framework (similarly to Chapter 7) process models are also gener-
ated as process trees [158], which support for all the constructs/patterns men-
tioned in Section 7.2.2 e.g., parallelism, loops, inclusive and exclusive choice.
To feature the artificial, random generations of process trees, the framework
applies the technique and implementation reported in [88], as mentioned in
Section 7.2.2. Concretely, the user defines a population of process models by
setting values for the parameters of this block, as described in Table 7.1.

1One can define the required sample size based on the desired power of the statistical analysis
in advance, see [38].
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Generate event data with concept drift from models

For each generated model, this block creates an event log with concept drift
based on a set of parameters that describe the characteristics of the concept
drifts to be included in the resulting event log. The input of this block is a
process model (i.e., the “original” model) and a set of parameters. Concretely,
the user can define the following parameters for generating an event log with
concept drift:

Table 8.1: Parameters used to create an event log with concept drift.

Parameter Type Parameter Value set

Model Number of drifts N

changes Type of change {add, remove, swap
fragments}

Type of drift {sudden, gradual}
Drift Duration of stable period R+

properties Duration of drift period (gradual drift) R+

Transition function (gradual drift) {linear, exponential}
Event log Time between cases R+

density Time between events R+

Accuracy Epsilon R+

The functionality of this block is illustrated in Figure 8.3. This block takes
the original process model and makes modifications to it according to the pa-
rameters “number of drifts” and “type of change”. If the number of drifts is
set to more than one, then all subsequent modifications (except the first one)
will be applied to the already modified models (i.e., incremental drifts) instead
of modifying the original model again. This results in a set of “modified” pro-
cess models. Then, an event log is built by sampling traces from such set of
“original” and “modified” models according to the duration distributions and
sampling probabilities defined by the parameters.

Sampling probabilities determine the specific model from which a trace is
sampled. For example, a sudden drift between models A and B will change the
sampling probabilities of model A from 1 (before the drift) to 0 (after the drift)
and of B in an inverse way. In the case of gradual drifts, such sample proba-
bilities do not change so abruptly, but more gradually over time. The duration
of a gradual drift is set by the parameter “duration of drift period”. Within a
gradual drift, the sampling probabilities can change over time in different ways,
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Figure 8.3: Inner composition of the “Generate event data with concept drift from mod-
els" block. A process model is modified a given number of times. Then, an
event log is sampled from the resulting collection of models (original and
modified) according to some parameters.

and are defined by the “transition function” parameter. An example of this is
illustrated in Figure 8.4, where two gradual drifts are shown. The first (left) has
a linear transition function for the sampling probabilities of models A and B i.e.,
the sampling probabilities of both models change linearly over time until traces
are no longer sampled from model A (sampling probability = 0) and are only
sampled from model B (sampling probability = 1). The second (right) has an
exponential transition function for the sampling probabilities of models B and C
i.e., the sampling probabilities of both models change exponentially over time
until traces are no longer sampled from model B (sampling probability = 0) and
are only sampled from model C (sampling probability = 1).

The “duration of stable period” parameter can be used to define how much
“training” data can be used by the concept drift detection techniques. For ex-
ample, short “stable periods” lead to little event data available for describing
the (initial) stable states of the process, hence making it harder for techniques
to detect drifts. This is also combined with the last two parameters (i.e., “time
between cases” and “time between events”) to determine the density of event
data over time. For example, the user can prefer to have many co-existing traces
(i.e., a short “time between cases) that are long-running and spread over time
(i.e., a long “time between events”). Note that these last two parameters also
apply, in the case of gradual drifts, to the “duration of drift period”.

The results of this block are an event log that contains concept drift, and the
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Figure 8.4: Example of linear and exponential transition functions for sampling proba-
bilities of different models in gradual drifts.

set of points in time in which such drifts occurred i.e., the “real” drift points.

Analyze event data

This block represents the application of a concept drift detection technique to
the event log with concept drift obtained from the previous block. Concept drift
detection can be seen as a type of event log analysis: an event log is used as
the input, and a set of “discovered” drift points in time is obtained as a result.
These “discovered” drift points will be used as an input in the next block.

As claimed before, the framework reported in this chapter is extensible to
incorporate new concept drift detection techniques, as long as they produce a
set of points in time in which it detected drift. This is only possible because this
block is not bound to a specific implementation.
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Calculate metrics

The framework summarizes the performance of a concept drift detection tech-
nique by using three standard metrics adopted from the data mining and infor-
mation retrieval domain: precision, recall and F-measure. In the case of concept
drift [4], they are based on the following metrics:

• True Positives (TP): the number of real drifts that were discovered by the
technique.

• False Positives (FP): the number of drifts discovered by the technique that
do not match with any real drift.

• False Negatives (FN): the number of real drifts that were not discovered
by the technique.

In this case, true negatives (i.e., points in time in which there is no “discovered”
nor “real” drift) are not defined, because they are infinite.

Given the fact that time is a continuous variable, the “discovered” drift point
in time will never exactly match the “real” drift. Therefore, an interval of cor-
rectness (i.e., epsilon) is used for this purpose. If the distance between a “dis-
covered” drift point and a “real” drift point is less or equal than epsilon, then it
is considered as a true positive.

It is important to note that a “discovered” drift can be associated to only
one “real” drift and viceversa, in order to prevent techniques from benefitting
by detecting the same drift many times. Also note that, in the case of gradual
drifts, any “discovered” drift point detected within a drift period will not be
considered as a false positive, since gradual drifts can also be seen as a sequence
of “smaller” sudden drifts.

Figure 8.5 illustrates this through an example of a mapping between discov-
ered drifts and real drifts. The discovered drift point d1 is mapped to the sudden
real drift r1 because it is located within its interval of correctness ϵ. Even though
the discovered drift d2 is also located within the same epsilon, it is not mapped
to r1 because d1 is. Hence, from d1 and d2, only the first is considered as a true
positive. The second cannot be a false positive because it is not incorrect i.e.,
there is indeed a drift in that moment. Hence, in order to prevent techniques
from discovering the same drift multiple times and benefitting in the process, it
is not considered in the quality metrics. The discovered drift d3 is considered as
a false positive because it cannot be related to any real drift. The sudden real
drift r2 is considered as a false negative, because there is no discovered drift
within its interval of correctness ϵ. The gradual drift that starts in r3 and ends
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in r4 is mapped to the discovered drift d4 and is considered as a true positive.
The same gradual drift is discovered again in d5. In fact, a gradual drift can
be seen as a continuous sequence of drifts. Hence, any drift discovered during
a gradual drift period is indeed correct. However, in this framework, d5 (and
also d2) is not considered as a true positive in order to prevent techniques from
discovering the same drift multiple times and benefitting from this.

Like in the previous chapter, we define the quality metrics for concept drift
detection techniques based on the metrics defined above. The precision metric
mentioned before refers to the percentage of “real” drifts that were correctly
detected by the technique from all the “discovered” drifts.

Precision =
True Positives

(True Positives + False Positives)

Inversely, the recall metric refers to the percentage of “real” drifts that were
correctly detected by the technique from all the “real” drifts in the event data.

Recall =
True Positives

(True Positives + False Negatives)

The framework uses the F1 variation of the F-measure. This statistic refers to
the harmonic average of the precision and recall metrics.

F1 =
2 · Precision · Recall
(Precision + Recall)

Statistical analysis

The evaluation framework allows users to compare the performance of algo-
rithms and to study the effect of control-flow characteristics on algorithm per-
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Figure 8.5: Mapping of discovered drifts and real drifts for calculating quality metrics.
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formance. The statistical analysis based on the evaluation results depends on
the objectives of the experiment and the corresponding hypotheses to be tested.
Therefore, the framework does not incorporate specific statistical techniques,
instead it can be used with a whole range of exploratory, descriptive and causal
statistical techniques to test any hypothesis that can be expressed in terms of
precision, recall, F1 score, and characteristics of log and model. The authors
believe that this will benefit the adoption of the framework for all types of eval-
uation studies, rather than serve a specific purpose.

8.3 Experiments

The framework presented in this chapter has been is implemented a process
mining workflow (see Chapter 4). Therefore, other researchers can replicate
experiments with little effort by just executing the workflow. In this way, our
framework facilitates repeated concept drift detection evaluation, e.g., it be-
comes trivial to evaluate another set of algorithms or to assess the algorithm’s
performance with respect to other data characteristics (e.g. noise, control-flow
patterns, etc.).

The framework was operationalized in RapidProM (presented in Chapter 4),
which contains instantiations for all the blocks mentioned in Section 8.2.2. Fig-
ure 8.6 illustrates the implemented workflow.

The experiments were based on the following concept drift detection tech-
niques: ProDrift [111] is used twice, each with a different option: event-stream-
based (i.e., ProDrift (event)) and trace-stream-based (i.e., ProDrift (trace)), Con-
ceptDrift [116] and VariantFinder i.e., the process variant detection technique
presented in Chapter 6.

All the techniques were used with the default configuration. Naturally, the
parameter configuration can have a huge impact on the technique’s perfor-
mance. However, the objective of this section does not relate to finding the best
parameters of each algorithm, but to study how these techniques are affected
by other variables e.g., the type and quantity of drifts.

For this purpose, we conducted an experiment that validates the usefulness
of the proposed framework through a large-scale experiment consisting of a de-
tailed empirical analysis of the concept drift detection techniques mentioned
above in many different scenarios. Note that the experiment performed in
this section is around ten times larger than the experiment presented in Sec-
tion 7.3.2.

The implemented workflow that executes the experiments presented in this
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Figure 8.6: Concrete implementation of the framework into a RapidMiner workflow. In
Step 1, a collection of models is generated from a population settings param-
eter. In Step 2, for each generated model, a set of two models modified with
concept drift is created. In Step 3, the original and the two modified models
are used to create an event log with concept drift according to the specified
parameters. In Step 4, a concept drift detection technique is used to detect
the points of drift. In Step 5, these are then compared with the original drift
points. Finally, results are processed.

section (see Figure 8.6) is publicly available, and can be downloaded from:
https://www.dropbox.com/s/7gnwmp4pgoas1s2/ConceptDriftBenchmark.

zip?dl=0. The reader is encouraged to download and use the workflow to
reproduce the experiment results or extend the framework to other concept
drift detection algorithms or process characteristics. The remainder of this
section describes the experimental setup and discusses the results obtained
from it.

As mentioned earlier, the goal of this framework is to analyze and compare
the accuracy of concept drift detection techniques to rediscover concept drifts
based on a population of observed executions i.e., event logs. In the experiment,
the population of event logs with concept drift is generated by varying several
parameters, such as the probability of parallelism in the underlying model, the
type of drift and change in the process, the duration of stable and drifting pe-
riods, the density of event data in such periods, and the interval of correctness
(i.e., epsilon).

In this way, we can e.g., study the impact of parallelism in a process on the
accuracy of concept drift detection techniques. The accuracy can also be eval-
uated in many different concept drift scenarios e.g., when parts of the process
are removed in a sudden drift.

Therefore, the experimental design includes all the combinations of these

https://www.dropbox.com/s/7gnwmp4pgoas1s2/ConceptDriftBenchmark.zip?dl=0
https://www.dropbox.com/s/7gnwmp4pgoas1s2/ConceptDriftBenchmark.zip?dl=0
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independent variables. The parameter combinations considered in this experi-
ment for such variables are summarized in Table 8.2.

Table 8.2: Parameter combinations considered in the experiment.

Parameter Type Parameter Considered Values

Technique Approach ProDrift (events) [111], ProDrift
(runs) [111], VariantFinder (Chapter 6),
ConceptDrift [116]

Model size (# act)
min 10
mode 20
max 30
sequence (s) (1 − p) ∗ 0.57

Probability of exclusive choice (e) (1 − p) ∗ 0.43
basic c-f parallelism (p) {0.0, 0.1, 0.2, 0.3}
pattern inclusive choice (i) 0

loop (l) 0
Probability of silent transitions 0
advanced c-f duplicate activities 0

pattern long-term dependency 0
infrequent paths false

Model Number of drifts 2
changes Type of change {add, remove, swap fragments}

Type of drift {sudden, gradual}
Drift Duration of stable period exponential(1 year)

properties Duration of drift period (gradual
drift)

exponential({0.5, 1, 1.5} months)

Transition function (gradual drift) {linear, exponential}
Event log Time between cases exponential({0.5, 1, 1.5} days)
density Time between events exponential(1 day)

Accuracy Epsilon {1, 25, 50} days

In total, 3024 possible parameter combinations are included in the exper-
iment: 432 combinations for sudden drift (i.e., 4 concept drift detection tech-
niques × 4 probabilities of parallelism × 3 types of changes × 3 different ep-
silons × 3 distributions that define the time between cases) and 2592 combina-
tions for gradual drift (i.e., 4 concept drift detection techniques× 4 probabilities
of parallelism × 3 types of changes × 3 different epsilons × 3 distributions that
define the time between cases × 3 durations of a drift period × 2 drift transition
functions). Note that the last two “Drift properties” defined in Table 8.2 (i.e.,
“duration of drift period” and “transition function”) apply only in the case of
gradual drifts, hence, there is a different number of parameter combinations for
sudden and gradual drifts.

Given the high number of parameter combinations, other process character-
istics (defined in Section 8.2.2) were not taken into account in this analysis.
Concretely, the probability of non-exclusive choice (OR) and of loops are set to
zero and, hence, these two constructs do not occur. The size of models is de-
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fined by a fixed triangular distribution from 10 to 30 activities, with a mode of
20 activities per model. The ratio of the probability of sequence and exclusive
choice set and kept fixed to 46/35 (i.e., the same as the “fixed” values used in
the previous chapter) and after a probability of parallelism is set to p, the re-
mainder 1 − p is distributed among the probabilities of sequence and exclusive
choice using this ratio. These values have been determined after analyzing their
frequencies in the large collections of models, as reported in [98]. The reader
is referred to Section 7.3.1 for a detailed explanation of this choice.

We also fixed some drift-related characteristics (defined in Section 8.2.2) in
order to reduce the number of parameter combinations. Concretely, we defined
a fixed “number of drifts” to 2 concept drifts per event log, a fixed “duration of
stable periods” (where no drifts occur) defined as an exponential function with
a mean of 1 year, and a fixed “time between events” defined as an exponential
function with a mean of 1 day.

For each parameter combination a random sample of 68 process models is
drawn. The sample size of 68 models allows us to study the interactions of
the eight variables described before using a fixed effects ANOVA analysis [48]
with significance level α = 0.05 and power 1 − β = 0.99. This power indicates
the probability to detect a significant effect when two concept drift detection
algorithms actually differ by a small difference. In total (i.e., sum of all combi-
nations), 205,632 (i.e., 3024×68) different process models were generated. For
each of the obtained process models, an event log with concept drift is gener-
ated (See Section 7.2.2). The exact size of an event log is not defined a priori,
as it will depend on other parameters defined above, such as the “time between
cases” and the “duration of stable period”.

The effects and interactions of the eight variables defined before can be an-
alyzed using one-way ANOVA analysis if the assumptions of homogeneity of
variances and normality of the dependent variable hold [48]. However, sim-
ilarly to Chapter 7, both assumptions were also violated for every dependent
variable, i.e. F1, recall and precision. Therefore, the non-parametric Kruskall-
Wallis test (KW) [136] was applied instead. Finally, the Jonckheere test [136]
is used to test for a significant trend in the data. See Section 7.3.1 for a detailed
explanation of both tests.

The remainder of this section reports on the analysis of the experimental
results, where we measure the effect of each variable defined in Table 8.2 on
recall, precision and F1 score. The remainder of this section is then organized
as follows. Section 8.3.1 describes the effect of the concept drift detection tech-
niques on the accuracy of drift point detection. Section 8.3.2 describes the effect
of parallelism on the accuracy of drift point detection. Section 8.3.3 describes
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the effect of the type of drift (i.e., sudden or gradual) on the accuracy of drift
point detection. Section 8.3.4 describes the effect of the type of change in a pro-
cess (i.e., add, remove or swap fragments of the process) on the accuracy of drift
point detection. Section 8.3.5 describes the effect of the time between cases on
the accuracy of drift point detection. Finally, Section 8.3.6 describes the effect
of the duration and transition functions of gradual drift on the accuracy of drift
point detection.

8.3.1 The Effect of Concept Drift Detection Technique

The first goal of this experiment is to learn the effect of the concept drift detec-
tion technique (i.e., the “approach” variable) on each of the dependent vari-
ables: recall, precision and F1 score. In other words, we want to analyze
whether some techniques have better overall quality metrics than others. All
other independent variables are part of the error term.

For this purpose, we apply the KW method, to test whether the average
rank differs between the four concept drift detection techniques (i.e., samples).
In this case we ranked all the 205,632 values for recall, precision and F1 scores
ignoring sample membership (i.e., concept drift detection technique). The high-
est value for recall, precision and F1 score gets rank 1 (lowest rank), while the
lowest absolute value gets rank 205,632 (highest rank). Then we computed the
average ranking per concept drift detection technique. A lower average ranking
means better performance. The ranking summary is shown in Table 8.3.

Table 8.3: Average ranks of concept drift detection techniques (n = 205,632). Each
cell indicates the average ranking for a specific performance dimension (row
header) and for a specific concept drift detection technique (column header).

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 115,363.4 109,061.4 121,185.4 65,655.8
Precision 107,123.1 114,104.7 109,996.1 80,042.1
F1 score 109,259.7 114,162.8 113,295.4 74,548.1

Based on the average rankings in Table 8.3, the order suggested between
concept drift detection techniques is: VariantFinder ≺ ConceptDrift ≺ ProDrift
(trace) ≺ ProDrift (event) for recall, precision and F1 scores. It means that the
VariantFinder is the most accurate for finding drift points in terms of recall, pre-
cision and F1 scores. The ConceptDrift technique outperforms both versions of
ProDrift. The results of the KW test confirm that the all differences in average
rankings between the four concept drift detection techniques are statistically
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significant (significance level α = 0.05). Moreover, the multiple comparison
post-hoc test (cf. supra) also confirms the statistical significance of the differ-
ences between techniques. Table 8.4 shows a summary of the statistical test
results for the F1 scores.

Table 8.4: Results of the statistical tests to study the effect of concept drift detection
technique on F1 scores for detecting sudden drift.

Kruskall-Wallis rank sum test
KW χ2 = 19602 degrees of freedom = 3 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
ConceptDrift - ProDrift (event) 4903.02 976.82 True
ConceptDrift - ProDrift (trace) 4035.66 976.82 True
ConceptDrift - VariantFinder 34711.64 976.82 True
ProDrift (event) - ProDrift (trace) 867.36 976.82 False
ProDrift (event) - VariantFinder 39614.66 976.82 True
ProDrift (trace) - VariantFinder 38747.30 976.82 True

However, these results do not suggest which one is the “best” overall tech-
nique. It is important to note that the VariantFinder approach only works in
an offline setting, while the other approaches also work in an online setting.
Also, it is important to note that these techniques were used with default pa-
rameters. Naturally, a good selection of parameter values can have an huge
impact on accuracy. However, hyperparameter analysis is outside the scope of
this experiment.

Computation time should also be considered when choosing a technique.
Figure 8.7 shows the average computation times for each technique included in
this experiment. We can observe a trade-off between F1 score and computation
time: the VariantFinder approach is the most accurate yet the slowest technique,
while the ProDrift (trace) approach is not as accurate yet is the fastest technique
by far.

Hence, it is recommended to carefully consider these factors when choose a
technique, based on the analysis conditions, purpose and desired accuracy.

8.3.2 The Effect of Parallelism

This analysis investigates how the accuracy of each concept drift detection tech-
nique (in terms of precision, recall and F1 score) is influenced by the average
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Figure 8.7: Average calculation time for each concept drift detection technique.

percentage of “parallelism” constructs in the process models (i.e., the “probabil-
ity of parallelism” variable). The effect of the other independent variables is a
part of the error term.

Figure 8.8 illustrates the average F1 scores for all the concept drift detection
techniques over different probabilities of parallelism.

Figure 8.8: F1 scores for concept drift detection for different probabilities of parallelism
in the process.

This graph indicates a negative trend (i.e., the probability of parallelism
has a negative effect on F1 scores) for the VariantFinder and ProDrift (trace)
approaches, while it indicates a positive trend for the ConceptDrift and ProDrift
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(event) approaches.
To determine whether such trends are statistically significant, an in-depth

analysis is performed. First, the sample is divided into subsets grouped by con-
cept drift detection technique. Each subset then contains 51,480 values for
recall, precision and F1 score values ignoring sample membership (i.e., concept
drift detection technique). As such, the variation in accuracy associated with the
approach is isolated. Then, similar to the analysis above, the KW test is applied
to compare the average rankings of recall, precision and F1 score values.

Table 8.5 contains one subtable for each concept drift detection technique
with the average ranks for all three metrics by the probability of parallelism.

For the ConceptDrift approach, the data (shown in Table 8.5a) seems to sug-
gest that as the probability of parallelism increases, its accuracy for detecting
drift points increases as well in terms of recall, precision and F1 score. To test
this impression statistically, we will rely on the KW and Jonckheere tests. The
results of these statistical tests and the multiple pair-wise comparison between
different probabilities of parallelism for the ConceptDrift approach are presented
in Table 8.6. Both tests show that there is indeed a statistically significant pos-
itive trend in the F1 scores as the probability of parallelism increases. The
pairwise comparison of each probability of parallelism is very clear about how
this trend looks like for F1 scores, with all comparisons statistically significant.

Similarly, for the ProDrift (event) approach, the data (shown in Table 8.5b)
also suggest a positive correlation between the probability of parallelism and the
quality of the drift detection. To test this impression statistically, we will again
rely on the KW and Jonckheere tests. The results of these statistical tests and the
multiple pair-wise comparison between different probabilities of parallelism for
the ProDrift (event) approach are presented in Table 8.7. Both tests show that
there is also a strong trend in the relative quality of concept drift detection as the
probability of parallelism increases. A pairwise comparison of each probability
of parallelism confirms that all comparisons are statistically significant.

Unlike the approaches described above, for the ProDrift (trace) approach, the
data (shown in Table 8.5c) suggest a negative correlation between the proba-
bility of parallelism and the recall, precision and F1 scores. This means that the
quality of detection seems to degrade for increasing levels of parallelism. To test
this impression statistically, we will again rely on the KW and Jonckheere tests.
The results of these statistical tests and the multiple pair-wise comparison be-
tween different probabilities of parallelism for the ProDrift (trace) approach are
presented in Table 8.8. Both tests show that there is indeed evidence of a neg-
ative trend in the relative quality of concept drift detection as the probability of
parallelism increases. A pairwise comparison of each probability of parallelism
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Table 8.5: Average ranks of concept drift detection techniques per probability of paral-
lelism in terms of precision, recall and F1 scores.

(a) ConceptDrift [116] (n = 51,480)

Prob. Parallelism 0 0.1 0.2 0.3

Recall 27,022.82 26,149.63 25,379.68 24,265.87
Precision 26,826.53 26,115.59 25,420.84 24,455.05
F1 score 26,935.68 26,150.53 25,406.23 24,325.56

(b) ProDrift (event) [111] (n = 51,480)

Prob. Parallelism 0 0.1 0.2 0.3

Recall 28,587.52 26,582.24 24,597.07 23,051.17
Precision 27,776.88 26,120.49 24,835.70 24,084.93
F1 score 27,813.16 26,157.47 24,811.47 24,035.90

(c) ProDrift (trace) [111] (n = 51,480)

Prob. Parallelism 0 0.1 0.2 0.3

Recall 24,592.10 25,053.44 26,077.07 27,095.39
Precision 24,678.22 25,044.76 26,039.83 27,055.20
F1 score 24,634.35 25,055.18 26,059.91 27,068.56

(d) VariantFinder [Ch. 6] (n = 51,480)

Prob. Parallelism 0 0.1 0.2 0.3

Recall 28,671.65 26,285.22 24,588.50 23,272.63
Precision 22,861.34 25,149.99 26,918.15 27,888.52
F1 score 23,711.50 25,187.16 26,551.51 27,367.84

shows that most comparisons are statistically significant, except for the range
[0.0 - 0.1]. This mean that, even though there is a trend, it is weaker than the
trends found for the other approaches described above.

Finally, for the VariantFinder approach, the data (shown in Table 8.5d) sug-
gests that increasing probabilities of parallelism have a positive effect on recall,
but a negative effect on precision and F1 scores. To test this impression statis-
tically, we will again rely on the KW and Jonckheere tests. The results of these
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Table 8.6: Results of the statistical tests to study the effect of parallelism on F1 scores for
the ConceptDrift approach.

Kruskall-Wallis rank sum test
KW χ2 = 303.38 degrees of freedom = 3 p-value = 2.2e−16

Jonckheere-Terpstra test
JT = 523103696 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.1 785.15 488.41 True
0.0-0.2 1529.45 488.41 True
0.0-0.3 2610.12 488.41 True
0.1-0.2 744.30 488.41 True
0.1-0.3 1824.97 488.41 True
0.2-0.3 1080.67 488.41 True

Table 8.7: Results of the statistical tests to study the effect of parallelism on F1 scores for
the ProDrift (event) approach.

Kruskall-Wallis rank sum test
KW χ2 = 661.5 degrees of freedom = 3 p-value < 2.2e−16

Jonckheere-Terpstra test
JT = 535992606 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.1 1655.69 488.41 True
0.0-0.2 3001.69 488.41 True
0.0-0.3 3777.26 488.41 True
0.1-0.2 1346.00 488.41 True
0.1-0.3 2121.57 488.41 True
0.2-0.3 775.57 488.41 True

statistical tests and the multiple pair-wise comparison between different proba-
bilities of parallelism for the VariantFinder approach is presented in Table 8.9.
Both tests show strong evidence of a negative trend in the relative quality in
terms of F1 score as the probability of parallelism increases. A pairwise com-
parison of each probability of parallelism only confirms this strong negative
trend: all comparisons are statistically significant.
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Table 8.8: Results of the statistical tests to study the effect of parallelism on F1 scores for
the ProDrift (trace) approach.

Kruskall-Wallis rank sum test
KW χ2 = 332.17 degrees of freedom = 3 p-value < 2.2e−16

Jonckheere-Terpstra test
JT = 468834226 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.1 420.82 488.41 False
0.0-0.2 1425.56 488.41 True
0.0-0.3 2434.20 488.41 True
0.1-0.2 1004.73 488.41 True
0.1-0.3 2013.38 488.41 True
0.2-0.3 1008.64 488.41 True

Table 8.9: Results of the statistical tests to study the effect of parallelism on F1 scores for
the VariantFinder approach.

Kruskall-Wallis rank sum test
KW χ2 = 463 degrees of freedom = 3 p-value < 2.2e−16

Jonckheere-Terpstra test
JT = 455492769 p-value = 0.0002

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.0-0.1 1475.65 488.41 True
0.0-0.2 2840.01 488.41 True
0.0-0.3 3656.33 488.41 True
0.1-0.2 1364.35 488.41 True
0.1-0.3 2180.68 488.41 True
0.2-0.3 816.32 488.41 True

In summary, we can note that increasing levels of parallelism in a process
produces a positive effect in the accuracy of the ConceptDrift and ProDrift (event)
approaches, and a negative effect in the accuracy of the ProDrift (trace) and
VariantFinder approaches.



246 A Framework for Benchmarking Concept Drift Detection Techniques

8.3.3 The Effect of Type of Drift

This analysis tests whether the “type of drift” (i.e., sudden or gradual) has an
impact on the average ranking of the four concept drift detection techniques
for recall, precision and F1 scores. The effect of all the other independent vari-
ables is part of the error term. Firstly, the sample is split into two subsets:
experiments with sudden drift (29,376 values for recall, precision and F1 score)
and experiments with gradual drift (176,256 values for recall, precision and F1

score). This division is called blocking (see Section 7.2) which is done to isolate
the variation in recall, precision and F1 scores attributable to the type of drift.
Secondly, the KW test is applied to each subset. Table 8.10 shows the average
rankings per approach, grouped by the type of drift.

Table 8.10: Average ranks of concept drift detection techniques in terms of precision,
recall and F1 scores for different types of drift.

(a) Sudden drift (n = 29,376)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 14,821.43 15,613.23 17,757.42 10,561.92
Precision 13,826.38 16,198.78 17,013.38 11,715.46
F1 score 13,846.78 16,180.57 17,075.99 11,650.66

(b) Gradual drift (n = 176,256)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 100,826.81 93,360.57 103,252.97 55,073.65
Precision 93,275.95 97,953.11 92,966.28 68,318.66
F1 score 95,775.35 98,003.42 96,126.46 62,608.77

Unlike the analysis presented in Section 8.3.1, the order suggested by this
analysis differs for sudden and gradual drift.

For sudden drift, the order suggested is: VariantFinder ≺ ConceptDrift ≺ Pro-
Drift (event) ≺ ProDrift (trace). The KW test and multiple comparison post-hoc
tests indicated that all the approaches have statistically-significant differences
with all the other approaches.

For gradual drift, the order suggested differs from sudden drift, and is: Vari-
antFinder ≺ ConceptDrift ≺ ProDrift (trace) ≺ ProDrift (event). Unlike the case
of sudden drift, multiple comparison post-hoc test show that, for gradual drift,
the ConceptDrift and ProDrift (trace) approaches do not have a statistically-
significant difference in terms of F1 scores. Table 8.11 shows a summary of
the statistical post-hoc test results for the F1 scores for gradual drift.
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Table 8.11: Results of the statistical tests to study the effect of concept drift detection
technique on F1 scores for gradual drift.

Kruskall-Wallis rank sum test
KW χ2 = 18264 degrees of freedom = 3 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
ConceptDrift - ProDrift (event) 2228.07 904.36 True
ConceptDrift - ProDrift (trace) 351.11 904.36 False
ConceptDrift - VariantFinder 33166.57 904.36 True
ProDrift (event) - ProDrift (trace) 1876.96 904.36 True
ProDrift (event) - VariantFinder 35394.64 904.36 True
ProDrift (trace) - VariantFinder 33517.68 904.36 True

Note that only the difference between the ConceptDrift and ProDrift (trace)
approaches in the presence of gradual drift is not statistically significant for F1

scores. Therefore, one cannot accept the assumption that the type of drift does
not influence concept drift detection techniques.

8.3.4 The Effect of Type of Change

This analysis tests whether the “type of change” variable (i.e., add fragment,
remove fragment, swap fragment) has an impact on the average ranking of
the four concept drift detection techniques for recall, precision and F1 scores.
The effect of all the other variables are a part of the error term. Firstly, the
sample is split into three subsets depending on the type of change. Each subset
contains 68,544 values for recall, precision and F1 scores. Secondly, the KW
test is applied to each subset. Table 8.12 contains the average rankings per
concept drift detection technique grouped by the type of change included in the
experiment.

These rankings (particularly for F1 score) indicate that for each type of
change, there is a different ordering:

“add fragment”: VariantFinder ≺ ConceptDrift ≺ ProDrift (event) ≺ ProDrift
(trace)

“remove fragment”: VariantFinder≺ ConceptDrift≺ ProDrift (trace)≺ ProDrift
(event)
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Table 8.12: Average ranks per concept drift detection technique in terms of F1 scores.

(a) Type of change = “add fragment” (n = 68,544)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 37,339.11 36,224.63 41,382.03 22,144.23
Precision 34,628.75 38,211.44 38,289.51 25,960.30
F1 score 35,379.04 38,276.27 39,332.26 24,102.43

(b) Type of change = “remove fragment” (n = 68,544)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 36,103.29 37,032.86 39,500.70 24,453.15
Precision 33,768.64 39,283.46 36,520.79 27,517.11
F1 score 34,343.68 39,155.18 37,443.88 26,147.27

(c) Type of change = “swap fragment” (n = 68,544)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 41,821.45 35,899.60 40,390.44 18,978.52
Precision 38,841.20 36,456.73 35,096.23 26,695.84
F1 score 39,626.78 36,612.76 36,430.59 24,419.87

“swap fragment”: VariantFinder ≺ ProDrift (trace) ≺ ProDrift (event) ≺ Con-
ceptDrift

This leads to the assumption that the concept drift techniques are heavily
influenced by the type of change. For the types of change “add fragment” and
“swap fragment”, the KW and multiple comparison post-hoc tests show that all
the techniques have statistically-significant differences with all the other tech-
niques. However, this is not the case for the type of change “remove fragment”,
as the multiple comparison post-hoc test shows that the ProDrift (event) and
ProDrift (trace) techniques do not have a statistically-significant difference in
terms of F1 score. Table 8.13 shows a summary of the statistical post-hoc test
results for the F1 scores for the type of change “remove fragment”.

Note that only the difference between the ProDrift (event) and ProDrift (trace)
techniques for the type of change “remove fragment” is not statistically signif-
icant for F1 scores. However, all the other comparisons are highly significant.
We can conclude that the type of change has (in general) a considerable impact
on the accuracy of concept drift detection techniques.
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Table 8.13: Results of the statistical tests to study the effect of the concept drift detection
technique on F1 scores for the type of change “remove fragment”.

Kruskall-Wallis rank sum test
KW χ2 = 7080.3 degrees of freedom = 3 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
ConceptDrift - ProDrift (event) 3014.02 563.97 True
ConceptDrift - ProDrift (trace) 3196.19 563.97 True
ConceptDrift - VariantFinder 15206.90 563.97 True
ProDrift (event) - ProDrift (trace) 182.16 563.97 False
ProDrift (event) - VariantFinder 12192.88 563.97 True
ProDrift (trace) - VariantFinder 12010.71 563.97 True

8.3.5 The Effect of Time Between Cases

This analysis investigates how the accuracy of each concept drift detection tech-
nique (in terms of precision, recall and F1 score) is influenced by the “time
between cases” variable. The time between cases can influence the “density” of
cases in time: a higher value will likely generate event logs with traces more
spaced between each other in terms of time, and a lower value will provoke
traces to be closer to each other in terms of time, hence, their overlap in a
timescale increases. The effect of the other independent variables is part of the
error term.

Figure 8.9 illustrates the average F1 scores for all the concept drift detection
techniques over different times between cases.

This graph indicates a general negative trend (i.e., a “longer” time between
cases has a negative effect on F1 scores) for the ProDrift (trace), ConceptDrift
and ProDrift (event) approaches, while it seems not to affect the VariantFinder
approach.

To determine whether such trends are statistically significant, the sample is
divided into subsets grouped by concept drift detection technique. Each subset
then contains 51,480 values for recall, precision and F1 score values ignoring
sample membership (i.e., concept drift detection technique). As such, the vari-
ation in accuracy associated with the approach is isolated. Then, similar to
the analysis described in Section 8.3.2, the KW test is applied to compare the
average rankings of recall, precision and F1 score values

Table 8.14 contains one subtable for each concept drift detection technique
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Figure 8.9: F1 scores for concept drift detection techniques for different values of “time
between cases”.

with the average ranks for all three metrics by the different values of time be-
tween cases.

The data shown in Table 8.14a seems to confirm the initial belief that, for the
ProDrift (trace), ConceptDrift and ProDrift (event) approaches, when the “time
between cases” increases, their accuracy for detecting drift points decreases in
terms of recall, precision and F1 score. To test this belief statistically, we will
rely on the KW and Jonckheere tests. The results of these statistical tests and the
multiple pair-wise comparison between different times between cases indicated
that there is indeed a statistically significant negative trend in the F1 scores as
the time between cases increases. The pairwise comparison of each value of the
“time between cases” variable is determinant about how this trend looks like for
F1 scores, with all comparisons statistically significant.

Unlike the analysis presented above, the data shown in Table 8.14a seems to
confirm that the accuracy of the VariantFinder approach is not affected by the
time between cases. To statistically validate this claim, we applied the KW and
Jonckheere tests. The results of these statistical tests are shown in Table 8.15.
The KW test shows that there are statistically significant differences in terms of
F1 scores for different “time between cases”. However, the Jonckheere test indi-
cates that there is no statistically-significant trend (either positive or negative)
in the accuracy of the VariantFinder approach.

In summary, we can note that increasing “time between cases” (i.e., event
logs with more overlap between cases) has an negative impact in the accuracy
of all the approaches included in the experiment. Moreover, only for the Vari-
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Table 8.14: Average ranks of concept drift detection techniques for different times be-
tween cases in terms of precision, recall and F1 scores.

(a) ConceptDrift [116] (n = 51,480)

Time between Cases (days) 0.5 1 1.5

Recall 23,929.91 26,154.42 27,029.17
Precision 23,717.08 26,189.75 27,206.67
F1 score 23,740.31 26,194.51 27,178.68

(b) ProDrift (event) [111] (n = 51,480)

Time between Cases (days) 0.5 1 1.5

Recall 21,456.37 26,215.38 29,441.74
Precision 22,578.75 25,829.75 28,704.99
F1 score 22,480.16 25,862.37 28,770.97

(c) ProDrift (trace) [111] (n = 51,480)

Time between Cases (days) 0.5 1 1.5

Recall 22,253.65 26,311.06 28,548.79
Precision 22,673.18 26,177.63 28,262.69
F1 score 22,317.18 26,308.03 28,488.29

(d) VariantFinder [Ch.6] (n = 51,480)

Time between Cases (days) 0.5 1 1.5

Recall 24,442.34 25,576.55 27,094.61
Precision 25,982.54 25,519.01 25,611.95
F1 score 25,886.24 25,466.45 25,760.81

antFinder approach there was no negative trend. It is important to note that,
from all the approaches, VariantFinder is the only one that does not use sliding
windows, but uses all the data available at once.



252 A Framework for Benchmarking Concept Drift Detection Techniques

Table 8.15: Results of the statistical tests to study the effect of time between cases on F1

scores for the VariantFinder approach.

Kruskall-Wallis rank sum test
KW χ2 = 7.4227 degrees of freedom = 2 p-value = 0.02445

Jonckheere-Terpstra test
JT = 441959079 p-value = 0.4132

8.3.6 The Effect of the Duration and Transition Functions of
Gradual Drifts

This analysis focuses on the effect of two variables related to gradual drift (“Du-
ration of Drift Period” and “Drift Transition Function”) on the accuracy of each
concept drift detection technique in terms of precision, recall and F1 score.

The “Duration of Drift Period” variable influences amount of cases that are
sampled during a period of gradual drift: a higher value will provide more
observations (i.e., cases) of that drift period that can be used by the approaches
to detect concept drift. The effect of the other independent variables is a part
of the error term.

First, we analyze the effect of the “Duration of Drift Period” variable on the
accuracy of approaches. Figure 8.10 illustrates the average F1 scores for all the
concept drift detection techniques over different duration of drift periods.

Figure 8.10: F1 scores for concept drift detection techniques for different values of “du-
ration of drift period”.

This graph indicates that the duration of drift periods seems not to affect
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the accuracy of the approaches. To validate this claim, the sample related to
gradual drift (176,256 values for recall, precision and F1 score) is divided into
subsets grouped by concept drift detection technique. Each subset then con-
tains 44,064 values for recall, precision and F1 score values ignoring sample
membership (i.e., concept drift detection technique). As such, the variation in
accuracy associated with the approach is isolated.

Table 8.16 contains one subtable for each concept drift detection technique
with the average ranks for all three accuracy variables by different duration of
drift periods.

The data shown in Table 8.16a seems to indicate that the accuracy of the
ConceptDrift approach is negatively affected by increasing durations of drift pe-
riods. To statistically validate this claim, we applied the KW and Jonckheere
tests. The results of these statistical tests are shown in Table 8.18.

To the contrary, the data shown in Table 8.16b seems to indicate that the ac-
curacy of the ProDrift (event) (in terms of F1 score) is not affected by increasing
durations of drift periods. To statistically validate this claim, we applied the KW
test, which indicated that there are no significant differences in F1 scores over
increasing durations of drift periods (p-value = 0.2653). Therefore, we confirm
that the duration of drift periods does not affect the accuracy of the ProDrift
(event) approach.

For the ProDrift (trace) approach, the data shown in Table 8.16a seems to
indicate that the accuracy of the approach is positively affected by increasing
durations of drift periods. To statistically validate this claim, we applied the
KW, Jonckheere and pairwise comparison post-hoc tests. The results of these
statistical tests are shown in Table 8.18.

The test results confirm that there is indeed a statistically-significant positive
trend on the accuracy of the approach over increasing durations of drift periods.
Only in the range between 1 and 1.5 months of duration of drift periods there
is no statistically-significant difference.

Finally, for the VariantFinder approach, the data shown in Table 8.16b seems
to indicate that the accuracy (in terms of F1 score) is not affected by increasing
durations of drift periods. To statistically validate this claim, we applied the
KW test, which indicated that there are no significant differences in F1 scores
over increasing durations of drift periods (p-value = 0.3437). Therefore, we
confirm that the duration of drift periods does not affect the accuracy of the
VariantFinder approach.

The remainder of this section describes the analysis performed to study the
effect of the “drift transition function” variable in the accuracy (in terms of re-
call, precision and F1 scores) of the four concept drift detection approaches
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Table 8.16: Average ranks of concept drift detection techniques for different durations
of drift periods in terms of precision, recall and F1 scores.

(a) ConceptDrift [116] (n = 44,064)

Duration of Drift Period (months) 0.5 1 1.5

Recall 21,829.07 21,977.09 22,291.34
Precision 21,820.46 21,975.55 22,301.49
F1 score 21,825.41 21,972.06 22,300.03

(b) ProDrift (event) [111] (n = 44,064)

Duration of Drift Period (months) 0.5 1 1.5

Recall 22,125.66 21,983.11 21,988.72
Precision 22,160.51 21,991.71 21,945.28
F1 score 22,152.41 21,977.03 21,968.06

(c) ProDrift (trace) [111] (n = 44,064)

Duration of Drift Period (months) 0.5 1 1.5

Recall 22,532.43 21,899.29 21,665.78
Precision 22,526.32 21,926.06 21,645.12
F1 score 22,537.43 21,907.28 21,652.79

(d) VariantFinder [Ch.6] (n = 44,064)

Duration of Drift Period (months) 0.5 1 1.5

Recall 21,684.05 21,991.31 22,422.15
Precision 22,167.39 21,943.37 21,986.75
F1 score 22,136.37 21,922.27 22,038.87

included in the experiment. The “Drift Transition Function” variable defines the
function that shapes the change of sampling probabilities during a drift period.
In this experiment, we considered two different transition functions: linear (i.e.,
the sampling probabilities change linearly during the drift period) and exponen-
tial (i.e., the sampling probabilities have large changes in the beginning of the
drift period, and then the changes become smaller by the end of the drift pe-
riod). The effect of all the other independent variables is part of the error term.
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Table 8.17: Results of the statistical tests to study the effect of the duration of drift peri-
ods on F1 scores for the ConceptDrift approach.

Kruskall-Wallis rank sum test
KW χ2 = 15.202 degrees of freedom = 2 p-value = 0.0005

Jonckheere-Terpstra test
JT = 318960882 p-value = 0.0004

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.5-0.1 146.64 355.34 False
0.5-1.5 474.62 355.34 True
1.0-1.5 327.97 355.34 False

Table 8.18: Results of the statistical tests to study the effect of the duration of drift peri-
ods on F1 scores for the ProDrift (trace) approach.

Kruskall-Wallis rank sum test
KW χ2 = 57.839 degrees of freedom = 2 p-value = 2.757e−13

Jonckheere-Terpstra test
JT = 332266195 p-value = 0.0004

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
0.5-0.1 630.14 355.34 True
0.5-1.5 884.63 355.34 True
1.0-1.5 254.48 355.34 False

Firstly, the sample is split into two subsets: observations with linear and expo-
nential drift transition function, each with 88,128 values for recall, precision
and F1 score. Table 8.19 shows the average rankings per approach, grouped by
drift transition function.

The data suggests that in both cases, the ordering of approaches in terms
of their average F1 score rank is the same: VariantFinder ≺ ConceptDrift ≺
ProDrift (trace) ≺ ProDrift (event). We confirmed this claim by applying the
KW and multiple pairwise post-hoc comparison tests. Table 8.20 shows the test
results for linear drift transition functions. Table 8.21 shows the test results for
exponential drift transition functions.

These tests indicate the exact same statistical differences between approaches,
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Table 8.19: Average ranks of concept drift detection techniques in terms of precision,
recall and F1 scores for different drift transition function.

(a) Linear Drift Transition Function (n = 88,128)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 50,349.27 46,684.71 51,619.53 27,604.50
Precision 46,586.44 48,914.36 46,562.63 34,194.57
F1 score 47,839.87 48,956.02 48,116.68 31,345.44

(b) Exponential Drift Transition Function (n = 88,128)

ConceptDrift [116] ProDrift (event) [111] ProDrift (trace) [111] VariantFinder [Ch.6]

Recall 50,478.06 46,675.97 51,634.18 27,469.78
Precision 46,690.04 49,039.21 46,403.71 34,125.04
F1 score 47,936.07 49,047.98 48,009.71 31,264.24

Table 8.20: Results of the statistical tests to study the effect of concept drift detection
technique on F1 scores for linear drift transition functions.

Kruskall-Wallis rank sum test
KW χ2 = 9096.4 degrees of freedom = 3 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
ConceptDrift - ProDrift (event) 1116.14 639.48 True
ConceptDrift - ProDrift (trace) 276.80 639.48 False
ConceptDrift - VariantFinder 16494.43 639.48 True
ProDrift (event) - ProDrift (trace) 839.34 639.48 True
ProDrift (event) - VariantFinder 17610.58 639.48 True
ProDrift (trace) - VariantFinder 16771.24 639.48 True

regardless of the drift transition function used: only the difference between the
ConceptDrift and ProDrift (trace) approaches is not statistically-significant.

Therefore, we can confirm that the drift transition function has no significant
effect in the accuracy (in terms of F1 score) of the four concept drift detection
approaches included in the experiment.
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Table 8.21: Results of the statistical tests to study the effect of concept drift detection
technique on F1 scores for exponential drift transition functions.

Kruskall-Wallis rank sum test
KW χ2 = 9168.2 degrees of freedom = 3 p-value < 2.2e−16

Multiple comparison test after Kruskall-Wallis (α = 0.05)
Comparisons Observed diff. Critical diff. Significant diff.
ConceptDrift - ProDrift (event) 1111.90 639.48 True
ConceptDrift - ProDrift (trace) 73.64 639.48 False
ConceptDrift - VariantFinder 16671.83 639.48 True
ProDrift (event) - ProDrift (trace) 1038.26 639.48 True
ProDrift (event) - VariantFinder 17783.74 639.48 True
ProDrift (trace) - VariantFinder 16745.47 639.48 True

8.4 Conclusions

This chapter presented a novel evaluation framework for benchmarking con-
cept drift detection techniques. The framework allows researchers to bench-
mark different approaches as well as to perform a sensitivity analysis to eval-
uate whether certain process and drift characteristics have an impact on the
accuracy drift point detection. It allows to generalize the evaluation results to
a user specified model population, also taking into account several properties
that characterize concept drift in processes. Finally, the design of the frame-
work as a process mining workflow enables automating, sharing and extending
evaluation experiments.

The framework has been validated by conducting an extensive experiment
involving four concept drift detection approaches that detect drift points in time
and seven other variables related to process characteristics and concept drift
characteristics. The experiment has shown the usefulness and flexibility of the
framework. Additionally, the analysis of the experiment results has led to sev-
eral non-trivial insights on concept drift detection techniques. Firstly, the evalu-
ation results have shown that increasing levels of parallelism in the model have
mixed effects on the evaluated techniques. Some techniques become more ac-
curate and others become less accurate. Secondly, the type of change in the
process (e.g., add or remove a fragment) has a much larger effect on the ac-
curacy of the approaches than the actual type of drift (i.e., sudden or grad-
ual). Thirdly, the type of drift transition function (i.e., linear or exponential)
has no effect on the accuracy of the approaches considered in the experiments.
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Lastly, the VariantFinder technique introduced in Chapter 6 was successfully
used to detect concept drift, even though it was not its initial usage purpose.
The VariantFinder technique had a better accuracy yet a worse efficiency (i.e.,
computation time) than all the other evaluated techniques in the context of the
experiments performed in this chapter.

Overall, all the techniques considered in the experiment present a trade-
off between accuracy and computation time, and users should carefully choose
which technique to use depending on the specific analysis settings.

A limitation of this experiment is that is merely theorical, as it covers all
types of concept drift equally. An empirical study would be interesting e.g.,
measuring which types of concept drit are more common in real life, and then
analyze how the different techniques can deal with them.
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Chapter 9
SLA Compliance Analysis in a
Claim Management Process

Disclaimer: The data used in this chapter is subject to a non-disclosure agree-
ment signed by the author and by Telefónica. Therefore, the data is not publicly
available.

Service-level agreements (SLA) are often signed by organizations in order to
maintain a certain level of service by the use of penalties or rewards. Service-
levels below the agreement usually lead to the provider of the service being
penalized. A tasty example of an SLA are those pizza delivery places that will
deliver your pizza in less than 30 minutes, or it’s free.

SLA compliance can be related to the performance of the service’s under-
lying processes. Processes that perform better will lead to an increased SLA
compliance. Therefore, it is important to analyze the different factors that af-
fect SLA compliance and relate these factors to variants of the process in order
to learn the best practices and identify their inefficiencies.

By using the tools and techniques proposed in Part II, we can discover, com-
pare and analyze the process variants that are related to lower and higher SLA
compliance. This chapter presents an example of this analysis in the context of
a real use-case using real process data as input.

The remainder or this chapter is structured as follows. Section 9.1 intro-
duces the context of this case study. Section 9.2 describes the experiments per-
formed, and the obtained results. Section 9.3 discusses the results and their
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impact on the company. Finally, section 9.4 concludes the chapter.

9.1 Context

Telefónica is a Spanish broadband and telecommunication provider with its head
quarter located in Madrid. It operates in Europe, Asia, North and South Amer-
ica, being one of the biggest telecommunication providers in the world. In the
remainder of this chapter, we will refer to Telefónica as simply “the company”.
The company offers different solutions for commercial as well as business cus-
tomers. For their corporate services, the company runs a system that manages
claims (usually created by the customer) from different services in the form of
tickets.

The remainder of this section describes the claim management process, the
dataset used, the process SLAs defined by the company, and the purpose of the
analysis in the form of process questions.

9.1.1 Process Description

The claim management process relates to the actions executed by the company in
order to handle claims of customers that have a problem with a given service. In
the process of solving the claim, the ticket can be in different states. Figure 9.1
shows a hand-made model of the claim management process, which was made
by the company.

The process is described as follows: Claims are created usually by the cus-
tomer (i.e., the “New” state is reached), then they are activated when an em-
ployee starts working on the claim (i.e., the “Active” state). When there is an
interruption of the service, the service needs to be restored first (i.e., the “Re-
stored” state) and the employees will work on the problem that caused it until
it is solved (i.e., the “Solved” state) and finally the claim is closed (i.e., the
“Closed” state). Claims can be cancelled (i.e., the “Cancelled” state) or delayed
(i.e., the “Delayed” state) anytime, regardless of the current state. Delayed
claims can be reactivated at any time as well. Delays are commonly caused by
missing information that the customer has to provide in order to identify the
problem.
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Figure 9.1: Hand-made model of the flow of a claim. The boxes represent the possible
states of a claim. The arrows indicate the possible state changes. This model
was provided by the company.

9.1.2 Event Data

The data presented in this chapter (provided by the company) contains the
logged execution of the claim management process in the form of CSV (i.e.,
comma-separated-values) files. It contains 8296 claims (i.e., cases) and 40965
state changes (i.e., events) in total, with an average of 5 state changes per
claim. This data was recorded between January 2015 and December 2016 for
three services, codenamed: GSIM, JASPER, and SM2M. Table 9.1 illustrates the
event attributes contained in the data.

The data includes four different possible severities for a claim, based on the
impact and urgency of the issue: critical, major, minor and slight.

Note that the attribute Time_of_week is used to bin timestamps (i.e., the
Date attribute) into six values that indicate different times of the week: LV_M
(weekday mornings), LV_T (weekday evenings), LV_N (weekday nights), SD_M
(weekend mornings), SD_T (weekend evenings), and SD_N (weekend nights).

Also note that claims can be created by the customer (i.e., “isChild” = 0) or
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Table 9.1: Event attributes contained in the data

Name Description

Id the id of a claim
Service the service related to the claim
Date the timestamp of activity
Modified_by the person that executed the activity
Responsible.Operator the person responsible for the claim’s SLAs
Responsible.group the group responsible for the claim’s SLAs
Assigned.group the group to which the claim was assigned
Operation the activity that was executed
initial.Severity the initial severity of the claim, defined when the

claim was created
update.Severity the current severity of the claim1

Severity the final severity of the claim, when the claim was
solved

Originator the person that created the claim
Originator.Group the group to which the originator belongs
Time_of_week the time of the week, based on the Date attribute
IsChild whether the claim is a subdivision of another

claim (1) or not (0)

can be created by an employee as a subdivision of a bigger parent claim (i.e.,
“isChild” = 1). The company’s domain experts indicated that the child claims
are given priority because their processing time affects the SLA’s of the parent
claim.

It is important to state that the raw data delivered to us did not include any
explicit information about SLA compliance.

9.1.3 SLAs

The company defined several SLAs based on process performance metrics, on
the service and on the severity of the claim, which define how quickly the com-
pany has to manage claims in order to not being penalized. The process perfor-
mance metrics considered are listed as follows.

Response time : The time it takes for an employee to start working on the



9.1 Context 265

ticket. This is measured as the time passed since a claim was created in
the system (i.e., reached the “New” state) until it has been activated (i.e.,
reached the “Active” state for the first time).

Restoration time : The time it takes until the service is working again in the
case of service interruption. This is measured as the time passed since
a claim was created in the system (i.e., reached the “New” state) until
the service is restored (i.e., reached the “Restored” state). Alternatively, if
there was no interruption of the service, then the time between the “New”
and “Solved” states is considered instead.

Resolution time : The time it takes until the problem that caused the mal-
function or interruption of the service is solved. This is measured as the
time passed since a claim was created in the system (i.e., reached the
“New” state) until the problem is solved by the company (i.e., reached the
“Solved” state).

Each of these performance metrics define an SLA for each of the three ser-
vices and four severities of a claim, as illustrated in Table 9.2.

It is important to note that when a claim is in the “Delayed” state, the time
spent there does not affect SLA compliance. Claims are normally delayed so
that the SLAs defined for the services are not affected by situations out of the
company’s control.

The company defined that the restoration time SLAs for minor and slight
claims related to the SM2M and GSIM services are measured only during agreed
standard business hours (from 9 am to 5 pm, Spain local time). Also Note that
the company defines resolution time SLAs only for critical and major severity
claims related to the SM2M service.

9.1.4 Analysis Purpose

The company asked us to analyze the compliance of the process with respect
to the SLAs defined above in order to obtain insights about which are the best
practices and which are the points of improvement of the process, with the
purpose of improving SLA compliance.

Concretely, the company asked the following questions about the process:

PQ1: What is the overall SLA compliance of the process?

PQ2: Which claims are less (or more) likely to comply with their SLA?
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Table 9.2: SLAs defined for the claim management process.

(a) Response Time SLAs

Service
Severity

Critical Major Minor Slight

GSIM 15 min 45 min 120 min 180 min
Jasper 15 min 45 min 120 min 180 min
SM2M 15 min 30 min 60 min 60 min

(b) Restoration Time SLAs

Service
Severity

Critical Major Minor Slight

GSIM 6 hrs 24 hrs 48 hrs 80 hrs
Jasper 6 hrs 24 hrs - -
SM2M 5 hrs 12 hrs 48 hrs 80 hrs

(c) Resolution Time SLAs

Service
Severity

Critical Major Minor Slight

GSIM - - - -
Jasper - - - -
SM2M 96 hrs 480 hrs - -

PQ3: What are the differences between claims that complied with their SLA
and claims that did not?

In the next section we will address each one of these questions in detail.

9.2 Experiments

This section reports on the experiments performed in order to answer each of
the three process questions asked by the company. As stated before in Sec-
tion 9.1.2, the raw data does not include explicit SLA compliance information.
Therefore, we first need to perform a data preparation step. The purpose of this
step is to add explicit SLA compliance information to the data, which will be
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used in the rest of the experiments.

9.2.1 Data Preparation

As mentioned earlier, when a claim is in the “Delayed” state, the time spent
there does not affect SLA compliance. Moreover, some SLAs are measured only
during agreed standard business hours (from 9 am to 5 pm, Spain local time).
However, the recorded timestamps (i.e., the Date attribute) do not account for
this and just record the timestamp when the state of a claim changed. Hence,
we cannot directly use the timestamps to calculate SLA compliance.

SLA-aware Time Measurement

To address the issue described above, we created a new event attribute named
SLA time, which is based on the timestamp attribute with some modifications:
Initially, the SLA time attribute has the same value as the timestamp attribute for
all the events related to a claim. Every time that the claim reaches the “Delayed”
state, the value of the SLA time attribute is copied to subsequent events until the
claim leaves the “Delayed” state. Then, for all following events, the value of the
SLA time attribute is calculated as the difference between the timestamp of the
event and the time spent by the claim in the “Delayed” state. If a claim is
delayed again, then the same procedure is applied again.

Additionally, we modified the SLA time attribute further in the case of claims
whose SLAs are measured only during agreed standard business hours (i.e.,
weekdays from 9 am to 5 pm, Spain local time). In such cases, the SLA time
attribute is modified to consider only the time spent within agreed standard
business hours. Note that local public holidays do not affect standard business
hours since people processing the claims are located in different parts of the
world.

As a result, the newly-created SLA time attribute can be used for the purpose
of SLA compliance checking.

Checking SLA Compliance

As mentioned earlier, SLAs are defined for each service and severity of claims,
as described in Table 9.2. For example, a major severity claim related to the
GSIM service has a response time SLA of 45 minutes, a restoration time SLA of
24 hours, but has no resolution time SLA.



268 SLA Compliance Analysis in a Claim Management Process

In this case study, SLA compliance is measured on the earliest possible occa-
sion. This means that if a claim reaches a state related to a SLA several times,
only the first one is considered. For example, the response time SLA compliance
is checked only when a claim reaches the “Active” state for the first time. The
same applies for the restoration time and resolution time SLAs, related to the
“Restored” and “Solved” states.

Note that, in some cases, SLA compliance cannot be checked because the
claim never reaches the state related to such SLA. For example, a claim that is
cancelled after being created and does not reach the “Active” state, or a claim
being processed that has not reached such state yet. Therefore, the response
time SLA cannot be checked for such claim.

We used the SLA time attribute created before to check, for each claim and
for each SLA defined for it, if it complied with the SLA (1) or not (0). Concretely,
for each claim we created three new case-level attributes: response compliance,
restoration compliance and resolution compliance. These attributes indicate if
the claim complied or not with the response time, restoration time and resolution
time SLAs defined for it, respectively.

With this SLA compliance information added explicitly to the dataset, we
can proceed to answer the process questions described before.

9.2.2 Overall SLA Compliance Diagnostic

This section addresses the first process question: What is the overall SLA compli-
ance of the process? (PQ1).

We do this analysis by looking at the overall compliance of the response time,
restoration time and resolution time SLAs through the use of simple descriptive
statistics. Note that this question can be answered without using process-aware
techniques, because now the SLA compliance information is explicitly men-
tioned in the following data attributes: response compliance, restoration com-
pliance and resolution compliance.

Firstly, we analyzed if there is a “cascade effect” between the different SLAs.
Intuitively, claims that complied with their response time SLA should be more
likely to comply with their restoration time SLA than claims that did not comply
with their first SLA. However, the data shows that there is no clear correlation
between these SLAs. On the one hand, from the 182 claims that failed their
response time SLA, 172 claims (94% approx) complied with their restoration
time SLA. On the other hand, from the 6723 claims that complied with their
response time SLA, 6088 claims (91% approx) complied with their restoration
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time SLA. The statistical tests indicated that the difference between the response
time SLAs of both groups is not significant2.

Since the compliance of the SLAs defined for the process are not correlated
(e.g., a claim can fail its response time SLA but comply with its restoration time
SLA) we proceed to analyze them separately.

With respect to the response time SLA, from the 8296 claims recorded in the
dataset, 91 claims never reached the “Active” state, thus are not included in
the analysis. From the 8205 claims that did reach the “Active” state, only 7828
claims (95% approx) complied with their response time SLA.

We are also interested in analyzing if there are SLA compliance differences
for the three services and four claim severities found in the data. Figure 9.2
shows the overall compliance with the Response SLAs for different services and
claim severities. We can observe that the SM2M service has a much higher

Figure 9.2: Response Time SLA compliance (avg) by service and severity of claims.

response time SLA compliance than the other two services.
With respect to the restoration time SLA, from the 8296 claims recorded in

the dataset, 1391 claims never reached the “Restored” nor the “Solved” state,
thus are not included in the analysis. From the 6905 claims that reached the
“Restored” state (or the “Solved” state if there was no service interruption),
6342 claims (91% approx) complied with their restoration time SLA.

Like the previous SLA, we also analyzed if there are SLA compliance differ-
ences for the three services and four claim severities found in the data. Fig-

2The statistical test used was the rank-based non-parametric Mann-Whitney U test.
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ure 9.3 shows the overall compliance with the Restoration SLAs for different
services and claim severities. We can observe that in the case of the GSIM and

Figure 9.3: Restoration SLA by service and severity of claims.

JASPER service, the restoration time SLA compliance is better (in average) than
the response time SLA. We can also observe that all services and severities have
a restoration time SLA compliance of approximately 90% or more.

Finally, we analyzed the resolution time SLA. Note that this SLA is only de-
fined for the SM2M service and only for critical and major severity claims. From
the 8296 claims recorded in the dataset, 212 claims are related to the SM2M
service and have a critical or major severity, and only 178 of such claims reached
the “Solved” state. From these, 128 claims (72% approx) complied with their
resolution time SLA.

Unlike previous SLAs, the resolution time SLA is defined only for one service
and two severities. Because of this reason, and because the number of claims
that were checked for compliance with the resolution time SLA is low (thus, not
very representative), we did not split them further in this analysis.

9.2.3 Correlating Claims to SLA Compliance

This section addresses the second process question: Which claims are less (or
more) likely to comply with their SLA? (PQ2).

In order to answer this question, we need to find the variants of the process
that are more correlated to SLA compliance. For this purpose, we use the pro-
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cess variant detection technique introduced in Chapter 6. This technique allow
us to find process variants with statistically-significant differences in the data.

Before finding the process variants, we need to choose the right abstractions
to represent the claim management process.

First, we created a transition system that represents the process based on
an abstraction where the last event of trace prefixes is considered (i.e., only
directly-follows relations are considered). We used the following state and tran-
sition abstraction: given the event log L, a trace σ ∈ PL and an event e ∈ EL,
rs(σ) = attn(σ(|σ|)) and ra(e) = attn(e). This is illustrated in Figure 9.4a.

(a) Only the last event of trace pre-
fixes is considered. (b) The last two events of trace prefixes are considered.

Figure 9.4: Transition systems that represent the behavior of the claim management pro-
cess using different abstractions.

We can observe a natural loop between the “Delayed” and “Active” states.
This is explained by the fact that claims can be delayed several times. How-
ever, by using this abstraction we cannot distinguish between claims that are
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solved or restored with delays and the claims that are solved or restored with-
out delays. Therefore, we created a new transition system that represents the
process based on the abstraction where the last two events are considered:
rs(σ) = ⟨attn(σ(|σ|)), attn(σ(|σ| − 1))⟩ and ra(e) = attn(e). Unlike the pre-
vious transition system, we used this abstraction in this experiment to include
more than just directly-follows relations. This transition system is illustrated in
Figure 9.4b.

We can observe that now there is a clear distinction between claims that have
been delayed and those that have not been delayed (i.e., non-delayed claims go
from the “Active, New” state directly to the “Restored, Active” or “Solved, Active”
states).

Starting from this transition system, we looked for process variants in the
process. The remainder of this section describes the analysis performed for
each SLA.

Finding Variants over Response Time SLA Compliance

In this experiment, we aim to find process variants that are correlated to the
response time SLA using the Variant Finder tool presented in Chapter 6. For
this purpose, the response compliance attribute is selected as the dependent
variable. All the other attributes are selected as independent variables. We only
analyzed the variants found in the “New” and “Active, New” states presented in
Figure 9.4b, because the other states are not related to the response time SLA.

The process variants found in the “New” state are shown in Figure 9.5. We

Figure 9.5: Results of the Process Variant Finder tool: attributes correlated to the re-
sponse time SLA in the “New” state.

can observe that the attribute that is most correlated to the response compliance
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in the “New” state is the Service attribute. The results indicate a clear response
compliance difference between the GSIM and JASPER services, and the SM2M
service, with the latter having better response compliance. We can also observe
that within the GSIM and JASPER services, there is a clear difference between
claims that were created on weekday mornings (i.e., LV_M) and claims created
in any other time of the week: claims created in weekday mornings have a much
higher response compliance.

Now, we proceed to analyze the response compliance variants found in the
“Active, New” state. The process variants found in the “Active, New” state are
shown in Figure 9.6.

Figure 9.6: Results of the Process Variant Finder tool: attributes correlated to the re-
sponse time SLA in the “Active, New” state.

Similarly to the previous analysis, we can observe that in the “Active, New”
state there is also a considerable response compliance difference between the
GSIM and JASPER services, and the SM2M service. However, in this case we can
observe that within the GSIM and JASPER services, there is a clear difference
between claims that were processed on weekday nights (i.e., LV_N) or in week-
end evenings (i.e., SD_T), and claims that were processed on other times of the
week, with the former having a lower response compliance than the latter.

Surprisingly, at this point of the process the severity of the claim does not
seem to have a strong correlation with the response compliance.

Finding Variants over Restoration Time SLA Compliance

In this experiment, we aim to find process variants that are correlated to the
restoration time SLA using the Variant Finder tool presented in Chapter 6. This
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time, the dependent variable is set as the restoration compliance attribute. All
the other attributes are selected as independent variables.

We found several variants in the “Delayed, Active” state shown in Figure 9.4b.
These are illustrated in Figure 9.7.

Figure 9.7: Results of the Process Variant Finder tool: attributes correlated to the restora-
tion time SLA in the “Delayed, Active” state.

For all the claims that get delayed at least once (i.e., the claims that reach
the “Delayed, Active” state, which is approximately 20% of all claims) we can
observe that claims with a slight severity have a better restoration compliance
than other more-severe claims. Moreover, from the claims with a slight severity,
those that are related to the GSIM service have a better restoration compliance
than claims related to the SM2M service.

Additionally, we found process variants in the transition between the “Active,
New” and the “Solved, Active” states (see Figure 9.4b). These are illustrated in
Figure 9.8. These variants are related to claims that were solved without being
delayed and without a service interruption (i.e., no restoration was needed).
These claims ammount to approximately 50% of all claims.

We can observe that claims that are derived from other bigger claims (i.e., is-
Child = 1) have a lower restoration compliance than claims that are not derived
from other claims.

Finding Variants over Resolution Time SLA Compliance

In this experiment, we aim to find process variants that are correlated to the
resolution time SLA using the Variant Finder tool presented in Chapter 6. This
time, the resolution compliance attribute is selected as the dependent variable.
All the other attributes are selected as independent variables. Note that this
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Figure 9.8: Results of the Process Variant Finder tool: attributes correlated to the restora-
tion time SLA in the transition between the “Active, New” and the “Solved,
Active” states.

SLA is only defined for the SM2M service and only for critical and major sever-
ity claims. In total, only 178 claims have a value of 0 or 1 for the resolution
compliance attribute.

Figure 9.9 shows the process variants found in the “Closed, Solved” state,
which considers all claims that were solved and then closed, regardless of delays
and service restorations. These correspond to approximately 90% of the claims
that have a value for the resolution compliance attribute.

Figure 9.9: Results of the Process Variant Finder tool: attributes correlated to the resolu-
tion time SLA in the “Closed, Solved” state.

We can observe that the severity attribute has the strongest correlation with
the resolution compliance attribute. Claims that have a critical severity have a
lower resolution compliance than claims with a major severity.

Now that we know which claims are less (or more) likely to comply with
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their SLA, we proceed to find the most significant differences between them.

9.2.4 Comparing SLA-Compliant and SLA-Non-Compliant Claims

This section addresses the third process question: What are the differences be-
tween claims that complied with their SLA and claims that did not? (PQ3).

In the previous section we found several process variants that are closely
related to data attributes. An interesting analysis is to compare these variants
against each other in order to find the differences and similarities between them.
We did compare the different services and claim severities and found several dif-
ferences. This analysis was presented to the company and positive feedback was
obtained. However, such analysis is out of the scope of the questions asked by
the company. So, in this section we will focus on the actual question mentioned
above.

As mentioned in the data preparation step (see Section 9.2.1) three at-
tributes were created in order to explicitly denote wether claims complied with
their SLAs or not: response compliance, restoration compliance and resolution
compliance. These attributes are related to the response time, restoration time
and resolution time SLAs respectively. For any claim, the response compliance,
restoration compliance and resolution compliance attributes can have a value of
1 or 0, depending on if it complied with the corresponding SLA or not.

In the remainder of this section, we will compare claims based on their
compliance to the different SLAs defined for the process.

Comparing Variants over Response Time SLA Compliance

In order to compare claims that comply with their response time SLA or not, we
first split the data based on the response compliance attribute using the process
cube tool introduced in Chapter 3. As a result, we obtained two process vari-
ants: one containing all the claims (7828) that complied with their response
time SLA (i.e., response compliance = 1) and another containing all the claims
(377) that failed to comply with such SLA (i.e., response compliance = 0).

We compared these two process variants against each other using the pro-
cess comparator technique presented in Chapter 5. Note that for building the
underlying transition system, we used the same abstraction used in the previous
section (i.e., using the last two events of trace prefixes).

It is important to note that the response time SLA measures the very first
part of the process (i.e., from the “New” state to the “Active, New” state). At
this point of the process, nothing else has happened in the claim yet, but when
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comparing the two process variants, we found several control-flow differences
between them, as illustrated in Figure 9.10.

Figure 9.10: Control-flow comparison results between claims that complied with their
resolution time SLA and claims that did not.

Note that, in this figure, blue colors represent states or transitions in which
the compliant claims (i.e., response compliance = 1) reach such state or tran-
sition with a frequency that is significantly higher than non-compliant claims
(i.e., response compliance = 0). Red colors represent the opposite.

We can observe that from the “Active, New” state (where the response time
SLA is measured) we have mainly three next possible states: “Solved, Active”,
“Restored, Active” and “Delayed, Active”.

For claims that were directly solved and there was no interruption of the
service (i.e., reached the “Solved, Active” state), we can observe that 43% of
the compliant claims followed this path and got directly solved without delays.
On the other hand, only 1% of the non-compliant claims followed this path.
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The difference is obviously significant, hence the blue color of the transition
between the “Active, New” and the “Solved, Active” states.

For claims that were restored (i.e., reached the “Restored, Active” state),
we noticed that 26% of the compliant traces and 20% of the non-compliant
traces go through this path. However, this difference is not statistically signifi-
cant, hence the black color of the transition between the “Active, New” and the
“Restored, Active” states.

For the claims that were delayed (i.e., reached the “Delayed, Active” state),
we observe that while 26% of the compliant claims followed this path, 75%
of the non-compliant traces followed this path as well. The difference is again
obviously significant, hence the red color of the transition between the “Active,
New” and the “Delayed, Active” states.

These differences tell us that non-compliant claims are more prone to delays,
whereas compliant claims are more prone to get solved without delays or service
interruptions.

From the data available for this analysis it is not easy to guess what the
reason behind this difference is. Perhaps the information provided in the claim
is related to them getting delayed. For example employees could choose to start
working on easier claims over other claims with difficult problems or insufficient
information.

Comparing Variants over Restoration Time SLA Compliance

Similarly to the previous analysis, we split the data based on the restoration com-
pliance attribute (which measures compliance with the restoration time SLA)
using the process cube tool introduced in Chapter 3. As a result, we obtained
two process variants: one containing all the claims (6342) that complied with
their restoration time SLA (i.e., restoration compliance = 1) and another con-
taining all the claims (563) that failed to comply with such SLA (i.e., restoration
compliance = 0).

Again, we compared these two process variants against each other using the
process comparator technique presented in Chapter 5.

Figure 9.11 shows the results of the control-flow comparison between these
variants.

We can first observe that there are less significant differences between these
variants than in the previous analysis. However, the “Delayed, Active” state
presents an interesting analysis opportunity. We can observe that 19% of the
compliant claims and 27% of the non-compliant claims reach this state. The
difference is significant, hence the red color of the state. Then, we compared
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Figure 9.11: Control-flow comparison results between claims that complied with their
restoration time SLA and claims that did not.

the business rules (represented as decision trees) that can be used to predict
the next state to be reached in both variants (see Section 5.2.2 for more info on
business rule comparison).

Figure 9.12 shows the results of the business rules comparison between the
two variants in the state “Delayed, Active”.

Note that the decision tree learned form the non-compliant claims is not
shown in Figure 9.12 because it classifies all claims in the “Active, Delayed”
state.

We can observe that after the “Delayed, Active” state, most compliant claims
related to the GSIM service get activated again (i.e., they reach the “Active, De-
layed” state). This is not the case for the JASPER and SM2M services, where
compliant claims get restored directly after the delay (i.e., they reach the “Re-
stored, Delayed” state). This means that claims are being restored while being
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(a) Decision tree learned from the compliant claims.

(b) Agreement/disagreement decision tree.

Figure 9.12: Decision trees learned in the decision point (state) “Delayed, Active”.

delayed.
Since all non-compliant claims tend to get activated (i.e., reach the “Active,

Delay” state), the agreement/disagreement tree is quite obvious: only for claims
related to the GSIM service there is an agreement, hence they follow the same
control-flow (i.e., the “Active, Delayed” state). Claims related to the other two
services reach different states depending if they are compliant (i.e., the “Re-
stored, Delayed” state) or not (i.e., the “Active, Delayed” state).

In theory, claims that are in a delayed state cannot reach the restored state
directly: they have to go through the active state. As we have shown in the
above analysis, this is not the case. This phenomenon will be discussed in detail
in Section 9.3

Comparing Variants over Resolution Time SLA Compliance

This time we split the data based on the resolution compliance attribute (which
measures compliance with the resolution time SLA) using the process cube tool
introduced in Chapter 3. As a result, we obtained two process variants: one
containing all the claims (128) that complied with their resolution time SLA
(i.e., resolution compliance = 1) and another containing all the claims (50)
that failed to comply with such SLA (i.e., resolution compliance = 0). Note
that the resolution time SLA is only defined for the SM2M service and only for
critical and major severity claims.



9.2 Experiments 281

Again, we compared these two process variants against each other using the
process comparator technique presented in Chapter 5.

First we compared the variants from the control-flow perspective, but no
significant differences were found. Then, we compared the variants from the
performance perspective. Figure 9.13 shows the results of the performance com-
parison between compliant and non-compliant claims based on their elapsed
time.

Figure 9.13: Performance comparison results between claims that complied with their
resolution time SLA and claims that did not.

We can observe that there are three states that contain statistically signifi-
cant differences in terms of elapsed time: “Closed, Solved”, “Active, New’ and
“Solved, Restored”.

First of all, the “Closed, Solved” state (highlighted in red) presents signifi-
cant differences, but such differences are not interesting for the purpose of our
analysis because the closure of claims is not considered by any SLA. This is
because the closure of claims is done by the customer, not the company.

The “Active, New” state (highlighted in blue) is reached by compliant claims
in 2.5 minutes in average, while non-compliant claims reach this state much
faster: 46 seconds in average. Even though the difference is significant, both
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variants still have a very low response time, which is even lower than all the
defined SLAs for the process (see Table 9.2).

With respect to the “Solved, Restored” state, besides stating the obvious (i.e.,
non-compliant claims take longer to get solved) we have to look at the previous
state: “Restored, Active”. Notice that such state is not colored, hence there are
no significant differences in terms of elapsed time between compliant and non-
compliant claims. This means that the compliance or non-compliance of the
resolution time SLA is mostly determined after the restoration of the service. In
fact, the time elapsed between the “Restored, Active” and the “Solved, Restored”
states is approximately 6 days for claims that ended up complying with the
resolution SLA and 28 days for non-compliant claims. Given the available data,
it is difficult to know the reason for such performance differences; It can be
related to the information contained in the claim (e.g., the type of problem).

9.3 Discussion: The Delayed State

As mentioned before, we observed that there is a difference on how the delayed
state is used in different claims. Recall that time in this state is stopped and,
therefore, it does not count towards any SLA. As shown in Figure 9.1, it is clear
that delayed claims can either become active again or can get cancelled by the
customer. The first scenario means that a ticket was delayed because it required
some input from the customer. After the input is obtained, the claim is set to
active again. Then, work on the claim can continue. This means that the actual
work is done in the active state, which naturally counts for SLA compliance.

In our analysis, however, we noticed that an irregularity occurs: claims are
being restored directly after being delayed (i.e., without being activated). In
this scenario, a claim is delayed because of the same reasons. Nevertheless, it
is seems that the actual work is done while the claim is in the delayed state,
and not in an active state, hence the time does not count towards the SLA.
Employees use this trick to pause the time and work on cases. When things are
working again, they switch to the restored state. Of course, this is not in line
with the purpose of the delayed state, which is to protect the company from
being penalized for insufficient information in a claim.

This behaviour can be observed in cases across all services and severities,
and it is clearly beneficial for the company in the sense that such “time savings”
positively impact SLA compliance. Therefore, less cases fail their SLAs and the
company has to pay less compensation.

We presented these obtained results and analysis to the company. They
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were surprised that this situation existed, and rapidly fixed the problem. As a
consequence, a change was made in the process: in May 2017, the system that
supports the process was modified so that claims were no longer allowed to go
directly from being in a delayed state to a restored state. From that point in
time, all delayed claims have to become active before a service restoration can
be done. In the future, we want to analyze the actual impact of such change in
the process on SLA compliance.

9.4 Conclusion

In this chapter, we presented an application of the tools and techniques intro-
duced in this thesis to analyze SLA compliance of a claim management process
using real process data. Concretely, we found insights that are not obtainable
using other current tools and techniques. We used process cubes (see Chapter 3)
to split the data as needed for the different experiments. We used the process
variant finder (see Chapter 6) to find the attributes contained in the data that
are correlated to SLA compliance. Finally, we used the process comparator (see
Chapter 5) to compare the claims that complied with their SLAs and those that
didn’t.

We analyzed the compliance of the process for the different SLAs defined by
the company, obtaining multiple useful insights that were communicated to the
company. For example, we discovered that claims related to the SM2M service
have a good overall response time SLA compliance. However, for the GSIM and
JASPER services, we discovered that the time of the week (e.g., weekday/week-
end, morning/evening) is closely related to the response time SLA compliance:
claims created in weekday mornings had much higher compliance with this SLA,
regardless of the severity of the claim.

Furthermore, we discovered a misuse of the delayed state, in which employ-
ees can work on a delayed claim without counting the time for SLA compliance.
The company immediately corrected this after we informed them about this
phenomenon, by making changes in the system that supports the process so
that this behavior is not allowed anymore.





Chapter 10
Business Process Reporting in
Education

Disclaimer: The data used in this chapter is subject to a non-disclosure agree-
ment signed by the author and by Eindhoven University of Technology. Therefore,
the data is not publicly available.

Business Process Reporting (BPR) refers to the provision of structured infor-
mation about processes in a regular basis, and its purpose is to support decision
makers. Reports can be used to analyze and compare processes from many per-
spectives (e.g., behavior, performance, costs, time). In order to be effective,
BPR presents some challenges:

1. It should provide insights using metric-based characteristics (e.g., bottle-
necks, throughput time, resource utilization) and behavioral characteris-
tics (e.g., deviations, frequent patterns) of processes.

2. It should be repeatable (i.e., not require great efforts to repeat the analy-
sis).

3. It should be able to analyze the data with different granularity levels (i.e.,
analyze an organization as a whole or analyze its branches individually).

This chapter shows through a case study how process mining workflows (see
Chapter 4) and process cubes (see Chapter 3) can be concretely used for business
process reporting, addressing the three challenges mentioned above.
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The case study presented in this chapter refers to a business-process report-
ing service at Eindhoven University of Technology. The service produces a report
each quartile (i.e., two-month academic period) for each course that is provided
with video lectures. The report is sent to the responsible lecturer and provides
insights about the relations between the students’ usage of video lectures and
their final grades on the course, among other educational data analysis results.

The usefulness of the reports is evaluated with dozens of lecturers through-
out two evaluation rounds in different academic periods. During the first eval-
uation round, an initial set of reports was sent to lecturers and feedback was
collected through an evaluation form. The feedback was used to restructure the
report. Then, a set of restructured reports was sent to lecturers and a group
of them were interviewed to assess if the insights contained in the report were
better perceived. The results show that, indeed, this is the case.

The remainder of this chapter is organized as follows. Section 10.1 provides
an overview of the case study and discusses related work. Section 10.2 discusses
the structure of the reports sent and the results of the two evaluation rounds
with the lecturers. Finally, Section 10.3 concludes the chapter.

10.1 Context

The Eindhoven University of Technology is a top-ranked Dutch university. Despite
being relatively young (it was founded in 1956) it is ranked as one of the top
100 universities in the world1. It has over 11.000 students from more than 80
nationalities.

Amongst many services, Eindhoven University of Technology provides video
lectures for many courses for study purposes and to support students who are
unable to attend face-to-face lectures for various reasons. There are three dif-
ferent types of video lectures. The first are recordings of real-life lectures of the
actual (or previous) academic period. The second type replace the actual real-
life lectures in courses that implement flipped-classroom learning styles. Finally,
the third type are complementary to the real-life lectures of the course, as is the
case of e.g., video tutorials. Student usage of video lectures and their course
grades are logged by the University’s IT systems.

The remainder of this section describes the video lecture usage process, the
dataset used, the purpose of this case study and related works.

199th place according to QS Ranking 2018
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10.1.1 Process Description

For any given course that offers video lectures to the students that take it, the
video lecture usage process considers all the views of the video lectures of a
given course, where each student that watches video lectures is related to a
different case of the process. Hence, each video lecture view is considered as an
activity of the process. Video lectures can be watched by students in any order
and as many times as they want. Finally, the students take a final exam for the
course, which in this case is the final activity of the video lecture usage process.

The video lectures are numbered by the lecturer in the sense that they define
the ideal order in which students should watch them, e.g., from lecture 1 to
lecture n. However, within the ideal order, students can watch the same video
lecture several times in a row. This could be because of many partial views that,
in total, complete the video lecture, or because students watch it multiple times
due to the complexity or difficulty of its contents. Figure 10.1 describes the
ideal video lecture usage process followed by students for a given course with n
video lectures.

Video 
Lecture 1

Video 
Lecture 2

Video 
Lecture 3

Video 
Lecture N

Exam

Figure 10.1: Model of the “ideal” video lecture usage process for students of a given
course.

10.1.2 Event Data

The video lecture usage process is supported by several IT systems. The data
related to student’s personal information and their grades are registered in the
university’s information systems. The data related to video lecture views is
supported the a third-party system named Mediasite. Such data has to be pe-
riodically extracted from both systems manually given technical and political
difficulties (i.e., access permissions).

The data used in this case study relates to the academic years 2014-2015
and 2015-2016, and it contains 336.462 video lecture views and 159.134 course
grades of 11.367 students, 8.893 video lectures and 1.750 courses.
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The data is extracted from the different IT systems in the form of three data
tables: video lecture views, course grades and personal information of students of
the University. Each student and course has a unique identifier code (i.e., stu-
dent id, course code). The data attributes available are described in Table 10.1.

Table 10.1: Event Data

(a) Student Data Attributes

Name Description

Student Id the anonymized unique ID of the student
Gender the gender of the student
Nationality the nationality of the student
Address the postal code related to the student’s registered address
Ed. Code the code of the academic program in which the student is enrolled

(b) Videolecture View Data Attributes

Name Description

Student Id the anonymized unique ID of the student
Lecture Name the name / number of the videolecture
Subject Code the code of the course that provides the videolecture
Timestamp the timestamp at the start of the view
Coverage the time spent watching the videolecture (excluding pauses)
Duration the time spent watching the videolecture (including pauses)
Quartile the quartile in which the view happened
Academic Year the academic year in which the view happened

(c) Course Grades Data Attributes

Name Description

Student Id the anonymized unique ID of the student
Subject Code the code of the course
Date the date of the exam
Quartile the quartile in which the course was taken by the student
Academic Year the academic year in which the course was taken by the student
Grade the grade obtained by the student
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These tables are merged into a single event data table using opportune joins
between them. An anonymized fragment of the resulting data is presented in
Table 10.2.

Table 10.2: A fragment of event data generated from the University’s system: each row
corresponds to an event.

Student Id Nat. Ed. Code Course Code Activity Quartile Acad. Year Timestamp Grade ...
1025 Dutch BIS 2II05 Lecture 1 1 2014-2015 03/09/2012 12:05 6 ...
1025 Dutch BIS 2II05 Lecture 2 1 2014-2015 10/09/2012 23:15 6 ...
1025 Dutch BIS 1CV00 Lecture 10 3 2014-2015 02/03/2012 15:36 7 ...
2220 Spanish INF 1CV00 Lecture 1 3 2014-2015 20/03/2013 16:24 8 ...
1025 Dutch BIS 2II05 Exam 2 2014-2015 13/12/2012 12:00 6 ...
2220 Spanish INF 1CV00 Lecture 4 3 2014-2015 25/03/2013 11:12 8 ...
2220 Spanish INF 1CV00 Exam 3 2014-2015 04/04/2013 12:00 8 ...

... ... ... ... ... ... ... ... ... ...

The data reveals enormous variability, e.g., thousands of students watch
video lectures for thousands of courses and every course has a different set of
video lectures, and they have different cultural and study backgrounds, which
leads to different behavior. Therefore, we need to provide different reports and,
within a report, we need to perform a comparative analysis of the students when
varying the grade.

10.1.3 Analysis Purpose

The purpose of this case study is to show how raw data extracted from the Uni-
versity’s IT systems can be transformed into reports that show insights about
students’ video lecture usage and its relation with course grades by using pro-
cess mining, process cubes and analytic workflows.

The reports are composed of three sections: course information, core statis-
tics and advanced analytics, as shown in Figure 10.2. An example report, where
student information has been anonymized, can be downloaded from https:

//www.dropbox.com/s/565zz94rdo6gg2r/report.zip?dl=0. The analysis re-
sults refer to all students who registered for the course exam, independently
whether or not they participated in it.

The course information section provides general information, such as the
course name, the academic year, the number of students, etc. The core statistics
section provides aggregate information about the students, such as their gen-
der, nationality, enrolled bachelor or master program, along with course grades
distribution and video lecture views. The advanced analytics section contains
process-oriented diagnostics obtained through process mining techniques.

https://www.dropbox.com/s/565zz94rdo6gg2r/report.zip?dl=0
https://www.dropbox.com/s/565zz94rdo6gg2r/report.zip?dl=0
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Figure 10.2: Overview of the case study: University data is transformed into reports by
using process mining, process cubes and analytic workflows.

10.1.4 Related Work

This section discusses the related work done around business process report-
ing and educational data analysis. Related work about analytic workflows and
process cubes is discussed in Chapters 4 and 3 respectively.

Business Process Reporting

Business Process Intelligence (BPI) is defined by [63] as the application of Busi-
ness Intelligence (BI) techniques to business processes. However, behavioral
properties of processes (e.g., control-flow) cannot be represented using tradi-
tional BI tools. Alternatively, Castellanos et al. [34] provides a broader defini-
tion: BPI exploits process information by providing the means for analyzing it to
give companies a better understanding of how their business processes are ac-
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tually executed. It incorporates not only metric-based process analysis, but also
process discovery, monitoring and conformance checking techniques as possible
ways to understand a process.

Business Process Reporting can be defined as the structured and periodical
production of reports containing analysis of process data obtained through BPI
techniques.

Business process management suites (e.g., SAP, Oracle) usually provide pro-
cess reporting capabilities. Often, these process reporting capabilites are an
adaptation of general-purpose reporting tools (e.g., Crystal Reports, Oracle Dis-
coverer) to process data [63]. These general-purpose reporting tools are unable
to analyze the data from a process perspective (e.g., discover a model).

Most process mining tools (e.g., ProM, Disco) are able to analyze from a
process perspective, but they lack reporting capabilities. Others, such as Celonis,
offer business process reporting capabilities. However, they are limited to only
a few process-perspective analysis components, and each report instance has to
be created manually. Furthermore, the event data used as input for the report
can only be filtered from the original event data; the granularity level cannot
be changed. Also, most of these tools do not allow the comparison of process
variants (e.g., students with different grades).

Given the limitations described above, in this chapter we used a combina-
tion of process mining, analytic workflows and process cubes to provide fully
automated process-oriented reports.

Educational Data Analysis

The analysis of educational data and the extraction of insights from it is related
to two research communities: Educational Data Mining and Learning Analytics.

Educational data mining (EDM) is an emerging interdisciplinary research
area that deals with the development of methods to explore data originating in
an educational context. EDM uses computational approaches to analyze edu-
cational data in order to study educational questions [62, 129]. For example,
knowledge discovered by EDM algorithms can be used not only to help teachers
to manage their classes, understand their students’ learning processes and re-
flect on their own teaching methods, but also to support a learner’s reflections
on the situation and provide feedback to learners. An extensive survey on the
state of the art of EDM is presented in [129]

Learning analytics (LA) is defined by [137] as the measurement, collection,
analysis and reporting of data about learners and their contexts, for purposes
of understanding and optimising learning and the environments in which it
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occurs. According to [54], the difference between EDM and LA is that they ap-
proach different challenges driving analytics research. EDM focuses on the tech-
nical challenge (e.g., How can we extract value from these big sets of learning-
related data?), while LA focuses on the educational challenge (e.g., How can
we optimise opportunities for online learning?). A discussion on the differ-
ences, similarities and collaboration opportunities between these two research
communities is presented in [138].

Several process mining techniques (e.g., Fuzzy Miner [64]) have been ap-
plied successfully in the context of EDM [149] for analyzing study curriculums
followed by students. Notably, the work introduced by [110] aims to obtaining
better models (i.e., in terms of model quality) for higher education processes
by performing data preprocessing and semantic log purging steps. However,
most of these techniques are not suitable for analyzing video lecture usage by
students, given the inherent lack of structure of such processes.

In this chapter, we will use existing and new process mining techniques to
obtain insights of student behavior from an educational point of view.

10.2 Experiments

Before we generate a report for each course instance, we need to split the
dataset first. For this purpose, we used the Process Mining Cube (PMC) tool
introduced in Chapter 3. As mentioned before, the starting point is the event
data obtained from multiple joins of the tables extracted from the University’s
systems (see Table 10.2 for an example fragment of the data)

Using the obtained event data, we created a process cube with the following
dimensions: Student Id, Student Gender, Student Nationality, Student Educa-
tion Code, Course Code, Activity, Grade, Timestamp, Quartile and Academic
Year.

After slicing and dicing the cube, thousands of cells are produced: one for
each combination of values of the “Course Code”, “Quartile” and “Course Grade”
dimensions. Each cell corresponds to an event log that can be analyzed using
process mining techniques.

For each resulting cell of the cube, we created an automatically-generated
report. Figure 10.3 represents the creation of the reports from event data as an
abstract analysis scenario, based on the building blocks defined in Chapter 4.

For automatically generating the course reports we used RapidProM (intro-
duced in Chapter 4), which extends the RapidMiner analytic workflow tool with
process mining techniques. Figure 10.4a illustrates the analytic workflow that
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Figure 10.3: Abstract analysis scenario for generating reports from event data

is used to generate each report. Figure 10.4b shows the explosion of the “Se-
quence Models” section of the analytic workflow.

The operators shown in Figure 10.4 are used for different purposes: Multi-
pliers allow one to use the output of an operator as input for many operators.
Filter operators select a subset of events based on defined criteria. Process min-
ing operators are used to produce analysis results. For example, the operators
highlighted in blue in Figure 10.4b produce a sequence model from each filtered
event data.

The complete RapidProM implementation of the analytic workflow used in
this case study is available at https://www.dropbox.com/s/g9spsziyv55vsro/
single.zip?dl=0. Readers can execute this workflow in RapidMiner to gener-
ate a report using the sample event log available at https://www.dropbox.

com/s/r3gczshxqxh6a6d/Sample.xes?dl=0.2

We applied our approach that combines process mining, analytic workflows
and process cubes to this case study in two evaluation rounds. The remainder
of this section describe the work, reports, results and the feedback obtained on
each round.

2When running the workflow, make sure that the Read File operator points to the sample event
log and the "HTML output directory" parameter of the Generate Report operator points to the desired
output folder.

https://www.dropbox.com/s/g9spsziyv55vsro/single.zip?dl=0
https://www.dropbox.com/s/g9spsziyv55vsro/single.zip?dl=0
https://www.dropbox.com/s/r3gczshxqxh6a6d/Sample.xes?dl=0
https://www.dropbox.com/s/r3gczshxqxh6a6d/Sample.xes?dl=0


294 Business Process Reporting in Education

(a) Advanced Analytics section sub-workflow

(b) Explosion of the “Sequence Models” sub-workflow

Figure 10.4: Implemented analytic workflow used to generate the reports. Each instance
of a course can be automatically analyzed in this way resulting in the report
described.
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10.2.1 Initial Report

The first evaluation round was conducted in August 2015 and it used the event
data corresponding to the academic year 2014-2015. The data used in this
round contains 246.526 video lecture views and 110.056 course grades of 8.122
students, 8.437 video lectures and 1.750 courses. Concretely, we automatically
generated a total of 8.750 course reports for 1750 courses given at the Univer-
sity in each of the 5 quartiles (i.e., 4 normal quartiles + interim quartile) of
the academic year 2014-2015. For reliability of our analysis, we only selected
the reports of courses where, on average, each student watched at least 3 video
lectures. In total, 89 courses were selected and their reports were sent to the
corresponding lecturers.

Section 10.2.1 shows the first report structure through an example of the
reports sent to lecturers in this evaluation round. It also provides a detailed
analysis of the findings that we could extract from the report for a particular
course. Along with the report, we also sent an evaluation form to the lecturers.
The purpose of the evaluation forms is to verify whether lecturers were able to
correctly interpret the analysis contained in the report. The results obtained in
the first evaluation round are discussed in Section 10.2.1.

Structure of the Report

To illustrate the structure, contents and value of the reports, we selected an
example course: “Introduction to modeling - from problems to numbers and
back” given in the third quartile of the academic year 2014-2015 by the Inno-
vation Sciences department at the University. This course is compulsory for all
first-year students from all programs at the University. In total, 1621 students
attended this course in the period considered. This course is developed in a
“flipped classroom” setting, where students watch online lectures containing
the course topics and related contents, and in the classroom, they engage these
topics in practical settings with the guidance of the instructor.

The video lectures provided for this course are mapped onto weeks (1 to 7).
Within each week, video lectures are numbered to indicate the order in which
students should watch them (i.e., 1.1 correspond to the first video lecture of
the first week). As indicated by the course’s lecturer, the first video lectures of
each week contain the course topics for that week, and the last video lectures
of each week contain complementary material (e.g., workshops, tutorials). The
number of video lectures provided for each week depends on the week’s topics
and related activities, hence, it varies.
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Students’s behavior can be analyzed from many perspectives. As mentioned
in Section 10.1.4, several process mining techniques have been applied in the
context of educational data analysis [149].

Initially, we applied traditional process model discovery techniques (e.g.,
Fuzzy Miner [64], ILP Miner [170], Inductive Visual Miner [103]) to the ed-
ucational data. However, given the unstructured nature of this data (i.e., stu-
dents watching video lectures), the produced models were very complex (i.e.,
spaghetti or flower models) and did not provide clear insights. Therefore, we
opted for other process mining techniques that could help us understand the
behavior of students:

Figure 10.5.a shows for each video lecture the number of students that
watched it. We can observe that the number of students that watch the video
lectures decreases as the course develops: most students watched the video
lectures corresponding to the first week (i.e., 1.X) but less than half of them
watched the video lectures corresponding to the last week (i.e., 7.X). Note that
within each week, students tend to watch the first video lectures (i.e., X.1, X.2)
more than the last ones (i.e., X.5, X.6). This was discussed with the course’s
lecturer. It is explained by the fact that, as mentioned before, the first video lec-
tures of each week contain the topics, and the last ones contain complementary
material.

Figure 10.5.b shows for each student group (i.e., grouped by their grade)
the level of conformance, averaged over all students in that group, of the real
order in which students watch video lectures, compared with the “natural” or
logical order, namely with watching them in sequence (i.e., from 1.1 to 7.4).
The conformance level of each student is measured as the replay fitness of the
data over a process model that contains only the “natural” sequential order. The
replay fitness was calculated using conformance checking techniques [157]. We
can observe that students with higher grades have higher levels of conformance
than students with lower grades.

Figure 10.5.c shows the grade distribution for this course where each bar is
composed by two parts corresponding to the number of students who watched
at least one (red part) video lecture and the number of students who did not
(blue part). We can observe that the best students (i.e., with a grade of 8 or
above) use video lectures. On the other hand, we observe that watching video
lectures does not guarantee that the student will pass the course, as shown in
the columns of students that failed the course (i.e. grade ≤ 5).

Figure 10.6 shows dotted charts [140] highlighting the temporal distribution
of video-lecture watching for two student groups: (a) students that failed the
course with a grade of 5, and (b) students that passed the course with a grade of
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Figure 10.5: Analysis results contained in the report of the course 0LEB0:
(a) Number of students that watched each video lecture
(b) Conformance with the natural viewing order by course grade
(c) Grades distribution for students who watched video lectures (in red) or
did not (in blue)
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6 or 7. Each row corresponds to a student and each dot in a row represents that
student watching a video lecture or taking the exam. Note that both charts show
a gap where very few video lectures were watched, which is highlighted in the
pictures through an oval. This gap coincides with the Carnaval holidays. We can
observe that, in general, students that failed watched fewer video lectures. Also
note that in Fig. 10.6.a the density of events heavily decreases after the mid-
term exam (highlighted through a vertical dashed line). This could be explained
by students being discouraged after a bad mid-term result. This phenomenon
is also present in (b), but not equally evident. We can also observe that most
students tend to constantly use video lectures. This is confirmed by the low
number of students with only a few associated events.

(a) Grade = 5 (failed) (b) Grade = 6 or 7 (passed)

Figure 10.6: Dotted charts for students grouped by their course grades

Figure 10.7 shows sequence analysis models that, given any ordered se-
quence of activities, reflects the frequency of directly-follows relations3 as per-
centage annotations and as the thickness of edges. The highest deviations from
the ordered sequence order are highlighted in colored edges (i.e., black edges
correspond to the natural order). This technique was tailored for the genera-
tion of reports and it is implemented using a customized RapidProM extension.
When comparing (a) students that passed the course with a grade of 6 or 7 with

3The frequency of directly-follows relations is defined for any pair of activities (A,B) as the ratio
between the number of times that B is directly executed after A and the total number of times that
A is executed.
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(b) students that had a grade of 8 or 9, we can observe that both groups tend
to make roughly the same deviations. Most of these deviations correspond to
specific video lectures being skipped. These skipped video lectures correspond
in most cases to complementary material. In general, one can observe that the
thickness (i.e., frequency) of the arcs denoting the “natural” order (i.e., black
arcs) is higher for (b), i.e., those with higher grades. Note that at the begin-
ning of each week we can observe a recovery effect (i.e., the frequencies of the
natural order tend to increase).

(a) Grade = 6 or 7 (b) Grade = 8 or 9

Figure 10.7: Sequence analysis for students grouped by their course grades.

Lecturers Evaluation

In addition to the qualitative analysis for some courses like such as the course
analyzed in Section 10.2.1, we have also asked lecturers for feedback through
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an evaluation form linked to each report.4 The evaluation form provided 30
statements about the analysis contained in the reports (e.g., “Higher grades are
associated with a higher proportion of students watching video lectures”, “Video
lecture views are evenly distributed throughout the course period”). Lectur-
ers evaluated each statement on the basis of the conclusions that they could
draw from the report. For each of the 30 statements, lecturers could decide if
they agreed or disagreed with the statement, or, alternatively, indicate that they
could not evaluate the statement (i.e., “I don’t know”).

In total, 24 of the 89 lecturers answered the evaluation form. Out of the 720
(24 x 30) possible statement evaluations, 437 statements were answered with
“agree” or “disagree”. The remaining cases in which the statement could not be
evaluated can be explained by three possible causes: the statement is unclear,
the analysis is not understandable, or the data shows no conclusive evidence.

In the case that a statement was evaluated with “agree” or “disagree”, we
compared the provided evaluation with our own interpretation of the same
statement for that report and classified the response as correct or incorrect. In
the case that a statement was not evaluated, the respose was classified as un-
known.

Table 10.3 shows a summary of the response classification for each section
of the report. In total, 89% of the statement evaluations were classified as cor-
rect. This indicates that lecturers were capable to correctly interpret the analysis
provided in the reports. Note that the Conformance section had the highest rate
of unknown classifications (63.5%). This could be related to understandability
issues of the analysis presented in that section.

Table 10.3: Summary of the classification of statement evaluations performed by lectur-
ers

Statement Core Statistics Advanced Analytics Section Sub Total Total (%)Evaluation Section Conformance Temp. Dist. Seq. Analysis
Correct 261 30 67 32 390 (89%) 61%Incorrect 28 5 8 6 47 (11%)

Unknown 95 61 69 58 283 39%

The evaluation form also contained a few general questions. One of such
questions was: “Do you think this report satisfies its purpose, which is to pro-
vide insights about student behavior?”, for which 7 lecturers answered “yes”, 4
lecturers answered “no” and 13 lecturers answered “partially”. All the lecturers

4The evaluation form is available at https://www.dropbox.com/s/09y4ypklt70y6d9/form.

zip?dl=0

https://www.dropbox.com/s/09y4ypklt70y6d9/form.zip?dl=0
https://www.dropbox.com/s/09y4ypklt70y6d9/form.zip?dl=0
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that responded “partially” provided written feedback indicating the improve-
ments they would like to see in the report. Some of the related comments
received were: “It would be very interesting to know if students: a) did NOT
attend the lectures and did NOT watch the video lectures, b) did NOT attend
the lectures, but DID watch the video lectures instead, c) did attend the lectures
AND watch the video lectures too. This related to their grades”, “The report
itself gives too few insights/hides insights”, “It is nice to see how many students
use the video lectures. That information is fine for me and all I need to know”,
and “I would appreciate a written explanation together with your diagrams,
next time”. Another question in the evaluation form was: “Do you plan to in-
troduce changes in the course’s video lectures based on the insights provided by
this report?”, for which 4 lecturers answered “yes” and 20 answered “no”. The
results show that the analysis is generally perceived as useful, but that more
actionable information is needed, such as face-to-face lecture attendance. How-
ever, this information is currently not being recorded by the TU/e. The feedback
provided by lecturers was used to improve the report. These improvements are
discussed in the next Section.

10.2.2 Final Report

We modified the reports based on the feedback obtained in the first evalua-
tion round. The detail of the changes is presented in Section 10.2.2. To assess
the quality of the improved report, we conducted a second evaluation round,
which was conducted in March 2016 and it used the event data correspond-
ing to the first two quartiles of the academic year 2015-2016. The data used
in this round contains 89.936 video lecture views and 49.078 course grades of
10.152 students, 2.718 video lectures and 1.104 courses. Concretely, we au-
tomatically generated a total of 2.208 course reports for 1104 courses given at
the University in each of the 2 first quartiles of the academic year 2015-2016.
For reliability of our analysis, we only selected the reports of courses where, on
average, each student watched at least 3 video lectures. In total, 56 courses
were selected and their reports were sent to the corresponding lecturers.

Section 10.2.2 shows the changes introduced in the report based on the
feedback obtained from lecturers in the first evaluation round. It also provides
examples of the findings that several lecturers could extract from the report.
Along with the report, we also sent an evaluation form to the lecturers. The
purpose of the evaluation forms is to verify whether lecturers were able to cor-
rectly interpret the analysis contained in the improved report. Unfortunately, in
this evaluation round no lecturer answered the evaluation form. Therefore, we
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held face-to-face meetings with four lecturers, where the results included in the
report were discussed. The insights obtained in these meetings are discussed in
Section 10.2.2.

Changes in the Report

According to the feedback obtained from lecturers (reported in Table 10.3 in
Section 10.2.1), the most problematic sections (i.e., highest rate of unknown
classifications) were the Conformance (63.5% unknown) and Sequential Analy-
sis (60.4% unknown) sections of the report (described in Section 10.2.1).

Given this feedback and the fact that the interpretation of a specific replay fit-
ness value can be misleading for non-process-mining-experts, the conformance
section was replaced for a section that describes the compliance of students with
the “natural” order of watching video lectures based on simpler calculations,
defined as follows.

Definition 10.1 (Compliance Score). For any given student, their compliance
score (CS) w.r.t. the natural order is calculated as CS =

∑n−1
i=1

df(ai,ai+1)
count(ai)

, where
df(ai, ai+1) is the number of times that the student watched lecture ai+1 directly
after ai, count(ai) is the number of times that the student watched the lecture ai
and n is the number of video lectures available for the course.

This new compliance score is easier to interpret: a value of X means that
X percent of the video lectures watched by the student were watched in the
natural order.

Figure 10.8 shows an example of the new compliance section of the report.
It refers to the course “5ECC0 - Electronic circuits 2” (more details will be given
later). Figure 10.8.a shows the average compliance scores according to the stu-
dent’s grades, while Figure 10.8.b shows the distribution of students according
to their compliance scores.

Regarding the Sequence Analysis section, we simplified the explanatory text
of this section in the report. However, this section presents inherent difficulties
associated to the analysis of process models: most lecturers are not familiar with
process models. Previously, sequence models only referred to frequency devi-
ations. In this round, we decided to incorporate sequence models that show
performance information. In these sequence models, an arc indicates the time
between the start of the source activity (i.e., video lecture or exam) and the
start of the target activity. From these models, one can observe if a given lec-
ture is being fully watched, or if students are skipping most of it after watching
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(a) Average student compliance with the “natural” order according to the student’s grades

(b) Student distribution over compliance level by range.

Figure 10.8: New compliance section of the report for an example course (5ECC0 - Elec-
tronic circuits 2)

a few minutes. Figure 10.9 shows an example of a sequence model annotated
with performance information. This model was obtained from one of the course
reports (7U855 - Research methods for the built environment) sent in this eval-
uation round. From these models we can get interesting insights about the
students’ behavior on this course. For example, in Figure 10.9.a (i.e., students
that obtained a 6 or a 7 in the exam) the arrow between Lecture 01 and Lecture
02 states that students that watched Lecture 02 directly after Lecture 01, started
watching Lecture 02 14 seconds (in average) after started watching Lecture 01.
However, in Figure 10.9.b (i.e., students that obtained a 8, 9 or 10 in the exam)
this specific behavior is not observed.
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(a) Grade = 6 or 7. (b) Grade > 7.

Figure 10.9: Sequence models annotated with performance information for students
grouped by their grade. The models were obtained from the report of
course 7U855 - Research methods for the built environment.

Lecturers Evaluation

As mentioned before, from the 56 reports sent to lecturers in this evaluation
round, we obtained no responses to the corresponding evaluation forms. There-
fore, we held face-to-face meetings with four lecturers from different depart-
ments of the University to discuss the report in general, and to evaluate if the
changes introduced in this evaluation round did actually improve the under-
standability of the report.

In the remainder of this section, we summarize the insights obtained by
lecturers when discussing the reports in the face-to-face meetings.

The first lecturer we met was responsible for the course 1CV00 - Determin-
istic Operations Management, provided by the Industrial Engineering depart-
ment. In this course, lectures are grouped by topic (i.e., 2 lectures per topic)
and topics are independent from each other. Figure 10.10.a shows the distri-
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bution of students according to their compliance scores for this course. In this
chart, we can observe that students have a very low compliance score in gen-
eral, and it had no correlation with grades. The lecturer defined this behavior
as “expected” since the course topics are independent. Figure 10.10.b shows the
dotted chart containing all the students of the course. Here we can observe two
peaks of video lecture usage in weeks 4 and 7 (highlighted with vertical yellow
lines), but without context information, we cannot explain why they happened.
The lecturer immediately identified these two peaks as the two mid-term exams
that are part of the course. The interpretation given by the lecturer was that
students were using the video lectures to study for these exams. This behavior
was expected by the lecturer, but in the past he did not have the information to
either confirm or deny it.

(a) Student distribution over compliance level by
range. Compliance scores are relatively low.

(b) Dotted chart for all the students enrolled in
the course. Video lecture usage peaks are
highlighted with yellow vertical lines.

Figure 10.10: Analysis results included in the report of the course 1CV00.

The second lecturer was responsible for the course 4EB00 - Thermodynam-
ics, provided by the Mechanical Engineering department. In this course, some
topics build on top of knowledge acquired in previous topics, but others are in-
dependent. Figure 10.11.a shows, for each lecture, the total number of views.
We can observe that Lecture 02a and Lecture 05a had the highest number of
views. The lecturer determined that this behavior was expected, since Lecture
02a contained most of the definitions and knowledge that students needed to
“remember” from previous courses. On the other hand, Lecture 05a was re-
lated to Entropy, which was the most difficult topic of the course for students.
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Figure 10.11.b shows the average student compliance with the “natural” or-
der according to the student’s grades. We can observe that there is a negative
correlation between the compliance scores and the grades. According to the
lecturer: “A possible explanation of this could be that students with bad grades
could have skipped face-to-face lectures and then needed to watch all the video
lectures, while good students attended face-to-face lectures and only watched
some video lectures if they needed to clarify something”.

(a) Number of views of each video lec-
ture of the course. Lectures 02a and
05a were the most watched by stu-
dents (highlighted in red).

(b) Average student compliance with the “natural” order
according to the student’s grades. There seems to be
a negative correlation between compliance scores and
grades.

Figure 10.11: Analysis results included in the report of the course 4EB00.

The third lecturer was responsible for the course 5ECC0 - Electronic Circuits
2, provided by the Electrical Engineering department. In this course, all the
topics were related, every topic built-up on the previous one. Figure 10.8.a
showed the average student compliance with the “natural” order according to
the student’s grades. We can observe a positive correlation between compliance
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scores and grades. The lecturer was positively surprised by this finding, but he
considered that the correlation was not strong. Figure 10.12 shows a fragment
of the sequence model with frequency deviations for two different groups of
students of the course (i.e., those with a grade lower than 5, and those with a
grade equal to 6 or 7). We can observe in Figure 10.12.a that Lecture 01c is being
skipped by 13% of the students that watched the Lecture 01b. This behavior
does not occur for students with higher grades (shown in Figure 10.12.b). The
lecturer then considered this finding as “unexpected, but positive”, since Lecture
01c consists of the basic topics from the previous course (i.e., Electronic Circuits
1) and it was meant to refresh student’s knowledge. According to the lecturer,
the fact that students did not need to watch it is positive.

(a) Grade < 5. (b) Grade = 6 or 7.

Figure 10.12: Fragment of the sequence model with frequency deviations for all stu-
dents. In (a), Lecture 1c is being skipped. These charts were included in
the report of the course 5ECC0 - Electronic Circuits 2.
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The fourth lecturer was responsible for the course 5XCA0 - Fundamentals
of Electronics, provided by the Electrical Engineering department. This course
considers topics are relatively independent from each other. Figure 10.13.a
shows, for each lecture, the total number of views. It is interesting to notice
that the Lecture 05a, the video lecture most watched by students (highlighted in
red) is an instruction lecture (i.e., a lecture that consists of exercises instead of
topics). Given this finding, the lecturer has expressed the intention of splitting
that video lecture, for the next executions of the course, into a series of 10-
minute web lectures comprehending all the different types of exercises covered
in the video lecture. Figure 10.13.b shows the student distribution over ranges
of compliance score. It is clear from the chart that most students have a very
low compliance score w.r.t. the “natural” viewing order. This was justified by
the lecturer through the following statement: “The topics are relatively discon-
nected, and it seems that most students would watch only specific lectures”.

The general comments that we received from lecturers are summarized as
follows. “It would be interesting to see the correlation with face-to-face lectures
to see if students use video lectures as a replacement or as a complement for
them”. “Video lectures are very good for the middle students. good students do
not seem to need them as much”. “I should split the most visited video lectures
into a series of web lectures (i.e., 10 minute recordings of specific topics) so
I could really know which topics are the most difficult for the students”. “Stu-
dents tend to use exercise lectures much more intensively than the actual theory.
They seem to be exam-oriented, as they prepare mostly watching exercises”.

Regarding the report itself, again we received suggestions to incorporate
face-to-face lecture attendance. As mentioned in Section 10.2.1, it is very diffi-
cult to record face-to-face attendance of students for technical reasons. Other
lecturers suggested that we incorporate student feedback into the report. We
certainly recognize the potential that incorporating the students’ feedback on
the report could have in the insights that the lecturer can obtain from it. We
plan to incorporate this feedback and its potentially positive effects in the re-
ports for the next quartile.

10.3 Conclusion

This chapter has illustrated the benefits of combining the complementary ap-
proaches of process cubes and analytic workflows in the field of process min-
ing. In particular, the combination is beneficial when process mining techniques
need to be applied on large, heterogenous event data of multidimensional na-
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(a) Number of views of each video lec-
ture of the course. Lecture 05a was
the most watched by students (high-
lighted in red).

(b) Student distribution over compliance level by range.
Most students have a very low compliance score (i.e.,
between 0% and 10%).

Figure 10.13: Analysis results included in the report of the course 5XCA0.

ture.
To demonstrate such benefits, we applied the combined approach in a large

scale case study where we provide reports for lecturers. These reports corre-
late the grades of students with their behavior while watching the available
video lectures. We evaluated the usefulness of the reports in two evaluation
rounds. The second evaluation round presented an improved report, which was
modified based on the feedback obtained in the first evaluation round. Unlike
existing Learning Analytics approaches, we focus on dynamic student behavior.
Also, descriptive analytics would not achieve similar analysis results because
they do not consider the process perspective, such as the ordering of watching
video lectures.

Educational data has been analyzed by some disciplines in order to under-
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stand and improve the learning processes [54,62,129,137,138], even employ-
ing process cubes [161]. However, these analyses were mostly focused on in-
dividual courses. No research work has previously been conducted to allow
large-scale process mining analysis where reports are automatically generated
for any number of courses. Our approach has made it possible by integrating
process mining with analytic workflows, which have been devised for large-scale
analysis, and process cubes, which provide the capabilities needed to perform
comparative analyses.

As future work, the report generation will be extended to Massive Open On-
line Courses (MOOCs) given by Eindhoven University of Technology. This type
of courses are particularly interesting due to the fact that face-to-face lectures
are not used: video lectures are the main channel used by students for accessing
the course topics. For example, over 100.000 people from all over the world
registered for the first two executions of the MOOC Process Mining: Data science
in Action.5 We also plan to apply this analysis to the courses provided by the
European Data Science Academy (EDSA).6

5http://www.coursera.org/course/procmin
6http://edsa-project.eu

http://www.coursera.org/course/procmin
http://edsa-project.eu


Chapter 11
Comparative Analysis of
Business Process Outsourcing
Services

Disclaimer: The data used in this chapter is subject to a non-disclosure agreement
signed by the author and by Xerox Services. Therefore, the data is not publicly
available.

Business process outsourcing (BPO) is the contracting of business activities
and functions (usually non-primary) to a third-party provider. BPO services
usually include payroll, human resources (HR), accounting and customer/call
center relations.

BPO organizations tend to specialize in providing services in a large-scale
e.g., to many different companies. In such a way, they can benefit from larger-
scale operations by reducing their marginal costs. However, given the different
nature of their clients and their processes, usually BPO organizations have to
adapt their services to fit different requirements. This leads to a natural variabil-
ity in the way that such services (i.e., business processes) are executed. Process
variants may manifest due to differences in the nature of clients, local regula-
tions, type and urgency of cases, SLAs, etc. It is crucial for BPO organizations to
gain insights on such process variants in order to learn from best-practices, find
root causes for inefficiencies, and improve their competitiveness in the global
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market.
In this chapter, we use the tools and techniques proposed in Part II to per-

form a comparative analysis of a digitalization service process for several types
of documents in a BPO organization, considering multiple perspectives such as
control-flow and performance.

The remainder or this chapter is structured as follows. Section 11.1 intro-
duces the context of this case study. Section 11.2 describes the experiments
performed, and the obtained results. Section 11.3 discusses the results and
their impact on the company. Finally, section 11.4 concludes the chapter.

11.1 Context

Xerox Corporation is a Fortune-500 USA-based global corporation that sells print
and digital document products and services in more than 160 countries. In
2016, Xerox Corporation separated its Xerox Services division that handled all
business process service operations into a new company named Conduent, which
has now over 85,000 employees in more than 40 countries. One of the business
process service operations provided by Xerox Services is business process out-
sourcing.

One of the many BPO services offered by Xerox Services (currently by Con-
duent) is the digitalization of paper-printed health insurance forms, which usu-
ally include both handwriting and printed information.

The remainder of this section describes the document digitalization process,
the dataset used, and the purpose of the analysis in the form of process ques-
tions.

11.1.1 Process Description

This case study relates to the transaction processing business unit within Xerox
Services. More specifically, we analyzed the process pertaining to the data entry
back-office operations of insurance claim forms.

Figure 11.1 shows two examples of such forms, submitted in paper by a US
healthcare-related organization, that are digitalized by Xerox Services.

Forms submitted to and by the insurance providers need to be digitized be-
fore the claims can be processed. Business Process Outsourcing (BPO) organiza-
tions such as Xerox Services assist the insurance providers in this process. In
the digitalization process, each case refers to the data entry operations of one
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Figure 11.1: Example of two paper-printed forms digitalized by Xerox Services. The UB-
04 (on the right) form is a claim form used by hospitals, nursing facilities,
in-patient, and other facility providers. The correspondence claim form
(on the left) defines a request for additional information in order for a
claim to be considered clean, to be processed correctly or for a payment
determination to be made.

instance of an insurance claim form. Xerox Services handles the data entry
operations of millions of insurance claim forms per month.

Forms received by Xerox Services are classified and sorted depending on
the type of form e.g., HCFA, UB04, Dental, correspondence claim, etc. More
fine-grained classifications further refining each type are possible (e.g., HCFA
standard, HCFA careplus, etc), thereby defining a taxonomy. Different classes
in this taxonomy are divided into so-called batches. Each batch relates to a set
of forms of one specific type (e.g., HCFA standard) to be processed. Each type
of form is handled differently: many steps involved in the processing of a form
may not be performed in the handling of other forms.
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Figure 11.2 shows a process model generated with the Disco tool that repre-
sents the control-flow of the process based on its observed executions including
different batches related to different forms. The unreadability and complexity

Figure 11.2: Process Model that represents all the behavior included in the event data
related to different batches.

of this model further confirms the need to analyze the variability within the
process.

11.1.2 Event Data

Xerox handles millions of transactions every day. In this chapter, we only con-
sider the transactions of one month (i.e., November 2015) related to one US-
based client. This raw data obtained from Xerox contains information on 94 dif-
ferent batches (i.e., form types) and contains more than 40 million rows of data
that can be related to events in the process. Table 11.1 shows an anonymized
extract of the data obtained from Xerox.

The DCN attribute is related to a particular form being processed. Hence,
it indicates the case ID of the process. The BATCHNAME attribute indicates the
batch (i.e., type of insurance claim form) of the form being processed. The TASK
attribute refers to the activity being executed. The START and STOP attributes
indicate the moment when each avtivity was started and completed. Finally,
the USER and LOCATION attributes indicate the resource that is executing the
activity and its location.

It is important to note that the process is heavily automatized, and humans
are seldom involved in its execution. For example, the resource “MrAuto” (the
most frequent one) indicates that the activity was performed automatically by
a system. Other resources with an id number (e.g., 30192788) correspond to
humans, which are usually related to very specialized and infrequent tasks such
as visual confirmations and checks.
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Table 11.1: A fragment of raw data generated by Xerox’s systems

BATCHNAME DCN TASK START STOP USER LOCATION

BATCH_1 151102000076 OCRFlowValve 02/11/2015 11:27:46 02/11/2015 11:27:47 MrAuto Kochi
BATCH_1 151102000076 Images2Humana 02/11/2015 11:44:29 02/11/2015 11:44:32 MrMQClaims Kochi
BATCH_1 151102602347 OCRFlowValve 02/11/2015 13:01:04 02/11/2015 13:01:04 MrAuto Domestic
BATCH_1 151102602348 OCRFlowValve 02/11/2015 13:01:04 02/11/2015 13:01:04 MrAuto Domestic
BATCH_1 151102602347 Images2Humana 02/11/2015 13:14:43 02/11/2015 13:14:46 MrMQClaims Domestic
BATCH_1 151102602348 Images2Humana 02/11/2015 13:14:43 02/11/2015 13:14:46 MrMQClaims Domestic
BATCH_1 151102000076 KeyFlowValve 03/11/2015 01:15:30 03/11/2015 01:15:30 MrAuto Kochi

... ... ... ... ... ... ...
BATCH_6 151106807336 DomesticRouter 07/11/2015 00:56:10 07/11/2015 00:56:11 MrAuto Cebu
BATCH_6 151106807336 ToCebu 07/11/2015 00:57:10 07/11/2015 00:57:16 MrAuto Cebu
BATCH_6 151106807336 EnrollmentTracker 07/11/2015 06:58:57 07/11/2015 06:58:58 MrAuto Cebu
BATCH_6 151106807336 OCRReview 07/11/2015 07:11:58 07/11/2015 07:11:58 MrAuto Cebu

... ... ... ... ... ... ...
BATCH_11 151106010641 QIMiner 10/11/2015 21:33:59 10/11/2015 21:34:06 MrAuto India
BATCH_11 151106010641 XMLToX12 10/11/2015 21:36:26 10/11/2015 21:36:28 ClaimsX12 India
BATCH_11 151106010641 Transmit 10/11/2015 21:37:14 10/11/2015 21:37:19 MrDentalBind India
BATCH_11 151106010641 TransmitACK 10/11/2015 21:37:22 10/11/2015 21:37:22 MrX12Ack India
BATCH_11 151106010641 Verify 11/11/2015 07:29:00 11/11/2015 07:35:00 30212621 India
BATCH_11 151106010641 Corrects 11/11/2015 07:57:00 11/11/2015 07:59:00 30192788 India

... ... ... ... ... ... ...

Also note that a row of this raw data does not necessarily correspond to
a single event, but can be related to multiple events e.g., a single row can be
related to two events (i.e., a “start” and an “end” event) using the its START and
END attributes).

11.1.3 Analysis Purpose

Xerox is interested in analyzing the processes followed across different batches
and wants to obtain usable insights on their executions. To obtains such in-
sights, we analyzed the data presented above in order to answer the following
research questions:

PQ1: What are the workflows followed by the different batches, what do they
have in common, and where do they differ?

PQ2: Can we come up with a standardized process model that covers all batches?

PQ3: Are there particular paths that influence process performance, and are
these paths common across the batches?

In the next section we will address how to answer each one of these ques-
tions in detail.
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11.2 Experiments

This section reports on the experiments performed in order to answer each of
the four process questions asked by Xerox.

The first thing to notice about this dataset is the large amount of different
batches (i.e., 94 different batches). Performing a pair-wise comparison of these
94 batches leads to 4.371 different combinations. Many of these batches are
very different from each other, as they correspond to completely different forms.
Comparing very different batches will result in obvious differences, and will
not provide usable insights. Not all pair-wise comparisons are relevant for the
analysis purpose presented above. Hence, we will focus on detecting interesting
comparisons (i.e., batches that are similar to each other) in order to reduce the
number of combinations to analyze.

Several pre-processing steps are performed in order to focus on some of
the batches. Then, such batches are compared to each other so that we can
obtain actionable and useful insights in order to answer the research questions
described in Section 11.1.3.

Figure 11.3 illustrates the experimental design including all the steps per-
formed in this experiment:

1. Data 
Preprocessing

XES Log 

2. Scoping 
Analysis

α-attributes 

Log α1

Log αn

:

Cases in top n of 
attribute α 

3a. Discovery

Log α1

Log αn

:

Raw Data

Model α1 

Model αn

3b. Cross 
Comparison

:

Comparison Matrix

Log αz

Log αy

Log αx

4. In-Depth 
Comparison

3c. Clustering
5. Interpretation 
and Validation

Process Mining Tool Results

Figure 11.3: Experimental design: steps included in the experiments over Xerox data
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These steps can be grouped into three phases:

1. Data preparation and scoping: This phase corresponds to steps 1 and 2
in Figure 11.3.

Input: the raw data as shown in Section 11.1.2.

Output: a set of all the event logs corresponding to the most frequent
batches.

2. Identification of interesting batch comparisons: This phase corresponds
to steps 3a, 3b and 3c in Figure 11.3.

Input: a set of event logs corresponding to the most frequent batches.

Output: a clustering over the set of event logs corresponding to the
most frequent batches. Each cluster contains batches that are similar to
each other.

3. In-depth batch comparison: This phase corresponds to steps 4 and 5 in
Figure 11.3.

Input: a set of clusters containing batches that are similar to each
other.

Output: answers to the research questions described in Section 11.1.3

The execution of the first two phases is supported by the use of a process
mining workflow (introduced in Chapter 4) that automatically performs tasks
such as data processing, analysis scoping and batch clustering, as shown in
Figure 11.4.

Figure 11.4: The RapidProM workflow used for the first two phases of the experiment

The execution of the third phase is supported by the use of the process com-
parator tool (introduced in Chapter 5)

The concrete execution of each phase and its steps are presented as follows.
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11.2.1 Data Preparation and Scoping

As mentioned earlier, we can divide this phase into two steps: data preparation
and scoping analysis (i.e., steps 1 and 2 in Figure 11.3).

In the data preparation step, we performed several data transformations on
the raw input data (described in Section 11.1.2) These concrete transformations
were implemented as the process mining (sub) workflow shown in Figure 11.5,
and are described as follows:

1. We enriched the set of attributes based on the research questions. Since
we are interested in analyzing different batches, we set the attribute BATCHNAME
as the α attribute to be used in the comparison process.

2. We refined the raw input data into event level data. Each row in the raw
input data includes two timestamps (i.e., start and end), therefore we
divided each row into two events based on that (i.e., one start event and
one end event).

3. We removed incomplete cases from the data. Based on statistics on the
start and end activities for all cases, we removed the ones that have start
or end activities that are not frequently observed. In this experiment, we
removed 318,002 cases. The resulting data contains a total of 936,720
cases and 31,660,750 events.

Figure 11.5: The RapidProM (sub) workflow used for the data preparation step.

As a result of this step, the raw input data was transformed into usable event
data.

In the scoping analysis step, we took the usable event data obtained from
the previous step, and we filtered out the infrequent batches based on their
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frequency of occurrence (i.e., number of traces). The scoping analysis step was
implemented as the process mining (sub) workflow shown in Figure 11.6.

Figure 11.6: The RapidProM (sub) workflow used for the scoping analysis step.

We first aggregated all the events based on their BATCHNAME values. Then,
we filtered the popular batches based on their occurrence frequency. Note that
there are 94 different batches in our log. However, in order to scope the analysis
into a feasible experiment, we selected the 10 most frequent ones. Their corre-
sponding batch identifiers are 1, 4, 2, 11, 7, 18, 3, 58, 23, and 30 respectively,
each having between 424,560 and 8,684,476 cases, as shown in Table 11.2.

As a result of this step, we selected the event data corresponding to each of
the ten most frequent batches batch and transformed it into ten event logs (i.e.,
one per batch).

11.2.2 Identification of Interesting Batch Comparisons

Given the set of event logs related to the most frequent batches obtained from
previous phase, the next phase is to identify interesting batch comparisons. To
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Table 11.2: The 10 most frequent batches in the data

Batch # number of cases

BATCH_1 8.684.476
BATCH_4 6.886.488
BATCH_2 4.184.606
BATCH_11 2.339.760
BATCH_7 2.054.370
BATCH_18 1.151.046
BATCH_3 1.002.792
BATCH_58 549.328
BATCH_23 476.996
BATCH_30 424.560

do this, we need to cluster batches based on their similarity. In this way we can
avoid comparing notoriously-different batches and focus only on those that are
similar to each other in order to analyze them and learn from their differences.
As mentioned earlier, this phase corresponds to steps 3a (i.e., discovery), 3b
(i.e., cross-comparison) and 3c (i.e., clustering) as shown in Figure 11.3.

Figure 11.7 shows the process mining (sub) workflow that implements the
discovery and cross-comparison steps of this phase (i.e., steps 3a and 3b).

The purpose of these two steps is to compare the selected batches based on
the analysis of their high-level process models. These models can be retrieved
by process discovery techniques. There are several well-known discovery al-
gorithms in literature, such as the Alpha miner [167], ILP miner [170] and
Inductive Miner [102]. Considering the amount of events in our logs as well as
the quality of the discovered processes (e.g., soundness and fitness), we have
chosen the Inductive miner in the implementation of the discovery step of this
phase (i.e., step 3a). Besides the fact that the Inductive Miner is the state-of-
the-art process discovery, other techniques incline to produce models that are
unable to replay the log well, create erroneous models, or have excessive run
times. The output of step 3a is a collection of process models: one for each
selected batch.

In step 3b, we used the cross-conformance technique (i.e., conformance check-
ing of a model with respect to a different event log) in order to compare the
batches. This concept is introduced in [28], where the so-called comparison ta-
ble is presented. A comparison table consists of rows (i.e., event logs), columns
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Figure 11.7: The RapidProM (sub) workflow used in this phase for steps 3a (i.e., discov-
ery) and 3b (i.e., cross-comparison) of the experimental design.

(i.e., process models) and cells contain metrics. In this table, there are three
types of metrics, namely process model metrics, event log metrics, and compari-
son metrics. Process model metrics are metrics calculated using only the process
model, such as total number of nodes in the process model, cyclicity, or con-
currency in the process model. Event log metrics are metrics calculated based
on the event logs only, such as the total number of traces and events, average
trace duration, etc. Finally, comparison metrics are calculated using both event
logs and process models. They are used to compare modeled and observed be-
havior and they include metrics such as fitness, precision, generalization, and
simplicity.

In this experiment, we used the fitness comparison metric to measure the
conformance and cross-conformance of the sub-logs (i.e., batches) and the dis-
covered models obtained from the previous step. We choose fitness rather than
the other metrics due to the need of Xerox Services to have process models
which allow for most of the observed behavior.

Table 11.3 shows the results of the cross comparison step (using the fitness
metric) between logs and models related to the selected batches. Each row
represents a log of a particular batch n (Logn), and each column represents a
discovered model from a particular batch m (Modelm). Each cell contains the
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fitness value after replaying a log into a process model.

Table 11.3: Comparison table showing the comparison metric (i.e., fitness) between logs
and models of the selected batches. Cell (x,y) indicates the replay fitness of
the event log related to batch x with respect to the process model related to
batch y.

Model1 Model2 Model3 Model4 Model7 Model11 Model18 Model23 Model30 Model58

Log1 0.71 0.71 0.41 0.35 0.56 0.56 0.42 0.36 0.38 0.61
Log2 0.63 0.62 0.40 0.22 0.46 0.45 0.41 0.23 0.16 0.48
Log3 0.39 0.39 0.79 0.56 0.40 0.40 0.79 0.59 0.41 0.30
Log4 0.26 0.26 0.42 0.65 0.26 0.26 0.42 0.66 0.33 0.22
Log7 0.58 0.59 0.46 0.36 0.69 0.69 0.46 0.39 0.44 0.51
Log11 0.48 0.48 0.18 0.25 0.60 0.61 0.18 0.26 0.47 0.38
Log18 0.37 0.37 0.71 0.48 0.40 0.40 0.71 0.51 0.47 0.30
Log23 0.26 0.26 0.42 0.63 0.26 0.26 0.42 0.66 0.27 0.22
Log30 0.24 0.24 0.29 0.26 0.24 0.23 0.29 0.27 0.66 0.31
Log58 0.55 0.55 0.26 0.25 0.42 0.42 0.26 0.26 0.38 0.65

Based on these cross-conformance checking results, we grouped the sub-logs
(i.e., batches) into clusters using k-means clustering. We chose this clustering
algorithm because domain experts from Xerox indicated that a batch belongs
to a cluster and cannot overlap to other clusters. Nevertheless, other non-
overlapping clustering algorithms can be used instead.

Figure 11.8 shows the process mining (sub) workflow that implements the
clustering step of this phase (i.e., step 3c in Figure 11.3).

In concrete, we used the rows of the cross-conformance matrix presented
above as observations to perform a k-means clustering. We chose to use the rows
because we want to cluster the batches themselves, not their process models
(columns).

Figure 11.9 shows the result of the clustering of batches. For each batch, it
indicates its membership probability related to each of the defined clusters. In
this experiment, we used k = 3 clusters.

Based on these results, we can relate each batch to one of the three clusters.
Finally, the composition of each batch is as follows:

• cluster 0: batches 3, 4, 18 and 23.

• cluster 1: batches 1, 2, 7, 11 and 58.

• cluster 2: batch 30.

The resulting clusters contain groups of “interesting” comparable (i.e., relatively-
similar) batches. Now, in-depth comparative batch analysis can be performed
within any cluster. Note that cluster 2 contains only one batch. This can be
caused by the fact that batch 30 is very different from all other batches.
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Figure 11.8: The RapidProM (sub) workflow used in this phase for step 3c (i.e., cluster-
ing) of the experimental design.

Figure 11.9: Results of the clustering step: The y-axis represents the cluster membership
probabilities of batches. A batch will be related to the cluster with the
maximal membership probability.

11.2.3 In-Depth Batch Comparison

Once clusters of comparable batches have been identified in the previous phase,
we can proceed to phase 3 of the experiment: in-depth comparison of the
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batches (i.e., step 4 in Figure 11.3) and interpretation and validation of the
results (i.e., step 5 in Figure 11.3). In order to perform an in-depth comparison
of the batches, we used the process comparison technique introduced in Chap-
ter 5 for this purpose. This technique detects statistically significant differences
between sub-logs in terms of control-flow and performance. The results of this
technique identify those parts of the process where differences occur.

We first applied the process comparator tool to the four sub-logs of cluster
0 to get a list of pair-wise comparisons of sub-logs, sorted by similarity, i.e.,
percentage of control-flow differences. This pair-wise list generation function is
explained in detail in Section 5.3. The results were:

1. batch 3 vs. batch 18 (38.04% control-flow differences)

2. batch 4 vs. batch 23 (42.03% control-flow differences)

3. batch 3 vs. batch 23 (72.16% control-flow differences)

4. batch 18 vs. batch 23 (73.40% control-flow differences)

5. batch 3 vs. batch 4 (78.43% control-flow differences)

6. batch 4 vs. batch 18 (78.64% control-flow differences)

This means that, in terms of control-flow, batches 4 and 18 are the most
dissimilar pair within cluster 0, and batches 3 and 18 are the most similar.

In order to illustrate the in-depth comparison step, in the remainder of this
section we will focus on analyzing the differences between batches 4 and 18
and between batches 3 and 18.

First, we checked for differences between batches 4 and 18 (the most dissim-
ilar in cluster 0). Figure 11.10 shows an example of the control-flow differences
found between batches 4 and 18. The dark-blue colored states are executed only
in batch 18, and never in batch 4. These states are related to optical character
recognition (OCR) in forms.

Moreover, an example of the performance differences found between batches
4 and 18 is shown in Figure 11.11. Note that the duration of the activity Entry is
statistically significantly higher in batch 18 compared to in batch 4. This activity
refers to manual entry of form content.

Then, we checked for differences between batches 3 and 18 (the most similar
in cluster 0). Figure 11.10 shows a significant difference in the frequency of
execution of the process fragment related to the transformation of data from
XML to the X12 format, and the transmission and acknowledgment of that data.
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.

From this node, the left branch is only 
executed by batch 18 (group A), while 
the right branch is only executed by 
batch 4 (group B).

Figure 11.10: Example of control-flow differences between batch 18 (group A) and batch
4 (group B). The activities ToOCR, Images2Humana, FromOCR, FixAfte-
rOCR are executed only in batch 18.

Figure 11.11: Example of performance differences between found batch 18 (group A)
and batch 4 (group B). The average duration of the Entry activity is 44
mins for batch 18 and 5 mins for batch 4.

This fragment is almost always executed in batch 18. However, it is executed
only in approximately 93% of the cases in batch 3. Similarly, the Cleanup activity
is executed in only 5% of the cases in batch 18 against 12% of the cases in batch
3. From a performance point of view, we see that there is a significant difference
in the average duration of cases until the execution of the Cleanup activity (22
days in batch 3 vs. 10 days in batch 18). However, it is important to also note
that the standard deviation of the duration until Cleanup is very high relative to
the average duration.
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Activities in orange 
ovals are executed  
in batch 18 (group B) 
more frequently 
than in batch 3 

(group A).

Cleanup activity is executed in 12.31% of the 
cases in batch 3 vs 5.3% in batch 18 

Different average case duration 
(22 days vs 10 days)

Figure 11.12: Example of differences found between batch 3 (group A) and batch 18
(group B).

11.3 Discussion

For the interpretation and validation of the results (i.e., step 5 in Figure 11.3),
we presented the experiment results to a domain expert from Xerox, who con-
firmed our results by explaining the differences found in the batches.

According to the domain expert, the control-flow differences in Figure 11.10
are attributed to the fact that the two batches deal with different types of forms.
Batch 18 deals with UB-04 forms (shown in Figure 11.1): a claim form used
by hospitals, nursing facilities, in-patient, and other facility providers. These
forms are filled by healthcare providers and they can contain handwriting (e.g.,
disease codes, diagnosis, etc.), so OCR is needed. In contrast, batch 4 deals
with claim correspondence forms i.e., reply forms from the provider (shown in
Figure 11.1). These forms are typically digital. Hence, there is no need for OCR.

The domain expert also stated that the performance difference shown in
Figure 11.11 is attributed to the fact that the forms related to batch 4 (i.e.,
correspondence forms) are usually smaller than the forms related to batch 18
(i.e., UB-04 forms), and have little content to be entered manually. Hence, the
average duration of Entry activity in batch 4 is lower. Although these differ-
ences between batch 18 and 4 are insightful, they are not very surprising once
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explained. Similarly, the differences in duration in the manual entry of smaller
vs. larger forms in terms of page and image count are to be expected as well.

The differences between batches 3 and 18 have also provided interesting
actionable insights. Both the batches 3 and 18 correspond to a similar type of
form (UB-04) and are expected to have very similar behavior. The remarkable
differences in the frequencies in the process fragment are statistically significant
and unexpected by the domain expert. Hence, they need to be investigated fur-
ther. The observed differences in duration until the Cleanup activity could be
explained by the fact that, in the analyzed process, a lot of (sub) batch process-
ing is involved, and as such, cases sometimes need to wait for other cases in
order to be processed.

During these experiments, we have obtained the results to answer the re-
search questions posed in Section 11.1.3. Now, we will address them explicitly:

Regarding question 1 (i.e., what are the workflows followed by the different
batches, what do they have in common, and where do they differ?) our answer
is detailed in Section 11.2.3, where concrete differences are found in terms of
control-flow and performance.

Regarding question 2 (i.e., can we come up with a standardized process
model that covers all batches?), our answer is no. Batches related to different
forms will require different activities (e.g., some batches require OCR and others
do not, as shown in Figure 11.10).

Regarding question 3 (i.e., are there particular paths that influence process
performance, and are these paths common across the batches?), our answer is
yes for the first part and no for the second part. For example doing OCR requires
more time than not doing it. However these paths are not commong across the
batches. They occur only in batches related to certain forms.

11.4 Conclusion

In this chapter, we presented an application of the tools and techniques intro-
duced in this thesis to perform a comparative analysis of business process out-
sourcing services provided by Xerox that relate to a form digitalization process.
The process pertains to the data entry back-office operations of insurance claim
forms. The organization is interested in analyzing the processes followed across
different batches.

As there are 94 batches in total, it was not feasible to compare each pair
of batches in detail. We used process mining workflows (see Chapter 4) to pre-
process the data and cluster the batches based on their similarity. Then, we used
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the process comparator tool (see Chapter 5) to perform an in-depth comparison
of the batches within a cluster.

Finally, the results were interpreted and validated by domain experts, and
the discovered insights and actions were delivered to the process owners.

Through the use of the tools and techniques introduced in this thesis, we
could obtain very meaningful results, which have been confirmed by a do-
main expert and transformed into actionable insights, such as studying the root
causes and contextual circumstances for the most important differences.
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Chapter 12
Conclusions

This chapter concludes this thesis by first highlighting the contributions in-
cluded in it. Then, it discusses the limitations of this thesis. Finally, it describes
future work related to the topics included in this thesis.

12.1 Contributions Review

This section summarizes how each of the five research contributions presented
in Section 1.4 were addressed in this thesis. These contributions are described
as follows.

Process Cubes: A technique to support the interactive and consistent explo-
ration of process variants.

An important feature in modern process mining is the ability to analyze and
compare different variants (behaviors) of the process from different perspec-
tives. In such way, organizations are able to see how processes can be improved
by understanding differences between groups of cases, departments, etc.

In Chapter 3, we introduced process cubes as a way to organize, split and
explore event data by using different data dimensions to split such event data
into process variants. This way of splitting event data helps exposing differences
between such variants, e.g., by using process variant comparison techniques.

We implemented this idea in our PMC tool, and we encourage the process
mining community to use it. Such tool was used effectively in several case
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studies presented in Part IV. In these case studies, the use of the PMC tool led
to important insights that were confirmed by domain experts.

Process Variant Comparison: A technique to compare process variants.

Processes may change because of the influence of several factors, such as
the period of the year, the geographical location of the process execution or the
resource unit in charge. This leads to different process variants. The problem
of comparing process variants is highly relevant, as it can show organizations
which and why some of these variants perform better than others, or are exe-
cuted differently.

In Chapter 5, we introduced a new technique based on transition systems
that detects statistically-significant differences between process variants in terms
of any measurement annotations (e.g., control-flow frequency, performance).
This technique also shows the similarities and differences of the business rules
(i.e., decision-making) between process variants, using only event logs as the
input. Also, this technique can be combined with the previous contribution:
process variants obtained from a process cube can be compared with this tech-
nique.

We implemented this technique in our Process Comparator tool. This tool
was applied in several case studies presented in Part IV, in which we showed
that the approach enables users to pinpoint important differences between pro-
cess variants that previous approaches failed to provide. The insights obtained
with this tool were confirmed and valued by domain experts.

Process Variant Detection: A technique to detect relevant process variants in
a general setting.

One of many interesting types of analysis in process mining is to find (and
then compare) process variants. However, in many real-life situations, event
logs are made available without any additional domain knowledge about the
data. This lack of domain knowledge makes finding process variants to be more
difficult and cumbersome, as it requires extensive trial-and-error by the analyst.

In Chapter 6, we introduced an approach that is able to detect relevant pro-
cess variants in any process perspective (in the form of event attributes) by
splitting any other (combination of) event attributes. This technique can be
combined with the previous contributions: identified process variants can be
used by a process cube to split the event data into such variants, which then can
be used in process mining workflows or compared using the process comparison
tool.

This approach has been implemented in our Process Variant Finder tool. Us-
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ing this tool, we were able to successfully identify points of process variability
(i.e., variants) inside both artificial and real-life event logs and we were able to
detect process variants without the use of domain knowledge, confirming such
variability using process comparison techniques, as presented in the case stud-
ies included in Part IV. Therefore, our approach provides a viable solution to
process variant detection, even when no domain knowledge is available.

Process Mining Workflows: Support the execution of process mining work-
flows.

Current scientific workflow systems are not tailored towards the analysis of
processes based on models and logs. Tools like RapidMiner and KNIME can
model analysis workflows but do not provide any process mining capabilities.
The focus of these tools is mostly on traditional data mining and reporting ca-
pabilities that tend to use tabular data. On the other hand, process mining tools
like ProM, Disco, Celonis, Everflow, QPR, MyInvenio, Minit, PM4PY, bupaR, etc.
do not fully provide explicit workflow support.

In Chapter 4, we introduced process mining workflows by proposing several
generic process mining building blocks that can be chained together to create
such workflows. We identified five generic use cases for typical process mining
analysis and provided conceptual and concrete workflows for them.

The whole approach is implemented as RapidProM, which is a ProM-based
extension for RapidMiner. This tool was used in several case studies presented
in Part IV, in which we exploited the advantages of process mining workflows
for producing massive quantities of process-mining-based reports, and for com-
bining process mining techniques with traditional data mining operations in the
same workflow.

Benchmark Frameworks: Develop replicable and sound benchmarks.

Existing empirical evaluation frameworks in process mining have several
drawbacks. Two of the main drawbacks are the replicability and soundness of
the results. The first relates to the fact that experimental results are difficult to
replicate using existing empirical evaluation frameworks in process mining, as
they require multiple manual steps that are sensitive to parameterizations, in-
cluding ad-hoc cleaning and preprocessing of the event data. The second relates
to the fact that in most empirical evaluation frameworks in process mining, ex-
periments are performed over manually-selected samples of event data and/or
process models and then generalized to populations of processes that they do
not represent.

In Part III we introduced two empirical evaluation frameworks for process
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mining that overcame these limitations by combining process mining workflows
and statistical analysis.

In Chapter 7, we presented a framework that allows researchers to bench-
mark discovery algorithms as well as to perform a sensitivity analysis to evalu-
ate whether certain model or log characteristics have a significant effect on an
algorithm’s performance. It is independent from the discovered model’s mod-
eling notation by adopting a classification approach that uses the knowledge of
the original (reference) model to be rediscovered. Additionally, the framework
allows to generalize the evaluation results to a user specified model population.

In Chapter 8, we introduced an evaluation framework for benchmarking
concept drift detection techniques. The framework allows researchers to bench-
mark different approaches as well as to perform a sensitivity analysis to eval-
uate whether certain process and drift characteristics have an impact on the
accuracy drift point detection. It allows to generalize the evaluation results to
a user specified model population, also taking into account several properties
that characterize concept drift in processes.

Both frameworks have been validated by conducting extensive experiments
that led to non-trivial insights on discovery and concept drift detection algo-
rithms in the context of the populations of processes included in the exper-
iments. Finally, the design of both framework as process mining workflows
enable automating, sharing and extending these evaluation experiments.

12.2 Limitations

The previous section indicated how the different research contributions were
addressed by the techniques and tools introduced in this thesis. In this Section,
we will discuss the main limitations of these techniques and tools and propose
ideas of how these limitations could be overcome in the future.

Regarding the PMC tool (introduced in Chapter 3), this tool has a set of
functions that allows to perform all the described basic operations. However,
more advanced functions such as direct integration to databases and custom
hiding/merging cells of a cube are not implemented, as this tool is still a proto-
type. We invite interested readers to access the source code on GIT and make
improvements to this tool.

With respect to the process comparator technique (introduced in Chapter 5),
so far it can only compare annotations based on control-flow frequency and
performance. Other types of annotations (e.g., cost, resource usage) can be
easily added. However, the main limitation of this technique is that it still relies



12.3 Future Work 335

on comparing one (process or group) versus another, projecting the differences
onto a combined model. It would be even more useful to be able to compare
many processes at the same time in a n-to-n fashion. However, if this n-to-n
comparison would be naively projected onto a single combined model, it could
lead to a visually overloaded result that would be difficult to read and ana-
lyze. We believe that alternative representations of comparison results must be
investigated in order to achieve this.

Regarding the process variant detection tool (introduced in Chapter 6), it cur-
rently relies on the user indicating the independent variable (i.e., the variable
in which we want to analyze variability). It would be much more useful if the
user did not need to make such selection, specially in the case where no domain
knowledge is available. Moreover, The tool only works in an offline setting (i.e.,
it does not work with event streams). A nice feature would be to adapt it to
work with sliding windows so it can also work in an online setting.

12.3 Future Work

The techniques, tools and experiments developed and introduced in this thesis
are also subject to improvements. This section describes our proposals for future
work on them.

The process mining workflow technique (introduced in Chapter 4) has been
successfully implemented as an extension of RapidMiner, but such as it is, it
is only available to RapidMiner users. We would like to port this implementa-
tion to other platforms such as Knime or as stand-alone libraries so that these
workflow can be used by a wider part of the research community.

The process comparison technique (introduced in Chapter 5) works very well
comparing variants 1-to-1, but further work is needed to extend this comparison
to n-to-n variants simultaneously.

Regarding both large-sacale experimental benchmarks introduced in Part III,
we would like to continue expanding the list of model populations, modelling
algorithms and notations used in the experiments in order to make even more
robust assertions about the obtained results.

Last, but not least, we would like to integrate all of the tools and techniques
introduced in Part II into a single integrated suite intended for the initial explo-
ration of process data, identification and comparison of process variants, and
their automated analysis.
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Summary

Comparative Process Mining: Analyzing Variability in
Process Data

Modern organizations may have a large number of processes with different
characteristics. Most of them are supported by information systems ranging
from excel sheets to ERP systems. Such systems leave a data footprint that
consists of recorded executions of processes i.e., event data.

Process mining is a research discipline that is concerned with discovering,
monitoring and improving real processes by extracting knowledge from event
data readily available in today’s systems. Process mining supports the extrac-
tion of insights from data about the overall and inner behavior contained in
any given process. Hundreds of different process mining techniques have been
proposed in literature.

In real-life, business processes are not static: They must adapt to constant
environment changes (e.g., customer preferences, legal regulations, new com-
petitors). Like any live species, organizations (and their business processes)
also evolve according to Darwinian evolution: The best to adapt is the one that
thrives. It is not uncommon for organizations that the same business process
has to adapt to different contexts simultaneously, which leads to variability in
the process: different “variants” are born from the adaptation of the process to
each context. In many scenarios, splitting a process into variants can effectively
reduce its variability (hence, its complexity), making them easier to analyze.
It also enables many types of analysis e.g., comparing the different variants of
the process in order to identify the best practices and detect differences and
similarities between variants.

This thesis addresses the problem of analyzing process variability by propos-
ing techniques and tools that use event data to identify variants within a pro-
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cess, split them, compare them, and automate their analysis. We propose a
technique to identify process variants from process event data that guarantees
statistically significant differences between them. We also propose a technique
to split process event data into process variants identified before. In order to
compare the process variants found so far, we propose a technique that finds
and pinpoints the statistically significant differences between them, so that they
can be analyzed. Additionally, we proposed a technique to express and au-
tomate process mining experiments in a standardized, transparent, repeatable
way. Finally, this thesis adds to the body of scientific knowledge by the appli-
cation of the aforementioned techniques in real scenarios: working with large
companies that shared their data with us and actually used the results reported
in this thesis for concrete process improvements.

In summary, this thesis proposes to address variability in process data start-
ing by establishing the notion of process variants as a core abstraction to rep-
resent the adaptation of the process to different situations and contexts. Then,
this thesis proposes several techniques to identify, split and compare them and
automate their analysis. Finally, several case-study applications prove that these
techniques work using real-life data from known companies.
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