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1. Introduction

In an aggregated data (AD) meta-analysis, published effect sizes from similar research studies are collected to determine
a precise pooled effect size. When not all executed research studies are published, an AD meta-analysis may lead to
a biased estimate. To correct the pooled estimate for this publication bias, various methods have been proposed (Jin
et al.,, 2015; Mueller et al., 2016; Riicker et al., 2011). Selection model approaches implement a conditional or weighted
likelihood function for estimation, where the weights are based on the selection mechanism (Hedges and Vevea, 2005).
Copas’ selection method (Copas and Shi, 2000, 2001) uses the standard errors of the study effect sizes to create these
weights. The method gives a higher weight to studies with a lower probability of being published.

Copas’ method has been compared to the Trim and Fill method (Duval and Tweedie, 2000b,a) using 157 meta-analyses.
Even though both methods produced similar point estimates, Copas’ method was preferred since it produced larger
standard errors, making Copas’ method somewhat more conservative (Schwarzer et al., 2010). Since direct likelihood-
based methods may sometimes suffer from convergence issues, an expectation-maximization (EM) algorithm was
developed for Copas’ method (Ning et al., 2017). Furthermore, a Bayesian extension of Copas’ method was developed
for network meta-analysis (Mavridis et al., 2013). This all shows the importance of Copas’ method in meta-analysis.

The performance of Copas’ method has been investigated for one particular mechanism of publication bias using
simulation studies, even though other (possibly realistic) mechanisms for publication bias have been mentioned in
literature (Stanley and Doucouliagos, 2014; van Aert and van Assen, 2018; Hedges, 1984; McShane et al., 2016). We
will demonstrate that Copas’ method is sensitive to these selection bias mechanisms when mean differences (continuous
outcomes) and log odds ratios (binary outcomes) are being pooled, indicating that Copas’ estimation method should
be used in practice with the utmost care. To demonstrate our findings, we will resort to simulation studies, since
mathematical derivations of Copas’ estimation method under any type of selection bias mechanism is complicated. In
a simulation study we can control the true selection bias mechanism of an AD meta-analysis study and compare Copas’
estimation with the known true effect size. In practical settings both the selection bias mechanism and the true effect
size would be unknown making it impossible to know how good Copas’ estimate truly is.
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2. Statistical methods

The information in an AD meta-analysis consists of the pair (D;, S;) for study i = 1, 2, ..., m, where D; is the observed
or collected effect size and S; is the accompanied standard error. In some applications there may also exist a degrees of
freedom for the standard error (Cochran, 1954), but this is ignored here.

2.1. The Copas method

Copas and Shi (2000, 2001) considered a population of study effect sizes that follow the random effects meta-analysis
model

D; =0 + U; + ¢, (1)

with 6 the unknown mean effect size of interest, U; ~ N(0, t2) the heterogeneity in study effect sizes, and & ~ N(O, Ul_z)
the residual independent of U; with an unknown variance crf that may vary with study. They assumed that only a selective
subset of all studies has been published and introduced a selection model Z; = a+;35i‘1+5,-, with « and g fixed parameters,
8; ~ N(0, 1) being correlated with &;, p = CORR(¢;, §;), and D; only being published when Z; > 0. Note that studies with
smaller standard errors have a higher probability of being published and when 8 = 0 and « is large, there is no publication
bias present.

Based on the population and selection model for effect sizes, a weighted or conditional log likelihood function is
constructed ¢ (9, 72, p) = Z,’":] [logp (Dj|Z; > 0, S;)], with p (D;|Z; > 0, S;) the conditional probability density of an effect
size given that the study is selected. Using a joint normality assumption on (g;, §;) and assuming that (¢;, §;) is independent
of U;, the conditional log likelihood function can be written in the following explicit expression (Copas and Shi, 2000, 2001)

m

_l 2 2 _M_ 1 :|
;[ zlog(t +0i) 212 + o2) log @(a + BS; ') +log@(V;) |, 2

with & the standard normal cumulative distribution function, V; = [a + S, + 5i(D; — 0)/(z% + 02)"/21/[1 — p?1"/?, and
pi = 0ip/[t? + 621"/2. The unknown variance o2 in (2) is replaced by S?/[1 — c?p?], with ¢; = A(er + BS; o + S +
Mo + ﬁs;l)], Mz) = ¢(z)/®(z), and ¢ the standard normal density function.

For fixed values of o and B, the log likelihood function in (2) is maximized over 6, T2, and p and their confidence
intervals are based on asymptotic theory. By studying a grid of different values for « and 8 > 0, such that 0.01 <
P(Z; > 0|S;) < 0.99 for the smallest and largest value of S;, the sensitivity of the pooled estimator 6 on « and 8 can be
investigated (Copas and Shi, 2000, 2001). Settings for « and g for which selection bias is not rejected would fit best with
the data. This selection bias is tested with a form of Egger’s test (Egger et al., 1997). The random effects model is extended
toD; =0 + )/Si’1 + Ui + ¢ and Hp : y = 0 is tested with a likelihood ratio test (Copas and Shi, 2000, 2001; Carpenter
et al.,, 2009). We used the R-package “copas” to carry out the Copas method (Carpenter et al., 2009).

2.2. Selection models

The selection model of Copas is based on the positiveness of the latent variable Z; = o + 55;1 + é&;, with §; correlated
with the residual in the random effect model in (1). However, there may be alternative approaches that would be based
on the standardized effect sizes D;/S;. Indeed, standardized effect sizes closer to zero would be less likely to be published
and large effect sizes (at one side or in one direction) would be more likely to be published (Hedges, 1984).

Selection models based on the p-value of the study effect have been proposed in literature (Stanley and Doucouliagos,
2014; van Aert and van Assen, 2018; Hedges, 1984; McShane et al., 2016). When the effect size is significant (assuming
more positive effect sizes), i.e., D;/S; > z1_o, with « the significance level and z; the q™ quantile of a standard normal
distribution, the study is included. To add randomness to the non-significant studies, a uniform distributed random
variable U(0, 1) and a parameter mpy, can be used. If the uniform random variable is smaller than or equal to 1 — 7pyp,
the non-significant study is included too, and otherwise it is excluded.

An alternative approach, is to use D;/S; in a selection model similar to Copas’ selection model. Study i is published
when the latent variable Z; = a+ bD;/S; + §; is positive, with a and b fixed parameters, and with §; ~ N (0, 1), now being
independent of the residual in model (1). We do not need a non-zero correlation between §; and ¢;, since the correlation
with the population effect size or the selection of studies is now directly induced by the standardized effect size. The
probability that study i is selected is P(Z; > 0|D; = d, S; = s) = ®@(a + bd/s).

2.3. Simulation model
We will first draw a population of effect sizes and standard errors, i.e., draw pair (D;, S;), that is calculated from

individual participant data (IPD) for two groups in each study. Then we will use the different selection models to eliminate
studies from the population.
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2.3.1. Population of aggregated data

We consider a meta-analysis with m studies, having sample sizes n;, i = 1, ..., m. The number of participants n; for
study i is drawn using an overdispersed Poisson distribution with parameter . The value y; ~ I" (ag, by), with I" (ag, bg)
a gamma distribution with parameters ay and by, is drawn to make a study specific parameter A; = X exp (0.5y;). Then
n; is drawn from a Poisson distribution with parameter A;, i.e., n; ~ Pois (1;). This sample size is then split in two sample
sizes using a Binomial distribution with parameter p, i.e., njp ~ Bin(n;, p) and n;; = n; — njo.

Then a continuous response Yy for individual k(= 1, ..., ny), in group j(= 0, 1), for study i(= 1, 2, ..., m) is simulated
according to a linear mixed model:
Yije = o+ B + Uy + €., 3)

with p a general mean, f; an effect of group j (8o = 0 and B; = 6), U; a study-specific random effect for group
Jj, and residual € ~ N (O, ;2). We assume that (Ui, Uy)T is bivariate normally distributed with zero means and
variance-covariance matrix X given by

2
P Oy £010001
= b .
L010001 04

Furthermore, the continuous outcome is also used to simulate a binary response Ej, € {0, 1}, with Ejx = Iy, o0)(Yii),
where I4(x) is an indicator function that takes value 1 when x € A and 0 otherwise. Here we choose to use p as cutoff such
that the odds of an event in the control group is equal to 1. This binary response has a natural interpretation: diseases
(Eiix) such as hypertension are often defined in terms of some physiological measurements (Yj;) being larger than a certain
threshold (w).

After simulating the individual _responses, the study effect size for the continuous outcome is calculated by the mean
difference D; = Yi. — Vi1, with Yj = Zl 1 Yi /i the average of group j in study i. It is stralghtforward to see that
D; satisfies model (1) with U; = Uy — Uy ~ N(O, C’o — 20010001 + C’l) and & ~ N(0, ¢? [n,0 + ”,1 ). The standard

error S; was estimated using the formula S; = ,/Sl%/n,»o +Si1/ni1, with Sij = n" 1Yy — Y,-j,) /(nj — 1) the sample
variance of group j in study i, not assuming that the residual variance in model ( ) is homogeneous. For the binary
outcome, the study effect size is calculated by the log odds ratio D; = log(K;11Kioo/Kio1Ki10) where K = ZZL I”}(E,-jk)
is the total number patlents with event | € {0, 1} in study i of group j. The estimated standard error S; is then given by
Si = [Kiy; +Kig + K1 + K912, The way we simulate the binary outcome also implies that the true value of the overall

log odds ratio is equal to @(6/,/¢2 + o)/(1 — ®(0/,/¢? + o})). Note that we have chosen parameter values such that
it is unlikely to have zero counts for Ky in an AD meta-analysis. Our simulation studies did not encounter any zero cells
for each simulated study.

The settings of the parameters are chosen such that the simulation corresponds approximately with a meta-analysis of
clinical trials on hypertension treatment. Parameter settings used to generate the aggregated data are m € {30, 50, 100},
L =100,a90 = bp = 1, p = 0.5, u = 160, & = —0.5, ¢*> = 100, of € {0,2}, o} € {0,3}, and po; € {0,0.7}. We will
run all combinations of parameter choices and simulate 1000 meta-analysis studies. Note that this implies that we study
five levels of heterogeneity, i.e., 12 = 002 — 2p010001 + 012 € {0, 2,5 — 1.44/6, 3, 5}, but we will only report three levels
{0, 5—1.4+/6, 5}. These settings correspond to an intraclass correlation coefficient (ICC) of approximately 0%, 40%, and 68%,
respectively, since we expect an average sample size per treatment group to be equal to 85 individuals. All simulations
were conducted with SAS version 9.4. The analysis was conducted in SAS as well, by reading in the [R] package “copas”.
Programming codes can be requested from the last author.

2.3.2. Selection of studies

Copas’ selection model requires simulation of Z; = o + ﬁSi_] + &;, with §; being correlated to ¢; in (1). The residual
& can be calculated from the simulation of the individual data for the continuous outcome, since g; = €. — €;1,, With
€j = Zk €jjk/n;j. Then §; can be drawn from a normal distribution

8il€o. — €n. ~ N (P[éio —&l/\ gt + ' 1 - p2> ,

where p = CORR(4;, &;) is the correlation parameter taken equal to p € {0, 0.9}. The parameters « and 8 will depend on
the simulated population data and vary with each simulation run. For the binary outcome, only the setting with p = 0
will be considered since the data generating mechanism of the log odds ratio does not directly correspond to the random
effect meta-analysis model (1).

We used the 5% and 95% quantiles of the set of precision estimates Sl_l, 52_1, ..., S;1 for one meta-analysis, say gs
and qgs, respectively. The values « and B are chosen such that P(Z; > 0|5i‘l = qo5) = 0.99 and P(Z; > 0|Si‘1 =
qs) = po, with py < 0.50. A study with a small standard error is almost always selected, while studies with larger
standard errors are more likely eliminated from the meta-analysis. Solving the two equations results in parameters
a & (zp,qos — 2.33¢s)/(qes — qs) and B =~ (z,, — a)/qs, when the random term §; is independent of all other terms.
A study i was selected if Z; > 0, and it was eliminated when Z; < 0. We tuned the parameter pg such that we select
approximately 70% of all simulated studies under the same settings.

3
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Copas Selection Method (p=0) Copas Selection Method (p=0.4) Significant effect size selection (=0.3) Standardized effect size selection
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Fig. 1. Visualization of the selection of studies for the mean difference for various selection models.

Copas Selection Method (p=0) Significant effect size selection (1r=0.3) Standardized effect size selection

Selected = No - Yes|| Selected = No - Yes|| Selected © No © Yes||
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Fig. 2. Visualization of the selection of studies for the log odds ratio for various selection models.

Simulation of the selection models based on standardized effect sizes D;/S; are more straightforward. For latent variable
Z; = a+bD;/S; + §;, we draw §; from a standard normal distribution, independent of anything else. Here we use a and b in
the same way as « and B, but the quantiles gs and qg5 are now calculated from the set of standardized effect sizes Dy /S;,
Dy /S5, ..., D /Sy (assuming D;’ s are mostly positive, otherwise we could use —D;/S;). For the p-value based selection of
studies, we searched for values of mp,, such that approximately 70% of the studies are included.

The average effective number of studies m included in the simulations for the three selection models will be reported.

3. Results

Fig. 1 shows the distributions of the standardized effect sizes of the mean differences for the selected (red) and non-
selected (blue) studies for the selections mechanisms: (from left to right) Copas selection model without (p = 0) and
with (p = 0.4) correlation to the random effects model, the significant effect size selection method, and the standardized
effect size selection method, respectively (002 = 2; 012 = 3; po1 = 0.7). Fig. 2 shows the same figures for the log odds
ratios (but without the correlated Copas selection mechanism, i.e., only p = 0).

The mechanisms based on the standardized effect sizes have a stronger effect on selection of studies than Copas’
selection model. The selection model based on D;/S; also show a different mechanism. The p-value based selection model
shows the truncation of being significant, Z; = a + bD;/S; + §; shifts the distribution, while Copas’ selection models
essentially eliminate higher standardized effects sizes with lower probabilities.

The performance of Copas’ method on estimation of the pooled effect size (6) for the different selection methods is
evaluated with the Mean Squared Error (MSE), the bias, and the coverage probability (CP). The results of the simulations
are presented in Table 1 for m = 30. The results for other numbers of study sizes are very similar to the results of m = 30.

Introducing publication bias according to Copas’ selection model results in the lowest MSE and bias (as expected).
However, it is affected by the correlation (p) between the random effects model and the selection mechanism. A
correlation of p = 0.4 induces a bias and increases the MSE compared to an uncorrelated selection mechanism. Thus the
coverage probability of the overall effect size is only close to nominal when the correlation coefficient p is neglectable.
The coverage probability for the overall effect size with Copas’ estimation method under mis-specified selection models is
in general liberal. The selection mechanism based on the significant effect seems to have a stronger influence on the mean
difference than on the log odds ratio. For a mean difference, Copas’ estimation method introduces a bias, but this is less
pronounced for log odds. When the selection mechanism is based directly on the standardized effect sizes, Copas’ model
seem to fail completely for both types of effect sizes (mean differences and log odds). Copas’ method does not correct
the estimate enough for the continuous outcome while over-corrects in the binary case, leading to very high biases and
low coverage probabilities. It should be noted that the results seem unaffected by the simulation settings, making Copas’
method robust against different forms of heterogeneous effect sizes.

4. Discussion

The purpose of this paper was to investigate the performance of Copas’ method for adjusting the pooled estimate from
an aggregated data meta-analysis in the presence of different types of publication bias. We focused on effect sizes in the

4
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Table 1

Performance of Copas’ method (MSE, bias and CP(%)) for estimation of the pooled estimate (§ = —0.5; publication rate ~ 70%; m = 30) for the

mean differences and log odds ratio.
ag 012 Lo1 Selection method Mean differences Log odds ratio

MSE Bias CP(%) m MSE Bias CP(%) m

0 0 1} Copas p=0 0.108 0.012 94.6 21.7 0.004 0.001 95.7 21.2
0] 0 0 P p =04 0.145 —0.134 90.4 20.9 NA NA NA NA
1} 1} 0 Significant effect 0.158 —0.091 91.5 21.8 0.006 0.007 94.5 21.2
0 0 0 Standardized effect 0.334 —0.454 69.9 20.7 0.015 0.101 67.0 20.7
2 3 0.7 Copas p=0 0.120 —0.082 94.3 21.7 0.004 —0.001 93.8 212
2 3 0.7 p p=04 0.146 —0.137 90.9 209 NA NA NA NA
2 3 0.7 Significant effect 0.151 —0.097 92,5 219 0.005 0.006 94.0 213
2 3 0.7 Standardized effect 0.342 —0.457 69.4 20.7 0.015 0.099 68.5 20.8
2 3 0 Copas p=0 0.111 0.007 94.1 21.7 0.004 —0.001 94.4 21.2
2 3 1} p p=04 0.140 —0.139 90.8 20.9 NA NA NA NA
2 3 0 Significant effect 0.158 —0.094 934 219 0.005 0.005 93.6 21.2
2 3 0 Standardized effect 0.340 —0.459 70.0 20.7 0.015 0.100 67.9 20.7

form of mean differences and log odds ratios, and studied three different selection models for publication bias. These
selection models were all (indirectly or directly) related to the effect size of a study (Hedges, 1984; McShane et al., 2016).
We conducted only simulation studies, since the mathematics for the bias and mean squared error of the Copas correction
method under a mis-specified selection model is highly complex.

The Copas method performs best and corrects adequately when publication bias follows Copas’ selection model and
without a strong association with the residuals of the effect size. Our results are comparable to results on bias and
coverage in literature (Ning et al.,, 2017). However, when the mechanism behind publication bias is different from that
used in the Copas’ selection model, Copas’ estimation method performs rather poorly. This happens in particular when
the standardized effect size (mean difference or log odds ratio) is the statistic that would drive publication bias. Thus
Copas’ estimation method is sensitive to the selection bias mechanism, making its use in practice less suitable.

Other reasons for publication bias, which we did not study, have been mentioned in literature as well (Sterne et al.,
2011), e.g., language bias, availability bias, and cost bias. It is unknown how Copas’ method deals with these forms of
biases, but we feel that it is unlikely that Copas’ method corrects appropriately, since these biases are probably not
described well by Copas’ selection model either. We recommend to improve Copas’ method to make it more robust against
different forms of publication bias.
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