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Introduction 

Over the past decade or so, advances in digital technology have increased the capacity 
to quantify aspects of the world that had not been quantified before (Mayer-
Schönberger & Cukier, 2013). The phenomenon of “datafication’’, characterized by 
an accelerating rise in the collection and analysis of quantified data, has been 
particularly impactful in the healthcare sector (Ruckenstein & Schüll, 2017). Driven 
by consumer-oriented devices such as wearables, which can collect multidimensional 
health data, as well as technical advances in processing and analyzing big data, 
datafication has led to an expansion of the scope of healthcare by enabling monitoring 
of health-related outcomes and behaviours outside the traditional health institutional 
and clinical settings. Proponents of this health datafication phenomenon point out 
how such “institutional recasting” (Swan, 2012) can empower users of digital health 
technologies such as sensor-equipped wearable devices, often tethered with their 
smartphones – allowing them to take control of their health, generate their own 
medical data, and track behaviours that would be difficult to track unaided (Davies, 
2021; Topol, 2015). Writing about the empowering potential and participatory nature 
of health datafication, Eric Topol states: “Just as the printing press democratized 
information, the medicalized smartphone will democratize health care” (Topol, 
2015).  
 
Despite potential benefits, health datafication does not come without ethical 
challenges. Critics of the health datafication phenomena point out, for example, the 
reductionist tendencies associated with self-tracking – rich categories of “health’’, 
“good sleep”, “mental well-being” are replaced by their narrowly-construed 
quantifiable proxies such as calories consumed, motion detected by a wrist-watch 
sensor, and a mood score on a smart-phone app (Sharon, 2018). This reductionism 
carries the risk that such proxies will come to be perceived as the definite truth or 
reliable knowledge by the users, as well as privilege such quantification over other 
ways of knowing (Sharon, 2018).  
 
Another line of criticism of the health datafication paradigm targets the 
“empowerment’’ thesis outlined by the proponents. Critics state the worry that rather 
than empowering individuals, self-tracking and monitoring of health shifts the burden 
of responsibility away from medical professionals and health policy-makers to 
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individuals (Davies, 2021). This focus on individual responsibility may also lead to a 
future where individuals are under constant surveillance, held unfairly accountable 
for their use of public health resources, and penalized for health outcomes they may 
not be actually responsible for (Davies, 2021).  
 
The emphasis on individual responsibility also ignores the labour of a multitude of 
actors required to enable individual users to reap the benefits of health datafication. 
Consider, for example, a sleep-tracking device that helps inform a user about the 
qualitative and quantitative aspects of their sleep. The design of such a device in itself 
may involve multiple actors, such as those designing the hardware and those designing 
the software. These actors may themselves have to rely on scientific research output 
or technological innovation of others in order to design the device such that it is able 
to accurately capture the required data and produce a desirable output. Further, as 
Crawford et al., (2015) point out, interpreting the significance of the data captured by 
such devices, and consequently offering desirable qualitative insights to the user, is 
based on a statistical comparison of a set of data points and therefore, requires 
participation by a large number of users.  
 
The significance of the roles and responsibilities of such actors becomes even more 
apparent when one considers the multilevel nature of inquiry within the health 
datafication paradigm. The insights and inferences that can be drawn within the 
health datafication paradigm are not limited to the health status of an individual. By 
giving researchers access to new forms and large quantities of quantified health data 
from a vast number of users, health datafication also enables health inquiry at a 
collective or a societal level – for example, by providing an opportunity to redefine 
healthy behaviour as well as to classify and diagnose diseases in novel ways (Ada 
Lovelace Institute, 2020). In one study, for example, passive smartphone data, such 
as GPS data as a proxy for location and socialization, and accelerometer data about 
physical activity, enabled researchers to predict depression with roughly 60% 
accuracy (Wahle et al., 2016). Similarly, mobility data from smartphone apps has been 
used to draw population-level insights regarding the spread of the Covid-19 pandemic 
as well as to inform policy interventions to curb the spread of the disease (Sheng et al., 
2022; van der Drift et al., 2022). The success of such inquiry, again, depends on the 
work done by designers of such apps, researchers analysing the data, and other actors 
who may help to integrate such apps with the local health system (Colizza et al., 2021).  
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My interest in this thesis is to explore the role these various sets of actors play in 
conjunction with each other, and in particular the responsibilities such actors have in 
facilitating successful health inquiry within the datafied health paradigm. Each 
chapter of the thesis focuses on the responsibility of a different (set of) actor(s) who 
contribute(s) to one of the phases along what can be called as the health “data value 
chain”. The data value chain here can be understood as a series of phases involved in 
the creation of valuable insights from data (Curry, 2016). These phases range from 
the creation and collection of data to the usage of insights produced by the analysis of 
data. While different authors characterize the phases along the data value chain 
slightly differently, for the purposes of this introduction one can broadly characterize 
them into at least three distinct phases in the context of health datafication: 
 

1. Data Collection and Storage – This phase involves, for example, the collection 
of data through consumer health devices such as a Fitbit or an Apple watch 
and subsequent storage of this data, for example on data servers. Big tech 
corporations who provide such consumer health devices then are one of the 
primary actors involved in this phase within the health datafication paradigm. 
Policymakers and regulatory bodies are another set of actors who have a 
significant influence in shaping the activities within this phase, for example, by 
enacting regulations regarding the kinds of data that can be collected, as well 
as conditions under which such data may be collected and stored. In Europe, 
for example, the General Data Protection Regulation (GDPR) encodes 
principles such as data minimisation. Such a principle dictates that only data 
that is “relevant and necessary to accomplish a specified purpose’’ may be 
collected (D | European Data Protection Supervisor, n.d.).  

 
2. Data Processing and Analysis – This phase involves eliciting actionable insights 

from the collected data. It may involve, for example, the use of big data 
algorithms and techniques such as machine learning and/or neural networks. 
As already discussed, inquiry within the health datafication paradigm can take 
place at multiple levels and the insights produced within this phase may relate 
to an individual and/or a collective or groups. As collectors of a large amount 
of data through consumer health devices, big tech corporations are, again, a 
crucial actor involved in this phase. Other than providing apps that can 
provide actionable insights to individual users, the financial, technical, and 
human resource capabilities of such corporations also enables them to play a 
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leading role in data-driven healthcare research. An example of such a research 
project includes Verily’s (a life-science research organization that is part of the 
Alphabet group) project Baseline, which aims to “map human health’’ by 
analyzing large amounts of phenotypic, genetic, and lifestyle data collected 
from 10,000 volunteers (Arges et al., 2020).  

 
Besides tech corporations, regulators can also play a key role in shaping the 
activities within this phase, for example, by defining legal conditions under 
which some specific type of data shall or shall not be processed. Such 
regulations can play an important role in protecting the rights of the users, such 
as rights relating to their privacy. Going back to the example of the GDPR, 
the regulation defines conditions that limit the processing of biometric and 
genetic data, for example (“Art. 9 GDPR – Processing of Special Categories of 
Personal Data,” n.d.). GDPR also defines restrictions on processing data that 
may reveal personal characteristics of individuals, such as their race or 
ethnicity.  

 
3. Data Usage – This may involve, for example, the display of actionable insights, 

gained as a result of the processing done in phase 2, to the user of a consumer 
digital health device. The user may get access to such insights via a smartphone 
app, for example. It may also involve advanced forms of usage such as in the 
form of “gamified’’ apps which use game-like elements to motivate users to 
engage in activities that may improve their health (or improve their “score’’ 
which is a quantified proxy for their health) (Whitson, 2013). Users of such 
apps depend on the designers of the apps to successfully acquire the desired 
information from the use of such apps. Such apps, particularly the gamified 
ones, can also have significant affective consequences for the users, such as 
causing stress or anxiety, which makes the role and responsibilities of designers 
even more significant (Barratt, 2017; Lupton & Thomas, 2015).  

 
It is worth noting here that these “phases’’ can be dynamic, iterative, and sometimes 
overlapping. For example, the processing and analysis of data may help inform 
changes that may be needed in the data collection phase. Similarly, among other 
things, user behaviour, as well as user expectations, may also inform what data needs 
to be collected and what kind of insights may be desirable for the user.  
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The nature of responsibility in a datafied health environment: 
epistemic and non-epistemic dimensions 

Successful inquiry within the health datafication paradigm, through data-driven 
technologies, is a result of collective action, involving multiple actors, along the 
different phases in the data value chain, each of whom might share some responsibility 
for the success of the inquiry. Before I delve deeper into the content of the individual 
chapters of this thesis, and how they address the questions pertaining to the 
responsibilities of various actors within the datafied health paradigm, it is perhaps 
important to first answer the question - what is the nature of such responsibility? One 
way to characterize such responsibility would be to call it an “epistemic’’ responsibility 
– in the sense that the aim of such responsibility is to produce “epistemic goods’’ such 
as knowledge or true beliefs (Fleisher & Šešelja, 2021).  
 
For example, we may expect that the designer of a fitness-tracking app has an 
epistemic responsibility to ensure that the user is getting true information about their 
physical activity and/or is getting the data to make reliable inferences about their 
activity. Consider, for example, a sleep-tracking app. In a study about such apps, 
researchers concluded that some users of sleep-tracking apps may suffer from a 
condition researchers term “orthosmonia” (Baron et al., 2017). Such users, according 
to the researchers, rely too heavily on the data displayed on their sleep-tracking 
devices to self-diagnose themselves with a sleeping disorder. Further, this belief can be 
problematically rigid, such that they may continue to believe that they have a sleeping 
disorder even when polysomnography, considered the gold standard in diagnosing 
sleep quality, may inform them that they do not have such a sleeping disorder. The 
designers would then be expected to have at least a prima facie epistemic responsibility 
to help users of the sleep tracking app to avoid such a situation. Similarly, we may 
expect that the researchers within the big tech corporations have an epistemic 
responsibility to ensure that their research produces reliable actionable insights on a 
collective or group level. One example of where such responsibility may be pertinent 
is in the form of addressing the problem of contextual bias that data-driven medical 
research may be prone to. Ii & Nicholson (2019), for example, argue that data-driven 
medicine’s contextual bias problem is a result of the fact that a lot of data on which 
algorithms used for diagnosing diseases are trained may be collected in high-resource 
environments, and thus, their accuracy may be low when applied in low-resource 
environments. A real world example of such a problem was seen in an AI solution 
developed by Google to diagnose diabetic retinopathy (MIT Technology Review, 
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2020). While the AI was fairly accurate in the lab settings where it was developed, its 
accuracy reportedly dropped significantly when deployed in real-world settings to 
diagnose patients in Thailand. One way in which is such responsibility may manifest 
itself is in terms of researchers ensuring the collection of data is conducive to the 
purposes it will be analyzed and processed for.  
 
These examples show the significance of epistemic responsibility of the actors involved 
in the different phases of the data value chain, such that they do their part in ensuring 
that inquiry within the health datafication paradigm produces true or reliable beliefs 
for the participants. However, on closer inspection, it becomes more apparent that 
such responsibility is not purely “epistemic’’ for at least two reasons.  
 
First, in health inquiry, while one is looking to acquire true beliefs, the ultimate aim 
of such inquiry may be more practical – such as acquiring beliefs that may help one 
make the right health choices. The practical aim of such inquiry is particularly 
relevant for defining the responsibility of those involved in the inquiry in cases where 
one encounters, for example, what is known as “an inductive risk problem’’ (Douglas, 
2000). In the chapter titled “Googlization of Health Research and Epistemic Trust’’, 
I discuss, for example, the case of contact tracing apps, such as ones in use during the 
COVID-19 pandemic, where designers of such apps encounter the inductive risk 
problem. Briefly stated, the idea is that in designing a contact tracing app, and 
deciding what the app counts as a “contact’’, one has to balance the risk of false 
negatives (i.e. significant contacts not registered as such) with the risk of false positives 
(non-significant contacts registered as significant contacts). This balancing act, 
however, is not a purely epistemological exercise and needs to consider the social 
and/or ethical consequences of how such an app may actually affect individuals, 
particularly if the results of the app are used in a manner where they put significant 
restrictions on those registered as a contact. As a consequence, the designer of such 
an app has duties pertaining to analyzing and evaluating the social and ethical 
consequences of the epistemic content the app would eventually provide. Similarly, in 
the chapter on “Ethics of gamification in health and fitness app’’, Maryam Razavian 
and I discuss how the designers of such apps have responsibilities related to how the 
content of the app (psychologically, for example) affects the users, even if such an app 
is displaying “true’’ information. 
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Second, the assessment and evaluation of the inquiry, and responsible action within 
such inquiry, from an ethical perspective, for example, involved in producing the 
relevant epistemic goods depends not just on the result of the inquiry but also on the 
processes that are part of the inquiry. For example, while users of self-tracking apps 
and devices are interested in knowing actionable insights to improve their health, they 
do not necessarily want that at the expense of harm such as loss of privacy. In the first 
chapter of this thesis, I argue that the actors involved in health data collection and 
processing should be legally responsible for not just producing relevant insights for the 
users but also for taking measures that protect the privacy of the users (Arora, 2019). 
Defining the responsibility of those collecting and processing big data on health in 
terms of processes to be undertaken as part of the inquiry is particularly important 
given the power asymmetries between users of the datafied health ecosystem and 
actors who collect and process the information of such users. The field of critical data 
studies has particularly drawn attention to such power asymmetries within the health 
datafication paradigm (Andrejevic, 2014; Ruckenstein & Schüll, 2017). Such power 
asymmetries are introduced not just by virtue of the vast amount of data corporations 
are able to collect but also in light of the sensitive nature of health information 
recognized by existing regulatory frameworks as well (Arora, 2019). 
 
This point about power asymmetries, within the datafied health paradigm, between 
users and big technology corporations such as Alphabet (Google) and Apple brings 
me to a final point about the non-epistemic aspects of the nature of responsibility such 
corporations should have as facilitators of health inquiry. Responsible behaviour from 
a facilitator of an inquiry, such as a scientific organization, is often the source of 
trustworthiness. Subsequently, such trustworthiness may be necessary to reap the 
benefits of the epistemic goods produced as part of the inquiry. In the chapter on 
“Googlization of Health Research and Epistemic Trust” I make such an argument in 
the context of datafied health ecosystem. Tamar Sharon (Sharon, 2016), in her work, 
has highlighted the ethical significance of the phenomenon termed by her as the 
“Googlization of health research’’ (GHR), characterized by the vast amount of health 
data collected by corporations such as Google and Apple coupled with their 
significant, and increasing, an advantage in terms of technical, financial and human 
resources to analyze this data compared to traditional health research institutions. In 
the second chapter in this thesis, I discuss how the phenomenon of GHR demands 
attention to broader moral responsibilities of such corporations given the potential of 
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moral discrepancies by such actors to significantly affect public epistemic trust in 
scientific research produced within the paradigm of GHR. 

Technological focus of the thesis – Consumer-oriented devices and 
health apps 

Although many technologies enable and are associated with health datafication, and 
this thesis discusses some of them, the focus of this thesis is on consumer-oriented 
health devices, such as smartwatches or other sensor-equipped wearable devices, as 
well as apps driven by smartphones or other smart appliances through which people 
interact for health information. This choice of focus on such technologies is partly 
driven by their transformational potential for the healthcare system. As indicated in 
the discussion so far, by enabling health data collection in large volumes, from a large 
number of people, in settings that exist outside the traditional boundaries of the 
healthcare system, such technologies not only drive the process of datafication but also 
come with potentially disruptive effects on the conceptualization of responsibility and 
on the nature of relationships within the healthcare system.  
 
For example, with respect to the notion of responsibility, the discussion in this thesis 
pushes back against the “empowerment” thesis and the focus by proponents of health 
datafication on individual responsibility for their health. Although consumer-oriented 
health devices come with great potential benefits for users to track, monitor, and be 
informed about their health, such benefits can be realized only with the responsible 
actions of other actors, particularly technologists such as designers of wearable devices 
and developers of health tracking apps, who make critical decisions about what data 
is collected through such apps, the purposes for which such data is collected and 
processed, and in what form is this processed information conveyed to the user. Such 
actors are involved across the data value chain and include - designers and developers 
of such consumer-oriented devices (phases 1 and 3 of the data value chain), designers 
of health-related software (apps) that users interact with on these devices (phases 1 and 
3), policy makers or regulators who may set rules on what data can be collected 
through such devices and the purposes for which they may be processed (phases 1 and 
2), and big tech corporations who may be involved in designing of both hardware and 
software for such devices as well as processing the data collected through such devices 
for commercial and research purposes (all three phases).  
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The choice of focus on consumer-oriented technologies, and the technologists who 
take critical decisions regarding the design and use of such technologies, is also driven 
by the potentially disruptive effects on the nature of relationships in the healthcare 
system and on norms that may apply to interactions within such relationships. For 
example, by giving access to health data to actors outside the boundaries of traditional 
healthcare, and in some cases without social and legal protections, limiting the use of 
such health data, that apply to the traditional actors such as doctors, consumer-
oriented devices threaten to expose users to new vulnerabilities vis-à-vis actors who 
control the data collected through such devices (Ada Lovelace Institute, 2020). 
Similarly, by providing an interactive portal with the healthcare system outside the 
traditional boundaries of the healthcare system, consumer-oriented health devices 
operate in a novel, and somewhat ambivalent (Lupton, 2017; Ruckenstein & Schüll, 
2017), normative environment which can have potentially disruptive effects on 
affective aspects of healthcare for the users of such devices (Lupton, 2017). Many 
scholars have, for example, raised concerns over the accuracy of information received 
through such devices, use of manipulative or psychologically coercive elements on 
such devices to get users to interact more, and reductionist effects of such devices on 
the cognitive understanding of the users of such devices about their health (Ada 
Lovelace Institute, 2020; Lanzing, 2019).  
 
Overall, the increasing popularity of such consumer-oriented devices and their 
potential to disrupt social, legal, and moral norms associated with interactions within 
the healthcare system calls attention for a philosophical inquiry into how such norms 
may be thought anew as well as the role various actors have in upholding such norms, 
and it is this inquiry that this thesis aims to partake in. The overarching aim in this 
thesis is to shed light on the duties and responsibilities of various actors, particularly 
technologists who, for example, design consumer-oriented health devices and apps. 
Such responsibilities and duties are characterized in relation to, and with close 
attention on, the actions, power, and influence of such technologists over decisions 
regarding data collection, data processing, and purposes for which such data is 
processed. While some attention has been paid to the role played by such 
technologists, there are many aspects of their responsibility that are still under-
researched. The research question that drives the inquiry and analysis in this thesis, 
and the chapters within it, is then this: What should be the epistemic, moral, legal, and/or 
social responsibilities of various actors, particularly technologists who design consumer-oriented health 
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tracking apps and devices, towards the users of such technologies who depend on such actors for reaping 
the benefits, and avoiding potential pitfalls, associated with health datafication? 
 
With this context in place, I can now directly familiarize the reader with the themes 
discussed in each of the four chapters that comprise this thesis, including how each 
chapter focuses on the responsibility, which may have both epistemic and non-
epistemic characteristics, of the actors involved in the different phases of the data value 
chain. Through these chapter summaries, I also highlight the interdisciplinary nature 
of the investigation in this thesis, which draws from critique and analyses of health 
datafication from various philoshophical subdisciplines such as ethics and 
epistemology, as well as other disciplines such as law, science and technology studies, 
communication studies, human-computer interaction (HCI), anthropology, and 
sociology. The latter disciplines mentioned here have also informed the empirical 
evidence on various aspects of health datafication discussed in this thesis. Such 
empirical evidence has played a crucial role in providing the motivation for the themes 
and issues explored in this thesis, formulating the overall research question as well as 
specific research questions explored in the individual chapters, and in supporting as 
well as formulating the premises and arguments discussed therein.  

Chapters 

Chapter one of the thesis, titled “Digital health fiduciaries: protecting user privacy 
when sharing health data” focuses mostly on phases 1 and 2 of the health data value 
chain, i.e. data collection and processing. As already highlighted, the epistemic inquiry 
associated with the health datafication paradigm comes with some ethical risks as part 
of the process of the inquiry. The ethical risks related to (loss of) privacy are one such 
example. Privacy risks are central to debates around health datafication as 
datafication seems predicated on the logic that the more the data, the better the 
insights, or in general epistemic goods, one can gain from it. While users of digital 
health technologies, such as wearable devices, are interested in gaining valuable 
insights about their health, they also have legitimate expectations for the protection of 
their privacy, or at least, to keep the loss of privacy and corresponding harms to a 
minimum. This is the argument I follow in this chapter. The chapter also builds on, 
and extends, the concerns raised in scholarly accounts that follow a philosophical-
legal perspective (such as those by Nissenbaum & Patterson, (2016)) regarding 
potentially disruptive nature of self-tracking devices. This chapter explores the 



 

xxiii 

responsibilities of digital health data controllers (those who collect and process health 
data, such as through self-tracking devices), and argues for “fiduciary relationships” 
between data health controllers and the users. A “fiduciary relationship” is a legal 
concept, defining the relationship between two parties, a fiduciary and a beneficiary, 
such that the fiduciary has to keep the interests of the beneficiary at the forefront. As 
in the context of health datafication paradigm, fiduciary relationships exist in contexts 
where there are power asymmetries, and seek to protect the vulnerable party (in this 
case the users of digital health devices whose data is being collected) from the negative 
effects of such asymmetries. I argue that such fiduciary relationships be defined in the 
case of digital health, such that there are deliberative demands on digital health data 
controllers to keep the interests of their data subjects at the forefront as well as cater 
to the contextual nature of privacy when making decisions about the use of health 
data. In particular, these deliberative demands put constraints on the kind of epistemic 
goods data controllers can gain from personal health data as well as the kind of 
epistemic goods they can facilitate by sharing this data with third parties. These 
deliberative requirements ensure that users can engage in collective participation and 
share their health data at a lower risk of privacy harm. 
 
In the second chapter of the thesis, I explore the effects of “Googlization’’ of health 
research (GHR) on warranted epistemic public trust (or trustworthiness) in epistemic 
goods produced by such research. As mentioned earlier, GHR is a term coined by 
Sharon (2016) to refer to the phenomena of large tech companies such as Alphabet 
(formerly Google), Amazon, Apple, etc. moving up as dominant, and perhaps 
indispensable, forces in health research. The question of warranted epistemic public 
trust in scientific output produced through GHR is important for at least two reasons: 
epistemic trust is essential for the successful transmission of epistemic goods, and 
epistemic trust plays an essential in governing and/or legitimizing actions based on 
such epistemic goods. As an example of the latter, the restrictions on businesses and 
individuals during the COVID-19 crisis may potentially be acceptable to people 
because they have warranted epistemic trust in the scientific claims that recommend 
such restrictions. In this chapter, I build on an important insight from social 
epistemology and philosophy of science in the context of epistemic public trust which 
emphasizes that since laypeople often cannot assess the content of scientific claims by 
themselves, they rationally rely on other experts and broadly on moral and 
institutional contexts within and through which such claims are produced. I argue 
that in so far as there are indications of moral failings within practices of GHR, along 
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with (institutional) indicators such as possibilities of bad incentives, there are rational 
reasons against warranted public epistemic trust (or trustworthiness) in claims 
produced by GHR. To be clear, the argument here is not about the trust public has 
in GHR, which could be misplaced, but rather that there are aspects of GHR that 
provide reasons against warranted epistemic trust (trustworthiness) against claims 
produced by GHR. This is another example of how there is a need for responsible 
behaviour from the companies and corporations that constitute GHR, where such 
responsible behaviour spans both epistemic and non-epistemic (such as moral) aspects 
of the inquiry.  
 
The next two chapters of the thesis focus mostly on the third phase of the health data 
value chain – usage. In the third chapter, I discuss the epistemic, and potentially 
ethical, responsibility of designers of digital voice assistants, such as Amazon’s Alexa, 
through which many users receive (or may receive in the future) valuable information 
related to health and disease. For example, during the Covid-19 pandemic, if a user 
in the United States were to ask their Alexa device, “ Alexa, what are the symptoms 
of coronavirus?” – they would be verbally given information regarding known 
symptoms from the US CDC’s (Centre for Disease Control and Prevention) website 
(Porter, 2020). In philosophical terms, this phenomenon of making claims about, 
reporting, or affirming something is known as the speech act of “assertion’’. Some 
philosophers have argued that such instances of information sharing through 
machine-generated speech are equivalent to cases of humans conversationally sharing 
information with other, and should also be classified as assertions. This claim 
regarding machine assertions is partially based on the fact that instances of machine-
generated speech seem indistinguishable from human speech, and advances in digital 
technologies are narrowing this “phenomenological’’ gap even further. In this 
chapter, I argue against the claim that machines can assert. My central argument in 
this chapter is that the speech act of “assertion’’ requires that the asserter be able to 
take responsibility (at least epistemic, but potentially also ethical) for the claim that is 
asserted. Machines, such as the Alexa, I argue fail to fulfill this condition. There is, 
however, a sense in which the designers of devices like the Alexa can take responsibility 
for such machine generated utterances, and hence, at least in some cases, such 
instances of machine-generated speech can be labeled as “proxy assertions”. I further 
contend that only those machine utterances can be deemed as proxy assertions where 
the designers, or a collective of actors whose work influences the utterance, can 
reasonably foresee and therefore, take responsibility for such utterances.  
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From a practical point of view, one of the implications of my argument regarding 
machine (proxy) assertions is that designers should make it transparent to the users of 
devices like the Alexa, the kind of machine utterances that they can foresee and take 
responsibility for (or in other words, which machine utterances can be counted as 
proxy assertions). This transparency is especially important considering the narrowing 
phenomenological gap alluded to above. Empirical evidence suggests that when users 
deem machine speech as equivalent or very similar to human speech (because, for 
example, it sounds human-like), users may form similar expectations from the 
machine, they would have from a human regarding, for example, the accuracy of the 
claim (Schreuter et al., 2021). In other words, when machine speech is 
phenomenologically similar to human speech, users may come to expect such speech 
to be a product of (epistemically and perhaps even ethically) responsible action. It is 
important, then, that designers of devices like the Alexa ensure that users only have 
such expectations when the machine speech is, in fact, a result of such responsible 
action – which is only possible when designers can actually foresee and take 
responsibility for the machine-generated speech. This is particularly crucial in 
contexts, such as in healthcare, where the epistemic and ethical risks of unwarranted 
and/or inappropriate epistemic expectations can be high and problematic.  
 
The final chapter of the thesis focus on the phenomenon of gamification in the context 
of health and fitness apps – that is, - the use of game-like elements such as rewards 
and badges given to users as motivation for physical activity. While such “gamified” 
apps can have a valuable motivational effect on some users, they also come with a 
“darker side”. Sociological analyses of such apps has highlighted, for example, how 
such gamified apps can manipulate users into behavior that may be psychologically 
as well as physically harmful (Lupton & Thomas, 2015; Maturo & Setiffi, 2016). 
Addressing such concerns is not only of moral importance but also of significance for 
those interested in engagement with and the effectiveness of such apps. Existing 
studies that highlight the ethical challenges of gamification have met with some 
criticism, particularly, that they fall short of providing guidance to practitioners and 
designers of such apps. In other words, they fail to outline the responsibility of the 
designers of such gamified apps. As a response to this vacuum, this chapter seeks to 
facilitate a practice-relevant guide for designers of gamified health apps to address 
ethical issues raised by the use of such apps. More specifically, the paper has two major 
aims: First, to propose a practice-relevant theoretical framework outlining the 
responsibilities of the designers of gamified health apps. In developing this framework, 
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the chapter engages with existing work on ethical dimensions of gamification as well 
as on theoretical approaches to technological design that are centered around the idea 
of designing for the value of “responsibility” (van de Poel & Robaey, 2017) . The 
second aim of the chapter is to provide a landscape of the various ethical issues 
encountered in the use of gamified health apps based on a systematic literature review 
of the empirical literature investigating adverse effects of such apps.  

Conclusion 

In this introduction I have tried to provide the social and philosophical context to the 
changes within the healthcare system as part of the datafication phenomena. This 
datafication of health, characterized by an increasing amount of quantification of 
aspects of our lives, is particularly driven by consumer-oriented health devices. Such 
consumer-oriented health tracking devices, and associated data processing 
technologies, challenge long-entrenched social norms governing collection and flow 
of health information at an individual as well as the collective level. Scholars from 
disciplines such as sociology, law, anthropology, and science and technology studies 
have highlighted how such normative disruptions caused by self-tracking technologies 
may create new vulnerabilities for the users of such devices, as well as for society at 
large. While health datafication technologies do present exciting opportunities for the 
empowerment of its users, such users, as well as the society at large, depend on other 
actors to address the potential new vulnerabilities created by such technologies. The 
overarching aim of this thesis is to shed light on the duties and responsibilities, which 
could be moral, legal, epistemic, and/or social in character, of various actors 
associated with such consumer-oriented health devise, particularly in their actions 
influencing data collection through such devices as well as the purposes for which such 
data may be processed.  
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Chapter 1. 
Digital Health Fiduciaries: Protecting 
User Privacy when Sharing Health Data 

Introduction 

Much has been written about the opportunities of a health revolution offered by the 
recent proliferation of digital devices, associated apps, and network-based platforms 
(Lupton, 2015). For example, health data such as heart rate, quantified physical 
activity, sleep quality, etc. can allow individuals to make healthier diet and exercise 
choices. However, the potential of digital devices in capturing health data to positively 
transform the health system goes beyond the individual level. In an aggregated form, 
with collective participation from various users, this data can offer much more 
valuable insights at a much larger scale. Examples of such insights include 
understanding of effects of various environmental factors on human health, the 
development of new exercise and training regimes, correlations between health 
symptoms and diseases, correlations between disease risk and physical activity, etc. 
(Lupton, 2015). Further, interpreting the significance of health data (such as that 
captured in a clinical setting or by a self-tracking device- heart rate, physical activity, 
etc.), even at the level of the individual, is often contingent upon collective 
participation, as it requires statistical comparison of a set of a data points (Crawford 
et al., 2015).  
 
Collective participation, however, faces a conflict introduced by privacy concerns of 
the individual (Evans, 2011). The stakes are particularly high for health data, as 
inappropriate handling of health information can inflict objective harms on 
individuals (such as discrimination in employment or insurance or loss of reputation) 
as well as psychological or subjective harm (Gostin & Hodge, 2001; Konnoth, 2015). 
Several surveys and polling data across the developed world have shown that many 
individuals are concerned about health data breaches as well as misuse of breached 
data (Gostin & Hodge, 2001; Patil et al., 2015). A type of ‘exceptionalism’, in terms of 
the requirement of a higher level of privacy protection for health data has been 
recognized in past legislation, and has been reinforced by contemporary phenomena 
such as increased rate of medical identity theft as well as high monetary worth of 
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health data (Martin et al., 2017; Terry, 2012) . For users to trust digital platforms and 
share their health data, these concerns need to be addressed. A prominent response 
to these concerns has been advocacy for greater transparency and consent 
mechanisms, which would allow users a better understanding of and control over how 
their health data is used (Kaplan, 2016). 
 
However, transparency and consent mechanisms, I argue in this chapter, are 
inadequate in protecting against privacy harms, or creating trustworthiness required 
for users to share health data, on account of the ‘costs’ of transparency. These ‘costs’ 
of transparency can be seen as a function of three different factors: accessibility; time 
required (to access and understand the information); and complexity of the 
information. I, therefore, further argue that digital health data controllers1 should be 
recognized as fiduciaries, such that they have responsibilities that require them to keep 
the interests of the users at the forefront in making decisions about processing of health 
data. Besides compensating for the unaffordability of transparency, I argue that 
fiduciary duties impose deliberative requirements on fiduciaries (health data 
controllers, in this case) that are necessary to cater to the contextual nature of privacy. 
These deliberative requirements ensure that users can engage in collective 
participation and share their health data at a lower risk of privacy harms. 
 
Recently, Jack Balkin and Jonathan Zittrain have suggested that online service 
providers should be deemed information fiduciaries (J. M. Balkin, 2015; Zittrain & 
Balkin, 2016). They have pointed out that such a move would require calibration of 
duties for different kinds of online service providers as a one-size-fits-all approach is 

___________________________________________________________________ 
1  Here I use the term ‘controller’ as defined by the upcoming GDPR (General Data Protection 

Regulation) in the European Union. According to GDPR, a controller “means the natural or legal 
person, public authority, agency or other body which, alone or jointly with others, determines the 
purposes and means of the processing of personal data”; where “personal data means any 
information relating to an identified or identifiable natural person (‘data subject’); an identifiable 
natural person is one who can be identified, directly or indirectly, in particular by reference to an 
identifier such as a name, an identification number, location data, an online identifier or to one or 
more factors specific to the physical, physiological, genetic, mental, economic, cultural or social 
identity of that natural person”; and “processing means any operation or set of operations which is 
performed on personal data or on sets of personal data, whether or not by automated means, such 
as collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, 
consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment 
or combination, restriction, erasure or destruction;” (“Art. 4 GDPR – Definitions | General Data 
Protection Regulation (GDPR),” n.d.) 
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unlikely to succeed (J. Balkin, 2014). Here, I have taken up their suggestion and 
adapted it for the more specific case of digital health data controllers. I argue that 
health data controllers should be recognized, by law, as fiduciaries and outline the 
specific duties, as well as the scope of such duties, that digital health data controllers 
should have as fiduciaries.  
 
This chapter is divided into four main sections. In section 1, I argue that transparency 
does not adequately protect health data subjects against privacy harms, or enable 
users to trust those they share personal data with. In section 2, I discuss relevant 
aspects of fiduciary law, including its underlying characteristics, objectives, principles, 
and reach. This discussion establishes the background for section 3, where I argue 
that the relationship between digital health data controllers and users should be 
recognized as fiduciary for three reasons: a.) the relationship shares key features with 
traditional fiduciary relationships; b.) it involves circumstances similar to those that 
have led to establishing fiduciary relationships in the past; and c.) fiduciary law is 
better suited than contractual or statutory law to protect user privacy and enable trust 
required for sharing health data with health data controllers. In the final part of 
section 3, I propose an account of the scope of fiduciary duties that digital health data 
controllers should owe to their beneficiaries (users sharing health data). Finally, in 
section 4, I present some of the gaps in fiduciary law, and highlight issues which, even 
if my proposal is adopted, would continue to demand our attention in the path to 
ensuring ethical conduct in processing of our health data.  

1. Transparency 

As information sharing becomes more ubiquitous, privacy trade-offs have attracted 
due attention. In recent years, transparency and control approaches (such as ‘notice 
and consent’ regimes) have been touted as one of the important measures to help 
individuals steer through privacy trade-offs (Acquisti et al., 2013; Kaplan, 2016). The 
argument is made that if individuals are informed about how their data will be 
handled (for example, what is being collected and to whom it is disclosed), then they 
will be able to decide their preferences regarding privacy protection and disclosure. 
The utility of transparency has also been recognized through, and embedded into, 
legislation across the developed world. In the EU, the incoming GDPR (General Data 
Protection Regulation) recognizes transparency as one of the central principles with 
regard to processing of personal data (“Recital 58, GDPR,” n.d.; Spagnuelo & 
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Lenzini, 2016). It also states that data controllers should provide easily accessible 
information to data subjects (“Art. 12 GDPR,” n.d.). Similarly, in the United States, 
the Health Insurance Portability and Accountability Act (HIPAA), through the 
‘Privacy Rule’, demands notification about the use of health information to the 
respective individuals, documentation of privacy policies, as well as storing of details 
regarding access of information (for example, who has accessed the information) 
(Farrell, 2012; Spagnuelo & Lenzini, 2016).  
 
The success of transparency, in alleviating individual privacy concerns, as well as in 
promoting sharing of data for beneficial purposes (such as research), however, seems 
limited. The HIPAA Privacy Rule, for example, has been criticized both for allowing 
too much access to data (as individual concerns regarding sharing of their data for 
research were not addressed) as well as for restricting sharing of data for useful 
research (as consent requirements impeded sharing of data) (Evans, 2011).  
 
One of the limitations of transparency, I argue, is its cost. This cost can be seen as a 
function of accessibility, the time required (to access and understand the information), 
and complexity of the information.  
 
In the case of digital health information, there are few barriers to accessibility as 
information (regarding privacy policies and use of data) can be made readily available 
on the platform. Most digital platforms, by legislation or on a voluntary basis, already 
do share their privacy policies with the users along with certain control mechanisms 
(such as the ‘notice and consent’ forms). However, these privacy policies are still 
‘costly’ to users on account of the time required to read them. Studies have shown that 
users generally do not read these privacy policies, or do so infrequently (McDonald & 
Cranor, 2008). In their own study, McDonald & Cranor (2008) estimated that the 
annual opportunity cost, in the US alone, for just reading privacy policies of online 
websites would be in the order of $781 billion.2 
 
The actual costs of transparency may actually be much higher, as privacy policies, for 
most individuals, are hard to read and understand (Jensen & Potts, 2004). While data 
controllers may fulfil their legal obligations related to transparency by providing 

___________________________________________________________________ 
2  The study conducted by McDonald & Cranor (2008) asked 212 participants to skim through online 

privacy policies and answer simple comprehension questions. It estimated the value of time as 25% 
of average hourly salary for leisure and twice wages for time at work in the US.  
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‘notice and consent’ forms and privacy policies, individuals may still be uncertain 
about what they are consenting to (Barocas & Nissenbaum, 2009). This is largely due 
to the subjective complexity dimension of transparency.  
 
Candeub (2013) provides the example of Sherlock Holmes as a good illustration of the 
subjective nature of transparency’s complexity (or ‘computational’, the alternative 
nomenclature used by the author) dimension. In the movie The Seven-Per-Cent Solution, 
Dr. Watson deceitfully arranges a meeting between Dr. Sigmund Freud (relatively 
unrenowned in the timeline of the movie) and Sherlock Holmes in Vienna. Dr. 
Watson hopes that Freud would be able to cure Sherlock of his cocaine addiction. 
When the two meet, Freud, intending to induce a reflection upon Holmes’ addiction, 
asks him, “Who am I, that your friends should wish us to meet?” ((The Seven-Per-Cent 
Solution, 1976) quoted in (Candeub, 2013)) 
 
Holmes, defeating the question’s intended effect, responds with an exhibition of his 
deductive skills, “Beyond the fact that you are a brilliant Jewish physician who was 
born in Hungary and studied for a while in Paris, and that certain radical theories of 
yours have alienated the respectable medical community so that you have severed 
your connections with various hospitals and branches of the medical fraternity, 
beyond this I can deduce little. You’re married, with a child of... five. You enjoy 
Shakespeare and possess a sense of honour.” ((The Seven-Per-Cent Solution, 1976) quoted 
in (Candeub, 2013)) 
 
While these facts about Freud were transparent to Sherlock Holmes through the 
objects in Freud’s study, for most other people the same objects would not have made 
these facts transparent. 
 
While privacy policies may not require a rare genius of Sherlock’s capacity to be 
understood, they do pose a serious challenge for those not well versed with legal terms, 
the technical know-how related to data analytics, as well as privacy implications of the 
terms enlisted. Barocas & Nissenbaum (2009) further the claim, by arguing that 
(current and future) uses of data, to a degree, may not only be difficult to understand, 
but rather unknowable. This unknowability, they claim, follows from the uncertain 
chain of events linked to the use of data, such as emergence of new technologies (for 
example, new analytical tools or advanced algorithms) and new actors (with unknown 
intentions).  
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The limits of transparency are further exposed by research indicating that 
transparency and control might paradoxically increase disclosure of sensitive 
information (Acquisti et al., 2013). Consent mechanisms can also exploit (known and 
still unknown) cognitive biases, such as limited attention span, framing effects, and 
decision making heuristics, in how people interpret and act on available information 
(Acquisti et al., 2013; Kahneman & Tversky, 1979). For example, Adjerid, Acquisti, 
Brandimarte, & Loewenstein (2013), in a series of experiments, demonstrate how 
simple misdirections can alter a subject’s perception of privacy risks, even though the 
objective risks (and corresponding facts) are not altered.  
 
Eventually, rather than being empowered by transparency, the individual (consenting 
to share their data) has to take a leap of faith and rely on the assumption that the 
actors involved in the use of an individual’s data will be committed to a set of ethical 
principles, professional commitments, and guiding norms and regulations which 
protect the individual from privacy harms. When the data being shared is particularly 
sensitive, such as in the case of health data, the individual is in a rather vulnerable 
position relative to the data controller, decreasing the incentive to share data, even for 
beneficial purposes such as research that may led to the discovery of new preventive 
or treatment mechanisms for various diseases.  

2. Fiduciary relationships 

Sharing of personal or sensitive information for individual or social benefits is not 
unique to the contemporary digital platforms. Individuals also share sensitive 
information with doctors, accountants, and lawyers. In such cases, these professionals 
are bound by duties which restrict the use of such sensitive information in ways that 
can be harmful to, or against the interest of, the individual. These duties are 
established through the notion of ‘fiduciary responsibility’ assigned to some types of 
professionals, such as doctors and lawyers, with whom sensitive information is shared 
(Frankel, 2010). In this chapter, I argue that digital health data controllers should also 
be assigned an information fiduciary role, wherein, they are required to keep the 
interests of data subjects at the forefront, particularly regarding the protection of 
privacy. However, before presenting an account of why health data controllers should 
be given such a role, and what that might entail, I will offer a discussion of fiduciary 
relationships and fiduciary responsibilities in general. This discussion will highlight 
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key features of fiduciary relationships as well as conditions under which those features 
are advantageous compared to other legal instruments such as contracts.  

2.1. The nature of fiduciary relationships 

Courts recognize fiduciary relationship of various kinds, including, as already 
mentioned, doctor-patient, attorney-client, trustee-beneficiary relationships. Yet, 
there seems to be no consensus on a definition of fiduciary relationships (Frankel, 
2010). While some claim that a lack of definition makes fiduciary law “elusive’’ (D. G. 
Smith, 2002), others argue that the lack of definition is incidental, or even a necessary, 
aspect of fiduciary law’s “situation-specificity and flexibility’’ (Rotman, 2011, p. 941). 
Courts have therefore, based their judgements on particular facts of a case, 
recognizing the difficulty of providing a universally applicable definition (Frankel, 
2010). In one case concerning fiduciary law, for example, the English court of appeals 
remarked that the court “has always been careful not to fetter this useful jurisdiction 
by defining the exact limits of its exercise” (Rotman, 2011, pp. 940–941).  
 
Despite this lack of a common definition, fiduciary relations do have some common 
elements. These elements include: 
 

1. Fiduciaries offer services (rather than products) that are socially desirable 
(Frankel, 2010). 

 
Fiduciary relationships usually involve an expertise being offered as a service to those 
who rely on the fiduciary. Typically, without the relationship (between those offering 
expert service and those availing themselves of it) being established as fiduciary in 
nature, the services would not be able to produce the desirable social effect (in degree 
or in kind). For example, a client would not be able to trust their attorney with 
personal information and attorney’s advice, without there being a fiduciary 
relationship between them (where the attorney has a duty to keep the best interest of 
the client at the forefront). 
 

2. Fiduciaries are entrusted with a discretionary power over the interests of the 
beneficiary 
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Typically, in a fiduciary relationship, the fiduciary agent acts ‘on behalf of’ the 
beneficiary (Licht, 2016; D. G. Smith, 2002). The beneficiary entrusts a ‘critical 
resource’ or power to fiduciaries, where the fiduciaries are required to act in the 
interest of the beneficiary (Frankel, 2010; D. G. Smith, 2002). The critical resource 
may be tangible, such as property or finances, or intangible, such as personal 
information (such as health details disclosed to a doctor). The entrustment is to enable 
or facilitate the fiduciary to deliver their services.  
 

3. Fiduciary law (through assigning fiduciary duties and obligations) counters the 
asymmetrical power relationship between fiduciaries and beneficiaries and 
protects the beneficiary against opportunism (Licht, 2016).  

 
As mentioned above, fiduciaries are entrusted to act on behalf of the beneficiary, 
giving them control over the interests of the beneficiary. This power over the 
beneficiary’s interests introduces a power asymmetry between the fiduciary and the 
beneficiaries and gives rise to a common problem among the fiduciary relations, 
opportunism (Licht, 2016). By requiring the fiduciary to act in the interest of the 
beneficiary, fiduciary law hinders those with a propensity for being self-interested or 
opportunistic at the expense of the beneficiary, when entrusted with discretionary 
power over someone’s interests.  

2.2. Why are fiduciary relationships established? 

While the elements described above are common features of fiduciary relationships, 
they do not fully explain the distinction between fiduciary and non-fiduciary 
relationships. For example, several non-fiduciary relationships are also based on 
expert services being offered to clients, where the experts can exploit their 
authoritative or informational advantage for their own benefit. Electricians, plumbers, 
teachers, are all examples of professions that provide such services, which do not have 
fiduciary status. A plumber, for example, may advise you to install a new faucet, even 
though you may not need one, simply for their own benefit. A doctor, on the other 
hand, on account of his fiduciary duties, may not ask you to undergo a surgery that 
you don’t need, just because the doctor will earn more money out of it (Drozd & Dale, 
2006). Why then do we require that some experts have an obligation to keep the 
interests of their client at the forefront? In other words, why then are some 
relationships deemed fiduciary by law while others are not? This section aims to 
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highlight some of the justifications for as well as advantages of fiduciary law over other 
legal instruments, offered by courts and legal scholars.  
 
Historically, acknowledgement of fiduciary relationships can be categorized in two 
ways (P. Miller, 2011): 
 

a. Status-based 
b. Fact-based 

 
As the name suggests, status-based fiduciary relationships are determined through 
status. If a relationship falls under a category that has conventionally been recognized 
as fiduciary, then it is deemed as fiduciary. Examples of conventional fiduciary 
relationships include doctor-patient, attorney client, and director-companies. The 
conventional status of these relationships descends from English equity courts during 
and shortly after the middle ages, which deemed a relationship as fiduciary if it was 
similar to trustee and cestui que trust3 (P. Miller, 2011). For example, (Worthington, 
2006) writes:  

[F]iduciary law evolved from Equity’s regulation of the relationship between trustees and 
beneficiaries. Over time these rules were extended, with minor modifications, to cover 
other situations that seemed analogous. Now it is accepted that relationships between 
directors and their companies, agents and their principals, solicitors and their clients, and 
partners and their co-partners are all fiduciary. These are all ‘status-based’ fiduciary 
relationships. The status itself inevitably attracts fiduciary impositions. 

A number of courts have since, however, raised objections to the status-based 
approach to determination of fiduciary status. Justice Dickson, for example, stated in 
Guerin4, “It is the nature of the relationship, not the specific category of actor involved 
that gives rise to the fiduciary duty” (P. Miller, 2011). Similar arguments have since 
led to efforts to define fiduciary principles, such that facts, rather than status, can be 
used to determine fiduciary relationships. Defining these principles also allows for 
making decisions about relationships that are new (such as between health data 
controllers and users) or may arise in the future. 
 

___________________________________________________________________ 
3  Archaic term in English law for beneficiary under a trust (Cestui Que Trust, 2006) 
4  (Guerin v. The Queen, 1984) was a landmark case regarding Aboriginal rights in Canada, where the 

Supreme Court stated that the government had a fiduciary duty towards the First Nations of Canada.  
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While there doesn’t seem to be a consensus on what facts or conditions are necessary 
and sufficient for determination of a fiduciary relationship, a number of such 
conditions have been offered. Here I discuss some of the most important proposed 
conditions, and their possible limitations: 
 

1. Power-dependency and vulnerability  
 
As discussed earlier, fiduciary relationships involve entrustment of discretionary 
powers to the fiduciary, which they shall use to the interest of the beneficiary. Justice 
Wilson argues that certain features, which are common among fiduciary relationships, 
should be used as a criteria to determine other fiduciary relationships (P. Miller, 2011). 
These common features, which can be used as identifying characteristics of fiduciary 
relationships, according to Justice Wilson, include: a.) a scope for exercise of unilateral 
discretionary power by the fiduciary over beneficiary’s interest; and b.) vulnerability 
of the beneficiary to the fiduciary holding the discretionary power.  
 
These criteria have, however, met with some criticism, both within and outside courts, 
as being insufficient reasons for establishing a relationship as fiduciary. Justice 
Cromwell, for example, argued that not all power-dependency relationships have 
been and can be deemed fiduciary in nature (P. Miller, 2011). (Biological) parents, for 
example, are not deemed as fiduciaries, even though children are dependent upon 
them (Brinig, 2011). Similarly, vulnerability, as an indicium for fiduciary relationships, 
seems too broad and imprecise. 
 

2. Enabling trust in relationships  
 
Beneficiaries place significant trust in fiduciaries by giving away access and control 
over their resources. By demanding fiduciaries to act against self-interest, and in the 
interest of the beneficiaries, fiduciary law plays an important role in enabling the 
beneficiary to trust agents with discretionary power over them.  
 
However, the idea that trust, or need for trust, can be sufficient in itself for establishing 
fiduciary relationships is also not without its problems. First, contract law can also 
enable trust between parties by establishing the rules within which the parties must 
act. Rotman (2011) states that fiduciary law protects not just any relationships 
requiring trust, but only those that require high trust and confidence. This distinction 
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between the need for trust and high trust seems wanting of further elaboration and 
support. Second, as courts have recognized in some cases, trust may also be misplaced, 
where individuals should not have had expectations of behaviour in their interest 
(Brennan-Marquez, 2015). Therefore, using trust as a criterion for establishing 
fiduciary relationships would require an explanation of why trust is warranted for that 
specific relationship between a fiduciary and beneficiary.  
 

3. To support equity, as anti-opportunism  
 
The origins of modern fiduciary law, as discussed earlier, can be traced at least as far 
back as the English equity courts of the fourteenth century (P. Miller, 2011; H. E. 
Smith, 2013). The function of equity courts was to hear pleas where the law seemed 
limited in its invocation of justice, on account of being too general, or where it seemed 
unable to cater to the specific circumstances of a particular case (H. E. Smith, 2013). 
These courts drew from the principles of equity as defined by Plato and Aristotle, 
which were meant to plug gaps in laws (Rotman, 2011; H. E. Smith, 2013). These 
gaps in laws existed, according to Plato, because laws aimed for being certain and 
universal, while the human condition tends to lack universality and certainty 
(Rotman, 2011). Many of the hearings in the English equity courts were for charges 
against “feoffees”, who were persons holding legal title on behalf of others in a quasi-
trust agreement (H. E. Smith, 2013). The courts, through several hearings, held that 
feoffees should not be opportunistic and “faithless’’, in taking the entrusted property 
to themselves (H. E. Smith, 2013). H. E. Smith (2013) and Frankel (2010) provide 
accounts of how modern fiduciary law originates out of these early litigations against 
opportunism, and to enable trust between parties.  
 
However, the idea of fiduciary law as a tool against opportunism warrants more 
examination for a number of reasons. First, if opportunism is “self-interest seeking 
with guile” as defined by (O. E. Williamson, 1975), then examples of opportunistic 
behavior seem much more frequent than the number of cases where fiduciary law is 
applied. A number of non-fiduciary economic actors, for example, seek self-interest 
with some guile, without requiring the courts to intervene through fiduciary law. 
Secondly, as argued before, if an agent is entrusted with power or resources to warrant 
opportunism, the said agent could also be restricted through contract law. Why then 
do we require the category of fiduciary relationships? In order to answer that question, 
we need to examine if fiduciary law has distinct advantages over contract or statutory 
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law in countering opportunism as well as under what conditions those specific 
advantages can be useful.  
 
Fiduciary law’s advantages over contract or statutory law in countering opportunism 
 
Fiduciary law seeks to prevent not just any opportunism, but as Smith (2013) has 
argued, rather opportunism that is “hard to capture ex-ante” and thus, cannot be 
countered by general rules. As Smith (2013) notes, this difficulty in capturing 
opportunism ex-ante is more than a difficulty in description, particularly in cases 
where an agent has discretionary powers over the others. In such cases of discretionary 
authority, the agent has a pre-existing informational advantage over the principal. 
This informational advantage may involve three types of information: costly, 
unobservable and unverifiable (Licht, 2016). Information may be costly, for example, when 
the principal may not be able to monitor the actions of agent (with discretionary 
power) as it might be too expensive to do so. With discretionary power, including 
access, to the principal’s resources, the agent may act in ways which may make it 
difficult for the principal to observe at all, or to observe the circumstances around the 
actions of the fiduciary to judge whether the agent acted in principal’s interest. Finally, 
even if the principal were to know the circumstances and the actions of the agent, lack 
of expertise may make it difficult for the principal to judge whether the agent has 
breached their duties.  
 
While contract law or statutory law (in the form of regulations, for example) can be 
useful in preventing some types of opportunism, it is not useful in limiting opportunism 
that cannot be detected (for example, on account of costly, unobservable or 
unverifiable information). Within economic literature, this problem is often referred 
to as incomplete contracting, referring to the impossibility of anticipation of all future 
contingencies as well as the infeasibility of codifying instructions to counter all 
anticipated contingencies (Sitkoff, 2011). Further, unlike Williamson’s proposed 
definition of opportunism (as seeking self-interest with guile), opportunism may not 
always be in the form of a full blown planned deceit. Unexpected circumstances may 
generate unexpected opportunities for an agent entrusted with power or resources, 
without them actively seeking such opportunities. In this regard, the use of equity 
against opportunism requires an open-endedness, which can fill the gaps of 
prescriptive principles contract laws work on. As I argue later in section 3, dealing 
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with the contextual nature of privacy is one example where fiduciary law can be more 
advantageous than a prescriptive contractual approach. 
 
Fiduciary law, thus, provides the legal system with a way to counter opportunism 
which cannot be completely dealt with through contract law. The open-ended 
approach required to guard against opportunism, that cannot be detected ex-ante, 
also partially explains the lack of consensus among courts and scholars regarding a 
common definition for fiduciary relationships and why fiduciary law seems like a 
“concept in search of a principle” (P. Miller, 2011).  

2.3. The nature and scope of fiduciary duties 

Owing to the open-ended nature of fiduciary law, fiduciary duties are abstract, lacking 
a consensus on a common definition. Nonetheless, legal scholars and courts generally 
tend to recognize two fiduciary duties, broadly defined: duty of loyalty and duty of 
care (P. Miller, 2011). While there is broad consensus on there being a duty of loyalty 
(though there may be issues with what exactly that duty entails) (Gold, 2013), the duty 
of care is more controversial.  
 
Miller (2011), recognizing the controversial status of duty of care, defends it as an 
important fiduciary duty. As the main argument against the inclusion of duty of care 
as a fiduciary duty, he cites it being “indistinguishable in substance from tort duty”5 
(P. Miller, 2011, p. 55). Miller argues that unlike tort duty of care, which prescribes 
conduct to avoid foreseeable harm, duty of care within fiduciary law requires diligence 
and skill. That is, fiduciaries are not only required to not cause harm to the beneficiary, 
but they are also required to use their expertise to the best of their knowledge to make 
sure that the beneficiaries are not harmed.  
 
There is, however, at least one other argument against the inclusion of duty of care as 
a fiduciary duty: the duty of care, particularly, as defined by Miller, seems too 
expansive and difficult to carry out for a fiduciary. Or, in other words, it makes it too 
easy for a beneficiary to claim a breach.  Smith (2013), for example, argues that the 
duty of care opens the opposite door for opportunism, the one for the beneficiary. 
With the requirements of diligence, skill, and putting forward one’s best efforts, the 

___________________________________________________________________ 
5  Tort law, simply defined, is common law that recognizes legal liability for someone who causes harm 

to another in the form of a civil wrong (Dobbs, 2008).  
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beneficiaries can claim a breach just for profit, and without any true injury caused to 
them. Further, as I will explain below, the duty of loyalty can also require the fiduciary 
to play a more active role in ensuring the interests of the beneficiary are kept at the 
forefront.  
 
There is broad consensus that the duty of loyalty is central to fiduciary duties, and 
fiduciary law in general. However, there is some debate on what this duty entails, and 
particularly to what ‘degree’ a fiduciary should be loyal to their beneficiary. That is, 
how far should a fiduciary go in pursuit of beneficiary’s interests (and in avoiding 
fiduciary’s own self-interest)? Here, I take cue from Lyman Johnson’s work, where he 
argues that fiduciary loyalty involves two conditions: minimum and maximum (L. 
Johnson, 2003). On a similar note and using the discussion presented by Gold (2013), 
I present two distinct notions of loyalty, which can be taken as minimum and 
maximum conditions.  
 

1. Loyalty as avoidance of conflict (Minimum condition) - Miller (2011) describes 
loyalty (or ‘faithfulness’) as avoidance of conflict. Here, he makes distinctions 
between two types of conflict avoidance, both of which are deemed necessary 
fiduciary obligations. 
 
The first is avoiding conflict of interest, where the fiduciary avoids the conflict 
between their pursuit of beneficiary’s interest and their self-interest. The 
second type of conflict avoidance is avoiding conflict between the fiduciary’s 
duties to the beneficiary and the fiduciary’s pursuit of other people’s interests. 
 
The anti-conflicts rule can be seen as minimum core of fiduciary duty of 
loyalty, even though a narrower version of this rule exists (Gold, 2013). Under 
this narrower version, only avoidance of conflict of interest is seen as necessary, 
while fiduciaries are not required to have undivided attention towards one 
beneficiary.  
 

2. Loyalty as affirmative devotion (Maximum condition) – While the anti-conflict 
rule only increases chances of the fiduciary ensuring the best interests of the 
beneficiary, loyalty as affirmative devotion requires that a fiduciary does so. A 
number of court cases, particularly in the United States, have identified 
fiduciary loyalty as one of affirmative devotion (Gold, 2013). In this conception 
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of loyalty, the fiduciary is required to play a more active role in pursuit of the 
beneficiary’s interest, producing a similar effect as intended by Miller’s 
conception of diligent and skillful duty of care. As argued before, such a duty 
can be difficult to enforce, particularly for epistemic reasons, as it is difficult to 
know and judge whether a fiduciary had an affirmative devotion toward the 
beneficiary. It can still be a legal duty though, enforceable only in rare 
circumstances: where the court can deem a breach to have occurred, for 
example (Gold, 2013).  

 
Besides these two conceptions of loyalty, there are a number of other conceptions of 
loyalty offered by various scholars, who also disagree on what should be the core 
minimum of fiduciary loyalty (Gold, 2013). Some, for example, have argued that 
affirmative devotion should be seen as the minimum core of fiduciary loyalty. (Gold, 
2013) provides an account of various conceptions of fiduciary loyalty, demonstrating 
that no single account is universal enough to be deemed as a minimum core. This, 
however, does not entail that there is no duty of loyalty, only that such a duty is 
abstract and depends on the circumstances of a particular relationship. As (Gold, 
2013) points out, the under-determined nature of the minimum core of fiduciary 
loyalty does not mean it is an empty vessel. Rather, it points to a pluralism within 
fiduciary law, which may require reassessment of existing, and more precise 
formulations of new, specific fiduciary relationships. This pluralism can be embraced 
and utilized, once the idea of needing a specific conception of fiduciary loyalty can be 
rejected. An abstract conception of fiduciary loyalty allows for a more dynamic 
approach to fiduciary duties in specific settings, such that they can be reassessed with 
time, particularly when there are changes in socio-technical structures. This chapter 
attempts to provide a basis for the need for fiduciary loyalty on part of digital health 
data controllers as well as specify what such a duty of loyalty should entail.  

3. Digital health data controllers as fiduciaries 

3.1. Arguments for recognizing digital health data controllers as 
fiduciaries 

In this section, I present three main arguments for recognizing the relationship 
between digital health data controllers and users sharing their health data as fiduciary: 
a.) the relationship shares features with traditional fiduciary relationships; b.) the 
relationship involves circumstances similar to those that have led to establishing 
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fiduciary relationships in the past; and c.) fiduciary law is better suited than contractual 
law in protecting user privacy and enabling trust required for sharing health data with 
data controllers. 
 
Before I expand on the arguments for recognizing health data controllers as 
fiduciaries, however, it is important to discuss what is meant by ‘health data’. As 
discussed before, previous legislations in the developed world have afforded a higher 
level of privacy protection for health data (Bywater & Armstrong, 2015; Terry, 2012). 
Yet, these legislations, such as the EU data protection directive (DPD), which has now 
been superseded by GDPR, do not define health data (Bywater & Armstrong, 2015). 
Defining health data can be particularly hard in the present context, where ‘health’ 
apps collect a variety of data (such as location data) which may or may not reveal the 
health status of a person. While providing a full discussion on definition of health data, 
and its precise formulation, is beyond the scope of this chapter, the definition proposed 
by Article 29 Working Party (2015) is useful. According to this proposal, personal data 
qualifies as health data when it meets at least one of the following criteria: 
 

1. It is clearly/inherently medical data 
2. It is raw sensor data which can be independently, or in combination with other 

data, used to draw conclusions about health status or health risk of an 
individual 

3. It allows for reasonable conclusions to be drawn about an individual’s health 
risk or health status, irrespective of the accuracy, legitimacy, or adequacy of 
these conclusions6 

 
One problem with this definition, which the Article 29 working party also notes, is 
that it may make the definition of health data seem too broad. Given the argument of 
this chapter, one might worry that such a broad definition would impose fiduciary 
duties on an overly wide range of data controllers (Article 29 Working Party, 2015). 

___________________________________________________________________ 
6  While this clause may make the definition of health data employed here seem broad, the working 

party argues that it actually excludes a category of personal data from being categorized as health 
data (using the criterion that these conclusions be reasonable and about the specific individual). For 
example, data about number of steps taken by the data subject in a single walk, without being 
combined other data about the same data subject, would not divulge health risk or status of the 
specific data subject and therefore, would not be regarded as personal health data. For a more 
detailed account of the merits and demerits of this definition, see the annex to (Article 29 Working 
Party, 2015) 
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One important merit of this definition, however, is that it is able to include data 
controllers who collect data outside traditional healthcare settings. This is crucial as 
in this digital age a lot of health data, worthy of protection, is collected outside 
traditional health settings.  
 
In order to reach a balance between not making the definition too broad, while also 
included data controllers who collect data through, say, mobile apps and wearable 
devices, I propose that fiduciary duties be imposed on health data controllers who a.) 
Process data with the intention of using the data to determine the health status of a 
specific person7, or b.) Collect raw data in situations where it will be reasonable for a 
data subject to conclude that the data is being collected to determine their health 
status. The first criterion is to ensure that raw data which may not seem to be health 
related in an obvious way, but is then used in a way that the health status of the data 
subject is revealed, is also protected. Raw data, which may not seem like health data, 
when collected over long periods of time, or combined with other data, for example, 
may reveal health status of specific individuals and needs protection. At the same time, 
according to this criterion, data controllers who process such raw data, but do not 
intend to use it to determine health status of a specific person, would not be charged 
with fiduciary duties. Yet, there is a risk here that some data controllers may collect 
sensitive health data, which would be worthy of protection, but claim that they do not 
intend to use it to determine health status of specific subjects. This could, for example, 
be the case with data collected through sensors on mobile or wearable devices, where 
the data subjects may reasonably conclude that the data is collected for health related 
purposes (because, for example, the marketing of the device may suggest that data is 
being collected in the interest of individual or public health). The second criterion I 
have proposed plugs this loophole. 
 
With this working definition, I argue that digital health data controllers share features 
of traditional fiduciaries in that they offer socially desirable services and enjoy a 
significant advantage over the users from whom they collect health data. There is an 
asymmetrical relationship between the users and the digital health data controllers, as 
users typically lack expertise, information about digital health data controllers as well 
as information about the actions digital health data controllers might take with the 
user data. This vulnerability of the users relative to the digital health data controllers 

___________________________________________________________________ 
7  Article 29 working party also proposes a similar criteria but does not include it in their definition of 

health data (Article 29 Working Party, 2015) 
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can be seen as grounds for establishing a fiduciary relationship, as has been argued by 
some scholars and courts.  
 
As discussed earlier, fiduciary relationships are also established on grounds of enabling 
trust. Digital health data controllers, in some cases, also put themselves forward as 
trustworthy organizations that will not misuse user data and present themselves as 
acting in the interest of their users (for example, “Fitbit Privacy Policy,” 2016). At the 
same time, digital health data controllers do not disclose full details about their 
handling of our data (and sometimes for good reasons such as security (as disclosing 
detailed data security measures can be jeopardizing) and competitiveness). This 
incomplete disclosure, coupled with the high costs of transparency, can create a lack 
of trust among the users, eventually leading to non-participation (by not sharing data, 
for example) in the promised digital health revolution. Fiduciary relationships 
between the users and digital health data controllers, where the latter is required to 
act in the interests of the users, can therefore, be valuable in making data controllers 
trustworthy and facilitating collective participation. 
 
The need for establishing trust and compensating for vulnerability, however, as 
argued earlier, may not be sufficient for establishing fiduciary relationships, even 
though they may have advantages. The third and most important reason for 
establishing fiduciary relationships between data subjects and data controllers with 
whom health data is shared, I argue, is that fiduciary relationships are better suited 
than contractual or statutory obligations (such as those associated with privacy 
agreements users click ‘agree’ on their digital devices (contractual) or defined through 
legislation (statutory)), for protection of user privacy or for balancing protection of 
privacy with other goals related to societal interests.  
 
To this end, I argue that stringent privacy protection is difficult to achieve through 
prescriptive legal measures, such as those possible through contracts or privacy 
agreements. Even if the users were able to afford the costs of transparency, and give 
informed consent for the use of their data, the changing nature of technology would 
still leave the door open for privacy harms and opportunism by those who want to 
cause these privacy harms. As discussed earlier, fiduciary law, as opposed to contracts, 
affords the kind of deliberative and strategic interaction required to guard against the 
opportunists. Privacy is contextual, and depends on multiple factors, such as the 
nature of information, the context it is shared in, prospective users of that information, 
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etc. (Nissenbaum, 2011a; Solove, 2007). Fiduciary law allows for the flexibility 
required to cater to the contextual nature of privacy. Here, I will use security, 
anonymization and data minimization as examples of contextualization and flexibility 
required to deal with privacy issues. These, however, are just examples, and not an 
exhaustive list of cases where decisions and methods for privacy protection require 
contextualization. 
 
Securing user data, an integral aspect of privacy protection, requires diligence and 
regular upgrading of security measures against cyberattacks and hacks. The recent 
case of the cyberattacks on the UK’s National Health Service computers with the 
ransomware WannaCry is a case in point (Martin et al., 2017). Systems were largely 
found vulnerable because of a failure to upgrade software, rendering them unable to 
cope up with the ransomware (Martin et al., 2017). Health data, as discussed before, 
is particularly valuable to cyber attackers and healthcare is, therefore, one of the most 
targeted sectors in terms of cyberattacks (Athinaiou, 2017; Martin et al., 2017). 
Securing health data, thus, requires diligent measures, which can guard against an 
opportunist hacker who may exploit vulnerabilities in a digital system. Data security 
may also require some secrecy or incomplete disclosure of data security policies (to 
keep them secret from hackers, for example). It can be difficult to counter such 
opportunism through use of contracts which specify what steps health data controllers 
need to take to secure user data, as it will be hard to anticipate all future contingencies 
(such as new tools for hackers or changes in security technologies). Fiduciary law, on 
the other hand, because of its open-ended approach and deliberative requirements 
(through the duty of loyalty) can be helpful in ensuring that health data controllers 
take appropriate measures to secure user health data. Fiduciary law can also help 
increase data sharing by not prescribing expansive security requirements for 
controllers who are collecting less sensitive or easily securable data.  
 
Another crucial aspect of privacy protection for electronic data is anonymization 
(Ohm, 2009). Anonymization aims to make re-identification of data subjects 
impossible, such that data can be shared for useful purposes, in an aggregated form, 
without the risks of privacy harms. The importance of anonymization or de-
identification (either one or both), has also been recognized in and embedded into 
legislation, such as through the European Union’s GDPR and HIPAA in the United 
States (Hintze, 2017; Yakowitz, 2011). These laws often prescribe techniques for 
anonymization, such as removal of personal identifiers (such as names, phone 
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numbers, social security numbers, etc.) (Ohm, 2009; Yakowitz, 2011). However, 
recent studies have shown that such prescriptive techniques may not be adequate, as 
computer scientists were able to re-identify individuals from anonymized data stripped 
off personal identifiers (Narayanan & Felten, 2014; Ohm, 2009). Stringent 
anonymization may therefore, require contextualization such that data is also stripped 
of indirect identifiers or is randomized, depending upon the kind of data that is 
collected (Ohm, 2009). Further, the risk of re-identification may not be the same for 
all kinds of data, and for some data, it may be enough to apply techniques that make 
re-identification complex enough to take away the incentives for re-identification 
(Yakowitz, 2011).  
 
Another problem with prescribing anonymization through legal measures is that 
anonymization may not even be desirable for some kinds of data. Evans (2011) points 
out that anonymization may render linking data longitudinally impossible. 
Longitudinal health data, collected across different health environments, can be 
invaluable in generating insights for an individual as well as on a more general level, 
for example, by helping researchers determine the correlations between different 
biological factors and enable more organized efforts to tackle health and social 
problems (Evans, 2011; Holman et al., 2008). Requiring anonymization for all health 
data may take away the opportunity to assemble longitudinal data for research as well 
as for other uses wherein the data subject may benefit without serious threats to their 
privacy.  
 
Thus, as in the case of securing user data, anonymization too requires contextual 
decision making. Such contextual decisions can be hard to codify in the form of 
contracts, which would have to anticipate all future contingencies in all possible 
contexts. As fiduciaries, digital health data controllers would be able to make 
contextual decisions about anonymization, where they can decide whether or not 
anonymization is needed, and to what degree.  
 
Finally, as a third example of the advantages of a contextual approach to privacy, 
consider data minimization. Data minimization as a principle has also been included 
in the GDPR and states that data must be “limited to what is necessary in relation to 
the purposes for which they are processed” (“Art. 5 GDPR” n.d.). In addition to the 
scope of data collected, the minimization principle within GDPR also relates to the 
time for which it is retained and stored (“Recital 39” n.d.; Zarsky, 2016). The 
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minimization principle can be important in protecting user privacy by limiting the 
opportunities for collecting irrelevant data as well as minimizing cyber security risks 
by requiring controllers to delete data when no use is intended. However, in the age 
of big data analytics, an ex-ante analysis of relevance of data and restrictions on its 
retention can severely limit the benefits of big data analytics. This has also been noted 
by other commentators (see Zarsky (2016)) while some have also predicted that a 
requirement such as data minimization is likely to be breached (Rubinstein, 2012)8. 
Again, a contextual approach to privacy, as made possible through a fiduciary 
approach, can achieve a better balance between privacy protection and achieving 
benefits of big data analytics, by loosening the data minimization or replacing it by 
achieving the intended effects of minimization through other means wherever 
necessary. While contractual law and statutory law (such as GDPR) also can (and do, 
in case of GDPR9) have context-sensitive features, a fiduciary approach can enable 
more flexibility in fulfilling data controllers’ obligation of protecting user privacy, 
particularly in allowing data controllers to choose the most appropriate method of 
doing so while ignoring recommendations that may be counter-intuitive or 
disadvantageous in the given context.  
 
Further, as fiduciaries, digital health data controllers would not only be required to 
take a contextual approach to privacy protection, but also not deceive or actively harm 
the data subject in pursuing their obligation to protect the privacy of data subjects. 
This is an advantage over contract or statutory law, which may leave room for 
opportunistic or deceptive behavior on part of data controllers (see for example 
Wachter (2018 and Zarsky (2016) for examples of loopholes in GDPR which data 
controllers might use for their benefit and which may deny rights to data subjects 
exposing them to risks). 
 
Here, I have outlined how fiduciary relationships between health data subjects and 
health data controllers can enable collective participation by ensuring better decisions 

___________________________________________________________________ 
8  GDPR does allow some exceptions for application of the minimization principle, but these exceptions 

also have problems and may not be applicable for a variety of big data analyses (see Zarsky (2016) 
for a more detailed discussion of limits of data minimization principle as included in the GDPR).  

9  For example, Article 25 (“GDPR – Data protection by design and by default,” n.d.) states that data 
controllers should take into account “state of the art, the cost of implementation and the nature, 
scope, context and purposes of processing as well as the risks of varying likelihood and severity for 
rights and freedoms of natural persons” in determining the appropriate measures in implementing 
privacy by design.  
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are made concerning data on behalf of the users. Fiduciary relationships not only 
compensate for the high costs of transparency, but are also better suited than 
alternative approaches as they can flexibly contextualize privacy (and privacy 
protection).  

3.2. Nature and scope of duties and obligations that health data 
controllers should have as fiduciaries 

As argued in section 2.3, central to fiduciary law is the duty of loyalty, which primarily 
dictates that fiduciaries must keep the interests of the beneficiaries at the forefront. 
Yet, as argued earlier, scholars and courts do not share a consensus on the scope of 
such a duty, that is, how far should the fiduciaries go in pursuit of beneficiaries’ 
interest. The duty of loyalty can range, for example, from avoiding conflict of interest 
to an affirmative devotion towards the beneficiary.  
 
The abstract and open-ended nature of fiduciary duty of loyalty, however, as I argued 
earlier, does not render it an empty vessel. Rather, it opens up the possibility for 
pluralism within fiduciary law and for more precise formulations of specific fiduciary 
relationships. At the same time, if the duty is too expansive, within a specific fiduciary 
relationship, then the duty will be too difficult to carry out. The open-ended and 
abstract nature of fiduciary duty, therefore, needs to be balanced with specificity about 
the interests of the beneficiary that the fiduciary should pursue within a specific 
fiduciary relationship.  
 
The proposal that we specify the scope of fiduciary duty, such that there are bounds 
to fiduciary loyalty, is not unique and is also applied to traditional fiduciaries. For 
example, physicians are not expected to be loyal to their patients at all costs. A 
physician, for example, is only obligated to provide care to a patient at a reasonable 
time and place (for instance, a physician is not obligated to attend to night or house 
calls) (Mehlman, 2015). 
 
Courts also recognize similar limits to the degree of loyalty physicians owe to their 
patients. That is, while the physician is expected to keep the patient’s interest ahead 
of his own interest, courts recognize that there should be reasonable limits to the 
expectation of such loyalty from the physician. For example, while physicians cannot 
deny treatment pending assurance of payment in urgent situations, they may 
terminate their relationship unilaterally (even on financial grounds) with the patient 
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as long as the patient is given notice and reasonable opportunity to get treatment 
elsewhere (Mehlman, 2015). 
 
It is therefore, important to specify the bounds of fiduciary duty that health data 
controllers have towards their data subjects. First, as an essential part of duty of 
loyalty, health data controllers should not use information collected by them to harm 
individuals, for example, by harassing, exploiting, embarrassing, or manipulating 
them. Beyond this primary requirement, I argue here that the duty of loyalty for 
health data controllers should be specifically about protection of privacy of the users 
sharing their health data. Catering to individual privacy concerns is an important step 
in enabling trust within the users to share their data, and thus, opening the way for 
collective participation in the digital health revolution. As argued, in the previous 
section, privacy protection requires contextualization, wherein the type of data as well 
as the technologies involved in collection, storage, and sharing are taken into 
consideration. The duty of loyalty, aimed specifically at protecting privacy of users, 
thus, still requires deliberation and diligence on the part of health data controllers.  
 
At the same time, defining the duty of loyalty as specifically aimed at privacy 
protection avoids the danger of making the duty too expansive, and the corresponding 
difficulties of carrying out such a duty. An expansive duty of loyalty, such as one 
requiring a general affirmative devotion to the user, might take away the incentive for 
health data controllers to invest in digital health technologies, and thus, hamper the 
path towards a better healthcare system.  
 
For example, an alternative possibility to the scope of fiduciary loyalty proposed here, 
would be to require that fiduciaries go beyond protection of privacy, and also ensure 
that a broader or general set of interests of the users are kept at the forefront when 
sharing health data with third parties, even in anonymized and de-identified form. 
This would, for example, require that data is shared only for purposes that are 
beneficial to the users. Such an expansive requirement, however, would put too much 
burden on health data controllers to evaluate the outcomes of the data shared by them 
with the third parties. It would also significantly reduce the incentive for health data 
controllers to share data, even in an anonymized form, for health research, as that 
might open up a possibility for claims of breach by users who may not find the aim or 
outcomes of the research in their interests. This is not to argue that health data 
controllers should be allowed to share data with any third party. Rather, the lawful 
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basis of sharing data with third parties should not be determined solely through 
fiduciary duties (which could lead to more abstract and expansive definition of 
fiduciary duties), but also through legal instruments such as those already 
implemented (Long, 2017).  

3.2.1. Fiduciary breach vs medical malpractice 

In the previous part of this section, I claimed that health data controllers themselves 
should not use information collected by them to harm individuals, for example, by 
harassing, embarrassing, or manipulating them. Not causing harm to the beneficiary 
is an essential part of fiduciary duty and without such a requirement, users would not 
be able to trust the health data controllers, even if they are assured that their data 
would not be shared with third parties in an identifiable form. However, I claim here 
that a distinction should be made between harms caused by medical advice provided 
by health data controllers and other harms where health data controllers use the data 
provided by users against them (for example, to harass, manipulate or embarrass 
them). Harms caused by medical advice by health data controllers, I argue, should be 
classified as medical malpractice, similar to how law treats harmful or bad medical 
advice by physicians. In the following paragraphs I provide the arguments for why 
such a distinction should be made and in particular, why the distinction is important 
for the future of digital health.  
 
With the use of big data and machine learning algorithms, digital health apps not only 
collect and monitor health data, but also offer personalized advice to the users 
(Higgins, 2016). This phenomena of impending reliance upon machine learning 
algorithms for health advice (as well as diagnosis and treatments) is referred to as 
“black-box” medicine (Ford & Price, 2016). A key feature of black-box medicine is its 
opacity, as the amount of data involved and the complexity of algorithms, make it 
hard for humans to know exactly how the algorithms work (Ford & Price, 2016).  
 
The algorithms involved in black-box medicine rely upon using machine learning 
techniques to find underlying patterns in a large quantity of data. The large datasets 
required for accurate algorithms, however, will take time to assemble, and in the early 
stages of black-box medicine, as we stand now, these algorithms maybe prone to errors 
(Price, 2017a). These errors demand a careful set of regulations and legal instruments 
to protect the users, and this has attracted the attention of regulatory bodies in the 
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developed world, such as the Food and Drug Administration (FDA) in the United 
States (Price, 2017b). 
 
Regulating black-box medicine, however, can be quite challenging and there are risks 
involved in both, under-regulation and overregulation (Price, 2017b)10. While under-
regulation runs the risk of leaving the users exposed and vulnerable to medical harms, 
the risks of over-regulation come in the form of cost to innovation (Price, 2017b). 
Requiring strict criteria for verification of black box algorithms may significantly 
increase the hurdles to get such products to the market, and thus, forestall the 
possibility of algorithmic medicine to improve the health care system. Further, 
verification of algorithms used in black-box is difficult in most cases, and even 
impossible in some (Ford & Price, 2016)11.  
 
While fiduciary law could be used to force health data controllers to take steps to 
design error free algorithms, such a move may not only disincentivise investment into 
digital health technologies, it may also be impractical. The risk of being found guilty 
of a fiduciary breach may force companies to abandon algorithmic medicine, as 
guaranteeing an error free algorithm may not be possible. Further, there is also a risk 
that users may claim a fiduciary breach (on account of a health data controller not 
being loyal) even when there is no harm or when the degree of harm is too small. The 
argument here is not that health data controllers should not be held accountable for 
the algorithms they develop and use, rather that the harms caused by those 
algorithms, in medical context, should be treated similar to medical malpractice and 
resolved through other legal instruments. Price (2017a), for example, argues that laws 
such as medical liability litigation can and should be used for accountability of 
algorithmic medicine.  

___________________________________________________________________ 
10  For a more detailed overview of current approaches to regulation of algorithmic medicine, see (Price, 

2017b) 
11  (Ford & Price, 2016) suggest two main ways for verifying algorithms used in Black-box medicine: 

clinical trials and computational verification. Both methods come with enormous practical 
challenges. In the case of computation verification, most regulating bodies aren’t equipped with 
expertise to carry out such a verification. While independent third parties might compensate for the 
lack of expertise, it would require significant compensation for third parties to offer their expertise. 
Further, for a comprehensive verification, third parties would require a broad access to data used to 
develop algorithms, which may open further concerns about privacy of the users. Clinical trials, on 
the other hand, are slow and expensive, and in most cases would only offer a small benefit. See (Ford 
& Price, 2016) for a more detailed overview.  
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Again, the proposal to make a distinction between fiduciary harms and medical 
malpractice is not unique to algorithmic medicine. The said distinction is also 
applicable, under current law, for physicians (Mehlman, 2015). Courts make a 
distinction between medical malpractice and fiduciary harms caused to the patient. 
For injuries caused by sub-standard care (including wrong or bad medical advice), as 
well as to deter unreasonable or unprofessional behavior by physicians, medical 
liability law is applied, with physicians being tried for medical malpractice (Mehlman, 
2015; Price, 2017a). In contrast, fiduciary law is usually reserved for protection of 
patient confidentiality and for rare cases of physicians’ acting purely out of self-interest 
(Drozd & Dale, 2006; Mehlman, 2015).  
 
As I have discussed in this chapter, fiduciary law is abstract and open-ended. Applying 
fiduciary law to regulate algorithmic medicine would be detrimental to the progress 
of and innovation within the field of algorithmic medicine, which at least in theory, 
and with other instruments of regulation, can have significant positive effects on the 
state of healthcare. The scope of fiduciary duties for data health controllers defined 
here attempts to find a balance between protecting individual interests, by addressing 
privacy concerns, and collective interests of getting valuable insights about human 
health as well as facilitation of research and innovation required for gathering such 
insights. 
 
Finally, it should be noted that although through this section I have tried to specify 
the bounds of fiduciary duty of loyalty, the courts would have an important role in 
contextual interpretations of these bounds, and in deciding whether a fiduciary breach 
has taken place or not. This is not a limitation, but rather an important aspect of 
fiduciary law, which can push the fiduciary to go beyond what can be defined by 
contractual law in protecting the interests of the beneficiary. As discussed in an earlier 
example, fiduciary duties are better suited than statutory or contractual obligations to 
ensure that health data controllers take appropriate data security measures to protect 
user data from hackers. At the same time, data breaches may happen due to 
vulnerabilities beyond the control of health data controllers12, leaving it upon courts 

___________________________________________________________________ 
12  For example, cyber-attacks may exploit what are known as “Zero-day” vulnerabilities which haven’t 

been discovered yet, even by the vendors of the software (with such vulnerabilities) (Kumar, 2014). 
Similarly, cyber-attacks maybe carried out through non-technical means, such as by gaining physical 
access to network systems through use of force or physical attacks (Byres et al., 2004). 
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to decide whether, for a particular case, the security breach also amounts to a fiduciary 
breach or not.  

4. Gaps in and limits of fiduciary law  

While the application of information fiduciary status to health data controllers will 
address user concerns about privacy when sharing health data with digital health data 
controllers, there are other problems that remain unsolved with this proposal, and 
would need to be addressed by other methods. For instance, there is a threat that 
creation of health data repositories by private entities may lead to “commercialization 
of science”, and dilution of principles of scientific integrity as research moves from 
universities to private companies (Sharon, 2016). There is also no guarantee that 
markets will lead to sharing of this data with third parties that can advance the state 
of healthcare for the society as a whole. There is a possibility, for example, that owing 
to economic inequalities, the use of such devices, and hence, collection of data, may 
be limited to an economically privileged section of society, which may further escalate 
inequalities in health care delivery as well as create population biases when, and if, 
such data is used for purposes such as drug discovery or disease diagnosis (Sharon, 
2016). 
 
One challenge for the proposal to give information fiduciary status to health data 
controllers is the diverse nature of legal systems and regulations across the globe. In 
an inter-connected digital world, where the data can move easily across borders, this 
is a challenge for most data regulation policies (Bu-Pasha, 2017). The unique 
challenge for the proposal to have fiduciary relationships between health data 
controllers and data-subjects, however, is that fiduciary law is explicitly defined in only 
a few legal systems, in particular in systems of common law tradition (for example, in 
legal systems of countries such as USA, Australia, England, Canada) (Gelter & 
Helleringer, 2018). By contrast, civil law jurisdictions, such as in countries in 
continental Europe, fiduciary duties or relationships are not explicitly defined (Gelter 
& Helleringer, 2018). Yet, as Gelter & Helleringer (2018) have argued, there are 
implicit fiduciary principles within civil law systems and in some domains, civil law 
jurisdictions have even added fiduciary equivalents to existing law. The aim of this 
chapter has to been to argue for fiduciary principles-- in particular, the duty of the 
fiduciary to keep the interests of beneficiaries at the forefront through deliberation 
and diligence—to deal with privacy issues concerning health data. Since there are 
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provisions within civil law systems that are principally similar to fiduciary law, an 
absence of explicit fiduciary law would not be a major constraint in adopting the 
principles argued for in the chapter. Yet, future work in legal scholarship is needed to 
sketch out the details of this proposal, bearing in mind the challenge brought forth by 
the movement of data across legal regimes.  
 
In section 3.1, I also pointed out the challenge in defining health data, and therefore, 
digital health data controllers. I argued that fiduciary duties should be imposed only 
on digital health data controllers who a.) Process data with the intention of using the 
data to determine the health status of a specific person, or b.) Process raw data in 
situations where it will be reasonable for a data subject to conclude that the data is 
being collected to determine their health status. These criteria are important to reach 
a balance where the scope of data controllers with fiduciary obligations is not too 
expansive, while sensitive health data is still protected. While the criteria I propose 
may achieve this balance principally, there is more work required to define these 
criteria in a legally pragmatic way.  
 
Further, there are permissible latitudes within the fiduciary law which leave open the 
possibility of exploitation. For example, physicians can breach patient confidentiality 
to protect public health (Mehlman, 2015). There are also exceptions to lawyer’s 
fiduciary duty to their clients, and the attorney-client privilege which protects client’s 
information. Governments, for example, may use such latitudes and exceptions within 
fiduciary law, by forcing health data controllers to share information with them on 
grounds of public safety. Governments have made similar claims in the past, 
mandating access to digital data, which has led to mass surveillance on the grounds of 
public safety (Abelson et al., 2015).  
 
Finally, while my proposal for assigning fiduciary duties to health data controllers has 
focused primarily on privacy, there are other dimensions of what may be in the 
interest of the users. While some of them may be covered by the no harm (harassment, 
exploitation, manipulation) condition in my proposal, a more robust and deeper 
understanding of the nature of such harms and of the ways in which exposure to such 
harms by particular actions of data controllers manifest themselves is needed. Such 
understanding may allow us to refine the scope of fiduciary duties so as to cater to user 
interests beyond privacy while avoiding the perils of an expansively defined scope of 
fiduciary duties. Alternatively, a deeper understanding of user interests’ and how they 
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are influenced by the actions of data controllers may allow us to design other legal and 
social institutions that may complement a fiduciary type regulation proposed here. 
 
So, it should be emphasized that this chapter is not an argument to abandon the 
ambitions for instruments such as transparency and accountability when dealing with 
health data controllers, as they can help in enabling increase the literacy of citizens 
about issues related to privacy, as well as issues beyond privacy, enabling a more 
democratic governance of digital tools and healthcare system as a whole. The limits 
of and gaps in the fiduciary law I have pointed out above are a testimony to the fact 
that my proposed solution can only take us so far. It also reminds us that we, as 
members of society, must continue to ask questions about our rights to fair treatment 
and the ethical conduct owed to us by those involved in the collection, use, analysis, 
distribution, and sale of our personal data.  

5. Conclusion 

Digital health technologies have the potential to transform healthcare by helping 
individuals live healthier lives as well as by providing valuable insights about our 
health as a collective. This potential revolution, enabled by the collection, use, and 
analysis of large amounts of health data, however, requires collective participation 
and poses threats to the individuals, exposing intimate information to privacy related 
harms. In this chapter, I have argued that transparency mechanisms do not 
adequately address individual privacy concerns, and thus, do not enable the trust 
required for collective participation.  
 
To ensure protection of privacy of users sharing health data, I have argued that the 
relationship between users sharing health data and digital health data controllers 
should be recognized as a fiduciary relationship, such that health data controllers have 
the responsibility to keep the interests of the users at the forefront. The relationship 
between health data controllers and users shares characteristics with traditional 
fiduciary relationships and involves similar circumstances as those under which 
traditional fiduciary relationships are recognized. A fiduciary relationship between 
health data controllers and users is also better suited than alternative approaches for 
protecting user privacy and thus, enabling users to trust data controllers with their 
health data.  
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Chapter 2. 
Googlization of  Health Research and 
Epistemic Trust 

Introduction 

In August 2014, Alphabet (formerly Google) announced that its research arm would 
be undertaking the “Baseline study’’, a research project to map the human body and 
“create the fullest picture of what a healthy human being should be’’ (Barr, 2014). The 
study, eventually launched to the public in 2017 by Verily Life Sciences (Alphabet’s 
health subsidiary), aimed to collect a large amount of phenotypic health data from 
10,000 participants over the course of multiple years. Besides traditional health data, 
such as historical, clinical, and laboratory-generated data recorded through EHR 
(Electronic Health Records), the participants would also contribute to a 
multidimensional longitudinal health data set recorded through the use of wearable 
devices and other sensor-based technologies (Arges et al., 2020). The project aims to 
combine this phenotypic data with “population-based aggregate and environmental 
data such as local and national census data, socioeconomic data, and Centers for 
Medicare & Medicaid Services (CMS) data” (Arges et al., 2020). In this project, Verily 
is working with researchers at Duke and Stanford University to figure out what the 
study should measure as well as analyze the collected data. Sam Gambhir, one of the 
researchers at Stanford who helped design the project, was quoted about this 
partnership in 2017, saying that even if they (researchers at Stanford) had a large 
amount of federal funding, “we’d still have to find someone like a Verily or Alphabet 
to work with because of the large data structure needs and interactivity between 
participants and the internet (Rogers, 2017)”. Verily is also said to contribute to the 
project by providing and designing data collection tools such as smart watches as well 
as its expertise in data analysis (Rogers, 2017). This increasingly important role played 
by large tech companies such as Verily (or Alphabet) is emblematic of a model of 
research termed by Tamar Sharon (2016) as “Googlization of health research” 
(GHR).  
 
GHR, according to Sharon, is characterized by a promise to advance health research 
through collection of a large variety of heterogeneous data, such as through consumer-
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oriented tracking devices, as well as offering technological capabilities to effectively 
manage and analyze this complex data. Sharon argues that GHR is made possible 
through a framing under which “health and medicine are framed as problems of 
effective management of complex data” leading to “experts in data management 
inevitably becoming experts in health research” (Sharon, 2019). It is not surprising 
that then besides Alphabet, other major consumer technology companies – Amazon, 
IBM, Apple, and Facebook – have all made moves into the health sector. Apple’s 
Researchkit platform, for example, allows researchers to collect heterogeneous data 
through smart phone and watch sensors, and is being used to conduct several major 
multi-participant studies (Jardine et al., 2015).  
 
The increasing influence of major tech firms over public health research and services 
is also exemplified by its partnerships with public health bodies and institutions both 
before and during the current COVID-19 pandemic crisis. The National Health 
Service (NHS) in the UK, for example, already had partnerships and data-sharing 
agreements with DeepMind (Alphabet subsidiary) and Amazon. During the current 
pandemic, NHS has established more such partnerships and agreements with firms 
including Microsoft, Alphabet, and Palantir (Crouch, 2020). Palantir, for example, is 
contracted by NHS to help in coordinating the response to the COVID crisis by 
tracking and monitoring several key indicators such as hospital admissions and use of 
beds and equipment (Crouch, 2020). Similarly, Apple and Google are among the 
leading firms to have launched contact tracing solutions that rely on Bluetooth signals 
to detect whether an individual has come in contact with other infected individuals 
(Kelion, 2020).  
 
Yet, despite the promise of GHR, there is skepticism about how useful it might be in 
producing reliable results. In the case of contact tracing, for example, several issues 
have been raised. One of them is that Bluetooth-based contact tracing may lead to a 
high number of false-positives by counting epidemiologically insignificant “contacts’’ 
(Lee, 2020). Other problems include low-uptake of such apps, lack of appropriate and 
necessary technical requirements for successful contact tracing in most prevalent 
smart phones, and a possibly high prevalence of these two problems among the 
vulnerable populations such as the elderly and those from lower socio-economic 
groups (Kelion, 2020; O’Neil, 2020).  
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Similar epistemological problems of reliability have been raised in use of medical AI 
in health research, a space where Verily and Deepmind, both Alphabet subsidiaries, 
are heavily involved. Ii & Nicholson (2019) have, for example, argued that current 
practices around the development of medical AI suffer from a contextual bias 
springing from its data resourcing practices which involve resourcing data almost 
exclusively from high resource contexts (where this refers to places with better medical 
equipment, better technologies to collect and curate data, availability of experts to 
administer trials, provide care, and other practices relevant to data collection and 
evaluation of success). This was exemplified in a recent report stating that Google’s 
AI to predict diabetic retinopathy in Thailand, while very accurate in lab settings, 
frequently failed to give results when deployed to test patients in real-world settings 
(MIT Technology Review, 2020). 
 
Despite these misgivings, trends such as partnerships with public institutions suggest 
that GHR is on the rise and will play an important role in health research ecosystem. 
It is also not a given that epistemological problems associated with GHR, such as the 
problem of contextual bias alluded to above, may not be addressable and a number 
of proposals to address those problems have already been suggested (Burlina et al., 
2020; Parikh et al., 2019). Yet, as I will argue in this chapter, the range of epistemically 
important consequences of GHR is not limited to direct epistemological problems 
such as contextual biases, low quality of data, and its opacity. Rather, social and moral 
values also play an important role in determining the epistemic dimensions of GHR, 
such as its trustworthiness for the public. The implication of this argument is that big 
tech corporations, such as Alphabet and Amazon, associated with health datafication 
not only have epistemic responsibilities but also moral and social responsibilities 
towards their users in order to warrant epistemic trust in epistemic goods produced 
by GHR. 
 
To elucidate my argument in this chapter, I will be relying on the notion of epistemic 
trust. Epistemic trust can be defined as being disposed to believing a proposition p on 
someone’s claim that p on the assumption that she is in a position to know whether p 
and will express her belief truthfully (Barrotta & Gronda, 2020; Fuerstein, 2013). 
Epistemic public trust in science (that is, epistemic trust in scientific claims by the 
public) is important for both common as well as individual good. As exemplified by 
the recent corona crises, epistemic public trust is important for citizens to abide by 
government decisions, such as strict lockdowns, based on scientific claims, as well as 
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to decide their individual health and hygiene practices. In the context of GHR, 
epistemic public trust is important not just for determining whether the public accepts 
actionable claims produced through GHR but also for future participation in practices 
necessary for GHR (such as data sharing).  
 
The chapter argues that GHR threatens public epistemic trust as it is invariably 
associated with epistemic inequality which weakens the role of direct epistemic values 
in warranting trust and, in its current form, is associated with a number of social, 
moral, and institutional factors that do not supply adequate grounds for public 
epistemic trust (or such factors provide grounds against epistemic trust). This 
argument also entails that even if the standard epistemological problems associated 
with GHR, such as issues of opacity and contextual bias, were addressed, this would 
not remove the public’s reliance on social, moral, and institutional factors for 
epistemic trust. In this sense, it is necessary to address problems associated with such 
social, moral, and institutional factors in order to give the public adequate grounds 
for epistemic trust in epistemic goods produced through the use of resources that 
currently enable GHR. 
 
The chapter proceeds as follows: In section 1, I lay down the argument that epistemic 
public trust in science is grounded not primarily through epistemic factors but through 
a range of social, moral, and institutional indicators about a given scientist who is the 
target of such epistemic trust. In section 2, I elucidate the nature of epistemic 
inequality associated with GHR. In Section 3, I expand on the currently available 
social, moral and institutional indicators of GHR and its associated practices, and how 
they may lead to loss of epistemic trust or even supply reasons for epistemic distrust 
among the public.  

1. Epistemic Public Trust in Science: The reliance on social, moral and 
institutional factors 

Epistemic Trust can be defined as being disposed to believing a proposition p on 
someone’s claim that p on the assumption that she is in a position to know whether p 
and will express her belief truthfully (Barrotta & Gronda, 2020; Irzik & Kurtulmus, 
2019). Epistemic trust is particularly important in clear-cut cases of epistemic 
inequality, that is, cases where one has good reasons to defer to the testimony of 
someone else who may be a reliable and more competent source of information on 
the given subject. Epistemic inequality may come in at least two forms: as resulting 
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from a difference in competence and as resulting from a difference in accessibility 
(Barrotta & Gronda, 2020). So, for example, when A trusts B’s claim that p, it may be 
either because A herself cannot and does not have access to reasons for p, or because 
B is more competent than A about p (and A knows that B is more competent about p).  
 
The relationship between lay-people and scientific experts is an important instance of 
such epistemic inequality. This epistemic inequality with respect to scientific 
knowledge has increased over the course of history, as scientific knowledge 
increasingly relies on specialized tools (both cognitive tools, such as mathematical 
models, and technical tools such as electronic sensors) as well as specialized knowledge 
possessed by only a few (Hendriks et al., 2016). The need for epistemic public trust in 
science, that is for the public to have epistemic trust in science, arises because of this 
inequality as members of the public may either lack access to reasons justifying a 
scientific claim, or they may not be as competent as a given scientist to assess the said 
claim, or both. In such a scenario, where the public does not have access to direct 
epistemic reasons to accept a given scientific claim p, a number of authors suggest that 
what the public can and should instead do is rely on a variety of social, moral and 
institutional factors that indicate the trustworthiness of the scientist(s) (Barrotta & 
Gronda, 2020; Fuerstein, 2013; Irzik & Kurtulmus, 2019; Origgi, 2012; K. Rolin, 
2015). 
 
Barrotta & Gronda (2020), for example, write:  

“we do not simply hold that, in an expert/layperson scenario, deontological and 
institutional considerations are capable of influencing the justification that a subject has 
for believing that p; more radically, we also argue that deontological and institutional 
considerations are the only factors that influence the epistemic justification a layperson 
can advance for p.” 

Here, Barrotta & Gronda (2020) do not specify what deontological factors specifically 
entail other than that these refer to rules a good scientist follows. I take it that they are 
referring to factors that do not necessarily relate to the epistemic qualities (such as 
truth-conduciveness) of their output but to implicit and explicit ethical values of the 
scientists that play an important role in scientific research.  
 
The importance of such social and ethical values in scientific research has been argued 
for by many authors (de Melo-Martín, 2019; Douglas, 2017; K. Rolin, 2015).  
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De Melo-Martín (2019) and Douglas (2000, 2017), for example, have argued that the 
role of ethical and social values is particularly important as science has not just 
epistemic but also social aims. Non-epistemic values can play an important role in 
deciding which aims are pursued (agenda-setting) as well as how science is 
communicated. The importance of the latter (role of values in science communication) 
is particularly salient in cases of inductive risk: cases where a scientist has some 
evidence for a high stakes claim (for example, some claims related to COVID19, 
which not only have important consequences, but may also demand urgency), and 
then must decide whether the evidence is sufficient to communicate such a claim to 
the public. The argument of inductive risk is essentially that in accepting a hypothesis, 
a scientist has to decide whether the evidence warrants the acceptance where the 
warrant of such acceptance depends not only of the evidence but also risks related to 
errors, and a moral judgement on acceptable levels of the risk of such an error in a 
given social context (K. Rolin, 2015). In this way, moral and social factors play an 
important role both in pursuit of science but also in judgements about trustworthiness 
of a scientist who needs to assess the moral and social contexts of their research.  
 
Wilholt (2013) also frames a similar argument for the importance of moral values in 
scientific practice, and claims that moral values are not only essential for science 
communication but also play a significant part in methodological decisions made 
during scientific inquiry. For Wilholt, epistemic trust is more than mere reliance and 
involves trust in the testifier’s (or the scientists making a claim) ability to understand 
her moral responsibility for inductive risks and making sound value judgements 
concerning such risks. For Wilholt, this implies that epistemic trust, which is trust in 
the idea that ‘scientific endeavors are appropriately geared towards truth’ involves 
trust in the inquirer having the “right attitude towards possible consequences of her 
epistemic work’’. In this sense, Wilholt argues that epistemic trust has an important 
dimension of being, at least, partly, “trust in the moral sense”. Given the importance 
of ethical and social values in both methodological choices as well as science 
communication, it is reasonable to rely on indicators about moral commitments of the 
scientists.  
 
As an example of the importance of social and moral values in techno-scientific 
practice, consider again the case of digital contact tracing. As mentioned earlier, one 
of the challenges in designing a digital contact tracing solution is deciding what counts 
as a “contact’’ (Lee, 2020). Among other things, what counts as a “contact’’ would 
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have to depend on the distance between the individuals in proximity to each other. 
Deciding this distance gives rise to an inductive risk problem: If the distance criterion 
is too low (say 1.5 meters), then there is a risk of false negatives (i.e. significant contacts 
not registered as one), and if it is too high (say 10-30 meters), then there is a risk of 
false positives. The decision (of defining a “contact’’) then depends on a trade-off with 
significant social and moral consequences. For example, consider a scenario where 
such an app dictates whether, and for how long, one should self-quarantine if one 
comes in contact with a positive patient. The trade-off between false positives and false 
negatives would have important, but also significantly different, consequences for 
different individuals, depending on their social circumstances. For example, one can 
imagine that a high-false positive rate may jeopardize fairness as it may be more costly 
for individuals who are in professions that require relatively high frequency of human 
contact. Many individuals working in such a profession, say hospitality or retail, are 
also likely to be relatively economically vulnerable, which further exacerbates the cost 
of self-quarantine based on such a digital tracing solution. In this scenario, thus, what 
is counted as a contact has important bearings on values such as fairness, and tracking 
such a value requires attunement to social contexts.  
 
Besides social and moral indicators, members of the public can also rely on 
institutional factors to ground their trust in scientific claims. These institutional factors 
can be conceived of as reputational factors such as opinion of other experts on the 
expert making the claim p or on the claim p itself and institutions the expert claiming 
p is associated with. Irzik & Kurtulmus (2019) offer a similar account of epistemic trust 
in terms of highlighting the importance of such reputational factors, arguing for how 
laypeople rely on institutional factors to ground their epistemic trust in science. They 
present the example of the MMR vaccine controversy, where Andrew Wakefield, a 
gastroenterologist at the Royal Free Hospital, based on a study of 12 patients, 
published a paper in 1998 claiming that the MMR vaccine caused inflammatory 
bowel syndrome and subsequently led to autism. According to (Irzik & Kurtulmus, 
2019), the public initially had grounds for epistemic trust in this claim, given 
Wakefield’s and his co-authors’ credentials. However, over time, as the study went 
through reviews by several other experts and was discredited, the public then had the 
grounds to reject the claims. They argue that the reason for the controversy lingering 
was a failure of media coverage to give reliable cues about such institutional factors. 
The media covered Wakefield’s claims and their rebuttals equally (they argue that 
media should have done a better job in presenting facts about institutional factors that 
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the public could assess), which may have sent mixed signals to the public. They further 
claim that subsequent developments, such as the revelation of undisclosed conflicts of 
interest on Wakefield’s part, withdrawal of support from his co-authors, and loss of 
his medical registration should have led the public to withdraw their epistemic trust 
from Wakefield’s claims. 
 
To sum up the argument offered in this section, given the epistemic inequality 
between members of the public and scientific individuals and institutions, implying a 
lack of direct epistemic reasons for the public to accept scientific claims, the necessary 
epistemic public trust in science needs to be grounded through social, moral, and 
institutional factors indicating the trustworthiness of a given scientific individual or 
institution. To be clear, the argument here is that relying on such social, moral and 
institutional factors for epistemic trust is warranted, although there is also some 
empirical evidence supporting the claim that people actually do rely on such factors 
for epistemic trust (NW et al., 2019; Rutjens et al., 2017)13. An important implication 
of this argument is that strategies such as increasing the scientific literacy of the general 
public may only have a limited impact on epistemic public trust in science as the latter 
is at best, only weakly associated with epistemic factors. Instead, the reasons for 
epistemic public trust or distrust lie in moral, social, and institutional factors, through 
which public is able to, directly or through reliable proxies, assess whether the given 
scientist has the right moral character in the view of the members of the public, is 
attuned to societal interests, and is competent in their work.  

2. The nature of epistemic inequality associated with GHR 

Before I make the case for how GHR threatens public epistemic trust, it is important 
to understand the nature of epistemic inequality associated with GHR. As mentioned 
earlier, the relationship between laypeople and scientists is one of epistemic inequality 
as laypeople may either lack access to reasons justifying a scientific claim, or they may 
not be as competent as a given scientist about the said claim, or both. This is, as 
expected, also the case for relationship between members of the public and GHR-
related institutions and individuals. In the case of GHR, however, there is another 

___________________________________________________________________ 
13  Rutjens et al., (2017) provide evidence for how moral beliefs and concerns account for science 

acceptance and rejection. The Pew survey conducted within the American public (NW et al., 2019) 
provides evidence for a public preference and demand for transparency of data justifying claims and 
independent review of such claims.  
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form of epistemic inequality that may be salient – between institutions associated with 
GHR and other scientific institutions. As Sharon (2016) explains, GHR is 
characterized by a disproportionate access to better financial, human, and technical 
resources, including datasets, for health research. This difference in accessibility 
between GHR and other scientific institutions may then give rise to an epistemic 
inequality. This inequality is also exemplified in the statement by Sam Gambhir, a 
Stanford researcher associated with Project Baseline quoted earlier in the introduction 
to this chapter, about the necessity of collaborating with a company like Verily for 
such a project given Verily’s relative dominance in assembling and analyzing a dataset 
as large as one required for a project like Baseline.  
 
This epistemic inequality between GHR and other scientific institutions is 
exacerbated by the opacity associated with GHR. As Burrell (2016) explains, there are 
three kinds of opacity associated with algorithmic research. The first kind of opacity 
stems from the inscrutability of methodology involved in machine learning algorithms 
(such as deep neural networks). The second kind of opacity stems from intentional 
corporate secrecy, such as in use of proprietary algorithms. The third kind of opacity 
involves technical illiteracy and the specialized nature of writing and understanding 
algorithms. While the latter may not be salient in the relationship between GHR and 
other scientific institutions, the other two are.  
 
The epistemic inequality between GHR and other scientific institutions may be salient 
for our case, that is for public epistemic trust in GHR, for at least two reasons: first, it 
implies that other scientific institutions may also be unable to trust results produced 
by GHR just on their content and may also have to rely on other factors (such as social 
and moral indicators) not related to the content of the results in question. Second, if 
other scientific institutions are not able to engage with the results produced by GHR, 
it reduces the sphere of institutional (or reputational) factors available to the public for 
expanding or withdrawing epistemic trust in GHR.  

3. GHR and Loss of Epistemic Trust  

In an editorial on use of AI in healthcare, Wynants et al., (2020) write that despite 
many claims about AI improving “screening, diagnosis, and prognostication”, 
external validation studies and randomized controlled trials evaluating such claims 
are scarce. Further, from the few randomized trials and studies that have been 
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published, results are mixed, even indicating in some cases that AI and data-driven 
research led to less (rather than expectedly more) accurate results compared to senior 
consultants. A recent report stating that Google’s AI to predict diabetic retinopathy 
in Thailand, while very accurate in lab settings, frequently failed to give results when 
deployed to test patients in real-world settings perhaps adds to the observation made 
in the editorial (MIT Technology Review, 2020). Examples such as these have added 
to the recent critiques of data-driven and algorithmic research, pointing out the 
epistemological problems associated with them.  
 
As mentioned earlier, two examples of such epistemological problems include the 
problem of contextual bias and opacity. However, the problems of opacity and data 
bias may not have a direct role to play in public epistemic trust in GHR because of 
the nature of epistemic inequality between lay people and GHR, which as explained 
earlier also stems from a difference in competence in accessing and assessing claims 
by GHR. Opacity, for example, is not unique to GHR and is the reason for any kind 
of epistemic inequality between laypeople and experts. In this sense, even if machine 
learning algorithms were more explainable and not protected by copyright laws, they 
would still be opaque for the general public, just like the justification for other scientific 
claims often is. 
 
We may, however, consider the argument that opacity and bias play an important 
indirect role in the degree of public epistemic trust in GHR due to their effects on 
other scientific institutions and their approach to claims produced through GHR. 
While bias may give a general reason for skepticism to other scientific institutions 
regarding GHR, opacity in the form of algorithmic inscrutability or secrecy, may 
introduce a significant epistemic inequality (by denying access to assess claims directly) 
and reduce or remove reasons for epistemic trust in GHR among other scientific 
institutions.  
 
Yet, the degree to which this reduced epistemic trust in GHR, among other scientists 
due to opacity and bias, plays a role needs to be examined further by comparison with 
other cases of intra-scientific epistemic trust. Through her empirical study of scientific 
research groups, Wagenknecht (2015) argues that in coming to accept and endorse 
claims by other scientists, epistemic trust among the scientists plays an incomplete 
role, and scientists employ other strategies, including relying on institutional (or 
reputational) factors as well as cues about moral values. Wagenknecht claims that 
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epistemic trust among scientists is based on empirical warrants, which may only be 
limited and even for partial achievement require a slow process involving multiple 
engagements and collaborations. Further, since epistemic trust is future-oriented, it is 
underdetermined by such warrants or evidence. Wagenknecht claims that scientists 
attempt to bypass and supplement this incomplete personal epistemic trust through 
impersonal trust mechanisms such as relying on institutional and reputational factors 
(including qualitative factors such as the institution they are part of, quality of venues 
they present/publish research in) as well as cues about moral commitments of other 
scientists through dialoguing (such as asking for explanations or assessing explanations 
given to other colleagues) and collaborative practices. Rolin (2014) extends 
Wagenknecht’s argument for incompleteness of epistemic trust and argues that there 
is also a moral dimension of trust involved here. Rolin and Hardwig (1991) both argue 
that epistemic trust is not just trust in the competence of the testifier but also their 
moral character, especially as one has to trust in the honesty of the testifier.  
 
If we accept these arguments, then it seems that when laypeople rely on institutional 
factors for epistemic trust such as opinion of other experts about a given claim, they 
also implicitly rely on expert judgements about similar social, moral and institutional 
factors in play, even though the evaluation of such factors in a given case by other 
experts may not be same or similar to evaluation by the public (for example, the public 
may not be able to assess qualitative factors such as quality of a journal a particular 
claim is published in).  
 
In this sense then, while problems relating to contextual bias and opacity have an 
important role in the assessment of data-driven health research (and epistemic trust in 
it), there are also other unique factors that may lead to loss of epistemic trust in GHR 
which relate to the social, moral, and institutional indicators about GHR available to 
the public. This rational or warranted reliance on social, moral, and institutional 
factors is bad news for epistemic trust in GHR, at least in its current form, as practices 
associated with GHR raise several red flags related to such factors such that the publics 
may have no or fewer grounds for epistemic trust in GHR. In what follows, I discuss 
some such factors, which may have a negative effect on epistemic trust in GHR either 
because they reduce the access of the public for positive reasons to ground epistemic 
trust or in some cases, give reasons against epistemic trust in GHR.  
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Ø Secrecy and lack of evidence of previous domain-specific expertise 
In 2016, the NHS signed a contract with DeepMind whereby the Royal Free London, 
an NHS Foundation Trust, granting DeepMind access to identifiable information on 
1.6 million of its patients in order to develop an app to aid medical professionals 
identify patients who were at risk of acute kidney injury (AKI). This transfer of data 
was later ruled out to a breach of a data protection following an investigation by the 
Information Commissioner’s Office. In particular, the data sharing agreement was 
based on a lack of consent as patients were not at all aware of the agreement as well 
as how their data was being used (BBC, 2017). Besides this lack of public consultation, 
Powles & Hodson (2017) point out that DeepMind, which is an artificial intelligence 
company without prior experience in healthcare, was passed on sensitive health data 
of millions of patients on the premise that DeepMind would develop a smartphone 
app. According to claims by DeepMind, its involvement was limited to developing the 
app, and it would not artificial intelligence or machine learning techniques, which is 
the domain expertise DeepMind did possess (Powles & Hodson, 2017).  
 
This agreement between DeepMind and NHS was clouded in secrecy. Not only the 
agreement took place without public consultation, the details of the agreement were 
only revealed after an independent journalistic investigation (Powles & Hodson, 2017). 
This was also the case with an agreement between the NHS and Amazon where the 
NHS agreed to give Amazon access to its data so that Amazon Alexa could offer users 
expert advice with the reason that this would reduce the burden on NHS (Guardian, 
2019). Several important details of the contract were not released to “protect 
Amazon’s commercial interests’’ (Guardian, 2019). The lack of transparency also 
came to the radar in a more recent case involving NHS’ data sharing agreements with 
big tech firms such as Google, Amazon, Microsoft and Palantir to help coordinate its 
response to COVID after the UK government only released the details of this 
agreement following MPs and more than 13,000 people urging the government to do 
so (Lovell, 2020).  
 
While deliberate secrecy may itself warrant loss of trust on moral grounds, there are 
also worrisome “institutional’’ factors in play here. In particular, the lack of previous 
domain experience and secrecy create problems of epistemic trust in GHR within the 
scientific community. As argued, the public also implicitly relies on such intra-
scientific trust. Rolin (2002) and Wagenknecht (2015) have argued that intra-scientific 
trust develops and is maintained through enduring communities with shared norms 
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and dialoguing practices. GHR’s lack of previous domain experience and secrecy of 
its projects are both an obstacle to its inclusion as part of such a scientific community 
with shared norms and intra-community dialogues.  
 
An instance of this problem is also highlighted in Leonelli's (2016) work on “data-
centric biology’’. Leonelli notes that within the practice of biology, the work of 
biocuration, that is, of collecting, annotating and validating biological databases, is, 
increasingly, being done by professionals outside the biological community. This has 
led to mistrust of biocurators by biologists, particularly as they do not find that the 
biocurators are adequately addressing the needs and concerns of scientists within the 
biological community (Gabrielsen, 2020).  
 
Ø Possibilities of and possible abuses 
(Taylor, 2021) points out that use of public health data by corporate actors leaves open 
the possibilities for misuse and raises several questions about legitimacy and therefore, 
corresponding redressals. She writes (Taylor, 2021):  

“With regard to public authorities’ own data use, the GDPR is specific (in Art. 6(1)(f)) that 
they must locate the basis of their ‘legitimate use’ in national law, however it does not 
demand this of corporations. This is because the responsibility for making sure 
corporations are operating within the law lies with the state... However this involves no 
positive obligations, so that if a firm starts taking on the tasks of public authorities, 
questions arise about the type of legitimacy involved. For example, if Amazon starts to 
intervene in public healthcare provision or in the insurance market based on its access to 
public-sector data, it is unclear how people should weigh the legitimacy of those 
interventions – on the same basis as government, in which case where is the law that 
allows it to shape public health? Or on the much weaker basis of its business interests, 
which do not seem sufficient to bound this scale of power?” 

The above mentioned agreement between the NHS and Amazon may be an example 
as under the agreement, while Amazon is able to access this copyrighted NHS data as 
well as share it with third parties, NHS would not receive compensation or allow 
Amazon to use it globally (as opposed to limited use to the UK, which is the case for 
third parties traditionally) (Guardian, 2019).  
 
The availability of bad incentives is pointed out by Vogt et al., (2019) who, writing 
about the increased risk of overdiagnosis with big data and precision medicine, state 
that the risk could be amplified as big firms such as Google, Amazon provide 
consumer-oriented diagnostic devices, especially as more consumers may be 
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interested in devices with increased sensitivity which may amplify the risk of false 
positives. There is also already some evidence that companies exploit incentives 
offered by consumer interest and several commercially available devices have been 
leading to mis- or overdiagnosis (Baron et al., 2017; Digital Trends, 2019; Owens & 
Cribb, 2019). The possibilities of misuse and availability of bad incentives, at the least, 
increase the need for assessment of social and moral values embedded within the 
practice of GHR, and at worst, creates grounds for distrust particularly, as and when 
there are actual examples of misuse, such as in the early reports of overdiagnosis 
through digital health devices.  
 
Ø Concerns about power asymmetry 
In her paper coining the term GHR, Sharon (2016) argues that one of the main 
concerns with GHR is that it introduces power asymmetries between traditional, more 
trusted institutions engaged in health research and big tech firms which could lead to 
firms dictating allocation of resources to new research areas and thus play a dominant 
role in agenda setting. Taylor (2021), citing several data sharing agreements between 
big tech and public bodies, including health bodies such as NHS, argues that such 
agreements significantly increase the outreach and power of firms, often beyond 
citizen control, introducing new risks for publics. These include (Taylor, 2021): 
 

1. Increased scale and reach of tech firms, which extends beyond government 
control as exemplified in multiple cases as well as removes/inhibits the option 
for citizens to opt out. Specific to healthcare, such agreements also often dilute 
or ignore the principle of consent that has been central to healthcare research 
traditionally. As stated earlier, this was exemplified by the agreement the NHS 
and DeepMind.  

 
2. State dependence on tech firms – Taylor argues that agreements such as that 

between NHS and Amazon exemplify the increasing dependence of public 
authorities on big firms to deliver public services and goods. Coupled with the 
secrecy that comes along with such agreements, it also significantly reduces the 
ability of citizens and other institutions such as the media (journalists) to 
question the government on the functioning of these services.  

 
3. Risks of manipulation and “technological shaping of citizenship’’ (Taylor, 

2021) – the increased control and power of firms exposes citizens to new risks 
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of manipulation. In case of health devices, concerns about manipulation and 
hypernudging have already been raised (Lanzing, 2019). 

 
4. Creation and amplification of vulnerability – Taylor argues that several 

features of datafication process involving big firms have led/is leading to new 
or amplified forms of vulnerability particularly as there are examples of how 
automation of public services leads to disempowerment and neglect of the 
vulnerable. This is particularly revealed in work, for example, by Virginia 
Eubanks (2018) who details cases of automated decision making exposing or 
amplifying existing vulnerabilities in society.  

 
These power asymmetries may be problematic for epistemic trust even when the 
scientific output produced by GHR is not epistemically deficient. As argued in section 
2, not only the aims of science should be governed simultaneously along social and 
epistemic dimensions, its public assessment is also on both those dimensions. Negative 
effects of such power asymmetries such as loss of autonomy, the introduction of new 
risks, and amplification of existing risks may decrease trust in science that contributes 
to or is made possible through such asymmetries. Power asymmetries also exacerbate 
the problem of conflicting and/or contested values that play a role in science 
communication and agenda-setting. De Melo-Martín (2019) argues that while bias in 
scientific agenda setting is not an epistemic problem per se, it can be a problem when 
other actors and institutions are impeded in pursuing alternative, competing agendas 
or in verifying and validating claims produced through a biased agenda setting 
process. At the very least, power asymmetries in the scientific sphere may significantly 
reduce the range of institutional or reputational factors available to the public to 
warrant epistemic trust.  
 
Ø Privacy perils and Contextual transgressions 
Research under GHR is predicated on the idea that larger the dataset, the more and 
better the insights one can gain from it. This obviously introduces privacy as a 
widespread concern. Further, as discussed in Chapter 1, advances in computation 
techniques mean that anonymization, previously easier to establish, is now 
increasingly difficult to implement implying that privacy may no longer be guaranteed 
through anonymization. As stated above, several data-sharing agreements between 
public bodies and big tech seem to leave open the room for these firms to share data 
with third parties, exacerbating the concerns.  
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A related threat here is that of contextual transgressions (Sharon, 2019). Nissenbaum 
(2011) has argued that privacy expectations are determined, at least partially, by 
contextual factors – the nature of information being transferred or exposed, the type 
of relationship or context in which the information transfer took place, the uses the 
information will or could be put to, etc.. As exemplified in the DeepMind-NHS 
agreement, datafication under GHR may lead to dilution/neglect of the principle of 
consent and allow use of data by firms for uses users may disagree with or are unaware 
of.  
 
There is also evidence of increasing public risk perception concerning privacy losses, 
particularly related to use of smart devices by big companies (Mani & Chouk, 2019). 
Smart devices such as consumer health wearables exacerbate these tensions, 
particularly as they may lie outside a regulated health and medical domain. This 
implies that privacy protection offered by regulations in the traditional health sector 
often don’t apply to data collection practices through these devices. The risk of 
contextual transgression is also increased as was exemplified in a court case where 
data from Fitbit was used as an objective measure of the plaintiff’s physical activity 
(Gibbs, 2014).  
 
My argument here is not that these problems are necessary companions of GHR, but 
rather that in its short history, they serve as important social, moral, and institutional 
indicators that warrant loss of epistemic public trust. It is important to note that it is 
not only the public that rationally relies on such factors, other scientific institutions 
also rely on them, particularly in the face of problems like opacity. The factors 
presented here may have a negative effect on warranted epistemic public trust in 
claims produced through GHR for different reasons. While some of them reduce the 
ability of laypeople to access reasons (such as positive reputational factors) that would 
have given grounds for warranted epistemic trust (such as reliance on other experts 
who can properly assess these claims), others may actually give reasons against 
epistemic trust (for example, because there are risks involved related to increase in 
power asymmetries or breach of social values like transparency or breach of privacy 
protection laws). 
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4. Concluding remarks  

In a recent article on COVID-19 contact tracing apps, Sharon (2021) discusses the 
contact tracing API launched by Google and Apple in April 2020, which was lauded 
by many experts for its privacy-friendly technical specifications. According to Sharon 
(2021), while privacy is an important value to consider in debates about the digital 
sphere, a narrow focus on it may cloud our view of other important dimensions of the 
role played by big tech corporations in pandemic management. Such dimensions 
include the effects and consequences of dependency on big tech corporations for 
essential public services and increase in the influence of such corporations on public 
policy, for example. This chapter raises a similar concern about warranted epistemic 
trust in GHR. While epistemic concerns related to data-driven health research within 
GHR, such as contextual bias and algorithmic opacity, are of great significance, we 
must not lose focus on the broader social and moral dimensions of the GHR 
phenomenon. The overarching lesson to draw here is that if private actors, involved 
in GHR, are to play an important role in scientific output, it is imperative to address 
their functioning along the lines that can give the public warranted positive reasons 
for epistemic trust in epistemic goods, produced through the involvement of such 
private actors, in the form of social, moral, and institutional indicators associated with 
such a process.  
 
Besides steps private actors should take to warrant public epistemic trust by attending 
to social and moral dimensions of their research, there may also be lessons here for 
other actors. These include actors involved in formulating and enacting strategies to 
address public trust in science, including science communication as well as 
organization, who may need to take into account that the indirect indicators of 
epistemic trustworthiness of GHR are more important than has been previously 
recognized. Paying due attention to such indirect indicators requires reflection on 
mechanisms that may incentivize or guide what epistemic pursuits are undertaken by 
private actors within the GHR (agenda-setting), to what ends, as well as the 
mechanisms through which other actors can access and engage with such epistemic 
pursuits.  
 
While a comprehensive account of all possible mechanisms needed to facilitate 
appropriate epistemic public trust in epistemic goods produced through the use of 
resources that currently enable GHR is beyond the scope of this chapter, the 
discussion offered here does point to, for example, the role public health institutions 
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can play in facilitating some such mechanisms. This would include, for example, 
facilitation of a wider discussion in the public sphere regarding legitimate normative 
public expectations from epistemic goods that can be produced through the use of 
resources that currently enable GHR as well as mechanisms needed to evaluate if such 
normative expectations are being successfully met. Such discussions in the public 
sphere can, for example, help guide the nature of relationships public health 
institutions, such as the NHS in the UK, forge with private actors involved in the 
GHR. This would involve, for example, paying attention to the criteria for entering 
data-sharing agreements with private actors, the implications of such agreements on 
epistemic trustworthiness in epistemic goods produced through involvement of such 
private actors, and mechanisms through which such agreements are made transparent 
to the public and/or gain public consent. Finally, public health institutions can also 
help reshape interactions between corporate research actors and public research 
institutions through, for example, funding instruments that incentivize participation 
of corporate actors in existing institutional processes, such as peer reviews, and 
regulations that force corporations to share more data and other epistemic goods with 
researchers in public institutions (Hegelich, 2020). The discussion offered here echoes 
the call from Heidi Grasswick (2019) regarding the need for paying attention to the 
wider social dimensions of epistemic pursuits as well as of epistemic trustworthiness in 
such pursuits. This is imperative given the increasingly important role played by GHR 
and the need for warranted public trust in science. 
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Chapter 3. 
Proxy Assertions and Agency: the case 
of  machine-assertions 

Introduction 

“Alexa, how do I know if I have coronavirus?”. If a user in the United States would 
ask this sort of query to Amazon’s digital voice assistant, Alexa, they would be verbally 
given information regarding known symptoms from the US CDC’s (Centre for 
Disease Control and Prevention) website (Porter, 2020). As digital voice assistants such 
as Alexa are becoming ubiquitous, such instances of machine-generated speech to 
provide information, particularly health-related information, are expected to rise (K. 
Miller, 2021; Olmstead, 2017). While the potential lack of reliability of such voice 
assistants presents risks, public health institutions also see voice assistants such as Alexa 
opening up opportunities in providing health information to millions in a fast, 
convenient, natural language format – as exemplified by the deal between UK’s NHS 
(National Health Service) deal with Amazon in 2019 which would allow and 
encourage Britons to seek health advice through Alexa (Vincent, 2019).  
 
Are such instances of informative machine-generated speech equivalent to human 
“assertions’’? And what are the implications of the answer to this question for how 
such systems should be designed, and who should bear the responsibility for the 
utterances such systems produce? While the term “assertion’’ may feel removed from 
ordinary daily language, the phenomenon captured by the concept of assertion is one 
that is easily identifiable – the speech act of assertion, such as making claims about, 
reporting, stating, or affirming something to be the case, is crucial and abundant in 
our everyday information sharing practices (Goldberg, 2015). Phenomenologically, 
many contemporary machine outputs seem similar if not identical to human speech. 
These machine outputs also seem to serve a similar purpose – informing the listener 
and facilitating knowledge transfer from one source to another. This 
phenomenological and functional similarity, along with the increasing ubiquity of 
machine-generated speech, has attracted recent philosophical attention. 
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Several scholars have defended the view that there is no principled reason to reject 
the possibility of machine assertions. While some, like Bruno Latour (Latour, 2012), 
deny that there is even a meaningful distinction between human assertions and 
functionally similar machine-generated speech, others acknowledge a difference 
between the two but still argue that machines can assert. Freiman & Miller (2020), for 
example, have argued for the latter, developing the notion of “quasi-assertion’’: 
machines can be said to quasi assert when their utterances are phenomenologically 
similar to human speech and when such an utterance conforms to an epistemic norm 
that would have been applicable to human speech in a similar epistemic context. So, 
in the abovementioned case, according to this account, Alexa is quasi-asserting the 
symptoms of COVID-19 to the user with the query if its linguistic output conforms to 
the epistemic standard one would expect of a statement given by a CDC spokesperson 
in that situation.  
 
In this chapter I argue that the above views regarding the possibility of machine 
assertion rely on a “functionalist” notion of assertion where success is defined in terms 
of the function of the linguistic output for the listener, such as gaining true beliefs or 
knowledge from such output, and is seen as independent from properties of the 
asserter such as psychological states and/or ability to undertake epistemic 
responsibility for the output. That is, machine utterances are deemed as assertions 
when they perform the same function, such as producing a true belief in the audience, 
as similar human utterances would.  
 
In this chapter, I first illustrate that this functionalist case for machine assertion relies 
on a notion of assertion that deviates substantially from the notion of assertion 
typically invoked in epistemological work on assertion (sometimes referred to as 
“traditional notions of assertion’’ in this chapter). In the latter, successful assertions 
are partially defined in terms of properties of actions and/or mental states of the 
asserter, rather than solely on their success in producing desired epistemic states in the 
listener. These views, thus, dictate that asserters should be the sort of agents that can 
have the requisite mental states, and/or undertake ethical and/or epistemic 
responsibility for their assertions. After illustrating the differences between the two 
notions of assertion, I discuss some theoretical and pragmatic challenges faced by this 
functionalist notion of assertion.  
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Subsequently, I analyze an alternative proposal regarding machine utterances and 
assertions given by Nickel (2013). This proposal is compatible with traditional notions 
of assertions and avoids the challenges faced by the functional case for machine 
assertion. This proposal states that machine utterances can only be deemed as proxy 
assertions, where such utterances must meet certain contextual evaluative standards, 
and where the responsibility of such utterances lies with the designers of the machine. 
By deeming them as proxy assertions, this view makes the role played by human agents, 
such as designers of the machines, explicitly visible. I present certain possible 
limitations of this view and argue for a modified proposal. Under this new proposal, I 
contend that only those machine utterances can be deemed as proxy assertions where 
the designers, or a collective of actors whose work influences the utterance, can 
reasonably foresee and therefore, take responsibility for such utterances. I then discuss 
some implications of this view, both for designers and users of machines that produce 
phenomenologically similar output as human speech.  
 
The structure of the chapter is as follows: In section 1, I discuss what I call the 
“traditional notions of assertion”, that is accounts of assertion discussed in the 
philosophical literature on assertion. In particular, I illustrate how such accounts of 
assertion define assertion in terms of mental states and/or actions of an agent. In 
section 2, I present objections and challenges for a functionalist account of assertion 
that has advocated for the case of machine assertion. In section 3, I develop an account 
for proxy assertion, which are machine utterances that designers can take 
responsibility for. Finally, in section 4, I discuss some implications of my proposal.  
 
Before I proceed further, it is important to mention the relationship between the terms 
“assertion’’ and “testimony’’. There is some debate in philosophy about whether the 
two terms are interchangeable or whether one is a subset of the other (Hinchman, 
2020; Leonard, 2021). In this chapter, I will follow the lead of authors such as Freiman 
and Miller, Ernst Sosa, and Fricker and use the two terms interchangeably (Freiman 
& Miller, 2020; Leonard, 2021). Much of the literature discussed in the chapter also 
uses the terms interchangeably. 

1. Assertion as a speech act 

The central insight of the speech-act theory is that language can be a medium for a 
variety of actions. Assertion, as stated, is one such action, through which speakers (or 
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asserters) claim or affirm something to be the case. Assertion, then, is one of many 
possible speech acts, among others such as promising, requesting, commanding, etc. 
Such speech acts are also referred to as illocutionary acts, a term coined by J.L. Austin 
(1955/1975), who distinguished them from locutionary acts and perlocutionary acts. While 
locutionary acts are mere utterances of semantic content, perlocutionary acts are acts 
defined in terms of effects produced by illocutionary acts. A key aspect of Austin’s 
theory is that locutionary acts and illocutionary acts can share syntactic and semantic 
properties: that is, the same sentence can be a mere utterance on one occasion and an 
assertion on another. This raises an interesting metaphysical question about speech 
acts: what gives illocutionary force for an utterance to be counted as an illocutionary 
act?  
 
This metaphysical question is sometimes also asked in terms of the essence of a speech 
act (Ball, 2014). What is the essence of an assertion, for example? Further, a related 
question here may be put as: what differentiates or individuates an assertion from 
other types of speech acts? Broadly speaking, there are two views on these 
metaphysical questions about assertion: one that defines assertion as a normative kind 
and the other that defines it as a descriptive kind. In this section, my aim is to show that 
both these views define successful assertions in terms of the actions or the mental states 
of the asserters.  
 
The more popular and influential view among the two is that assertion is an inherently 
normative act, although there are disagreements about what that entails. Within the 
proponents of the normative view, one hypothesis, which can be attributed to Searle 
(2000), contends that to make an assertion is to engage in a rule-governed action and 
that such rules are constitutive of the act of assertion. Asserting then, in this view, is 
similar to playing a game of chess in that the rules of the game of chess are also what 
define what game one is playing. One such rule for assertion, according to an 
influential hypothesis, is that an asserter asserting p must know that p (T. Williamson, 
2002).  
 
K-rule   One must: assert p only if one knows p 
 
On the constitutive view, what it means to assert then is to follow such a rule and this 
rule is constitutive in the sense that to violate such a rule is to be unsuccessful at 
asserting. A different view on the matter states that the K-rule is prescriptive, in that, 
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while asserters are necessarily subjected to it, it is still possible for an asserter to violate 
it, for example, when they make a bad or insincere assertion and assert p without 
knowing p14. Despite this disagreement, both views rely on a notion of assertion where 
it is essentially normative, in that, what it means to assert is to be necessarily subjected to 
a rule such as the K-rule.  
 
Two things of note regarding such norm-based accounts of assertion: First, the 
accounts define assertion in terms of obligations and/or commitments to be 
undertaken by the asserter (or the speaker). Second, most such accounts define 
assertion, and explain what it is to assert, in terms of an epistemic norm- that is, they 
define assertion in terms of the epistemic responsibility asserters must undertake, for 
example, by having the right set of doxastic attitudes (knowing p, for example), or 
ensuring that the utterance qualifies certain criteria15. This implies that in unsuccessful 
or bad (depending on the view you subscribe to) assertions, the speaker is subject to 
epistemic blame. One exception to the latter trend is from the work of Cuneo (2020) 
who argues that besides epistemic responsibility, what explains what it is to assert is 
the ethical responsibility undertaken by the speaker, such that the speakers are also 
morally accountable to their audiences in asserting. For the purposes of my argument 
here, it would suffice to say that the proponents of the view that assertion is a 
normative kind share the view that asserters undertake certain commitments and 
obligations qua asserters.  
 
In contrast to the normative view, the descriptive kind view of assertion contends that 
even though assertion might have normative features, they are not essential or 
necessary for assertion. In this view, assertion is defined purely in descriptive, and not 
normative terms: for example, in terms of the psychological states of the speakers and 
their reflexive intentions (García-Carpintero, 2019). Descriptive accounts of speech 
acts, for example by Grice (1989, pp. 88–138), explain the source of illocutionary force 
for illocutionary acts such as assertion to be rooted in the intentions of the speaker. A 
Gricean version of such an account for assertion may claim, for example, that to assert 

___________________________________________________________________ 
14  According to (Marsili, 2019), the proponents of the prescriptive view also sometimes claim that the 

rule they are proposing is “constitutive” of assertion. According to Marsili, this stems from a confusion 
about the usage of the term constitutive. Here, I refer to the constitutive view as one that is attributed 
to Searle, where such rules are akin to definitions and violating them would mean not partaking in 
the act defined by the rules.  

15  See (Pagin & Marsili, 2021) for a review of different proposals regarding the epistemic norm of 
assertion.  
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is to express a belief p by uttering a sentence that means p with the reflexive intention 
that one’s audience believes p (see for example (Bach & Harnish, 1979, pp. 39–43; 
Ball, 2014; García-Carpintero, 2019). It should be noted that such accounts, while 
claiming that normativity is not essential to defining assertion, are still compatible with 
the claim that many assertions do have normative aspects, and for example, we may 
criticize performances encountered in our assertoric practices for violating something 
akin to the K-rule (where for example, someone claims something to be the case 
without knowing it) or for other breaches such as that of politeness. In the same vein, 
some normative accounts of assertions are also compatible with the idea that some or 
all assertions are accompanied by particular psychological states (belief in what is 
asserted, for example) and/or reflexive intentions. 
 
My purpose in explicating these two views of assertion (a descriptive or normative 
kind), has been to illustrate that both views rely on the idea of successful assertions 
depending on the agent – on agents having the requisite psychological states and/or 
successfully undertaking certain commitments and obligations (epistemic and possibly 
ethical). Any account of machine assertion, which is compatible with these views on 
assertion, would then, have to explain either how machines can have the requisite 
mental states for asserting or how machines can be the sort of agents that undertake 
epistemic and possibly ethical responsibility. Given our traditional conceptions of 
machines, the case for machine assertion looks challenging.  
 
This is also reflected in some of the objections against the case of machine assertion. 
Consider, for example, the following lines by Fricker (2015): 

“So we do not count thermometers, fuel gauges and so forth as testifying to the 
temperature, or to how much fuel is left in the tank. Nor do we count tree rings as 
testifying to the age of the tree.” 

Fricker’s takes it as a common sense assumption that machines, much like natural 
entities, cannot have intentions and therefore, cannot testify. Goldberg (2012) rejects 
the case for machine assertions on the basis that machines are not the sort of entities 
one can normatively assess or have normative expectations from. This makes machine 
utterances radically different from human assertions, as in the latter one can 
normatively assess, for example, the doxastic states of the asserter.  
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2. Machine Assertions and functionalism 

As indicated in the introduction, some recent scholars have made the case for machine 
assertion in, what I would call, functionalist terms. One such view comes from the 
French Science and Technology Studies (STS) scholar Bruno Latour who denies that 
there is any relevant distinction between humans and non-humans. Latour’s view on 
the possibility of machine testimony is reflected in these lines, about laboratory 
objects, from a section titled “The Testimony of Nonhumans” (Latour, 2012, 23) (also 
quoted in (Freiman & Miller, 2020)): 

“inert bodies, incapable of will and bias but capable of showing, signing, writing, and 
scribbling on laboratory instruments before trustworthy witnesses. These nonhumans, 
lacking souls but endowed with meaning, are even more reliable than ordinary mortals, 
to whom will is attributed but who lack the capacity to indicate phenomena in a reliable 
way.” 

Sosa (2006), like Latour, also likens knowledge gained from instruments and from 
human testimony. According to Sosa, testimonial knowledge can be considered as just 
another form of instrumental knowledge. For Sosa, there are no distinct qualities that 
separate testimonial knowledge from instruments. An instrument as well as a testifier, 
both, possess some competencies through which they are able to deliver propositional 
content to a subject (whether a hearer or someone using the instrument). For this 
subject to gain knowledge, all that matters is that the propositional content, or the 
uttered expression, is delivered reliably. It is this latter view, reflected in Sosa’s 
argument, that is the target of my arguments in this chapter. It should also be noted 
that by a “functionalist’’ view I mean here the sort of functionalism that relies on a 
notion of assertion where success is defined in terms of the function of the linguistic 
output for the listener, such as gaining a true belief or knowledge from it and is seen 
as independent from asserter’s psychological states and/or ability to undertake 
epistemic responsibility for the output16. That is, machine utterances are considered 
as assertions when such utterances lead to similar outcomes, such as producing a true 
belief in the audience, as propositionally similar human utterances would. 
 
Two other accounts, arguing for the view that machines can assert, rely on the 
functional success (of producing true beliefs in the audience, for example) of machine 
utterances. Green (Green, 2006, p. 36 and Green (2010)), for example, in comparing 

___________________________________________________________________ 
16  This is in contrast to the sort of functionalist view of assertion proposed by, for example, (Kelp, 2018) 

which is functionalist about the explanation for inherent normativity of assertions.  
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beliefs formed from testimony from humans to beliefs formed as a result of what he 
terms as cases of “machine testimony” claims that: “if two beliefs (a) have the same 
epistemic status, (b) have the same contents, (c) are the result of the exercise of the 
same cognitive ability by S (subject receiving the testimony), and (d) have the same 
phenomenology for S, then the two beliefs should be regarded by the epistemologist 
as similarly based; we should regard either both, or neither, as testimonially-based” 
[quoted from (Green, 2010)]. Here, Green offers the view that testifiers need not have 
phenomenal states. In this view, also, then, assertions can be defined independent of 
the asserter’s psychological states or the ability to undertake epistemic responsibility 
for the asserted output.  
 
Freiman & Miller (2020) also emphasize the functional equivalence between some 
machine utterances and human assertions, claiming that machine utterances such as 
from a loudspeaker at an airport should also be considered assertions, or in their terms, 
“quasi-assertions’’ or “quasi-testimony’’. They characterize quasi-testimony as 
follows: (Freiman & Miller, 2020, p. 13) 

“A linguistic output of an instrument or a machine constitutes a quasi-testimony in a given 
context of use if and only if the machine or instrument has been designed and constructed 
to produce this output in a manner that sufficiently resembles testimony 
phenomenologically, and it is in conformity with an epistemic norm that is parasitic on, 
or sufficiently similar to what is, or would be, an epistemic norm of testimony in the same 
context.” 

Freiman and Miller further state that their characterization of quasi-assertion “holds 
the output to the relevant epistemic norms’’ (Freiman & Miller, 2020, p. 13) and define 
the criteria for classifying (quasi) assertions in terms of the functional success of the 
output in producing the desired epistemic state in the listener. For example, to make 
their case for loudspeaker announcements on an airport to be deemed as assertions, 
Freiman and Miller (2020, p. 13) state: “the function of the message, the explanation 
of why subjects get knowledge from it, and the phenomenology are the same in both 
cases.”  
 
As discussed in the previous section, traditional accounts of assertion necessitate that 
asserters have the particular psychological states or the ability to undertake epistemic 
responsibility for the asserted output. The functionalist views discussed above deny, 
or at least do not propose, that machines are the sort of agents that can have such 
psychological states or undertake epistemic responsibility. Yet, they claim that 
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machines can assert because they rely on a notion of assertion that clearly deviates 
from the traditional views of assertion, and defines assertion through criteria that are 
independent of such properties of the asserter.  
 
In addition, the functionalist view presented above also faces a challenge in the face 
of recent empirical evidence regarding the norm of assertion, which seems to suggest 
that hearers expect speakers to have reasonable beliefs about what they are asserting 
(or only assert what they reasonably believe) and therefore, aren’t only evaluating the 
properties of the utterances but also the mental states or intentions of asserters (Kneer, 
2021; Marsili & Wiegmann, 2021). 
 
Besides this deviation from the traditional accounts of assertion and the empirical 
evidence regarding expectations from asserters, the functionalist view also faces the 
theoretical challenge of explaining the source of the illocutionary force for a given 
utterance. In other words, what makes a sentence a mere utterance in one case and 
an assertion in another if both share phenomenological features and semantic 
content? One suggestion, on behalf of the functionalist, would be to identify the source 
of this illocutionary force as the output’s characteristics, such as its reliability, which 
helps produce the desired epistemic state in the listener. This suggestion, however, 
seems untenable. As Fricker (2015) remarks, and as discussed in the previous section, 
natural entities, like tree rings, can also be reliable in producing the desired epistemic 
states in the observing audience but we do not deem such natural entities as testifying 
or asserting.  
 
Considering Freiman and Miller’s proposed criterion of quasi-assertion, there seems 
to be another candidate to consider as the possible source of the illocutionary force 
that makes a machine utterance count as a quasi-assertion: output’s “conformity with 
an epistemic norm that is parasitic on, or sufficiently similar to what is, or would be, 
an epistemic norm of testimony in the same context” (Freiman & Miller, 2020)17.  
 

___________________________________________________________________ 
17  Here, Freiman and Miller also include phenomenological similarity to human speech as a criterion 

for quasi-assertion but the candidacy of the phenomenological similarity to human speech as the 
source of the assertoric illocutionary force seems untenable. We do not regard all human speech as 
assertions, nor would we regard a bird passing by and mimicking human speech to produce a 
statement as asserting.  
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There are, however, serious challenges in considering and evaluating the merits of this 
suggestion. First, it is not clear what sort of epistemic norm Freiman and Miller have 
in mind and as Pagin & Marsili (2021) note, there is much debate on what epistemic 
norm(s) govern assertion. Even if this debate were to be settled, and say a norm as 
characterized by the K-rule (asserters must: assert p only if they know p) was accepted, 
it is not explicitly clear to whom, in Freiman and Miller’s view, such a norm should 
apply. Comparing the case of machine quasi-assertion to similar cases of “testimony 
in the same context”, as Freiman and Miller suggest, also does not help make the 
situation clearer. For example, consider again the example of an automated airport 
loudspeaker announcement, which Freiman and Miller deem to be a case of quasi-
assertion, and compare this to a case of a human announcer on the airport. In the 
human case, it is clear that the epistemic norm, say the K-rule, is to be applied on this 
human, thus, implying that the human announcer must only assert if she has 
knowledge of what is being announced. The K-rule, however, cannot be applied to 
the automated loudspeaker, as it is not the sort of agent that can have knowledge. If 
the epistemic norm in question does not apply to the asserter (in this case, a machine), 
then who does it apply to? 
 
One response to this challenge might be that the epistemic norm in question should 
apply to not the machine, but other agents, on whom such a norm can apply and who 
play a necessary role in making the output conform to the said epistemic norm. In 
discussing possible objections against machine assertions, Freiman and Miller (2020) 
do offer a similar response to an objection by Goldberg (2012) regarding the possibility 
of machine testimony. Goldberg rejects that testimonial knowledge and knowledge 
from instruments are alike. Goldberg proposes an asymmetric treatment of knowledge 
gained through testimony and that gained through the use of an instrument. For 
Goldberg, the key difference between testimonial knowledge and the use of an 
instrument for knowledge is that while in the former there is a rational agent whose 
doxastic attitudes as well testimony can be epistemically assessed, the latter lacks such 
an agent. For Goldberg epistemic norms can only apply to humans and not to 
machines. Again, here Goldberg seems to be invoking a definition of 
testimony/assertion compatible with assertions being a normative kind.  
 
In response, Freiman and Miller claim that though instruments are not subject to 
normative epistemic assessment, the designers of such instruments are, and the latter 
can be blamed or praised or held responsible for the output of the instrument. While 
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this response has a point, it implies that the agents on whom the epistemic norms 
governing quasi-assertion apply are not the machines who are “quasi-asserting” but 
rather human agents such as the designers of the machines. In other words, for 
machine utterances to count as assertions, human agents, such as the designers of the 
machine, in this view, must undertake epistemic responsibilities to ensure the 
conformity of the output with the appropriate epistemic norm. If, however, the 
undertaking of such epistemic responsibility by human agents, such as the designers 
of the machine, is the source of the assertoric illocutionary force, it seems odd to 
attribute the assertions to the machine. It is not clear why we should understand the 
automated airport loudspeaker as “quasi-asserting” rather than saying, for example, 
that the automated loudspeaker is a medium through which the human responsible 
for automating the loudspeaker is asserting. Deeming machine utterances as assertions 
and attributing them to machines, while acknowledging the necessary role played by 
humans for those utterances to have the illocutionary force required to be counted as 
assertions either seems to misattribute the assertion to machines, or risks masking the 
necessity of the role played by human agents, such as, the designer of the machine.  
 
Another challenge against this view which attributes assertions to machines, while 
acknowledging human agents as the source of the illocutionary force making 
utterances count as assertions, may be found in the form of arguments about discursive 
responsibilities that typically are attached to asserters (Marsili, 2020). For example, if 
my doctor asserts to me that I am suffering from a cardiovascular disease, I could 
legitimately ask the doctor how she knew that or how she came to that conclusion. 
Such “how do you know that”, or “do you really know that’’ responses seem common 
after assertions. They seem in part, an acknowledgement of the epistemic 
responsibility undertaken by asserters as theorized in the traditional accounts of 
assertion. Machines don’t seem to be the sort of agents that can undertake such 
discursive responsibilities. If humans, such as designers of the machine, are the agents 
who need to attend to these discursive responsibilities, then it seems odd and confusing 
to attribute assertions to machines rather than these human agents.  
 
An alternative proposal to account for the insight Freiman and Miller discuss above, 
namely that designers can be held epistemically responsible for the output of the 
machine particularly in cases where the output does seem phenomenologically similar 
to a human assertion is that such machine utterances can be deemed as proxy assertions.  
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3. The case for proxy assertion by machines 

One proposal regarding machine utterances comes from Nickel (2013) who uses the 
notion of proxy speech, such that machines can produce proxy speech for which ultimate 
responsibility rests with the designer. Nickel also contends that for machine utterances 
to count as speech acts, even as proxy speech acts, such utterances must be sensitive 
to the evaluative conditions in play for the utterances in the context in which such 
utterances are delivered. In the case of assertion, according to Nickel, such sensitivity 
would imply “that the entity must by and large show itself to be attuned to the way 
the world is, normally by representing or attempting to represent it accurately” 
(Nickel, 2013, p. 7). Utterances that are not sensitive in such a manner are not to be 
interpreted as assertions at all according to Nickel.  
 
This proposal has clear merits over the functionalist proposal for machine assertion 
discussed earlier. By denoting that the machine utterance is a “proxy’’ assertion, it 
makes the role of human agents such as the designers of the machine visible. It is also 
able to, for example, incorporate the pragmatic need for discursive responsibility 
following a (proxy) assertion – by holding the designer to account for it. At least on 
first glance then, the proposal for proxy speech seems compatible with at least one 
traditional view regarding assertion, namely, the normative view. By endorsing the 
sensitivity to contextual evaluative conditions, Nickel seems to rely on an inherently 
normative notion of assertion. Yet, I will argue here that the proposal for proxy 
assertions needs either a revision, or a further explication of how designer 
responsibility is tied with particular cases of proxy assertions. Consider the following case: 
 
LEARNING MACHINE: A computational device equipped with sensors to capture 
visual information has been trained to diagnose patients with diabetic retinopathy. 
The device has this functionality based on an underlying algorithm that was trained, 
using a small dataset comprising of few publically available images of eyes, based on 
a deep learning technique18. The device is able to accurately diagnose more than 50% 
but not all of the cases of diabetic retinopathy. The device conveys its diagnosis by 
producing an utterance indicating it. Meera uses the device and receives an utterance 
indicating that she has diabetic retinopathy. Meera does, in fact, have diabetic 
retinopathy. 
 

___________________________________________________________________ 
18  See (Gargeya & Leng, 2017) for a similar technology.  
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What would Nickel’s proposal say about the LEARNING MACHINE? Is the 
utterance Meera received a proxy assertion? The answer seems to be no since the 
device does not seem to be sensitive to the evaluative conditions even though it gave 
a correct result for Meera19. Now consider another case: 
 
LEARNED MACHINE: The device in LEARNING MACHINE has now been 
trained on multiple datasets each containing millions of images of “normal” as well as 
eyes of patients of diabetic retinopathy. The device now gives the correct result in 
100% of the cases. However, the designer is completely unaware of this development 
and still believes that the accuracy of the device is not sensitive to the evaluative 
conditions. Meera again uses the device and receives the utterance indicating she has 
diabetic retinopathy.  
 
What might Nickel’s proposal say for LEARNED MACHINE? It seems that the 
machine now satisfies the criteria for sensitivity to evaluative criteria, and therefore, 
the utterance Meera received can be classified as a proxy assertion. This, however, 
seems like an odd result. Suppose that instead of the machine generating speech to 
convey this result to Meera, the designer would have had to read out the result to 
Meera. As the designer believes the result to be less than ideally accurate, the designer, 
if they were sincere, would not have made an assertion about the result to Meera20. 
Further, on the normative view of assertion, even if the designer would have made 
such an utterance, it would not count as an assertion as the designer does not have the 
required doxastic states (belief in the requisite accuracy of the statement, for example) 
to undertake epistemic responsibility for the utterance. Yet, in LEARNED 
MACHINE, Nickel’s proposal might suggest that when the same expression is uttered 
by the machine, we can deem it as a proxy assertion on behalf of the designer.  
 
Consider another case:  
 
POORLY LEARNED MACHINE (PLM): The designer has now been made aware 
of the 100% accuracy of the device. Subsequently, someone has subjected the device’s 

___________________________________________________________________ 
19  It may be possible to make a case that under certain conditions slightly better than chance accuracy 

may be sensitive to the evaluative criteria, but for the sake of the argument I will assume that those 
conditions are not applicable here. 

20  I imagine here the designer would have avoided making the assertion by either not making the 
utterance or by conveying to Meera that they do not have warrant to make an assertion here.  
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algorithm to a badly labeled dataset such that the device’s accuracy has again dropped 
much below 100%. Meera uses the device and receives a true utterance indicating 
that she has diabetic retinopathy.  
 
Applying Nickel’s proposal to PLM, it seems that this is not a case of proxy assertion 
as the machine does not seem sensitive to the evaluative criteria. Yet, again if we 
imagine a scenario where the designer was tasked with reading out the results to 
Meera, the designer may have wanted to assert the result to Meera as the designer now 
believes that the machine is delivering an accurate diagnosis here. 
 
Two things of note here. First, as the three cases show, Nickel’s proposal for proxy 
assertion seems to depend on a notion of assertion defined explicitly in terms of the 
sensitivity to evaluative criteria of the uttered expressions, and not on the work done 
by the designer or the agent who was designated to take the responsibility for this 
particular output. Second, while the proposal designates responsibility to the designer 
for proxy assertion, this designation does not seem to specify whether the 
conduciveness of designer’s own epistemic state to undertake the responsibility for 
what is being asserted is significant for the proposal. Without such specification, it 
seems that even in cases where the designer does not believe that the expressions 
uttered by the machine will satisfy the evaluation criteria, and that such expressions 
be asserted, the designer may still be assigned responsibility as long as the uttered 
expressions do satisfy the evaluative criteria. In these two ways, Nickel’s proposal for 
proxy speech does not explicitly align with the traditional views on assertion, including 
the normative views, as those views rely on the asserting agent having the requisite 
psychological states and capacity for undertaking epistemic responsibility for what is 
being asserted. In other words, in the traditional views of assertion, the assertor’s 
psychological states and/or capacity to be epistemically responsible for the uttered 
expression and the uttered expression itself are linked. In contrast, by merely assigning 
or designating responsibility to the designer, Nickel’s proposal, at the very least, does 
not establish a direct link between the uttered expression and the designer’s 
psychological state and/or capacity to take responsibility for this uttered expression.  
 
One modification that may be proposed here is that in such cases of machine learning 
technology (as in LEARNED MACHINE), not only the designers but other actors, 
such as those responsible for training the device to be also be given responsibility for 
the “proxy-asserted” expression. With this modification then, LEARNED 
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MACHINE would be a case of proxy assertion, and we also have a collective set of 
actors (designers and trainers) who can collectively and actually take responsibility for 
what is being asserted. However, this modification will not suffice. One can easily 
imagine another case where the device has been trained with a sufficiently large 
dataset to achieve 100% accuracy, and yet, no one is still aware that the device is now 
100% accurate. In such a case, Nickel’s proposal gives the result that this is a case of 
proxy assertion, even though, neither the designer nor the trainers individually nor 
the set of both as a collective believe that the outputs of such a machine should be 
asserted.  
 
My proposal is then this: only those machine utterances be classified as proxy 
assertions where the designer, or a collective of actors whose work influences the 
machine output, has the requisite capacity to take epistemic (and possibly ethical) 
responsibility for such utterances. Further, I contend that the designer, or a collective 
influencing the machine output, can only take such responsibility for utterances they 
can reasonably foresee. Like traditional accounts of assertion, this condition, that 
designers be able to reasonably foresee what can be proxy-asserted, links the designer 
and the uttered expression with an epistemic condition. This proposal is similar to the 
one invoked in discussions about accountability gaps involving machine learning 
based technologies (Tigard, 2021). The argument in such discussions is that there is 
an epistemic condition to be fulfilled in order to trace responsibility for behaviours of 
machine learning technologies back to their designers. The epistemic condition 
dictates that the designers of machine learning technologies cannot take responsibility 
for unforeseen harm caused by those machines21. Similarly, the contention here is that 
unforeseen utterances, even when the utterance conforms to the desired epistemic 
standard, cannot be classified as proxy assertions.  
 
For example, consider Tay, the Twitter bot designed by Microsoft to engage with 
young adults on Twitter (Garcia, 2016). Tay was programmed to learn to 
communicate from its users. However, the unpredictability of Tay’s learning 
behaviour meant that it proceeded to tweet expressions Microsoft may not have 
anticipated, such as (Garcia, 2016): 

___________________________________________________________________ 
21  My aim is not to provide an endorsement of this argument that moral responsibility for machine 

learning or autonomous technologies is necessarily tied to foreseeability but merely to state the 
argument.  
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 “ricky gervais learned totalitarianism from adolf hitler, the inventor of atheism.” 

Even if Tay had tweeted expressions that happened to be true, and led to true beliefs 
for some of the Twitter users, but those expressions were also unforeseen for Tay’s 
programmers at Microsoft, those tweets, I contend, cannot be deemed proxy 
assertions. One caveat and clarification to note here is that my proposal is not to 
suggest that the designers of Tay have no (moral) responsibility for Tay’s tweets. 
Rather, the unpredictability of Tay’s tweets vis-a-vis the designers implies that the 
tweets do not qualify as candidates for being proxy assertions.  
 
Before I discuss the implications of this view, it is worth noting that this view is 
compatible with both the views: that assertion is a normative kind as well as a 
descriptive kind. In compatibility with the normative view, it assigns responsibility to 
the designer for the assertion. This responsibility is what gives the illocutionary force 
to the asserted utterance. From a descriptive perspective, it is the designer’s reflexive 
intention for the user of the device to hear a foreseen utterance that is the source of 
such an illocutionary force.  

4. Implications of the view 

Thus far, I have argued against a functionalist view of assertion which allows for 
machine utterances to be labeled as machine assertions. I then gave an account of 
how some machine utterances may be qualified as assertions, but only as proxy 
assertions, and only under conditions where such utterances can be foreseen by the 
designer or a collective whose work has influenced the utterance. Some important 
implications follow from this view. In spelling out these implications I work on the 
assumption that even if assertion is not a necessarily normative phenomenon, it almost 
always accompanies normativity. We evaluate our assertoric performances and expect 
certain discursive responsibilities from those responsible for the assertions. This view, 
as discussed earlier, would still be compatible with the view that assertions are a 
descriptive kind.  
 
First, in this view, the example we started with, of Alexa informing a user about the 
symptoms of COVID-19, would be a case of proxy assertion, as in this case the 
designers, along with the CDC who create the content to be uttered, can reasonably 
foresee and take epistemic responsibility for the uttered content. One pragmatic 
upshot of labeling this as a proxy assertion is that it accounts for the expectations user 
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may have from the device (and consequently, from its designers) to inform it to the 
standard they would expect from a CDC spokesperson. It also provides a normative 
goal for the designers of the device, as well as the CDC website content moderators, 
to be responsible in their task of making accurate information available. Further, the 
view also classifies many trivial machines with a vocal output, such as talking clocks 
and thermometers, as engaging in proxy assertions. This also accounts for the 
legitimate user expectations from such devices about their accuracy, at least under 
normal conditions of use.  
 
Second, in this view, in cases of machine utterances that designers cannot reasonably 
foresee, audiences should not have the kind of expectations they would have from 
assertions proper. This includes machine utterances, for example, from a machine 
learning based technology that produces unforeseen utterances for the designer. For 
example, the view allows us to make sense of why Twitter users should not form beliefs 
based on Tay’s tweets – they are not proxy assertions. Of course, the suggestion here 
is not that the users are to be blamed for unreasonable expectations if they do expect 
the utterances to conform to the standard of assertions. Rather, the suggestion is that 
it would be the duty of the designers to take one of the following two steps: either 
temper the user expectations to an appropriate level or discourage/discontinue the 
use of machines generating speech that leads to inappropriate epistemic 
consequences.  
 
Third, and related to the point made above, designers of devices that are likely to 
produce utterances that do not satisfy the evaluative criteria of accuracy in a certain 
context should also take at least one of the two steps: either temper user expectations 
regarding the epistemic utility of the device or discontinue or discourage the use of the 
device. The idea here would be to ensure that users do not have high expectations one 
typically may have in assertoric practices. Consider the example of someone asking 
their digital voice assistant if they should get screened for a particular type of cancer, 
given their symptoms. Recent work by Hong et al.,( 2021) suggests that widely used 
voice assistants such as Siri or Alexa may offer unreliable or inaccurate information 
on such queries. We would not want users of such devices to have the same kind of 
expectations as they would have, for example, from a doctor.  
 
One challenge posed by some of the modern devices that produce utterances 
phenomenologically similar to human speech is that they may raise user expectations 
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such that users may act as if these utterances are assertions. If such utterances are not 
foreseeable for the designer, and/or the designer knows that the utterances do not 
match the normative standards one would apply to assertions in that context, but takes 
none of the two steps outlined above, users forming beliefs as if such utterances are 
(proxy) assertions could be potentially harmful. One of the choices, then, for the 
designers to make here would be to avoid the production of machine utterances, 
where they cannot reasonably foresee them, such that they are phenomenologically 
similar to human speech. Such a solution also resonates with other arguments given 
against making digital assistants phenomenologically similar to humans, such as by 
giving them humanlike voices, as it may raise inappropriate expectations among users 
(Moore, 2017; Schreuter et al., 2021). Inappropriate epistemic expectations can be 
particularly problematic in the context of healthcare as they can carry significant 
epistemic and ethical risks for the users. I have here provided a fresh reason for why 
such phenomenological similarity, if and when it can be a source of such inappropriate 
epistemic expectations, should be avoided in terms of the notion of assertion.  

5. Conclusion  

In this chapter, I have argued against the “functionalist’’ accounts for machine 
assertion. Such functionalist accounts of assertion make their case for machine 
assertion by arguing for a functional equivalency between machine-generated and 
human uttered expressions in terms of their epistemic effect on the listeners. I have 
illustrated theoretical and pragmatic challenges faced by such accounts of assertion as 
well as how such accounts differ from what I have termed as “traditional accounts of 
assertion’’. In particular, rather than rely on the consequences of the uttered expression 
on the listener, the traditional accounts of assertion define the notion of assertion in 
terms of mental states and/or actions of the asserters – such as taking responsibility for 
the asserted expressions. Machines, such as digital voice assistants like Alexa, do not 
seem to be the sort of agents that can take such responsibility.  
 
As an alternative proposal, I have argued for a proxy account for machine assertion, 
such that machine-generated utterances can be classified as proxy assertions on behalf of 
the designers of the machine, under certain conditions. While a similar proposal for 
proxy speech via machines has been offered previously, unlike my proposal, it does not 
explicitly and directly link the actions and/or mental state of the designers directly to 
the uttered expressions. This direct link, I have argued, is necessary for explaining the 
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source of locutionary force that makes the uttered expression count as a proxy assertion. 
Among others, one major implication of the account I have proposed is that designers 
of speech-generating machines need to be able to reasonably foresee the uttered 
expressions for them to count as proxy assertions. This has further implications for the 
epistemic expectations users of such speech-generating machines should have as well 
as the duties and responsibilities of the designers in communicating the 
appropriateness of such epistemic expectations to the users.  
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Chapter 4. 
Ethics of  gamification in health and 
fitness-tracking 

Introduction 

Gamification can be generally defined as the use of techniques and elements of video 
game design in non-game contexts (Deterding et al., 2011; Kim & Werbach, 2016). 
In the context of health tracking and wearable health devices, gamification can be and 
is being used to encourage health and wellness activity. In particular, wearable activity 
trackers, in conjunction with gamified smartphone apps, have been promoted as 
promising tools for increasing physical activity among its users (Attig & Franke, 2019). 
Some examples of game-like elements used in gamified health apps include points and 
rewards for health activity as well as social elements like competitions and challenges 
with other people (Deterding et al., 2011; Seaborn & Fels, 2015). Gamification is often 
distinguished from more immersive, full-fledged, or “serious games’’, and the 
intention in gamification is to mimic experiences reminiscent of games to affect 
behavior and motivation of users (Sardi et al, 2017). In the context of health, 
gamification generally seeks to alter user behavior into increasing their physical 
activity and/or adopting a healthier lifestyle through game-like experiences. 
 
The use of such game-like elements, and gamification in general, is not unique to the 
case of health and fitness. Gamification techniques have found their application in a 
diverse range of areas including in business organizations to enhance customer 
engagement as well as employee performance, in public-policy initiatives, as well as 
in classrooms and other learning environments (Landers et al., 2018). The increase in 
popularity of gamification in the last decade is concurrent with rise in accessibility of 
digital technologies, particularly smart phones as well as digital infrastructure that has 
created a networked world. Social networks, and other similar networked platforms, 
have also contributed to increase in prevalence of gamification as designers have 
leveraged such networks to improve interaction and engagement with users (Sardi et 
al., 2017). Despite its potential, gamification has also found its critics, including those 
who have questioned the moral and ethical legitimacy of gamification (Bogost, 2015; 
Kim & Werbach, 2016; Sicart (Vila), 2015). Kim & Werbach (2016) have argued that 
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such criticism suffers from painting with too broad a brush in denouncing almost all 
forms of gamification as vicious and/or exploitative. They also state that existing 
normative accounts of problems with gamification fall short of providing guidance to 
practitioners, particularly designers of gamified apps and platforms. Kim and 
Werbach have, instead, proposed a practice-relevant context-sensitive and situated 
approach to the exploration of ethical issues associated with gamification. They have 
significantly enhanced the normative discussions about gamification, and to our 
knowledge, present the most comprehensive conceptual framework of ethical issues 
associated with gamification available yet.  
 
Yet, in their methodology, Kim and Werbach (2016) were primarily concerned with 
business practices, and this may reflect its shortcomings when applied to other 
contexts, such as health and fitness tracking. Further, while some recent studies have 
pointed out the “darker side’’ of health gamification, there is currently a lack of 
systematic reflection and compilation of such issues (Rockmann, 2019). Recent studies 
also suggest negative effects of gamified health apps can have adverse effects on users 
motivations and lead to discontinuance of app use (A. Rieder et al., 2020; Rockmann, 
2019). A thorough landscape of ethical issues of gamified health apps could not only 
help designers carry out their potential moral duties towards the users of the app, but 
also lead to better long-term user engagement with their products. This chapter seeks 
to advance the goal of facilitating a practice-relevant guide for designers of gamified 
health apps to address ethical issues raised by use of such apps. More specifically, the 
chapter seeks to achieve two major aims: a.) propose a revised practice-relevant 
theoretical framework that outlines responsibilities of designers of gamified health 
apps, and b.) provide a landscape of various ethical issues related to gamified health 
apps as found in the empirical literature about such apps.  
 
To achieve these objectives, we first conduct a theoretical analysis of the conceptual 
framework of ethical issues in gamification provided by Kim and Werbach (2016). 
The aim of this analysis is to propose amendments and refine the theoretical 
framework for it to be useful particularly for designers of gamified health apps. To this 
end, we create a tripartite framework based on the types of responsibilities designers 
of such apps may have. This tripartite theoretical framework can facilitate 
taxonomizing of various ethical issues related to gamified health apps, based on how 
designers may address such issues. We then conduct a systematic literature review to 
investigate empirically supported ethical issues related to gamification in health and 
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fitness tracking. The results of this review serve as a guiding list of ethical issues likely 
to be encountered in design and use of a gamified health app. Such a review also 
allows us to explore the strength of our revised framework by investigating whether 
the kinds of responsibilities identified by our framework can address such issues. 
Finally, based on our analysis, we posit some limitations of this framework and offer 
suggestions for future studies that aim to locate further ethical issues related to 
gamified health apps or to test how such ethical issues actualize in specific 
circumstances or on particular gamified health apps. Our analysis also offers ways for 
users and in particular, designers of such apps to navigate through, anticipate and 
avoid potential ethical issues related to gamified health apps.  

1. Ethics of Gamification 

Kim and Werbach (2016) contend that prior to their work, gamification ethics 
displayed a tendency to over-generalize from particular examples and under-
theorized partly owing to the speed with which technologies associated with 
gamification advanced. To cover these gaps, they propose a “conceptual map of the 
terrain’’ that can offer normative guidance to gamification scholars as well as 
practitioners in identifying underlying structures that tie together what may seem like 
disjointed and disparate phenomena related to gamification. They share an aim of 
this chapter: developing a framework that can be useful to designers (and practitioners) 
of gamification. To this end, they propose four broad categories of ethical difficulties 
with gamification which encapsulate a cluster of concerns. In this section, we discuss 
these four categories as well as their underlying theoretical framework which allows 
these categories to be mapped onto a two-dimensional map. We then discuss the 
limitations of their framework and this conceptual map and propose a new framework 
that may help designers of gamified health apps locate the kind of responsibilities they 
may have to address ethical issues related to such apps.  

1.1. Kim and Werbach (2016) framework for gamification ethics 

Kim and Werbach propose that the “ethical status of a practice of gamification, 
primarily, but not exhaustively, is determined by the extent to which the practice” is: 
 

1. Exploitative 
2. Manipulative 
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3. Intentionally or unintentionally harmful to the parties involved 
4. Has a socially unacceptable level of negative effect on the character of the 

parties involved. 
 
Exploitation – Kim and Werbach argue that gamification is exploitative in situations 
where it is unfair to one party. For example, if, in the workplace, gamification 
techniques may benefit the employer by increasing employee efficiency, but these 
benefits may not be translated or trickle down to employees, or they may be unfair to 
them in other ways (such as not being able to say no to such techniques), then 
gamification can be exploitative.  
 
Manipulation – Kim and Werbach propose that since gamification essentially targets 
behavior change, it is prima facie open to the charge of being manipulative. In their 
discussion, they explore multiple accounts of manipulation, and offer two main ways 
in which gamification can be manipulative: 
 

1. When the gamification elements and mechanisms are hidden from those it is 
applied on (deception) 

2. When gamification techniques inhibit rational self-reflection and undermine 
autonomy in unjustifiable ways 

 
They state that it is largely an empirical question whether particular instances of lack 
of transparency of gamification techniques or undermining of autonomy are 
manipulative. One may need more information, for example, to ascertain whether 
lack of transparency about game elements in a particular gamified health app is 
intended to deceive the user or not. As examples, they argue that addiction and 
distraction are two ways in which gamification can undermine autonomy.  
 
Harms - Kim and Werbach (2016) write that gamification can lead to both physical 
and psychological harms. Further, they state that,  

“the risks of physical harm due to gamification primarily involve injury to others outside 
the gamified system, while the risks of psychological harms generally involve the players 
themselves.” 

Detrimental effects on character - One threat involved with gamification is that it can 
rely on rewards or incentives that are detrimental to one’s character. A standard 
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example of the negative effects of an incentive to good behavior is a parent using 
candy to change or nudge their child’s behavior (Kim & Werbach, 2016). There are 
two related but distinct worries about gamification in relation to effects on character: 
a.) individuals relying on the wrong kinds of incentives, and b.) individuals excessively 
or obsessively relying on an incentive.  
 
The analysis offered by Kim and Werbach relies on there being two primary reasons 
for these prima facie ethical issues related to gamification: 
 

• Overlay of virtual and real norms 
• Conflict between interests of individuals subjected to gamification and those 

who provide or design gamification elements 
 
Overlay of virtual and real norms – According to Kim and Werbach, gamification 
ethical issues such as manipulation or exploitation arise because gamification brings 
in conflict the different set of norms in play in “the real world’’ and the “game world’’. 
For example, within a game, it may be acceptable to manipulate or deceive someone 
(such as in Poker, for example). Yet, such a norm is hardly acceptable in the real world 
and if one were to apply a gamification technique that transposes a game world norm 
to the real world, ethical issues may arise.  
 
Individual vs gamification provider – The second source of ethical tensions, according 
to Kim and Werbach, is dissonance between motivations and interests of those 
subjected to gamification, and those who provide or deploy them. For example, in a 
gamified workplace, an employer may want to excessively track and reward employee 
productivity, but employees may consider this as an infringement of privacy.  
 
This two-dimensional framework leads to the following conceptual map proposed by 
Kim and Werbach: 
 
Table 1. Conceptual Mapping of Gamification Ethics. 

 Real world Game 
Relational Exploitation 

 
Manipulation 

Individual Harm Character 
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Here, they deem that exploitation and manipulation are “relational’’ concerns since 
they can only be evaluated in the context of the relation between individuals subjected 
to gamification and those providing/designing it. For example, as stated earlier, 
gamification, under this framework, is exploitative when there is an asymmetry or 
imbalance in the consequences of gamification such that the user either does not reap 
symmetrical rewards, relative to the designer or even accrues harm. On the other 
hand, harms and detrimental effects to character can be evaluated “purely with 
reference to the players as individuals” (Kim & Werbach, 2016). Similarly, the 
dimensions of real-world and game lead to different relational and individual issues. 
Exploitation, according to this conceptual framework, is an issue where the 
gamification designer exploits a real-world vulnerability of the user, while 
manipulation is an issue that arises because the game elements are such that they 
inhibit a user’s autonomy. While this framework is helpful in understanding the four 
prima-facie ethical issues related to gamification, there are also reasons to be skeptical 
that this framework is comprehensive or appropriate enough for locating ethical issues 
related to health gamification.  

1.2. Theoretical Limitations of this conceptual framework 

The two dimensions underlying the conceptual framework offered by Kim and 
Werbach – relational vs individual and real-world vs game-world offer a good way to 
map several different ethical issues related to gamification. Yet, there are reasons to 
believe that the four categories defined by them – exploitation, manipulation, harms, 
and detrimental effects to character- only capture a narrow range of issues their 
conceptual framework has to offer. In what follows, we discuss the four categories 
further and, when applicable, present some limitations of applying these categories to 
the specific case of gamified health apps.  
 
Category 1: User-Designer Relation in the real-world, and Exploitation 
Using the conceptual map (Table 1) offered by Kim and Werbach, the first category 
is one that should map the issues that relate to the relation between designer and users 
of a gamified system. Further, according to Kim and Werbach, these issues arise due 
to designers “exploiting a real-world’’ imbalance between designers and users (Kim & 
Werbach, 2016). There are at least two problems with labeling this category of issues 
as “exploitation’’. First, it is not necessary that an imbalance between the designer and 
the user is a case of exploitation. A mere asymmetry in the distribution of rewards 
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from the implementation of a gamified system does not constitute the wrong of 
exploitation. Second, there may be other kinds of wrongs that may arise out of the 
asymmetrical relationship between users and designers of a gamified system. 
Consider, for example, a gamified health app designed to motivate users into 
exercising more. In order to motivate its users, say that the app tracks a user’s activity 
and shares it with their friends on a social network, and gives them digital rewards if 
they outperform their friends. The social network, then, decides to allow third parties 
(such as other data brokers) to scrape this data off their network, which in turn, may 
lead to privacy harms to the user. It is hard to argue here that the designer is exploiting 
the user. Yet, the harm to the user is because of an imbalance between the designer 
and the user- namely, the choice of how the gamified app is designed and its data 
sharing policy, rests with the designer and not the user.  
 
This is not to argue that designers of a gamified health app cannot commit a wrong 
of exploitation. In the previous example, if the app itself was designed to scrape and 
store user data for sale to a third party, it may be deemed exploitative. The argument 
here is that exploitation is only one of the wrongs that may be involved in the category 
covered by the conceptual map (table 1) offered by Kim and Werbach.  
 
Category 2: Game-User Relation in the game-world, and Manipulation 
Kim and Werbach term the second category of ethical issues of gamification as 
“manipulation’’. This category, according to their conceptual map, tracks issues that 
can only be evaluated in the context of how a user interacts with the game elements. 
Kim and Werbach term them under “manipulation’’ as they arise because “providers 
have created an environment such that, in the game, the players cannot make 
autonomous choices, and instead make choices that serve the providers’’ (Kim & 
Werbach, 2016). Again, one problem in this phrasing is that it seems to exclude cases 
where users’ autonomy is undermined even without designers intending that to be the 
case or intending it for their own purposes. One could, for example, imagine a user of 
a gamified health app who is so obsessively addicted to the game elements (such as in-
game rewards like points or badges) even without the designer intending that to be the 
case. Kim and Werbach also cite addiction as an example of the kind of problem they 
have in mind here, and it is not sufficiently clear whether they want to restrict the 
category to cases of such addiction being a result of users “serving their (designers’) 
purpose”. Further, given the practice-relevant aim of the framework, the omission of 
such cases may not cover the full scope of potential duties and responsibilities of 
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designers and providers of a gamified system. One could argue that designers and 
providers of gamified systems are not merely responsible for consequences of intended 
actions, but also, at least some of, the unintended actions. Many philosophers and 
ethicists, for example, believe that people should not only be held morally responsible 
for wrongdoings they are aware of, but also in cases where they should have known 
better (Rudy-Hiller, 2018). Ascriptions of such moral responsibility (for should have 
known cases) may be even more justified in cases where the professional role of a 
person may morally require them to have known certain things. A doctor, for 
example, cannot claim ignorance for misdiagnosing a disease they were not, but 
should have been, aware of. In cases of gamified health apps, we may find similar 
cases where the designers and providers of such apps may be morally required to 
inquire into, at least some of, the ways in which the app undermines user autonomy.  
 
Another limitation of discussions offered regarding both category 1 (User-designer in 
the real-world) and category 2 (game-user relation) is that it does not distinguish 
between different roles providers and designers of the gamified system play. Kim and 
Werbach use both terms in their chapter, but do not elaborate on how each could 
affect the system in their role. Distinguishing between the morally relevant actions 
available to each could be significant for the practice-relevant aims of the framework. 
 
Category 3: Harms to Individuals 
The third category is not relational, in the sense that to evaluate ethical issues within 
this category, one need not look at the actions of the designer or the game elements. 
This category tracks a consequentialist approach to gamification ethics. A 
consequentialist approach to ethics, as the name suggests, is roughly the idea that 
whether an act is ethical or not depends on the consequences of that act (Sinnott-
Armstrong, 2021). Applied to the case of health gamification, this approach dictates 
that one only needs to look at the consequences of the game/gamified system, in the 
real-world, to determine whether an individual has been harmed. In their 
introduction to this category, they state that it primarily involves physical harms to 
other individuals and psychological harms to the user of the gamified system. Yet, they 
do give some examples where the user may also be physically harmed, so the category 
should indeed include harms of physical and psychological nature to both users of the 
game as well as others affected by it.  
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Category 4: Detrimental effects to Character 
The fourth category deals with ethical issues that are also not relational and arise in 
the game. Kim and Werbach define this category as one which has issues that arise if  

“there is an ethical lapse in the game, such that players act to satisfy the game’s objectives 
and are indifferent to fundamental human values”.  

Yet, stating the problem this way also narrows down the potential problems involved 
here. Specifically, defined this way, the category leaves out issues where a user of a 
gamified system acquires character flaws that are not simply “lapses in the game’’ but 
also carry outside it.  

1.3. Potential Problems outside the scope of the framework 

Besides the limitations already discussed, there may be additional problems that the 
framework does not address. 
 
First, health as a category has an important social and structural dimension that may 
not be covered by a focus on individuals and their motivations. One’s health status, 
as well as possibilities to engage in a healthy lifestyle, are conditioned by social factors 
such as one’s relative economic or social status. This may mean that the conflict 
between the motivations of individual players and gamification designers may not 
capture the entire breadth of ethical issues associated with gamification in healthcare. 
This may be further exacerbated by the fact that many gamified health apps also 
deliberately include social dimensions, such as leaderboards, competitions, badges, 
etc. and there is also evidence that users of such apps actively seek social validation in 
their gameplay (Hamari & Koivisto, 2015).  
 
Second, the dimensional contrast between real-world versus game-world may also be 
elusive. In their discussion of how to identify the relevant ethical concern for an 
individual, Kim and Werbach write,  

“If the gamification activity produces an injury manifested in the real world, whether 
physically or psychically, the issue is one of harm. If instead there is an ethical lapse in the 
game, such that players act to satisfy the game’s objectives and are indifferent to 
fundamental human values, the issue is character.”  

Yet, gamified health apps are not perfectly closed environments and there may be 
instances in health gamification where the game-world may reinforce or affect the 
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norms in the real-world and it may not be easily determinable whether the ethical 
concern arises in the game world or the real world. A gamified health app, for 
example, may not only push a player to satisfy the goals in the game, it may also 
change or influence what the player deems to be healthy in the real-world too.  

1.4. Framework for Designer Responsibilities 

That there are limitations to the application of Kim and Werbach’s framework and 
conceptual map to the specific case of gamified health apps is not surprising. Kim and 
Werbach also anticipate this possibility, as they state that a.) their framework is 
conceptualized with the case of gamification in the workplace in the forefront, and b.) 
their attempt was not to provide a comprehensive mapping, leaving open the 
possibility of issues that may not be covered by their framework. Further, the 
discussion offered by Kim and Werbach does make important strides towards their 
practice-relevant aim of outlining ethical issues with gamification that could be useful 
for designers and providers of gamification. They also make the important observation 
that analyzing and identifying ethical problems with gamification requires more than 
just a consequentialist perspective in that not all the wrongs associated with such 
practices are related to the outcomes of the gamified system. Some of the wrongs, for 
example, are better analyzed from a virtue ethics approach to figure out how a 
gamified system or app affects a user’s character22. Similarly, from the point of view 
of the designers, which is the focus of this chapter, a deontological perspective can 
give us crucial insights. Kim and Werbach, for example, state that in outlining the 
problems of exploitation and manipulation, they appeal to deontological values of 
autonomy, fairness, and reason-responsiveness. In this section, we build on such 
insights offered by Kim and Werbach, and propose a new framework geared towards 
outlining the types of responsibilities designers of gamified health apps have.  
 
Before we outline our proposed framework, however, some important observations 
need to be stated. First, as discussed in section 1.2, designers of gamified apps may 
have responsibilities of preventing not just intentional wrongdoings, such as 
exploitation of vulnerabilities or undermining user autonomy, but also unintentional 
wrongdoings, especially cases where they can be expected to have known better. The 

___________________________________________________________________ 
22  In contrast to consequentialism, virtue ethics emphasizes moral character (Hursthouse & Pettigrove, 

2018). A virtue ethicist, for example, would recommend helping someone not for its consequences 
but because it is benevolent to do so.  
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latter may require designers, for example, to actively inquire into outcomes of their 
designed apps, and as Kim and Werbach’s discussion illustrates, such inquiry should 
not be limited to a consequentialist perspective. Designers may also need to reflect 
whether their design has negative effects on the character development of the users. 
Further, following a deontological (or Kantian) approach, designers may need to 
reflect on the possible wrongs that arise out of a designer’s lack of respect for the user 
or treating them as a mere means. On Kant’s view, we must always have respect for 
persons and there is something intrinsically wrong in treating them as mere means 
(Dillon, 2018). To treat them as mere means implies treating them only for our own 
ends and advantages, without regard to their interests (Dillon, 2018). For a designer 
to have respect for the users, and not treat them as mere means, implies being 
responsive to the needs and values of the users. Given that gamified health apps 
operate in the context of health, where special duties of care and beneficence are often 
emphasized, designers of such apps may even have special duties to actively consider 
the needs of the users (Nickel, 2011). In this sense, designers may be said to have 
design-related duties that are negative, in the sense that they require them to not harm 
the users, as well as duties that are positive, that require them to actively consider the 
good of the users.  
 
Second, while designers have active responsibilities related to the design of the apps, 
other stakeholders may also share responsibilities for outcomes related to the use of 
the app. This includes users, but also providers, or other stakeholders who may force, 
push, or incentivize users to use such apps. One example could be a physician or a 
doctor who prescribes the use of a gamified health app to her patients. In such cases, 
these stakeholders may be more aware of the contexts within which a user is using the 
app, which may dictate that they also have moral responsibilities for outcomes for the 
users. Even in such cases, however, designers may also have responsibilities that are 
not limited to design. Such a model, where designers not only have responsibilities to 
make a “safe design’’ but also to actively and responsibly share responsibilities has 
been argued by van de Poel & Robaey (2017), amongst others. Under such a model, 
designers may, for example, be required to engage with such physicians and doctors 
in not only understanding the best design features might, but also to communicate 
how to best integrate the app with other kinds of interventions physicians or doctors 
may be planning. Such communication-based duties may also be stated in terms of 
designers’ relation with, and as part of, the general society they inhabit. As stated, 
health as a category has an important social and structural dimension, and gamified 
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health apps exist within such social and structural conditions. As far as possible, 
designers may need to engage with such social and structural systems to ensure that 
their apps are responsive to such conditions and that others also understand their role 
and utility as best as possible.  
 
Another important stakeholder with whom designers may have to share responsibility 
is, of course, the user. From an ethical perspective, the need for such sharing or even 
transfer of responsibility to the user arises from the possibility that users may deviate 
significantly from what the designers intend or foresee as a way to use or engage with 
the gamified app. This includes misuse of the app in ways that are harmful to the user. 
One way in which designers can share or transfer responsibility to the users is through 
a ‘use plan’ (Pols, 2010). Houkes & Vermaas (2010) have argued that the design of 
artifacts always includes the design of use plans where a use plan is a sequence of 
actions with an artifact that will lead to the realization of a goal. Such use plans may 
be communicated to the user through written manuals but also through other ways 
such as instructional videos, advertisements, etc. Further, use plans may even allow 
users to deviate from plans designers had in mind. Robaey (2016) has argued that 
successful use plans should even consider such deviations, and encourage users to 
adapt to the use of artefacts in particular contexts to avoid hazards. To this end, Robae 
argues for epistemic access to the design of the artefacts, such that the artefact is not 
a black box for the user. The point here is not to argue that gamified health apps 
should necessarily have such use plans, but that the designers of gamified health apps 
may have duties and responsibilities related to successful transferring or sharing of 
responsibilities to/with the users of the apps.  
 
With these observations in mind, we can now propose our framework based on the 
three types of responsibility designers of gamified health apps may have: 
 

1. Responsibilities for proper design – As the name suggests, this includes 
responsibilities of the designers directly related to the design of their gamified 
health apps. This involves, for example, negative duties which require 
designing the game elements such that the users are not harmed or wronged, 
as well as potentially positive duties which help or facilitate the achievement of 
the user’s good. As stated, such duties may also involve designers actively 
inquiring into the consequences of their design activities.  
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2. Responsibilities to facilitate proper use – While design features are an essential 
part of facilitating an ethically good user experience, design and designers 
cannot account for all possible outcomes from the use of a gamified health app. 
There are various uncertainties and indeterminacies related to how users will, 
in practice, use the app. Avoiding wrongdoings because of, for example, misuse 
of the app, requires that designers share and transfer some of the responsibility 
to current as well as prospective users. As mentioned, one way to achieve this 
would be through use plans that designers can share with the users. There may 
also be other ways in which designers may encourage morally desirable 
behavior in users as well as foster virtues of taking responsibility amongst the 
users. One example may be through designer-organized forums and meetings 
that facilitate interaction amongst current and prospective users, such that they 
are able to share and create new beneficial ways of engaging with the apps that 
even designers may not have anticipated. There is evidence, for example, that 
such forums and meetings have helped members of the Quantified Self (QS) 
movement which includes users of apps such as Fitbit which measure and 
promote physical activity (Sharon, 2017).  

 
3. Responsibilities related to ensuring proper embedding of the apps within the 

larger social context – Besides users, designers may also need to share 
responsibilities with other stakeholders associated with gamified health apps. 
This may include the general public but may especially include actors whose 
actions are directly related to gamified health apps. This includes, for example, 
and as stated earlier, doctors and physicians who may want to use such 
gamified health apps in planned interventions for their patient groups. It may 
also include insurance companies who may want to include data from gamified 
health apps and offer users monetary incentives to be more physically active in 
demonstrable ways. As informed stakeholders who may understand the 
nuanced ways in which actions of actors such as the aforementioned insurance 
companies and physicians may affect users of gamified health apps, designers 
may have the responsibilities to engage in interactions with other actors to 
facilitate the use of such apps in ways that promote better outcomes. Designer’s 
duties may also involve pushing forward and facilitating an active and 
democratic societal discourse on how such apps may be used and integrated 
within a given society’s health system. This may especially include engaging 
with other designers of such gamified health apps. More generally, there is a 
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need for designers to reflect more broadly on the wider social and economic 
implications of their apps. 

 
As stated, this chapter has the dual aim of providing a practice-relevant theoretical 
framework to address ethical issues with gamified health apps as well as to provide a 
landscape of various ethical issues related to gamified health apps as found in the 
empirical literature about such apps. The first aim – the proposed theoretical 
framework – facilitates taxonomizing of ethical issues related to gamified health apps, 
based on the type of designer action they may be addressed by. The second aim - of 
providing a landscape of empirically identified ethical issues related to gamified health 
apps – serves as a guiding list for designers of such apps and facilitate the addressal of 
such ethical issues. The attempt here is also to see how such empirically identified 
ethical issues may be addressed by the three types of designer responsibilities we have 
outlined here. Mapping the identified ethical issues on our practice-oriented 
framework would be an aid to the designers of gamified health apps who may seek to 
avoid harms to the users of such apps. In the next section we discuss our methodology 
to answer the main question about what such effects on users of gamified health apps 
are: 
 
What ethical issues can be identified in the existing empirical work on the effects of 
gamification in health tracking? 

2. Methodology  

To answer our question, we conducted a systematic review of the literature on the 
effect of health gamification. We review those publications that discuss the effects of 
gamified apps based on health and fitness tracking. The main aim of the systematic 
literature review, as stated earlier, is to achieve our second objective in this chapter: 
facilitating a landscape of empirically identified ethical issues encountered in use of 
gamified health apps. While extracting these ethical issues from the empirical 
literature, we also note recommendations for designers of gamified health apps given 
in the literature to address such ethical issues. We then map these recommendations 
on to our tripartite framework as proof of its utility in taxonomizing various ethical 
issues related to gamified health apps and corresponding designer responsibilities.  
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2.1. Protocol Overview 

The study protocol consisted of the following steps: 
 

1. Search for papers published after 2010 that discuss the effects of gamification 
in health and fitness apps (see section 2.2 for details of search string and 
criteria). 

2. Remove duplicates from the retrieved articles. 
3. Apply the inclusion and exclusion criteria described in section 2.3 
4. Apply backward snowballing method to systematic reviews within our 

reference list to find additional studies 
5. Check for sampling bias by searching for strings related to “ethics of health 

gamification”  
6. Extract data from the selected papers to answer our research question 

2.2. Search string, strategy and database selection 

To select search databases and design our search string, we analyzed methodologies 
described in other systematic reviews on gamification in health (these are (Cheng et 
al., 2019; Edwards et al., 2016; D. Johnson et al., 2016; Sardi et al., 2017; Schmidt-
Kraepelin et al., 2019). Since these reviews had different research questions than ours, 
we modified our search string and database list accordingly. Based on these reviews 
and needs of our study, the electronic databases used included those identified as 
relevant to information technology, social science, ethics, psychology, and health: 
ACM digital library, Scopus, Web of Science, PubMed, PhilPapers, and IEEE 
explore. Following the account of the timeline of the popularity of gamification in 
health in (Sardi et al., 2017 and Schmidt-Kraepelin et al., 2019), only papers after 
2010 were included. While our main purpose was to identify potential ethical issues 
related to gamification in health and fitness, based on results and methodology used 
by (Schmidt-Kraepelin et al., 2019), we were aware that such issues may be referred 
to in the literature as “negative”, “unintended” effects, “risks”, or similar terms and 
designed our search string accordingly. Prior to applying the search protocol, we had 
also already identified that papers by (Attig & Franke, 2019; Barratt, 2017; Maturo & 
Setiffi, 2016) were relevant for our study. We, therefore, used these papers to use as a 
control, to make sure our search string did not skip relevant results. Following is our 
final search query (used for ACM database): 
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"query": { Abstract:(gamif* ) AND AllField:(health*  OR  medic*  OR  life*  OR  
fitness  OR  well-being) AND AllField:(risk* OR danger* OR peril* OR effect* 
OR negative* OR unintended OR ethics OR ethical) } 

"filter": { Article Type: Research Article, Publication Date: (01/01/2010 TO 
12/31/2020), ACM Content: DL, NOT VirtualContent: true } 

 
This search strategy resulted in 621 results of which 459 were unique. 

2.3. Screening and selection of papers 

We then applied the following inclusion and exclusion criteria to narrow our search: 
 
Inclusion criteria: 
 

1. Peer-reviewed (incl. peer-reviewed conference papers).  
2. Full papers (incl. full conference papers).  
3. Clearly focused on gamification and described gamification elements (type of 

game design elements).  
4. Addresses gamification in health and fitness tracking through use of devices 

and/or mobile apps.  
5. Discuss empirical evidence related to the effects of such apps. The empirical 

evidence here denotes a reported effect of a gamified health app. The effect 
could be in terms of impact (affect, behavior, social, cognitive) or in terms of 
user experience when using the gamified health app.  

 
The first two criteria are developed to maintain the quality of the articles. The second 
and last two are developed to make sure the literature clearly focuses on gamification 
within the health and fitness tracking. We screened the articles initially based on their 
titles. We then consulted the abstract or the text of the article when it was necessary 
to reach a confident judgement. Based on these criteria 80 relevant papers were found.  
 
The exclusion criteria focus on excluding literature which only superficially mentions 
our terms of our interest but does not contain sufficient detail for analysis: 
 

1. Mention health and fitness tracking but do not explicitly focus on gamification 
in such devices.  



Ethics of gamification in health and fitness-tracking 

85 

2. Addresses gamification in health tracking but does not give relevant empirical 
information on the effects of such gamification.  

 
Here relevant empirical evidence is deemed limited to: 
 

1. Evidence about the effect of gamified health app on the user through 
qualitative user feedback (surveys, questionnaires, user reviews) 

2. Evidence about potential negative effects of gamified health app through 
content analysis of the app 

 
In applying these exclusion criteria, initially identified papers were carefully analyzed. 
Following this screening, we did backwards snowballing to two relevant systematic 
reviews, which also discussed empirical effects of gamification in health, included in 
our list to retrieve additional papers. This gave us a list of 23 final papers. We also 
searched for multiple permutations of the strings “ethics of health gamification”, 
“negative effects of health gamification”, etc. in Google scholar to check for papers 
published after 2010 that may have been missed. We manually screened through the 
first 50 results and did not find any relevant studies that had not already been 
included.  
 
To facilitate objectivity, we piloted the process of inclusion and exclusion using 10 
papers that were independently assessed by three different researchers, including the 
authors of this paper. The rest of the articles were screened for inclusion and exclusion 
after it was established that the three assessors agreed on the inclusion and exclusion 
assessment of the 10 articles. 

2.4. Data Extraction and Analysis 

All selected papers were read in their entirety, looking for relevant phrases, arguments, 
or discussion points that address some ethical issue or negative effects related to 
gamification in health and fitness tracking. For studies that were based on empirical 
evidence regarding subjective user experience of using a gamified health app, we only 
count it as a reported effect and/or a related ethical issue, when the study reported it 
as a significant effect, for example, because it was applicable for a significant number 
of users (and not, for example, when researchers expected to find it or mentioned it as 
a possible issue but which was not studied). Besides effects reported from such studies 
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of user experience, we also included a couple of studies which were based on discourse 
analysis of gamified health apps. These studies looked at game elements and linguistic 
components (words used to describe health status or prospective users, for example) 
of the app and applied sociological theories to articulate the ethical issues in play with 
the app. Through our analysis, we collected a list of all reported negative effects 
and/or related ethical issues of gamified health apps.  
 
Of the selected papers, roughly 50% (12 out of 23) were based on qualitative studies 
and employed methods such as semi-structured interviews of a selected group of users 
of gamified health app(s). These studies monitored the users over multiple days, 
ranging from 1 week to 8 weeks. 9 (39%) were based on surveys or questionnaires 
conducted over a large number of existing users of gamified health apps. A third of 
the studies (33%) focused on a range of gamified health apps while the rest were 
focused on a particular gamified health app. Among the latter, 33% (5 out of 15) used 
an app (or a prototype) not yet available in the public domain, while the rest employed 
use of an existing, often popular, app.  

2.5. Results and Findings 

Our review of the literature yielded various potential ethical issues with gamified 
health apps. Table 2 gives an overview of these issues along with sources citing such 
issues. While describing these issues, we also note recommendations, within the 
identified literature, to designers of gamified health apps of ways in which they may 
potentially address these issues. We then map these recommendations onto our 
tripartite framework based on the type of designer responsibility a given ethical issue 
may be addressed by.  
 
In Table 3, we encapsulate how the recommendations in the literature for designers 
of gamified health apps, to address these ethical issues, can be mapped onto our 
proposed categories. We indicate which type of designer responsibility may potentially 
address that particular ethical issue. It should be noted that while the table only 
includes recommendations in the literature, these are by no means an exhaustive set 
of recommendations to designers of gamified health apps related to addressing 
potential ethical issues. In the text below, as examples of further possible steps 
designers, we also note some additional observations of our own. For example, 
although Maturo & Setiffi (2016) analyze and introduce the issues of biosociality, 
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amorality, the neoliberal objection, they do not offer an explicit recommendation to 
address these issues. Their analysis, however, can be used to deduce some possible 
steps and we note them below in the text. Further, our recommendations are also not 
meant to be exhaustive and there are of course, other steps designers could take to 
address some of these ethical issues. For example, we indicate that privacy-related 
issues may be addressed by proper design and proper use as we have noted such 
possibilities in the analysis presented above. This should not be taken to mean that 
there aren’t ways to address such privacy issues through means that maybe 
characterized as belonging to the third category of proper embedding in the social 
system. Table 3 and our analysis in general indicate the scope for future research – 
particularly, to investigate other ways in which designers of gamified health apps may 
address potential ethical issues by assuming one of the types of responsibilities in our 
framework.  
 
Table 2. 
Reported  
Ethical issue 

Sources 

Privacy-related 
Issues 

(Orji et al., 2017) (El-Hilly et al., 2016) (Barratt, 2017) (Hopia & 
Raitio, 2016; Spillers & Asimakopoulos, 2014; Trang & 
Weiger, 2021) 

Cognitive 
Manipulation 

Maturo & Setiffi, (2016) 
 

Dependence and 
Addiction 

(Attig & Franke, 2019) (Attig & Franke, 2020) (Hopia & Raitio, 
2016) 
(Barratt, 2017) (Rockmann, 2019; Whelan & Clohessy, 2020) 

Psychological  
harms 

(Orji et al., 2017) (Barratt, 2017) (Giannakis et al., 2013) 
(Cafazzo et al., 2012) (Dithmer et al., 2015; Gal-Oz & 
Zuckerman, 2015; Honary et al., 2019; Kerner & Goodyear, 
2017; W. R. Smith & Treem, 2017; Whelan & Clohessy, 2020) 
(A. Rieder et al., 2020) 

The Neoliberal 
Objection 

Maturo & Setiffi, (2016) 

Physical Harms (Barratt, 2017) (Lai et al., 2019) 
 

Hermeneutic 
Problems 

Maturo & Setiffi, (2016), (Lupton & Thomas, 2015) 
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Reported  
Ethical issue 

Sources 

Biosociality Maturo & Setiffi, (2016) 
Amorality Maturo & Setiffi, (2016) 
Issues related to 
providers and 
facilitators  

van Dooren et al., (2019) 

  
1. Privacy-related issues – Privacy was a chief concern among many users of 

gamified health apps. We found multiple studies that reported users being 
concerned about lack of privacy when using a gamified health app. This 
concern was either a result of users not comfortable with their data being 
tracked or shared, or because they were unsure how their data may be used by 
the app. Users also expressed concern with certain features of the app, 
intentionally designed, to lure them into using the app more or reminding them 
to use it. There was also evidence that some apps were intentionally designed 
to lure users into sharing more personal data (Trang & Weiger, 2021). There 
was also evidence of privacy concerns of the users translating into psychological 
concerns, such as feelings of being surveilled and corresponding anxiety. This 
clearly points to the need for designer assuming responsibilities to protect user 
privacy. Orji et al., (2017), for example, suggest that app designers should allow 
users to hide their identity and other personal information from other users of 
the app. They also suggest other “personalization’’ features to allow users to 
choose what information is shared and collected about them. (Trang & Weiger, 
2021) suggest that app providers should explicitly ask user’s permission before 
processing private information as well as inform users as much as possible 
about ways in which their information is used.  

 
2. Cognitive manipulation - In their review of multiple gamified health apps, 

Maturo & Setiffi (2016) write of apps exploiting concepts from cognitive 
psychology to manipulate users into using the app or oversharing information 
on them. Such design features are also partly responsible for the addicting 
nature of such apps, and Attig and Franke (2019) have done an important study 
demonstrating the dependence of users on gamified health apps. (Attig & 
Franke, 2019) write that such features rarely lead users into adopting an active 
lifestyle (or exercise) in the long-run and designers should instead focus on 
facilitating internal motivation of the users.  
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3. Dependence and addiction – Besides (Attig & Franke, 2019), Barratt (2017), in 
his qualitative study on the use of gamified apps by cyclists, also found evidence 
of such dependence and addiction to the apps. Barratt also reported that some 
users also found their autonomy constrained as they did not expect they would 
be so easily lured into the game rewards and incentives, such that they would 
complete the game challenges sometimes at the expense of other important 
personal and social commitments. At least some of these effects, or at least to 
this extent, may be unforeseeable or unintended from the designers. It is hard 
to say from the available evidence the extent to which issues such as addiction 
or extreme dependence on the app are always solely a result of design features 
and not unhealthy ways of engaging with the app on part of the user. As 
mentioned earlier, Attig and Franke write that app dependence rarely 
translates into user’s adopting a healthy lifestyle in the long-run and designers 
are better off aiming for internal motivation for users. They suggest that apps 
allow for self-determination and self-rewarding for the users. Some of this may 
also be rectified by designers sharing or transferring responsibility (of proper 
use) to users. Yet, in so far as these issues are foreseeable, some or significant 
responsibility also lies with the designer of the app, depending on the 
circumstances and game elements of the app. 

 
4. Psychological harms - A similar case exists for design features that potentially 

lead to psychological harms to the users other than dependence or obsession 
with game rewards. These include, as stated earlier, feeling of being surveilled, 
and not feeling under-control (lack of perceived autonomy). Some users also 
experienced extreme psychological states (such as anger or anxiety) because of 
the gamified health app. This could be caused sometimes by lagging in the 
competition (or not having enough game rewards) or also when users suspected 
others of cheating (Gal-Oz & Zuckerman, 2015). Some design features seem 
to be responsible for incentivizing users to cheat, although part of the 
responsibility, again, lies with the users as well. A more concerning 
psychological aspect of gamified health apps seems to be their detrimental 
effects on existing internal motivations as well as the confidence of the users. 
(Dithmer et al., 2015), for example, point out that some users can be left with 
a strong sense of defeat, and it is, therefore, very important that game elements 
are designed to avoid such scenarios particularly in serious contexts such as 
gamified systems for improving heart activity. There is definitely a case to be 
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made for designers to review such cases and ensure that design features 
minimize the occurrence of such negative effects as much as possible. Besides 
the moral implications of such negative effects on users, evidence also suggests 
that it has adverse effects on user engagement with the app and leads to 
discontinuance (Rockmann, 2019). Recommendations within the literature 
include – giving users more autonomy and personalization of app features (Orji 
et al., 2017), allowing cheating to a limited extent (for example by allowing 
users more autonomy over how their results are displayed and building an app 
community that is tolerant of individual users making such choices in order to 
save “face’’) (Gal-Oz & Zuckerman, 2015), avoiding giving users a sense of 
defeat in serious apps (Dithmer et al., 2015). Physical harms - Gamified health 
apps use game elements to motivate users to increase physical activity in their 
lives. However, for some users, this may result into side effects such that they 
may overexert themselves or engage with the app in ways that are harmful to 
them. The most obvious evidence of physical harm was through reports of 
users overtraining or overstressing themselves in search of game rewards 
(Barratt, 2017). At least some of these harms may be reduced through use plans 
and other strategies designers may employ to transfer responsibility for proper 
use to the users. As discussed, there may be other ways of fostering virtuous use 
of the apps amongst users by facilitating forums and other places where users 
may learn from each other how they can best engage with the app. 

 
5. Hermeneutic problems- Designers and design features also seem to be directly 

responsible for various “hermeneutic’’ problems posed by gamified health 
apps. This problem relates to the use of terms within the app that may reinforce 
stereotypes. Lupton & Thomas (2015), for example, write of gamified 
pregnancy apps which represent pregnant women in stereotypical ways such 
as a Barbie doll.  

 
6. A related concern is that gamified health apps atomistically insulate individuals 

from other individuals while simultaneously being widely socially connected 
through a potential network of app users. This insulation of users brackets out 
the social determinants/dimension of health in a sort of hermeneutic 
reductionism (Maturo & Setiffi, 2016). This hermeneutic reduction can lead to 
users feeling pressured or compelled to log and look for only particular types 
of data, potentially at the expense of what they may have found meaningful, 
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or motivational. For example, by only providing functionality to record 
performance metrics (such as distance and duration of a run), and rewarding 
based on these particular metrics, the Nike+ system implicitly communicates 
that other (meaningful//enjoyable) aspects of running, such as the runner’s 
high, or the mindful interaction between human and environment, are less 
important (Cheng,2020). Additionally, the proxies used in gamification 
elements can come to represent definite truths about what they are gamifying, 
as well as become privileged over other ways of knowing. This points to the 
problem of gamified health apps not properly embedded within a larger 
structural context. 

 
7. Biosociality - The problem entails that certain gamified apps may reinforce 

physical stereotypes and also force the formation of groups on such physical 
attributes (Maturo & Setiffi, 2016). Designer efforts of fostering and encourage 
virtuous behaviour for proper use among the users may partly address this 
problem. 

 
The Neoliberal objection - As previously stated, one’s health status and 
physical condition is heavily conditioned by education, income, and living 
conditions. Similarly, one’s chances to engage in a healthy life can vary 
according to social and economic circumstances. Designers of gamified health 
apps should also be aware of the social dimensions and contexts within which 
their apps are used. It has been argued that the individualistic view underlying 
gamified health apps can lead to problems such as depoliticization of the role 
of the state, which reduces the responsibilities of the state for the health of its 
citizens and shifts the burden upon individuals. This objection states that such 
apps foster a neo-liberal ideology that implicitly stigmatizes people who are not 
capable of meeting the standard definition of ‘healthy’ (Maturo & Setiffi, 2016). 
Through a discourse analysis of major gamified health apps, Maturo and Setiffi 
(2016) point out how the design and linguistic features of such apps may lead 
to such stigmatization. While designers can “fix’’ some of these linguistic issues, 
more holistic solution to such problems perhaps lies in more active engagement 
of the designers with other actors and stakeholders in the society. This could 
enable a more successful integration and embedding of gamified health apps 
within a larger structural quest to promote healthy lifestyle and outcomes for 
the citizens.  
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8. Amorality - Another detrimental effect of gamified apps is that they may lead 
to/incentivize users to choose goals that are potentially harmful without 
caveats. This issue may be characterized as one of individual users choosing 
the wrong kind of incentive within a game and it may be partly addressed by 
both: better design features and virtuous user engagement with the app. Yet, 
as Maturo and Setiffi (2016) point out, this can be more than an individual 
issue and one where social norms may play a part. For example, dieting apps 
may lead a user to choose goals that other users are accomplishing or people 
around them find healthy, rather than what may actually be healthy for the 
individual. 

 
9. Issues related to providers and facilitators in specific contexts - Finally, there is 

also evidence of there being merit in designers engaging with providers or 
facilitators of gamified health apps in particular contexts such as doctors and 
physicians. Writing about the use of gamified health app in the context of 
therapy (for mental well-being), (van Dooren et al., 2019), for example, write 
how therapists could benefit from having more control (and hence, 
responsibility) on the features of the app and that this could be done through 
direct interactions between the designers of such an app and the therapist 
planning an intervention which uses the app.  

 
Table 3. Recommendations in the literature to app designers to address ethical issues 

Reported 
Effect  

Proper Design  Proper Use Proper 
Embedding in 
the Social 
System 

Privacy-related 
Issues 

Personalization to allow 
users to choose what 
information they want to 
share. 
 
Explicit notification and 
seeking user permission 
before processing private 
information. 

Inform users 
explicitly about 
how their 
private data 
will be used. 
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Reported 
Effect  

Proper Design  Proper Use Proper 
Embedding in 
the Social 
System 

Cognitive 
Manipulation 

Avoiding manipulative 
features. 
 

Providing 
warning and 
safety 
restrictions 
against harmful 
cognitive 
effects. 

 

Dependence  
and Addiction 

Allowing users to be more 
self-determined and self-
rewarding in the usage of 
the app rather than 
offering extrinsic pre-
determined rewards. 

Giving users 
more control 
over reward 
features. 
 

 

Psychological  
harms 

Avoiding psychological 
harms such as a sense of 
defeat in serious apps, 
 
Giving users more 
autonomy in choosing 
their goals. 
 
Tolerating some level of 
“cheating’’ from users if 
that translates to better 
health choices.  

An empathetic 
approach to 
design that 
allows users to 
be autonomous 
and some self-
determination 
over their goals 
as well as how 
they might be 
displayed. 

Facilitating a 
community of 
users who are 
empathetic to 
other users of 
the app. 
 

Physical 
Harms 

Allowing users to choose 
their own goals. 
 

Improving user 
autonomy as 
well as giving 
warnings  
about dangers 
of overuse and 
exertion. 
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Reported 
Effect  

Proper Design  Proper Use Proper 
Embedding in 
the Social 
System 

Hermeneutic 
Problems 

Avoiding game 
elements/rewards/terms. 
that may reinforce 
harmful stereotypes.  

 Avoiding 
reductionism in 
rewarding 
systems/game 
elements, for 
example, in 
ways that may 
incentivizes 
users to 
interpret their 
health and 
lifestyle in 
potentially 
harmful terms 
and/or though 
narrowly 
conceived 
metrics. 

Issues related 
to providers 
and facilitators 

  Engage with 
providers and 
facilitators of 
gamified health 
apps such that 
the apps cater 
to appropriate 
contextual 
information. 
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3. Discussion and recommendations for future research 

Our first task in this chapter was to analyze and revise the framework offered by Kim 
and Werbach to identify ethical issues in gamification. Based on a theoretical analysis 
of this framework and arguments from moral theory, we argued for a revised practice-
relevant theoretical framework that suggests three broad categories of responsibilities 
designers have in addressing ethical issues in gamified health apps. We have argued 
that the categorization, and the framework encapsulating this categorization, we 
propose is better equipped to help practitioners, such as designers, in the specific 
context of gamified health and fitness apps. This categorization also served as a 
guideline to identify and map ethical issues that have been discussed in the empirical 
literature on gamified health apps. We presented these in Table 3 in section 2. We 
want to emphasize that, theoretically, there are more issues as well as steps designers 
could take to address those issues, within the 3 categories in Table 3, that we did not 
find in the empirical literature on gamified health apps. While this may partly be 
because of the limitations of design and methodology of our study, it also points to a 
space for further research that looks for evidential proof of other issues (and 
corresponding steps to address them) that one can anticipate based on other literature 
on games and gamification. For example, there is a possibility that gamified health 
apps may lead to a trivialization of health, as an unintended effect of game elements 
that try to simplify complex health variables for users of the app. Nguyen (2020) has 
theorized a similar possibility arguing that one possible effect of gamified health apps 
might be a simplification of user’s health goals. For example, a user may get so 
obsessed with numbers or rewards on their gamified health app, that they may lose 
track of their original goal of being healthy. Similarly, one may possibly observe other 
ethically problematic effects, other than we found in the empirical nature, because of 
the use of gamified apps. Zuboff (2019), for example, has argued that many digital 
environments, including on health-related apps, commodify user behavior in the 
interests of designers of these environments. Our review indicates the possibility for 
empirical investigation of such hypothesis in the context of gamified health apps in 
future work.  
 
It should be noted that our attempt in this chapter was to locate as many ethical issues 
related to gamified health apps as we could find in the empirical literature. One 
limitation to note here is that there are related areas of research, such as research these 
focusing on behavior change technologies in general, which also deal with some 
similar ethical issues. Future research may seek to broaden the scope of our research 



Responsibilities in a Datafied Health Environment 

96 

to include ethical issues identified from those domains as well. Another related 
limitation is that some of the ethical issues may need more or stronger evidence, 
particularly about the extent to which they are universally or even widely operational 
across gamified health apps. For example, we stated that Maturo and Setifi’s (2016) 
work on gamified health apps, which is based on analysis of the design features of the 
apps, as well as a discourse analysis of reviews of the apps on various internet forums, 
notes that such apps may lead to stigmatization of people who may not be able to 
meet standard definitions of “healthy’’. Yet, it is also a possibility that, in practice, user 
communities (facilitated by forums and groups, for example) may subvert the 
affordances of such apps, and negate such tendencies of stigmatization. The evidence 
for such optimism comes from other works on self-tracking (not necessarily gamified) 
health apps. Sharon & Zandbergen (2017), for example, through their study of self-
tracking communities, elucidate how theoretically postulated ideas about self-trackers, 
such as their engagement in a form of “data-fetishism’’ are limiting. They assert that 
instead of being obsessed with narrow notions of objectivity (an idea encapsulated 
within the data-fetishism charge on self-trackers), self-tracking communities actually 
attribute meaning to their quantified data in ways that resist such objectivity. Further, 
self-trackers also use their practice to resist social norms (instead of reinforcing them) 
as well as invent imaginative ways of using self-tracking as a narrative aid (Sharon & 
Zandbergen, 2017). Their study points to the need for further ethnographic and 
anthropological studies of self-trackers, as well as users of gamified health apps, to 
understand how such users and communities of users may resist theoretically 
anticipated problems with such apps. This is not to say that the theoretically 
postulated and anticipated sources of ethical issues with gamified health apps are not 
of value. Even if they are eventually resisted by users of such apps, theoretical critiques 
may offer themselves as a source of critical reflection on behalf of the users as well as 
designers of such apps. Such users and designers may then use the analysis offered in 
these theoretical critiques to find ways of resisting and escaping the anticipated 
problems. This reiterates the need for sharing of responsibilities between various 
stakeholders related with gamified health apps.  
 
This brings us to a final point about the utility of the analysis offered in this chapter. 
Our aim has been to provide a practice-relevant framework to identify different types 
of designer responsibilities that can address ethical issues in gamification. Further, we 
also aimed at providing a landscape of various ethical issues related to gamified health 
apps as found in the empirical literature about such apps. This framework based on 



Ethics of gamification in health and fitness-tracking 

97 

designer responsibility as well as the list of various issues can be useful for designers, 
users of gamified health apps, as well as other stakeholders to anticipate as well as 
avoid ethical issues in their interaction with such apps. Given the recent evidence 
suggesting that ethical issues, such as potential psychological harm to app users 
(Rockmann, 2019), can lead to app discontinuance, addressing such issues may also 
serve to improve the long-term user engagement with such products. The designers 
of such apps, in particular, can use our framework to foresee possible issues as well as 
plan validation studies to ensure that the apps they design are able to avoid foreseeable 
ethical problems as well as problems that may arise as unintended and unforeseeable 
effects of their design features. Designer duties prescribed by our framework also 
emphasize the need for designers to reflect more broadly over the socio-economic 
implications of the technologies they seek to introduce and point to the potential utility 
of seeking more democratized approaches toward technological design. 
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Concluding remarks and some 
directions for future research 

Datafication of health comes with significant promises. Enabled by the rise of 
consumer-oriented digital health technologies – such as wearable devices, voice 
assistants, and smartphone apps – health datafication has the potential to dramatically 
expand and democratize the generation of, and access to, one’s own health-related 
information. Users within this datafied health environment have the opportunity to 
benefit on both - an individual and a collective level. On an individual level, health 
datafication, and the use of corresponding technologies, has the potential to empower 
users by providing them real-time access to their health indicators that would 
otherwise have been opaque to them. A patient managing a chronic condition, for 
example, can potentially monitor their vitals on their own, rather than making a trip 
to the local clinic every time they wanted to measure them. Individuals can also focus 
on personalized health targets, which they can receive as recommendations from their 
doctor, for example, and track their progress towards it. On a collective level, health 
datafication offers opportunities to help local and global health bodies to offer and 
improve services such as infectious disease surveillance. Analysis of data collected in 
real-time and in real-world settings also has the potential to offer new and better ways 
of diagnosing diseases.  
 
Successful fulfillment of such promises, however, depends on the work done by various 
actors involved in the different phases along the health data value chain – data 
collection and storage, processing and analysis, and usage of drawn insights. The aim 
in this thesis has been to analyze and substantiate the nature of responsibility of such 
actors vis-à-vis their role in promoting the benefits of health datafication as well as in 
guarding against potential pitfalls or threats that come along with the datafication of 
health.  
 
Chapter 1 of the thesis discussed one substantial potential threat to the participants of 
the datafied health environment – harms (and risks of harms) related to loss of privacy. 
Health datafication amplifies the risks associated with privacy loss in the healthcare 
context for at least two reasons. First, the datafication paradigm incentivizes the 
collection of data in large, and increasing, volumes. The logic here is that the more 
the data, the better the insights. Second, the nature of the data involved leaves data 
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subjects in an extremely vulnerable position, opening the door for many sorts of harms 
– such as discrimination in employment, loss of reputation, psychological harms, etc. 
This latter point, about the relatively greater sensitive nature of health data, has been 
recognized in privacy legislation in many countries through a sort of “exceptionalism’’ 
or special status given to health data.  
 
In this chapter, I discuss how despite recognizing the potential for serious risks and 
harms associated with loss of privacy in health datafication, current legislations, that 
take a “transparency and consent’’ approach, fail to close the door for exploitation 
and manipulation of data subjects from data controllers (that is those who collect and 
process the collected data). One of the major limitations of this “transparency and 
consent’’ approach is that the nature of “disclosed’’ information about how and for 
what purposes the collected data can be used is too long and complex to provide an 
opportunity for informed consent to the data subjects in a practical sense. While 
proscriptive conditions within legislations can plug this limitation to some extent and 
limit or prohibit some specified forms of data subject exploitation, this approach faces 
challenges on its own in the form of the unpredictable nature of technological 
advancement and legal opportunism from data controllers. For example, legislation 
trying to prevent loss of privacy by defining conditions for data anonymization (such 
as removal of data that may reveal specific information about data subjects), can be 
bypassed by technological advances in the ability to combine, and infer protected 
information from, multiple datasets as well as through exploitation of legal loopholes 
in such legislation.  
 
My proposal to guard against such opportunism from health data controllers, and to 
protect data subjects against risks and harms related to loss of privacy, is an imposition 
of fiduciary duties on health data controllers. Fiduciary duties can be understood as 
duties of loyalty, such that the fiduciary, who takes on such duties, has the 
responsibility to cater to the interests of the beneficiary. As a legal instrument, 
fiduciary duties have a precedent to be imposed in other situations where two parties 
have an asymmetric relationship such that one is relatively vulnerable vis-à-vis the 
other. My argument in this chapter is that fiduciary duties are better suited than other 
legislative approaches in establishing the responsibilities of health data controllers 
towards data subjects, particularly in relation to risks associated with loss of privacy. 
Besides prohibiting opportunistic behaviour, a fiduciary approach to legislation also 
incentivizes a contextual approach to protection of privacy, by requiring (and 
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enabling) health data controllers to seek the most appropriate methods for protecting 
user privacy, rather than rely on specified recommendations or prescriptions. 
 
At the end of the chapter, I discussed some potential practical limitations of the 
fiduciary duty approach to privacy legislation and the need for future research to 
address such limitations. One such limitation stems from the global nature of 
information flow, and the necessity of various national and international legislations 
to be in harmony with each other. The complex nature of the task involved in 
synchronizing any legislation with existing ones and specifying the exact contours of 
a fiduciary law within a specific country belongs to, and is part of the discussion in 
current, legal scholarship. Since the publication of the chapter, some scholarship has 
engaged with this task. Within the context of the United States legislation, for 
example, Khan & Pozen (2019) raise skepticism regarding the applicability of 
fiduciary duty to data controllers (or similar entities controlling digital information) as 
it would generate conflicting duties for corporations in this position, who also have 
duties of loyalty to their shareholders. Yet, as others, including Gold (2019) and 
Richards & Hartzog (2021), point out, fiduciary law within the American legislation 
has surpassed such obstacles by, for example, developing and defining “a hierarchy of 
obligations’’ to address such conflicts. The debate, however, further highlights a 
general point about the need for future legal scholarship to address the specifics of 
applying a fiduciary approach to data governance within specific legislative regimes 
(see Prasad M & Menon C (2020), for another such example with a discussion of 
specifying a fiduciary based data protection law in India).  
 
In chapter 2, I discuss another form of asymmetry created and/or amplified by health 
datafication – asymmetry between traditional centers and institutions for healthcare 
research and big technology firms, such as Alphabet (Google), Apple, Amazon, etc. 
who have recently been allocating substantial resources to data-driven healthcare 
research. In this chapter, I discussed what has been termed by Tamar Sharon (2016) 
as the phenomenon of “Googlization of Health Research” (GHR). GHR is 
characterized by the potential superiority of big tech firms in terms of technical, 
financial, and human resources deployed for data-driven healthcare research. This 
superiority potentially enables big tech firms to take a leading role in healthcare 
research, and subsequently, in influencing policy decisions regarding public health 
interventions, for example. 
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I highlight in this chapter how this development (of GHR) is worrisome, particularly 
considering the nature of epistemic trust required for compliance with and legitimacy 
of public health interventions and policy decisions that may be based on the epistemic 
goods produced by GHR. Specifically, I have argued that epistemic trust – that is, 
trust in the form of a disposition to believe someone’s claim p on the assumption that 
they are in a position to make such claim and are doing so truthfully – is rationally 
grounded in social, moral and institutional indicators of trustworthiness of those 
making the claims. In the context of GHR, this implies that social and moral 
transgressions of big tech corporations, as well as the lack of transparent engagement 
with the public regarding their use of public data, can have a significantly deleterious 
effect on epistemic trustworthiness in scientific claims produced within GHR. 
Examples of such transgressions and lack of transparency by big tech firms include 
the development of mobile-based health apps that engage in manipulation and 
“hypernudging’’ of users (Lanzing, 2019), and multiple secretive (held from the public 
view) contractual data sharing and research agreements between big tech firms and 
public health bodies (see (Powles & Hodson, 2017) for details on one such agreement 
between DeepMind, an Alphabet subsidiary, and the UK’s National Health Service 
(NHS)).  
 
The aim in this chapter has also been to highlight that while problems such as opacity 
and bias are often touted as the main problems associated with data-driven research, 
and therefore, as the main reasons to withhold epistemic trust in such research, the 
social, moral, and institutional indicators discussed above may, in fact, be more 
important from the perspective of warranted public epistemic trust in scientific 
research. Here, by “institutional factors’’ I mean reputational factors, such as opinions 
of other experts on the expert making the claim p. These institutional factors are 
particularly important for public epistemic trust as many members of the public are 
often not in an independent position to judge expert claims.  
 
Going forward, it is imperative to pay more attention to such institutional or 
reputational factors, and how they can be enhanced to help the public make rational 
decisions regarding holding or withholding epistemic trust in scientific research 
produced by GHR. One step towards developing and enhancing such institutional 
factors would be to pay heed to calls for greater transparency of algorithms used by 
big tech firms, at least for other researchers such that this transparency does not harm 
the commercial interests of such organizations to the extent that such interests support 
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larger public interests and/or innovation, for example (Hegelich, 2020; Montag et al., 
2021; B. Rieder & Hofmann, 2020).  
 
Another important step in developing institutional indicators for rational epistemic 
trust in GHR would be to develop public oversight mechanisms and frameworks for 
public health institutions in their engagement with private and/or commercial centers 
of research such as the big tech firms. This could, for example, help avoid the situation 
of secretive agreements between public health institutions and big tech firms as in the 
case of the partnership between DeepMind and NHS. An example of such a 
framework is the one developed by the Swiss Personalized Health Network (SPHN), 
which lays down principles for responsible data processing, including by private actors 
who may avail services and funding from the Swiss government (Meier-Abt et al., 
2018).  
 
Finally, much work needs to be done to fully understand the political implications of 
GHR, particularly regarding the role big tech firms should and could play in agenda-
setting for future healthcare research. Scholarship on the experience with monopolies 
established by pharmaceutical companies in drug development and other agenda-
setting influences could be fruitful here. Similarly, scholarship within social science 
disciplines, such as critical data studies, that has offered a political critique of 
developments in the big data economy can also give valuable insights into defining 
the responsibilities and roles of commercial firms as well as public institutions 
regarding data-driven healthcare research.  
 
In chapter 3, I discussed the threat posed by the potential to be misinformed or 
forming the wrong set of epistemic expectations in the use of technologies such as 
voice assistants for health information. Digital voice assistants, such as Amazon’s 
Alexa, are becoming an important part of many people’s epistemic practices, 
particularly related to health. According to Google’s own estimates, one in 20 searches 
seek health-related information (Google, 2015). Further, some of these voice assistants 
have anthropocentric characteristics, such as a human-like voice in delivering the 
information to the user. This phenomenological and functional similarity of machine-
generated speech has led to some philosophers claiming that such machine-generated 
speech should also be classified as “assertions’’.  
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Philosophers generally refer to the speech of assertion as denoting the phenomena of 
making claims, stating, reporting, or affirming something to be the case. Prima facie 
then, there appears to be a case for machine-generated speech to be classified as 
assertions, when such machines, at least appear to be making claims about or 
reporting something to be the case, particularly when such speech mirrors human 
speech. Yet, as I have argued in this chapter, what is at stake in claims about assertions 
– that is, that someone has asserted something to be the case – is the issue of 
responsibility. That is, to say that someone has asserted something to be the case, is to 
claim that the asserter takes responsibility for the claim to be true (or up to the 
expected epistemic standards in that context). Further, such responsibility is at least 
epistemic, but could also be characterized as an ethical responsibility, such that the 
asserter is liable to moral blame if the claim turns out to be false.  
 
Machines such as digital voice assistants like Alexa, do not seem to be the sort of agents 
that can undertake such epistemic and/or ethical responsibility. There is, however, a 
possibility to characterize some machine-generated speech as “proxy assertions’’, such 
that such speech is an assertion made by the machine on behalf of its designers, or 
other sets of actors, who can undertake the requisite responsibility for the asserted 
speech. In such a scenario, however, I have argued that it is imperative that designers 
can actually and practically take responsibility for such speech, which in turn, requires 
that the designers can reasonably foresee the deliverance of such machine-generated 
speech.  
 
One of the implications of the view I have argued for is that designers should make it 
transparent to the users of technologies such as Alexa, the kind of machine-generated 
speech that they can and cannot reasonably foresee and take responsibility for. In 
other words, it should be transparent to the users, which machine-generated speech 
may or may not qualify as a proxy assertion. What is at stake, again, is the kind of 
expectations users can legitimately have regarding such machine-generated speech. 
Transparency regarding which machine-generated speech designers can take 
responsibility for can help users form the right set of expectations.  
 
In terms of directions of future research indicated by my argument, one important 
line of inquiry is to explore how can designers effectively communicate to users the 
kind of expectations they should form for which sort of machine-generated speech. 
One possibility I discussed in the chapter is to avoid the use of human-like voice in 
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instances where machine-generated speech is unlikely to qualify as being an assertion, 
or in other words, where it is unlikely that designers can actually and practically take 
responsibility for such speech. This possibility is suggested by some recent research. 
For example, Schreuter et al., (2021) and (Moore, 2017) have written about how 
human-like voice can give rise to inappropriate epistemic expectations among users. 
Schreuter et al., (2021) also point out that voice, in general, compared to texts, for 
example, tends to raise user expectations about the accuracy of machine-generated 
claims. Further empirical research may clarify whether this is true for all contexts, 
including health, and what strategies can be adopted to match user expectations with 
the level of accuracy designers of such machines can promise or take responsibility 
for.  
 
In the final chapter of the thesis, Maryam Razavian and I discussed the responsibilities 
of designers of gamified health and fitness apps. Such apps use game-like elements, 
such as scores, reward points, badges, etc., to motivate users into using the app more. 
This motivation, in turn, is meant to be a proxy for motivating the user into engaging 
in greater physical activity, for which the user is seemingly being rewarded. As we 
discuss in the chapter, such apps come with significant “side-effects” or a “dark-side” 
as some scholars have put it. Such negative side-effects include, for example, increased 
stress and/or anxiety among the users of the app, partially as a result of caring too 
much for the game elements of the apps (such as scores or badges). Such apps may 
also lead to a sort of reductionism such that the user may tend to privilege the narrowly 
construed quantified proxy (such as the score for the distance they cycled for) over and 
above other rich ways of understanding their health status.  
 
The hypothesis that gamified apps may cause a sort of trivialization of health is an 
interesting one and needs further empirical research. In recent work, Nguyen (2020) 
has offered a theoretical mechanism for how such trivialization may occur through 
what he terms “value capture’’. Roughly speaking, value capture is the idea that game-
like elements, such as those used in gamified health apps like a Fitbit, that are just 
simplified proxies for rich phenomena, come to replace such rich phenomena in the 
minds of the game player. According to Nguyen, value capture is not limited to 
gamified health apps, but may in fact be far more pervasive and can be found in digital 
environments such as Twitter, as well as offline environments like classrooms where 
grades act as simplified proxies for understanding and other rich goals of education 
(Nguyen, 2021).  
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The idea of value capture raises at least two questions in need of further exploration 
in the context of gamified health apps. First, to what extent is value capture the result 
of gamification versus quantification? In other words, would the effects be the same if 
the users were not made to artificially care about the quantified simplified proxies for 
their health, if the game-like elements were removed? Second, what strategies could 
designers of such apps take to keep the benefits of gamified health apps, such as 
positive effects on motivation, while avoiding the pitfalls, such as value capture? In 
other words, how can designers facilitate a rich understanding of health among the 
users of the app, while still finding ways of keeping the user motivated enough to keep 
engaging in healthy behaviour. As Nguyen points out, this is a difficult question as 
gamification does make it significantly easier for the users to care about a simplified 
goal.  
 
One way in which users of gamified or quantified health apps may be able to resist 
the pitfalls associated with value capture or reductionism is by forming communities 
built around the use of the app and engage in deep collective reflection on the use and 
the effects of the use of such apps. Sharon & Zandbergen (2017), for example, have 
written about how communities of users engaged in the “quantified-self’’ movement 
resist being obsessed with narrow notions of objectivity and “data-fetishism’’ through 
engaging in such collective reflective exercises. Further ethnographic and 
anthropological studies around communities of gamified health apps may perhaps 
also reveal such tendencies and even suggest ways for designers of the apps to facilitate 
the formation of such reflective collectives.  
 
Finally, while the attempt in the thesis has been to identify and analyze the 
responsibilities of various actors involved in the datafication of health, it is not an 
exhaustive attempt, and many other actors, as well as some aspects of responsibilities 
of the actors discussed, have not been explored within the scope of this thesis. To take 
one example - medical practitioners, clinicians, hospital administrators, doctors, etc. 
who have an important role in facilitating (or perhaps resisting) integration of 
traditional health services within a datafied health environment. Future research 
should explore the roles and responsibilities of such actors in a datafied health 
environment. Ethnographic and anthropological research about such actors may also 
reveal how such professions and responsibilities encapsulated within such professional 
roles are already being transformed as a result of health datafication.  
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As the last word on another set of actors who do (and will do) extremely important 
work within the datafied health environment but found themselves outside the scope 
of detailed discussion in this thesis, I want to mention data curators. These are people 
who curate, annotate and validate medical and biological databases that can, and are, 
then used for, for example, medical and biological research (Blasimme et al., 2018; 
Leonelli, 2015, 2019). Despite the high significance of the work done by curators, 
including data labeling, which determines the quality and usability of databases, data 
curation faces the problem of attribution (lack of due recognition and rewards for 
curation work). The problem of attribution, in turn, disincentives curation work, and 
is an important problem in need of a solution (Blasimme et al., 2018; Leonelli, 2019). 
The importance of curation work is perhaps best captured by Leonelli's point about 
the processes underlying data curation (2015): 

 “unraveling the conditions under which data are created and disseminated is crucial to 
understanding what counts as knowledge in the first place, and for whom, and to assessing 
the epistemic value of the various outputs of knowledge-making activities, whether they 
be claims, data, models, theories, instruments, communities, and/or institutions.” 

The work of curators, along with actors involved in the health datafication, then, is at 
the heart of the most important questions related to health datafication, which this 
thesis has attempted to engage in: What is the best way to collect, share, and interpret 
health data and how should roles and responsibilities be allocated within such 
processes?  
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Summary  

Characterized by an accelerating rise in the collection and analysis of quantified data, 
the healthcare sector is witnessing rapid “datafication’’. Health datafication is driven 
by technologies that enable the collection of large sets of data, such as wearable health 
devices, as well as computational technologies, including machine learning 
techniques, that can process such big data. Proponents of the health datafication 
phenomenon have emphasized how it can empower citizens by allowing them to take 
control of their health as well as monitor aspects of their health that would have 
previously been impossible to track unaided. Critics, however, point out that health 
datafication can also diminish our understanding of individual health, for example, 
by privileging narrowly construed quantified ways of knowing over rich 
understandings of what healthy behavior is. Another worry is that health datafication 
shifts the responsibility of healthcare from institutional actors such as medical 
professionals and policymakers to individual users. This shift in responsibility, and 
focus on individual responsibility for health, is particularly worrying taking into 
account the valuable labor of a multitude of actors required to reap the benefits of 
health datafication.  
 
The significance of the roles and responsibilities of such actors becomes even more 
apparent when one considers the multilevel nature of inquiry within the health 
datafication paradigm. On an individual level, health datafication has the potential to 
empower users by providing them real-time access to their health indicators that 
would otherwise have been opaque to them, such as sleep quality indicators from a 
sleep-tracking device. The design of such a device in itself may involve multiple actors, 
such as those designing the hardware and those designing the software. These actors 
may themselves have to rely on scientific research output or technological innovation 
of others in order to design the device such that it is able to accurately capture the 
required data and produce a desirable output. On a collective level, health 
datafication offers opportunities to help local and global health bodies to offer and 
improve services such as infectious disease surveillance. Analysis of data collected in 
real-time and in real-world settings, such as through smartphone apps, also has the 
potential to offer new and better ways of diagnosing diseases. The success of such 
collective level tasks, again, depends on the work done by designers of such apps, 
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researchers analysing the data, and other actors who may help to integrate such apps 
with the local health system.  
 
The aim in this thesis is to explore and explicate the role these various sets of actors 
play in conjunction with each other, and in particular the responsibilities such actors 
have in facilitating successful health inquiry within the datafied health paradigm. Each 
chapter of the thesis focuses on the responsibility of a different (set of) actor(s) who 
contribute(s) to one of the phases along what can be called as the health “data value 
chain”. The data value chain here can be understood as a series of three iterative and 
overlapping phases involved in the creation of valuable insights from data: data 
collection and storage; data analysis and processing; and data usage. Other than the 
designers of health-related apps and wearable devices, the thesis also pays special 
attention to the roles and responsibilities of health policymakers and regulators as well 
as large tech corporations that are equipped with significant technical, financial, and 
human resources to collect and analyse large sets of health data. In investigating the 
nature and content of responsibilities of such actors, the thesis investigates the moral, 
legal, social, and epistemic dimensions of such responsibilities. Understanding the 
roles and responsibilities of these varied sets of actors is crucial in designing a datafied 
health system that combines expertise beneficially and avoids potential pitfalls.  
 
In chapter one of the thesis, titled “Digital health fiduciaries: protecting user privacy 
when sharing health data” I discuss the ethical risks related to (loss of) privacy. Privacy 
risks are central to debates around health datafication as datafication seems predicated 
on the logic that the more the data, the better the insights, or in general epistemic 
goods, one can gain from it. While users of digital health technologies, such as 
wearable devices, are interested in gaining valuable insights about their health, they 
also have legitimate expectations for the protection of their privacy, or at least, to keep 
the loss of privacy and corresponding harms to a minimum. This is the argument I 
follow in this chapter. This chapter explores the responsibilities of digital health data 
controllers (those who collect and process health data, such as through self-tracking 
devices), and argues for “fiduciary relationships” between data health controllers and 
the users. A “fiduciary relationship” is a legal concept, defining the relationship 
between two parties, a fiduciary and a beneficiary, such that the fiduciary has to keep 
the interests of the beneficiary at the forefront. As in the context of health datafication 
paradigm, fiduciary relationships exist in contexts where there are power 
asymmetries, and seek to protect the vulnerable party (in this case the users of digital 
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health devices whose data is being collected) from the negative effects of such 
asymmetries. I argue that such fiduciary relationships be defined in the case of digital 
health, such that there are deliberative demands on digital health data controllers to 
keep the interests of their data subjects at the forefront as well as cater to the contextual 
nature of privacy when making decisions about the use of health data. In particular, 
these deliberative demands put constraints on the kind of epistemic goods data 
controllers can gain from personal health data as well as the kind of epistemic goods 
they can facilitate by sharing this data with third parties. These deliberative 
requirements ensure that users can engage in collective participation and share their 
health data at a lower risk of privacy harm. 
 
In the second chapter of the thesis, I explore the effects of “Googlization’’ of health 
research (GHR) on warranted epistemic public trust (or trustworthiness) in epistemic 
goods produced by such research. GHR is a term coined by Tamar Sharon to refer 
to the phenomena of large tech companies such as Alphabet (formerly Google), 
Amazon, Apple, etc. moving up as dominant, and perhaps indispensable, forces in 
health research. The question of warranted epistemic public trust in scientific output 
produced through GHR is important for at least two reasons: epistemic trust is 
essential for the successful transmission of epistemic goods, and epistemic trust plays 
an essential in governing and/or legitimizing actions based on such epistemic goods. 
In this chapter, I build on an important insight from social epistemology and 
philosophy of science in the context of epistemic public trust which emphasizes that 
since laypeople often cannot assess the content of scientific claims by themselves, they 
rationally rely on other experts and broadly on moral and institutional contexts within 
and through which such claims are produced. I argue that in so far as there are 
indications of moral failings within practices of GHR, along with (institutional) 
indicators such as possibilities of bad incentives, there are rational reasons against 
warranted public epistemic trust (or trustworthiness) in claims produced by GHR. 
This is another example of how there is a need for responsible behaviour from the 
companies and corporations that constitute GHR, where such responsible behaviour 
spans both epistemic and non-epistemic (such as moral) aspects of the inquiry.  
 
The next two chapters of the thesis focus mostly on the final phase of the health data 
value chain – usage. In the third chapter, I discuss the epistemic, and potentially 
ethical, responsibility of designers of digital voice assistants, such as Amazon’s Alexa, 
through which many users receive (or may receive in the future) valuable information 
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related to health and disease. In philosophical terms, the phenomenon of making 
claims about, reporting, or affirming something is known as the speech act of 
“assertion’’. Some philosophers have argued that such instances of information 
sharing through machine-generated speech are equivalent to cases of humans 
conversationally sharing information with other, and should also be classified as 
assertions. This claim regarding machine assertions is partially based on the fact that 
instances of machine-generated speech seem indistinguishable from human speech, 
and advances in digital technologies are narrowing this “phenomenological’’ gap even 
further. In this chapter, I argue against the claim that machines can assert. My central 
argument in this chapter is that the speech act of “assertion’’ requires that the asserter 
be able to take responsibility (at least epistemic, but potentially also ethical) for the 
claim that is asserted. Machines, such as the Alexa, I argue fail to fulfill this condition. 
There is, however, a sense in which the designers of devices like the Alexa can take 
responsibility for such machine generated utterances, and hence, at least in some 
cases, such instances of machine-generated speech can be labeled as “proxy 
assertions”. I further contend that only those machine utterances can be deemed as 
proxy assertions where the designers, or a collective of actors whose work influences 
the utterance, can reasonably foresee and therefore, take responsibility for such 
utterances.  
 
From a practical point of view, one of the implications of my argument regarding 
machine (proxy) assertions is that designers should make it transparent to the users of 
devices like the Alexa, the kind of machine utterances that they can foresee and take 
responsibility for (or in other words, which machine utterances can be counted as 
proxy assertions). This transparency is especially important considering the narrowing 
phenomenological gap alluded to above. Empirical evidence suggests that when users 
deem machine speech as equivalent or very similar to human speech (because, for 
example, it sounds human-like), users may form similar expectations from the 
machine, they would have from a human regarding, for example, the accuracy of the 
claim. In other words, when machine speech is phenomenologically similar to human 
speech, users may come to expect such speech to be a product of (epistemically and 
perhaps even ethically) responsible action. It is important, then, that designers of 
devices like the Alexa ensure that users only have such expectations when the machine 
speech is, in fact, a result of such responsible action – which is only possible when 
designers can actually foresee and take responsibility for the machine-generated 
speech. This is particularly crucial in contexts, such as in healthcare, where the 
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epistemic and ethical risks of unwarranted and/or inappropriate epistemic 
expectations can be high and problematic.  
 
The final chapter of the thesis focus on the phenomenon of gamification in the context 
of health and fitness apps – that is, - the use of game-like elements such as rewards 
and badges given to users as motivation for physical activity. While such “gamified” 
apps can have a valuable motivational effect on some users, they also come with a 
“darker side”. Sociological analyses of such apps has highlighted, for example, how 
such gamified apps can manipulate users into behavior that may be psychologically 
as well as physically harmful. Addressing such concerns is not only of moral 
importance but also of significance for those interested in engagement with and the 
effectiveness of such apps. Existing studies that highlight the ethical challenges of 
gamification have met with some criticism, particularly, that they fall short of 
providing guidance to practitioners and designers of such apps. In other words, they 
fail to outline the responsibility of the designers of such gamified apps. As a response 
to this vacuum, this chapter seeks to facilitate a practice-relevant guide for designers 
of gamified health apps to address ethical issues raised by the use of such apps. More 
specifically, the chapter has two major aims: First, to propose a practice-relevant 
theoretical framework outlining the responsibilities of the designers of gamified health 
apps. Secondly, the chapter provides a landscape of the various ethical issues 
encountered in the use of gamified health apps based on a systematic literature review 
of the empirical literature investigating the adverse effects of such apps.  
 
Finally, in the concluding section I take a step back to reflect on some of the 
implications of the arguments discussed in the four chapters and suggest directions fur 
future research.  
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Simon Stevin (1548-1620) 

‘Wonder en is gheen Wonder’                                                                                  

This series in the philosophy and ethics of technology is named after the Dutch / 
Flemish natural philosopher, scientist and engineer Simon Stevin. He was an 
extraordinary versatile person. He published, among other things, on arithmetic, 
accounting, geometry, mechanics, hydrostatics, astronomy, theory of measurement, 
civil engineering, the theory of music, and civil citizenship. He wrote the very first 
treatise on logic in Dutch, which he considered to be a superior language for scientific 
purposes. The relation between theory and practice is a main topic in his work. In 
addition to his theoretical publications, he held a large number of patents, and was 
actively involved as an engineer in the building of windmills, harbours, and 
fortifications for the Dutch prince Maurits. He is famous for having constructed large 
sailing carriages. 
 
Little is known about his personal life. He was probably born in 1548 in Bruges 
(Flanders) and went to Leiden in 1581, where he took up his studies at the uni- 
versity two years later. His work was published between 1581 and 1617. He was an 
early defender of the Copernican worldview, which did not make him popular in 
religious circles. He died in 1620, but the exact date and the place of his burial are 
unknown. Philosophically he was a pragmatic rationalist for whom every 
phenomenon, however mysterious, ultimately had a scientific explanation. Hence his 
dictum ‘Wonder is no Wonder’, which he used on the cover of several of his own 
books. 
 

 


