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a b s t r a c t

The standard assumption that a measurement signal is available at each sample in iterative learning
control (ILC) is not always justified, e.g., when exploiting time-stamped data from incremental encoders
or in systems with data dropouts. The aim of this paper is to develop a computationally tractable ILC
framework that is capable of exploiting intermittent data while maintaining favourable properties,
including monotonic convergence. A controllability and observability analysis of the intermittent ILC
framework leads to appropriate monotonic convergence conditions which allow for missing data. These
conditions lead to a new explicit ILC controller design independent of the sampling instances, which is
reminiscent of gradient-descent ILC. The approach is demonstrated on both an intuitive example and
a practically relevant example which exploits time-varying timestamped data from an incremental
encoder.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Iterative learning control (ILC) is being applied to achieve
erformance improvement of systems that are increasingly more
omplex. ILC exploits the reproducibility of the error when sys-
ems perform repeated tasks, see Bristow, Tharayil, and Alleyne
2006) for an introduction. After each repetition or iteration, the
ontrol action for the next iteration is improved by learning
rom the error observed in past iterations. Many successful ap-
lications have been reported, including additive manufacturing
achines (Barton, Hoelzle, Alleyne, & Johnson, 2011; Hoelzle,
lleyne, & Johnson, 2010), robotic arms (Wallén, Norrlöf, & Gun-
arsson, 2011), printing systems (Bolder, Oomen, Koekebakker,
Steinbuch, 2014), pick-and-place machines, electron micro-

copes (Strijbosch, Tacx, Verschueren, & Oomen, 2019), and wafer
tages (Mishra, Coaplen, & Tomizuka, 2007; van der Meulen, Tou-
ain, & Bosgra, 2008). Increasingly complex measurement signals
an be exploited to update the control action including data from
mage processing, see, e.g., Bolder and Oomen (2016), Bolder

✩ This work is part of the research programme VIDI with project number
15698, which is (partly) financed by the Netherlands Organisation for Scientific
Research (NWO). The material in this paper was presented at the 2019 American
Control Conference (ACC), July 10–12, 2019, Philadelphia, PA, USA and the 58th
IEEE Conference on Decision and Control, December 11–13, 2019, Nice, France.
This paper was recommended for publication in revised form by Associate Editor
Changyun Wen under the direction of Editor Miroslav Krstic.
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005-1098/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access a
et al. (2014), measurement signals at a different sampling rate
compared to the control input, see, e.g., Oomen, van de Wijdeven,
and Bosgra (2009), and non-equidistant sampled measurement
signals, see, e.g., Shen (2018).

Typical ILC design approaches that have been successfully
implemented have favourable properties including (1) an ex-
plicit learning update, instead of performing an optimization
at each iteration, see Oomen and Rojas (2017) for details, and
(2) achieving monotonic convergence in an appropriate norm
of either the sequence of control inputs or the sequence of er-
ror signals (Longman, 2000; Son, Pipeleers, & Swevers, 2016).
These properties are addressed in several existing approaches
including frequency response function measurement data-based
approaches, see, e.g., Blanken, van Zundert, de Rozario, Strij-
bosch, and Oomen (2019), Paszke, Rogers, Gałkowski, and Cai
(2013), norm-optimal based approaches, see, e.g., Amann, Owens,
and Rogers (1996), Chu and Owens (2009), Svante and Norrlöf
(2001), and robust gradient-descent based ILC approaches, see,
e.g., Bolder, Kleinendorst, and Oomen, Owens, Hatonen, and Daley
(2009).

When only intermittent data is available, the standard as-
sumption in ILC on the availability of exact measurement data
at each sampling instance is violated. Intermittent observations
of the error occur due to various (cyber-)physical phenomena,
e.g., when non-equidistant but exact time-stamped data from
incremental encoders is exploited (Strijbosch & Oomen, 2019a),
data losses through data dropouts in networks (Ahn, Moore, &
Chen, 2008; Shen & Wang, 2015b) and stealth attacks (Dan &

Sandberg, 2010), or other constraints that prevent data

rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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ransmission at each sampling instance (Altın & Sanfelice, 2018;
arton & Alleyne, 2011; Seel, Schauer, & Raisch, 2011).
Intermittent sampling phenomena occurring in complex

cyber-)physical systems have led to several different assump-
ions to model these intermittent observations for ILC, see e.g.,
hn et al. (2008), Shen and Wang (2015a). In Ahn et al. (2008),
he availability of measurement data at each sampling instance
s modelled by a probability density function. Another approach
s to impose, for each measurement instance, a maximum is
mposed on the number of consecutive iterations without data,
ee, e.g., Shen and Wang (2015a). All these modelling approaches
mpose assumptions on the availability of data. This probability
istribution of available data or the maximum number of consec-
tive iterations are unknown in many applications. For instance,
he time instances for which exact data from incremental en-
oders is available, also referred to as time-stamps, are directly
elated to the position (Strijbosch & Oomen, 2019a). In such
ases, a worst-case analysis may be strongly preferred to provide
uarantees for all possible realizations of available data.
Although several ILC approaches exist that allow for intermit-

ent data, existing modelling approaches do not cover all possible
cyber-)physical phenomena that lead to intermittent data, and
uarantees on monotonic convergence are not yet available. The
im of this paper is to develop a computationally tractable in-
ermittent ILC framework with an explicit learning update that
uarantees monotonic convergence in a worst-case setting. The
eveloped ILC framework extends existing intermittent ILC ap-
roaches in Amann et al. (1996), Chu and Owens (2009), Svante
nd Norrlöf (2001) with (1) the possibility of modelling inter-
ample data points and (2) a worst-case analysis and synthesis
pproach. This allows to design an ILC algorithm that exploits
ime-stamped data from incremental encoders for large-scale
ituations.
The main contribution of this paper is a computationally ef-

icient intermittent ILC framework that guarantees monotonic
onvergence when limited error information is available at ar-
itrary time-varying measurement points. A unified intermittent
LC framework is presented, that encompasses a large number
f applications, including quantization errors in incremental en-
oders. This is achieved through the following sub-contributions:

C1 A worst-case analysis reveals intermittently sampling in
ILC is not monotonically convergent in the classical sense.
In addition, this is connected to controllability and observ-
ability of linear time-invariant (LTI) systems. See Section 3.

C2 New subspace-based monotonic convergence definitions
are introduced for intermittently sampled ILC. See
Section 3.

C3 A design framework is outlined leading to a single explicit
learning update which is independent of the time instances
with available data in an iteration. See Section 4.

C4 A connection is established between the developed ILC
approach and existing gradient-descent ILC design meth-
ods. This connection allows for an intuitive ILC design. See
Section 5.

inally, in Section 6, the ILC approach is demonstrated on both
n intuitive example and a practically relevant example which
xploits time-varying timestamped data from an incremental
ncoder. These results confirm monotonic convergence.
Very preliminary results related to the current manuscript are

resented in Strijbosch and Oomen (2019a, 2019b). The present
aper substantially extends preliminary results, including an ex-
ension of the monotonic convergence analysis to analyse mono-
onic convergence of the error, a theoretical analysis connecting
he results to observability and controllability properties of LTI

ystems, and proofs. All proofs can be found in Appendix.

2

1.1. Notation and preamble

The spectral norm of a matrix X ∈ Rn×n is given by ρ(X) =

max
i∈{1,...,n}

|λi| where λi, i ∈ {1, . . . , n} are the eigenvalues of X . Let

A ∈ Rm×n and B ∈ Rp×q then the Kronecker product of A and B is
defined as

A ⊗ B :=

⎡⎢⎢⎣
a11B a12B . . . a1nB
a21B a22B . . . a2nB

...
...

...

am1B am2B . . . amnB

⎤⎥⎥⎦ ∈ Rmp×nq. (1)

The image of a matrix A, i.e., im (A), is given by the span of the
columns of A. The induced norm of a matrix A is defined as

∥A∥ip = max
w ̸=0

∥Aw∥p

∥w∥p
(2)

where ∥w∥p =
(∑

i |wi|
p)(1/p) denotes the vector p-norm, p =

, 2, . . ..

Lemma 1. For any induced p-norm, ρ(A) ≤ ∥A∥ip (Skogestad &
Postlethwaite, 2007).

Definition 1 (Monotonic Convergence Towards a Fixed Point). A
equence {Yj}j∈Z≥0 , Yj ∈ X converges monotonically, in the p-
orm, p ∈ {1, 2, . . .}, to a unique fixed point Y∞ ∈ X , if there
xists a κ ∈ [0, 1) such that

Yj+1 − Y∞∥p ≤ κ∥Yj − Y∞∥p (3)

is satisfied for all Yj ∈ X , j ∈ Z≥0.

Consider strictly proper discrete-time linear time-invariant
(LTI) systems described by

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k)

(4)

with state x ∈ Rnx , nx ∈ N, output y ∈ Rny , ny ∈ N, and input
u ∈ Rnu , nu ∈ N. The system matrices[

A B
C 0

]
(5)

are of appropriate dimension. The Markov parameters of the
system (4) are given by

mk =

{
0 if k = 0
CAk−1B otherwise

(6)

The pair (A, B) in (4) is controllable if the controllable subspace
C = im

([
B AB . . . Anx−1B

]T) is full rank. This property
implies that all eigenvalues of A − BK can be freely assigned by
an appropriate matrix K ∈ Rnu×nx , see, e.g., Zhou, Doyle, and
Glover (1996, Theorem 3.1). Moreover, the system (4), or the
pair (A, B), is said to be stabilizable if every vector xc outside
the controllable subspace xc ∈ ker(C) has the property that
limk→∞ Akxc = 0. This property implies that there exists a matrix
K ∈ Rnu×nx such that ρ(A − BK ) < 1, see, e.g., Zhou et al.
(1996, Theorem 3.2). Dual to controllability and stabilizability
the pair (A, C) is observable or detectable if the pair (AT , CT )
is controllable or stabilizable, respectively, see, e.g., Zhou et al.
(1996, Theorem 3.3, Theorem 3.4).

2. Problem formulation with applications

In this section, the intermittently sampled ILC framework is
presented. First, the ILC setup is introduced. Several application
examples, including incremental encoders with time-stamped
data, are shown to fit this formulation. Finally, the intermittently
sampled ILC problem is formulated.
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Fig. 1. Intermittently sampled ILC setup.

.1. ILC setup

The ILC setup that is considered consists of a continuous-time
ystem J of which the output is sampled at a high sample rate
h ∈ R>0 and of a time-stamp generator (TS) that generates for
ach iteration a set of samples τj for which exact data is available.
The ILC setup is depicted in Fig. 1, where

j(tc) = Jfj(tc), (7)

nd J denotes a causal and stable continuous-time single-input
ingle-output LTI system, which can be either an open-loop or
losed-loop system. The index j ∈ Z≥0 denotes the jth task, and
c ∈ [0, Tc) denotes continuous-time, with Tc ∈ R the trial length.
he following standard ILC assumption is imposed on the initial
tate of the system J .

ssumption 1. The initial condition of the system J is identical
or each iteration j ∈ Z≥0.

The ILC setup is implemented in a sampled-data setup, see
ig. 1, with an output sample time hh ∈ R>0 and input sample

time hl = Mhh, M ∈ N. The ideal zero-order-hold Hl is used to
nterpolate the control input f lj (t

l) as

l
: fj(t lk + s) = f lj (k), (8)

∈ [0, hl), k ∈ {0, . . . ,N l
− 1}, with

l
k = khl, k ∈ {0, . . . ,N l

− 1}. (9)

The sampled output yhj is obtained from the ideal sampler Sh

Sh
: yhj (k) = yj(thk ), k ∈ {0, . . . ,Nh

− 1}, (10)

ith
h
k = khh, k ∈ {0, . . . ,Nh

− 1}. (11)

The desired trajectory is denoted by yhd.

ssumption 2. For the specific yhd an input signal f ld exists such
hat yhd = ShJHlf ld.

Assumption 2 states that yhd is realizable, i.e., ehj can be ren-
ered zero.
The ILC setup is depicted in Fig. 1 and leads to the following

ets of discrete-time sample instances.

efinition 2. The set of sampling instances of the control input
l
j is denoted by

l
= {t l0, t

l
1, . . . , t

l
N l−1}, N l

∈ N. (12)

efinition 3. The set of sampling instances of the output yhj is
enoted by
h

= {th0 , t
h
1 , . . . , t

h
Nh−1}, Nh

= MN l. (13)

Each trial, the time-stamp generator (TS) selects, depending on
he application, a set of time stamps τj out of the set th. Each time
tamp will refer to the sample number of the output at which
ata is available, and is defined as follows.
3

Fig. 2. Schematic representation of sets th , t l and τj with M = 3. The stars (*)
indicate time-stamps during trial j.

efinition 4. The set of time stamps is denoted by

j := {τj,1, τj,2, . . . , τj,Nτj }, (14)

where τj,k ∈ {0, 1, . . . ,Nh
−1} denotes the kth time-stamp in trial

j. The value of τj,k refers to the sample number of the output at
which the kth data point is available. Moreover, each time stamp
satisfies the following

0 ≤ τj,1 < τj,2 < · · · < τj,Nτj ≤ Nh
− 1. (15)

A schematic representation of a possible set τj and its relation
to th and t l is depicted in Fig. 2. The set of all possible sequences
of observations is denoted by T .

In this paper a worst-case analysis is of interest to develop
guarantees for all possible sequences of observations. In other
words, this will include the situation where in each iteration the
worst-case sequence of observations is chosen. In the remainder
of this paper it is assumed that the time-stamp generator chooses,
for each iteration, the worst-case sequence of time-stamps from
T . The main benefit from this worst-case analysis is that it al-
leviates the necessity to model the availability of data, which is
beneficial when considering, e.g., incremental encoders.

The goal of traditional ILC is to minimize the error at sample
instances of the output th, i.e., eh. To achieve this, each iteration
j the equidistantly sampled error ehj is exploited to construct f lj+1
for the next iteration, i.e., f lj+1 = F (f lj , e

h
j ).

Remark 1. Note that the standard ILC setup (Bristow et al., 2006)
is recovered, when T = {τ̄ }, with τ̄ representing the set of time-
stamps corresponding to the sample times of the control input,
i.e., τ̄ = (0,M, 2M, . . .).

In sharp contrast to Oomen et al. (2009), the considered prob-
lem in this paper is to exploit time-varying measurements in ILC,
as is formulated next.

Definition 5 (Problem Formulation). Given the available data e
τj
j at

the time-stamps τj develop a computationally tractable explicit
ILC controller that minimizes the error between the output of
system J at the high rate sample instances th, i.e., yh, and a desired
output denoted by yhd, where the available error data to the ILC
controller during iteration j is given by

e
τj
j = y

τj
d − y

τj
j . (16)

2.2. Applications

In this section several applications that are captured by the
ILC setup of Fig. 1 are exemplified. Systems vulnerable to data
dropouts, see, e.g., Ahn et al. (2008), Shen and Wang (2015b), or
stealth attacks, see, e.g., Dan and Sandberg (2010), fit naturally in
the ILC setup given in Fig. 1, as the operator TS decides which data
points are available. Moreover, systems that exploit incremental
encoders to measure position, see e.g., Strijbosch and Oomen
(2019a), are also captured by the ILC setup of Fig. 1, as explained

in detail next.
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Fig. 3. Schematic representation of incremental encoder.

Fig. 4. The counter value of and incremental encoder corresponding to the
position indicated by ( ) The encoder operates at a very high equidistant
ampling rate, indicated by the circles. The feedback control system operates
t a lower equidistant sampling rate ( ). Line-transitions are indicated by blue

squares ( ) and corresponding time-stamps τj,k . These are exact, i.e., not subject
to quantization error. In contrast, data points used by the feedback control
system, clearly suffer from quantization, indicated by arrows ( ).

To illustrate that systems involving time-stamped data from
ncremental encoders are captured by the ILC setup of Fig. 1,
he mechanical working principle of an incremental encoder is
nvestigated. In Fig. 3, a schematic overview is presented of an
ncremental encoder. The main components are a slotted disc or
trip, a light source and two light detectors. The light source is
imed at the light detectors. Depending on the position of the
ncoder disc the slots either obstruct the light or allow the light
hrough. The output of the light detectors are two signals (A,B)
hich indicate if the light is perceived or not by the light detector.
The digital signals (A, B) are in typical applications evaluated at

a very high sampling rate fh =
1
hh
, (O(fh) = 106

−108 Hz) (Merry,
an de Molengraft, & Steinbuch, 2013). At each of these samples,
t is determined if one of the signals changed, i.e., if a line tran-
ition occurred in between two time instances. A counter keeps
rack of the number of line transitions taking the direction into
ccount. The width of the slots causes a quantization effect which
ust be addressed correctly (Salton, Fu, Flores, & Zheng, 2020).
Due to the high sampling rate fh compared to the number

f line transitions per second, the difference between the time-
nstance of the line-transition and the time-stamp τj,k at the high
ampling rate is negligible, i.e., the measurement yτ

j [k] is exact,
s exemplified in Fig. 4.
There are several ways to exploit the data from encoders in

ig. 4.

• The counter value at the equidistant sampling instances t l
of the feedback system is exploited by the ILC algorithm.
Since the sampling frequency of the feedback controller is
limited by the real-time computations this approach leads
to a quantization effect, indicated by ( ) in Fig. 4. If the
quantization effect is modelled as an additional trial-varying
4

noise term, it is consequently amplified by ILC (Oomen &
Rojas, 2017; Svante & Norrlöf, 2001).

• The offline computations in ILC facilitate the employment
of the non-equidistant data at the time stamps τj, not cor-
rupted by quantization, to obtain an increase in perfor-
mance (Strijbosch & Oomen, 2019a).

The ILC setup as depicted in Fig. 1 encompasses the ILC setup
that exploits time-stamped data from incremental encoders by
taking the sampling frequency of the ideal sampler (10) equal to
the sampling frequency of the encoder and by defining the oper-
ator TS to define the time stamps based on the line-transitions.

3. Monotonic convergence: dealing with iteration-varying be-
haviour

In this section, it is shown that for an intermittently sampled
ILC setup it is not possible to achieve monotonic convergence
in the traditional sense of Definition 1. First, the finite time
description of the intermittent ILC setup is introduced. Next, it
is shown that the convergence analysis for the case where the
time-stamp sequence is trial invariant is equivalent to a closed-
loop analysis of the system (4). It turns out that controllability
and observability of a discrete-time system of the form (4) allow
for monotonic convergence. Specific time-stamp sequences may
render the discrete-time system being uncontrollable and unob-
servable, preventing monotonic convergence, constituting Con-
tribution C1. Finally, new monotonic convergence conditions are
defined based on the controllable and unobservable subspaces,
leading to Contribution C2.

3.1. Finite time description

A finite-time system description of the ILC setup of Fig. 1 is
introduced. Consider the system Jh,h = ShJHh with Markov pa-
rameters mh

k , operating over a finite time interval k ∈ {0, . . . ,Nh
},

where the system starts each trial with zero initial conditions. The
input–output behaviour is represented by its convolution matrix
Jh,h ∈ RNh

×Nh
which maps the input vector f h

j
∈ RNh

to the output

vector yh
j

∈ RNh
(Frueh & Phan, 2000; Phan & Longman, 1988):

yh
j

= Jh,hf h
j
, Jh,h =

⎡⎣ mh
0 0
.
.
.

. . .

mh
Nh−1

. . . mh
0.

⎤⎦ (17)

Define the finite-time description of the zero order hold Hh,l as
Hh,l

= IN l ⊗IM with IM :=
[
1, . . . , 1

]T
∈ RM . Next, the finite-time

description of Jh,l = ShJHl is given by Jh,l = Jh,hHh,l.
Moreover, define T τ ∈ RNτ

×Nh
for all τ ∈ T , such that for

each iteration j the mapping from the error vector ehj ∈ RNh
to

the error vector at the corresponding time-stamps e
τj
j ∈ RNτj is

iven by

τj
j = T τj

ehj , T τj
=

[
ϵT
τj,1

ϵT
τj,2

. . . ϵT
τ
j,N

τj

]T
, (18)

here ϵτj,k , k ∈ {1, . . . ,Nτj} is a row vector of length Nh with 1
in the τj,k-th position and 0 in every other position.

The ILC update in iteration j with time-stamp sequence τj ∈ T
is given by

f l
j+1

= f l
j
+ Lτj

e
τj
j (19)

with L ∈ RN l
×Nτj .
τj
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Using these definitions, the finite-time description of the in-
termittent ILC setup is given by

f l
j+1

= f l
j
+ Lτj

e
τj
j ,

e
τj
j = T τj

yh
d
− T τj

Jh,lf l
j
,

τj ∈ T .

(20)

The matrix T τj
selects the rows from Jh,l that correspond that

he time-stamp sequence τj, leading to

τj
= T τj

Jh,l (21)

in iteration j. Notice that the dimension of J
τj

∈ RNτj×N l
is

iteration-varying. The ILC update (19) is therefore required to be
iteration varying to accommodate this iteration varying dimen-
sion in Lτj

. In the iteration invariant case, i.e., τj = τ̄ for all
∈ Z≥0, as in Remark 1, the finite-time ILC setup (20) reduces
o the traditional case (Bristow et al., 2006).

.2. Trial-invariant closed-loop analysis

Next, two discrete-time systems of the form (4) are derived
or the iteration-invariant intermittent ILC setup (20) with time-
tamp sequence τj = τ0 for all j ∈ Z≥0 for some τ0 ∈ T .
irst, convergence of the sequence of control inputs {f l

j
}j∈Z≥0 is

nalysed by considering f l
j
as state. Second, convergence of the

sequence of error signals {eτ
j }j∈Z≥0 is analysed by considering eτ

j
s state.
The ILC system (20) is recast into an LTI system state f l

j
as

epicted in Fig. 5, where the system Sf is given by
l
j+1

= Af f lj + Bf v
l
j

eτ0
j = Cf f lj,

(22)

with input vl
j := f l

j+1
− f l

j
, output eτ0

j , and system matrices

Af Bf
Cf 0

]
=

[
IN l IN l

−J
τ0

0

]
. (23)

n this representation, the ILC controller is given by the static
utput feedback
l
j = Lτ0

eτ0
j . (24)

The closed-loop dynamics of (22) and (24) are given by

f l
j+1

=

(
IN l − Lτ0

J
τ0

)
f l
j
+ Lτ0

T τ0
yh
d
. (25)

his leads to the following result.

emma 2. Given the system description in (25), the sequence
f l
j
}j∈Z≥0 is convergent towards a unique f l

∞
, if and only if(

IN l − Lτ0
J
τ0

)
< 1. (26)

Moreover, the sequence {f l
j
}j∈Z≥0 is monotonically convergent in a

iven p-norm if and only ifIN l − Lτ0
J
τ0


ip

< 1. (27)

Next, consider the convergence of the sequence of error sig-
als {eτ0

j }j∈Z≥0 . Dual to (22) the ILC system (20) with τj = τ0 for
ll j ∈ Z≥0 for some τ0 ∈ T , is recast into an LTI system with state
τ0
j as depicted in Fig. 6 where the system Se is given by

eτ0
j+1 = Aee

τ0
j + Bev

l
j,

τ0 τ0
(28)
ej = Ceej
5

Fig. 5. ILC setup with state f l
j
.

Fig. 6. ILC setup with state e
τj
j .

ith input vl
j, output eτ0

j and matrices Ae = INτ0 , Be = J
τ0
,

f = INτ0 . In this representation the ILC controller is given by
24).

The closed-loop dynamics of (28) and (24) are given by

τ0
j+1 =

(
INτ0 − J

τ0
Lτ0

)
eτ0
j (29)

This leads to the following Lemma.

Lemma 3. Given the system description (29), the sequence {eτ0
j }j∈Z≥0

is convergent towards a unique eτ0
∞ if and only if

ρ

(
INτ0 − J

τ0
Lτ0

)
< 1. (30)

Moreover, the sequence {eτ0
j }j∈Z≥0 is monotonically convergent in a

iven p-norm if and only if

INτ0 − J
τ0
Lτ0


ip

< 1. (31)

Lemmas 5 and 3 lead to conditions that guarantee the exis-
tence of a matrix Lτ0

which are derived next.

3.3. Trial-invariant convergence: a controllability and observability
perspective

The trial-domain dynamics (22) and (28) enable the design
for convergence of the sequence of input signals {f l

j
}j∈Z≥0 or the

sequence of error signals {e
τj
j }j∈Z≥0 , i.e., the possibility to design

the matrix Lτ such that either (26) or (30) is satisfied, from a
controllability and observability perspective.

Consider the design of the ILC controller (19) to achieve con-
vergence of the sequence of error signals {e

τj
j }j∈Z≥0 , i.e., design

the matrix Lτ for the system (28) such that (29) is stable. From
the definition of stabilizability, it is concluded that this is only
possible if the pair (Ae, Be) is stabilizable. Since all eigenvalues of
Ae are equal to 1, this is equivalent to controllability of the pair
(A , B ). This leads to the following result (Contribution C1).
e e
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heorem 1. Consider the finite-time ILC setup (20) with trial-
invariant time-stamp sequence, i.e. τj = τ with τ ∈ T . Then, the
following statement holds.

A An ILC update (19) exists that achieves a convergent sequence
of errors {e

τj
j }j∈Z≥0 if and only if

rank (J
τ
) = Nτ . (32)

n addition, Statement A implies the following

B. An ILC update (19) exists that achieves a monotonically con-
vergent sequence of errors {e

τj
j }j∈Z≥0 in any p-norm if and only

if (32) is satisfied.

Next, consider the design of the ILC update (19) to achieve
onvergence of the sequence of control inputs {f l

j
}j∈Z≥0 , i.e., design

the matrix Lτ for the system (22) such that (25) is stable. Dual to
the stabilizability of (28) for (22) detectability of f l

j
is required.

ince all eigenvalues of Af are 1, this is equivalent to observability
f the pair (Af , Cf ). This leads to the following result (Contribution
1).

heorem 2. Consider the finite-time ILC setup (20) with trial-
nvariant time-stamp sequence, i.e. τj = τ0 ∈ T for all j ∈ Z≥0.
hen, the following statement holds.

A. An ILC update (19) exists that achieves a convergent sequence
of input signals {f l

j
}j∈Z≥0 if and only if

ker(J
τ
) = {0}. (33)

n addition, Statement A implies the following.

B. An ILC update (19) exists that achieves a monotonically con-
vergent sequence of input signals {f l

j
}j∈Z≥0 if and only if (33)

is satisfied.

.4. Trial-varying subspace-based monotonic convergence

The results in Theorems 1 and 2 show that there exist time-
tamp sequences for which convergence in the traditional sense
annot be achieved, i.e., rank (J

τ
) < N l or rank (J

τ
) < Nτ . Since

he time-stamp generator chooses the worst-case time-stamp
equence for each iteration in a worst-case analysis, new mono-
onic convergence conditions are defined based on the unob-
ervable and uncontrollable subspaces that consider all possible
ime-stamp sequences.

For the system (28), the controllable subspace is given by

Se = im
([
Be AeBe . . . ANτ

−1
e Be

])
= im (J

τ
).

(34)

Given this subspace the error can be decomposed into a control-
lable and uncontrollable part, given in the following definition.

Definition 6. Given the controllable subspace (34), the er-
ror e

τj
j can be decomposed into a controllable part e

τj
j,cj

, and
ncontrollable part e

τj
j,ucj

, i.e.,

e
τj
j = e

τj
j,cj

+ e
τj
j,ucj

(35)

where e
τj
j,cj

⊂ im (J
τ
).

The error in the controllable subspace, e
τj
j,cj

, can converge by an
appropriate design of the ILC law (19), i.e., all eigenvalues of the
system matrix Ae corresponding to this subspace can be placed
inside the unit disc by the feedback (24).

The following example reveals how the uncontrollable part of
the error behaves.
6

Example 1. Consider the ILC setup (20) with trial-invariant time-
stamp sequence τ ∈ T with corresponding convolution matrix
and learning matrix

J
τ

=

[ 0 0 0
1 0 0

−1 1 0

]
, Lτ =

[l11 l12 l13
l21 l22 l23
l31 l32 l33

]
. (36)

his yields the closed-loop error dynamics (29) given by

τ
j+1 =

[1 0 0
∗ ∗ ∗

∗ ∗ ∗

]
e
τj
j (37)

here the values depending on Lτ are denoted by ∗. This corre-
ponds to the controllable subspace given by

m (CSe ) = im (J
τ
) = span

([0
1
0

]
,

[0
0
1

])
. (38)

rom which it follows that the first element of eτ
j cannot be in-

fluenced by the ILC controller. Both the second and third element
follow dynamics influenced by the feedback (24).

This behaviour is caused by the part of the error which is not
controllable and therefore cannot be affected by the input f l

j
. This

ncontrollable part of the error follows the free response dictated
y Ae = INτ , i.e.,
τj
j+1,ucj

= e
τj
j,ucj

. (39)

In the trial-varying ILC setup, the controllable subspace is trial-
varying. To accommodate a monotonic convergence analysis of
the sequence of errors {ehj }j∈Z≥0 in a worst-case setting, the fol-
owing monotonic convergence condition is introduced, leading
o Contribution C2.

efinition 7 (Intermittent Monotonic Convergence of the Error). The
equence of error signals {ehj }j∈Z≥0 of the ILC setup with inter-
mittent time-varying measurement points is called monotonically
convergent in a given p-norm if there exists a κc ∈ [0, 1) such that

ehj+1,cj
− ehd,cj∥p ≤ κc∥ehj,cj − ehd,cj∥p. (40)

n addition, the

ehj+1 − ehd∥p ≤ κtot∥ehj − ehd∥p, (41)

hould be satisfied for some κtot ∈ [0, 1]. To guarantee that the
uncontrollable part of the error is monotonically non-increasing.

Remark 2. Note that the notion of an error for j → ∞ does not
xist for Definition 7, since there could exist a part of the error
hat is uncontrollable for each iteration j ∈ Z≥0. Thereby this part
of the error cannot be altered by the ILC, while still satisfying (41).

From Definition 7, conditions can be derived to check if a given
intermittent ILC controller (19) with matrices Lτ , for all τ ∈ T
leads to a monotonically convergent sequence of control inputs
{ehj }j∈Z≥0 in the 2-norm, given by the following result.

emma 4. Consider the finite-time trial-varying intermittent ILC
ystem (20) satisfying Assumption 2. The sequence of control inputs

{ehj }j∈Z≥0 is monotonically convergent in the 2-norm towards the
ixed point eh = 0 as in Definition 7, if and only if for each τ ∈ TINcj − UT

1,τ Jτ LτU1,τ


i2

< 1, (42)

where U1,τ ∈ RNh
×(Ncj ) is constructed from a singular value decom-

position of J
τ
as in Lemma 6, andI h − J L

 ≤ 1. (43)
N τ τ
i2
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Dual to the controllable subspace of system (28) the unobserv-
able subspace of system (22) is given by

OSf = ker

⎛⎜⎜⎝
⎡⎢⎢⎣

Cf
Cf Af

...

Cf ANτ
−1

e

⎤⎥⎥⎦
⎞⎟⎟⎠

= ker(J
τ
) = 0.

(44)

Given this subspace the control input f l
j
can be decomposed

nto an observable and unobservable part, given in the following
efinition.

efinition 8. Given the unobservable subspace (44) the control
nput f l

j
can be decomposed into an observable part, f l

j,o
, and

unobservable part f l
j,uo

, i.e.

f l
j
= f l

j,o
+ f l

j,uo
(45)

here f l
j,uo

∈ ker(J
τ
).

To accommodate a monotonic convergence analysis of the
equence of errors {f l

j
}j∈Z≥0 in a worst-case setting, the follow-

ng monotonic convergence condition is introduced, leading to
ontribution C2.

efinition 9 (Intermittent Monotonic Convergence of the Input).
The sequence of input signals {f l

j
}j∈Z≥0 of the ILC setup with inter-

ittent time-varying measurement points is called monotonically
onvergent in a given p-norm if there exists a κo ∈ [0, 1) such that

f l
j+1,oj

− f l
d,oj

∥p ≤ κo∥f lj,oj − f l
d,oj

∥p. (46)

n addition,

f l
j+1

− f l
d
∥p ≤ κtot∥f lj − f l

d
∥p, (47)

hould be satisfied for some κtot ∈ [0, 1], to guarantee that
he unobservable part of the control input is monotone non-
ncreasing.

From Definition 9, conditions can be derived to check if a given
ntermittent ILC controller (19) with matrices Lτ , for all τ ∈ T
eads to a monotonically convergent sequence of control inputs
f l
j
}j∈Z≥0 in the 2-norm, given by the following result.

emma 5. Consider the finite-time trial-varying intermittent ILC
ystem (20) satisfying Assumption 2. The sequence of control inputs
f l
j
}j∈Z≥0 is monotonically convergent in the 2-norm towards the

ixed point f l
d
as in Definition 9, if and only if for each τ ∈ TIN l−Noj − V T

1,τ Lτ JτV1,τ


i2

< 1, (48)

here V1,τ ∈ RN l
×(N l

−Noj ) is constructed from a singular value
ecomposition of J

τ
as in Lemma 6, andIN l − Lτ Jτ


i2

≤ 1. (49)

This result is exploited in the next section to develop a com-
utationally tractable intermittent ILC design approach.

. Computationally tractable ILC approach

In this section, a computationally tractable ILC approach is
eveloped to design (19) for the ILC setup presented in Fig. 1.
7

From Lemma 5, a necessary structure is derived for the ILC con-
troller to guarantee monotonic convergence of the sequence of
control inputs {f l

j
}j∈Z≥0 in the 2-norm. This structure is exploited

o develop an explicit ILC approach that is independent of the size
f T , leading to Contribution C3.

.1. Monotonic convergence in the 2-norm

First, a structure for the matrix Lτ is derived that is necessary
to achieve monotonic convergence of the sequence of control
inputs {f l

j
}j∈Z≥0 as in Definition 9.

heorem 3. Consider the finite-time time-stamped ILC system (20)
atisfying Assumption 2. Then it is necessary that each matrix Lτ

τ ∈ T , satisfies

Lτ ∈ im JT
τ
. (50)

o obtain a monotonically convergent sequence of control inputs
f l
j
}j∈Z≥0 in the 2-norm towards the fixed point f l

d
as in Definition 9.

In addition, if Condition (48) is satisfied for all τ ∈ T with ma-
trices Lτ , τ ∈ T of the form (50), Condition (49) is automatically
guaranteed.

This result shows that the design problem to find the set of
matrices Lτ , τ ∈ T is reduced to finding matrices of the form
50) that satisfy (48). Since, all matrices that satisfy (50) can be
haracterized by J⊤

τ
X τ for some X τ ∈ RNh

×Nτ
, it is concluded the

intermittent ILC design problem can be reduced to finding for
each τ ∈ T a matrix X τ ∈ RNh

×Nτ
such that Condition (48) is

satisfied with

Lτ = J⊤
τ
X τ . (51)

.2. Explicit ILC controller

Next, the result of Theorem 3 is exploited to obtain a compu-
ationally efficient design approach in which only a single matrix
hould be designed instead of a matrix for each τ ∈ T , leading to
ontribution C3 of this paper. For this, the matrix

τ = LT τ , (52)

is introduced for each τ ∈ T with L ∈ RN l
×Nh

to reduce the
design of the ILC law (19) to finding only the single matrix L. This
educes the computation time significantly. However, it should be
oted that this reduction in design variables for the ILC update
aw potentially results in a slower convergence rate.

Exploiting Theorem 3, the following result is obtained for the
LC controller given by (19) with (52).

heorem 4 (Explicit ILC Controller). Consider the finite-time time-
tamped ILC system (20) with desired output yh

d
satisfying Assump-

tion 2 and the ILC controller of the form (19) with (52). The sequence
of control inputs {f l

j
}j∈Z≥0 of (20) converges monotonically towards

l
d
, in the 2-norm, if and only if L is given by

L := (Jh,l)TD (53)

ith D ∈ RNh
×Nh

a diagonal matrix with positive entries that
satisfies the following linear matrix inequality (LMI)

2IN l − (Jh,l)TDJh,l ≻ 0. (54)

From this result it follows that the design of an intermit-
tent ILC controller that guarantees monotonic convergence of the
sequence of control inputs can be reduced to finding a single
diagonal matrix D that satisfies a single LMI. The size of this LMI is
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l
×N l and can therefore easily be verified for a given matrix D or

sed in a semidefinite program (SDP) to find an optimal matrix
for a given cost function. This design method is independent

of the size of T , thereby resulting in a computationally efficient
pproach.

. Connection to gradient-descent ILC

In this section, a connection is established between the ILC
pproach resulting from Theorem 4 and the gradient-descent
LC design method in Bolder et al., Owens et al. (2009). This
onnection allows for intuitive guidelines to design the matrix D,
eading to contribution C4 of this paper.

.1. Gradient-descent ILC

In gradient-descent ILC (Bolder et al.; Owens et al., 2009),
n iteration invariant ILC system is considered with finite-time
escription

j = y
d
− J f

j
. (55)

he performance of the ILC algorithm is given by the cost function
(f

j+1
) = ej+1

TWeej+1 with We ⪰ 0 a user defined weighting
matrix. The error at iteration j + 1 can be written as ej+1 =

j + J(f
j
− f

j+1
) using (55). This leads to the gradient of J (f

j+1
)

with respect to f
j+1

, given by

∂J (f
j+1

)

∂ f
j+1

= 2JTWeJ(f j+1
− f

j
) − 2JTWeej. (56)

he learning update is given by choosing a control input in the
teepest descent direction, i.e.,

j+1
= f

j
− ε

∂J (f
j+1

)

∂ f
j+1

⏐⏐⏐⏐
f j+1=f j

= f
j
+ 2εJTWeej, (57)

here ε ∈ R>0 determines the size of the step in the steepest
escent direction. Choosing the step ε sufficiently small ensures
hat the cost function decays in each iteration, see Bolder et al.,
wens et al. (2009), which leads to a decrease of the criterion J .

.2. Connection to ILC approach in Theorem 4

The learning update for the ILC setup (20) with (19) and (53)
s given by

j+1
= f

j
+ Jh,l

T
DT T

τj
T τj

ej. (58)

ote that this learning update is equivalent to the update law
57), with 2εWe := DT T

τj
T τj

⪰ 0. Therefore, the learning update
(58) at trial j is equivalent to a steepest descent update with cost
function Jτj (f j+1

) = ej+1
TDT T

τj
T τj

ej+1. Each of the cost functions
Jτj (f j+1

) is convex with the point f l
j+1

= f l
d
in its optimum.

The above observations allow the design of the matrix D to be
quivalent to the intuitive design of a weighting matrix We which
s extensively studied in the literature (Bristow et al., 2006). By
hoosing D = αWe with We ∈ RNh×Nh a diagonal matrix with
ositive entries and a sufficiently small α ∈ R>0 to satisfy (54)
eads to monotonic convergence as in Definition 9.

. Examples

In this section, the explicit ILC controller introduced in Sec-
ion 4 is applied to two examples. First, an intuitive example is
ntroduced with f h = f l and trial length, Nh

= 3. This example
llows to clearly observe the time stamp sequences τ . Next, a
j

8

Fig. 7. Error enj at trial j = 0 ( ), j = 10 ( ), and j = 40 ( ) when
applying an intermittent ILC controller of Theorem 4 with the available error at
the time-stamps, eτ

j indicated by dots ( ).

practically relevant example of a mass–spring–damper system
and trial length of Nh

= 2000 is introduced. This trial length leads
to 22000 possible time-stamp sequences, i.e., a computationally
tractable ILC controller as introduced in Section 4 is a necessity.

6.1. Intuitive example

The system considered in this example has the following con-
volution matrix

Jh,l =

[ 1 0 0
0.4 1 0

−0.56 0.4 1

]
. (59)

The aim of this example is to find an input f l such that yh
j
con-

verges towards the desired position yh
d

=
[
1 −0.6 −0.46

]T .
For each iteration j the time-stamp sequences τj are randomly
selected from all possible time-stamp sequences T . Three ILC
controllers are compared: (1) The ideal case where for each iter-
ation all measurement instances are available, i.e., τj = {0, 1, 2}
for all j ∈ Z≥0, with Lτj

= ϵJh,l
T

for each j ∈ Z≥0; (2) an
intermittently sampled ILC controller (51), i.e., for each possible
τ ∈ T a matrix Lτ is determined as L = ϵτ JT ; (3) A computation-
ally tractable intermittently sampled ILC controller (52) which is
designed exploiting Theorem 4 with D = 0.5INh .

In Fig. 8, the error norm ∥ehj ∥2 is given from which it is
observed that each of the ILC controller leads to increased perfor-
mance. Moreover, from Fig. 9 it is concluded that the sequence
of control inputs converges monotonically towards f ld in the 2-
norm. The ILC controller that can exploit measurement data at
each sample instance converges at the highest rate. The extra
design freedom of the ILC controller (51) enables a slightly higher
convergence rate compared to the computationally tractable ILC
controller (52).

From Fig. 7 it is clear that the data used by the intermittent ILC
controller is non-equidistant in time and trial-varying. Nonethe-
less, from Fig. 8 and Fig. 9 it can be observed that the intermittent
ILC controller leads to convergence in both the error and control-
input. In Fig. 8, the error norm ∥ehj ∥2 is shown when applying
traditional ILC with full error information and when applying the
intermittent ILC controller. From Fig. 8, it is observed that both
methods achieve convergence towards ∥eh

∞
∥
2

= 0. From Fig. 9 it
is observed that for both methods monotonic convergence of the
control input towards f ld is achieved in the 2 norm.

6.2. Practically relevant example

In this example a mass–spring–damper system is considered
with the following transfer function

J(s) =
1

(60)

ms2 + cs + k
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Fig. 8. Error norm ∥ehj ∥2 when applying an intermittent ILC controller designed
ollowing Theorem 4 ( ), and Theorem 3 ( ). The situation where all data
is available at each trial j ( ). The error norm ∥ehj ∥2 of trails j ∈ {0, 10, 40} as
depicted in Fig. 7 are highlighted with their corresponding colour.

Fig. 9. Input difference norm ∥f lj − f ld∥2 when applying an intermittent ILC
controller designed following Theorem 4 ( ), and Theorem 3 ( ). The
ituation where all data is available at each trial j ( ). The norm ∥f lj − f ld∥2 of
trails j ∈ {0, 10, 40} as depicted in Fig. 7 are highlighted with their corresponding
colour.

with mass m = 1 [kg], damping coefficient c = 10 [N m/s], and
spring constant k = 100 [N/m] is considered. The position of the
mass is measured by an incremental encoder with an accuracy of
5 · 10−4 [m]. The sampling frequencies of the control input and
encoder are, hl = 1·10−2 [s] and hh = 1·10−3 [s], respectively. The
aim of this example is to find an input f l such that the position
of the mass follows the 4th order reference yhd, of which a scaled
version is given by the dashed–dotted line in Fig. 10.

A traditional ILC controller exploiting equidistant data and an
explicit intermittent ILC controller (52) are designed using the
finite-time description as discussed in Section 3. The traditional
ILC controller exploits the counter data available at the sampling
instances of the control input, t lk, thereby introducing a quantiza-
tion effect as explained in Section 2. This traditional quantized ILC
controller is given by (19) with Lτ0

= (J l,l)†. The decentralized ILC
ontroller that exploits the exact data that is available at the time
tamps, is determined using Theorem 4. For this application, the
rror at each sample is considered to be of equal importance, this
orresponds to a weighting filter We = INh . Hence, the matrix D
s designed as ϵINh . The value of ϵ is chosen as ϵ = (∥Jh,l

T
Jh,l∥i2)−1

to satisfy Condition (54).
In Fig. 11, the error norm ∥ehj ∥2 is shown when applying

traditional ILC with quantized data and when applying the in-
termittent ILC controller. From Fig. 11, it is observed that the
intermittent ILC controller achieves higher performance, as the
error norm ∥ehj ∥2 of intermittent ILC reaches a lower value com-
pared to traditional quantized ILC. This can also be observed in
Fig. 10, where the error of both ILC approaches after 750 trials is
presented. In Fig. 10 it is observed that the error resulting from
intermittent ILC reduces to below the encoder resolution. It is also
observed that the data used by the intermittent ILC controller is
non-equidistant in time. In Fig. 12, the monotonic convergence
property of the sequence of input signals in the 2-norm is eval-
uated for both ILC approaches. From Fig. 12 it is observed that
when exploiting traditional ILC with quantized data convergence
of the control input towards f ld is not achieved, where the control
input of intermittent ILC converges monotonically towards f l.
d

9

Fig. 10. Error eh750 at trial 750 after applying traditional ILC with quantized data
( ) and after applying intermittent ILC controller of Theorem 4 with exact
data at the time-stamps ( ). In the zoom the time-instances of the available
error data are indicated by dots ( and ). The quantization level is indicated by
( ). The dash-dotted line ( ) depicts the reference scaled down by a factor
400.

Fig. 11. Error norm ∥ehj ∥2 when applying traditional ILC using quantized data
( ) and when applying the intermittent ILC controller of Theorem 4 ( ).

Fig. 12. Norm ∥f lj −f ld∥2 when applying traditional ILC with quantized data ( )
and when applying the intermittent ILC controller of Theorem 4 ( ).

7. Conclusions

All error knowledge should be used to improve control per-
formance to the limit, which is precisely the approach intermit-
tent ILC takes. For example for system that exploits incremental
encoders intermittently sampled ILC allows for a performance
increase for existing systems due to the use of exact data in-
stead of quantized data, or it could come with cost benefits
since cheaper sensors with a higher quantization level could lead
to similar performance levels. A new framework exploiting a
single explicit ILC controller for intermittent ILC is developed
that guarantees monotonic convergence without imposing any
assumptions on the availability of data through a worst-case
analysis. This immediately allows large scale implementation of
various relevant applications with intermittent observations, in-
cluding systems with incremental encoders, and systems with
networked or stealth attack issues. It is shown that due to the
trial varying availability of the output, monotonic convergence in
its standard definition cannot be obtained. A new subspace-based
definition for monotonic convergence for this type of systems is
introduced. A computationally efficient design procedure for an
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LC algorithm that guarantees monotonic convergence is devel-
ped. A connection is established between the developed design
rocedure and the existing gradient-descent ILC approach leading
o an intuitive design procedure. The developed design procedure
s applied to two examples confirming monotonic convergence.

ppendix

emma 6. Consider a matrix A ∈ Rm×n with rank (A) = k <

in(m, n). Consider the singular value decomposition of A, given by

= U
[
Σ 0
0 0

]
V⊤

=
[
U1 U2

] [Σ 0
0 0

][
V⊤

1
V⊤

2

]
(A.1)

ith Σ ∈ Rk×k a diagonal matrix with strictly positive entries, and
rthonormal matrices U ∈ Rm×m, V ∈ Rn×n. Moreover, U1 ∈ Rm×k,

U2 ∈ Rm×(m−k), V1 ∈ Rn×k, and V2 ∈ Rn×k−n. Then the following
subspaces are equivalent (Skogestad & Postlethwaite, 2007)

im AT
= im V1, and ker A = im V2. (A.2)

emma 7. Consider a matrix X ∈ Rm×n and rank (X) = m, and
he diagonal matrix D ∈ Rn×n. When n = m then XDXT

≻ 0 if and
nly if the matrix D ≻ 0 (Bernstein, 2009). Moreover, if m < n, then
DXT

≻ 0 if D ≻ 0.

emma 8. Consider the square matrix

:=

[
A 0
C B

]
(A.3)

ith A ∈ Rn×n, B ∈ Rm×m, and C ∈ Rm×n. Then

∥X∥i2 ≥ max(∥A∥i2, ∥B∥i2), (A.4)

here equality holds if and only if C = 0 (Bernstein, 2009).

Proof of Theorem 1. First Statement A is proved. Convergence of
the sequence of errors {e

τj
j }j∈Z≥0 is equivalent to ρ(INτ0 − J

τ0
Lτ0

) <

1. From stabilizability, it is concluded that this is only possible if
the pair (Ae, Be) is stabilizable. Since all eigenvalues of Ae = INτ

are 1, this is equivalent to controllability of the pair (Ae, Be) =

INτ , J
τ
), i.e.,

rank
(
CSe
)

= rank
([
Be AeBe . . . ANτ

−1
e Be

])
= rank (J

τ
) = Nτ ,

(A.5)

ence (32).
To prove Statement B, first note that a necessary condition

o achieve monotonic convergence in any p-norm is to achieve
onvergence, since

(X) ≤ ∥X∥ip, for all X ∈ Rn×n. (A.6)

rom this it follows that Condition (32) is a necessary condition to
e able to design an ILC update (24) that achieves a monotonically
onvergent sequence of errors {eτ

j }j∈Z≥0 in a given p-norm.
To show that (32) is also a sufficient condition, note that if

ondition (32) is satisfied, the matrix J
τ
is full rank. This implies

hat there exists a matrix Lτ0
such that ∥INτ − J

τ0
Lτ0

∥ip < 1,
e.g., Lτ0

= J−1
τ0

. Hence, Condition (32) is a necessary and sufficient
ondition to be able to design an ILC update (24) that achieves a
onotonically convergent sequence of errors {eτ0

j }j∈Z≥0 in a given
-norm. This completes the proof.

roof of Theorem 2. First statement A is proved. Convergence
f the sequence of input signals {f l} is equivalent to the
j j∈Z≥0

10
closed-loop dynamics (25) being stable. From detectability, it is
concluded that this is only possible if the pair (Af , Cf ) is de-
tectable. Since all eigenvalues of Af are 1, this is equivalent to
observability of the pair (Af , Cf ). For the pair (Af , Cf ) = (IN l , J

τ
)

the observability condition as given in Section 1.1 reduces to

rank
(
OSf

)
= rank ker

⎛⎜⎜⎝
⎡⎢⎢⎣

Cf
Cf Af

...

Cf ANτ
−1

e

⎤⎥⎥⎦
⎞⎟⎟⎠

= rank (ker(J
τ
)) = 0.

(A.7)

his proves Statement A.
The proof of Statement B follows similar reasoning as in the

roof of Statement B of Theorem 1.

roof of Lemma 5. This proof consists of two parts. In part 1
ondition (49) is derived from (25). In part 2 a state transforma-
ion of the system (22) is derived to decompose the state into an
bservable and unobservable part, this transformation is chosen
uch that the 2-norm of the input signal is preserved. The trans-
ormation of the closed-loop dynamics (25) yields conditions (48).

Part 1: Consider the closed-loop dynamics (25) for a given
teration j with time-stamp sequence τj = τ0 ∈ T . From (25)
t follows that Condition (47) is satisfied for iteration j if and only
f

IN l − Lτj
J
τj


i2

≤ 1. (A.8)

Hence, Condition (47) is satisfied for each j ∈ Z≥0 if and only if
Condition (49) is satisfied for all τ ∈ T .

Part 2: Consider an iteration j with time-stamp sequence τj ∈

T such that rank (J
τj
) = Noj < N l, i.e., a part of the control

input f l
j
is unobservable in the error e

τj
j . Hence, there exists a

transformation[
f
l,oj
j

f
l,uoj
j

]
= Y f l

j
(A.9)

such that[
f
l,oj
j
0

]
= Y f l

j,oj
,

[
0

f
l,uoj
j

]
= Y f l

j,uoj
, (A.10)

with f l
j,oj

and f l
j,uoj

as in (45), and f
l,oj
j ∈ RNoj and f

l,uoj
j ∈ RN l

−Noj .

The transformation matrix Y ∈ RN l
×N l

is given by

Y = W−1 with
[
w1, . . . , wNo , wNo+1, . . . , wN l

]
(A.11)

the columns (wNoj+1, . . . , wN l ) are linearly independent columns
that span the unobservable space OSf , and the vectors (w1, . . . ,

wNoj ) are linear independent columns such that W is nonsingular.
Moreover, to preserve the 2-norm in this transformation, i.e.,
[
f
l,oj
j

f
l,uoj
j

]
2

=

f lj2 (A.12)

is chosen to be a unitary matrix. To construct the matrix W
se the singular value decomposition of J

τj
, given as follows

τj
=
[
U1,τj U2,τj

] [Στj 0
0 0

][
V T
1,τj

V T
2,τj

]T

(A.13)

where
[
U1,τj U2,τj

]
∈ RNτj×Nτj is a unitary matrix, Στj is a diag-

onal matrix with all Noj singular values of J
τj
, and

[
V1,τj V2,τj

]
∈

RN l
×N l

is a unitary matrix. The columns of V ∈ RN l
×Noj provide
1,τj
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n orthonormal basis of J
τj
and the columns of V2,τj ∈ RN l

×(N l
−Noj )

provide an orthonormal basis of ker
(
J
τj

)
, see Lemma 6. From this

it follows that by choosing W = Vτj , i.e., Y = V T
τj
a transformation

(A.9) satisfying both (A.10) and (A.12) is obtained.
Using the transformation (A.9) the dynamics (22) are trans-

formed into[
V T

τj
Af ,τjVτj V T

τj
Bf ,τj

Cf ,τjVτj

]
=

⎡⎢⎣ A11
f ,τj

0 Bo
f ,τj

A21
f ,τj

A22
f ,τj

Buo
f ,τj

Co
f ,τj

0

⎤⎥⎦
=

⎡⎢⎣ INoj 0 V T
1,τj

0 IN l−Noj V T
2,τj

−J
τj
V1,τj 0

⎤⎥⎦ .

(A.14)

he corresponding transformed closed-loop dynamics (25) are
iven by[
f
l,oj
j+1

f
l,uoj
j+1

]
=

[
IN l−Noj − V T

1,τj
Lτj

J
τj
V1,τj 0

V T
2,τj

Lτj
J
τj
V1,τj INo

][
f
l,oj
j

f
l,uoj
j

]
(A.15)

rom this it follows that the observable part of the control input
s updated according to
l,oj
j+1 = (IN l−Noj − V T

1,τjLτj
J
τj
V1,τj )f

l,oj
j (A.16)

hich shows that (46) is satisfied if and only if ∥(IN l−Noj −
T
1,τj

Lτj
J
τj
V1,τj )∥i2 < 1. Hence, Condition (46) is satisfied for each

∈ Z≥0 if and only if (48) is satisfied for each τ ∈ T . This
ompletes the proof.

roof of Theorem 3. This proof builds upon the state transfor-
ation (A.9) as introduced in the proof of Lemma 5.
From the transformed closed-loop dynamics (A.15) it follows

hat (47) is satisfied if and only if[
IN l−Noj − V T

1,τ Lτ JτV1,τ 0
V T
2,τ Lτ JτV1,τ INo

]
2

≤ 1, (A.17)

for all τ ∈ T .
From Lemma 8 it follows that satisfying this condition for

a given τ ∈ T is equivalent to satisfying the following two
conditions

V T
2,τ Lτ JτV1,τ = 0, and (A.18a)

IN l−Noj − V T
1,τ Lτ JτV1,τ∥i2 ≤ 1, (A.18b)

ince ∥INo∥i2 = 1.
Since J

τ
V1,τ is full rank by construction, Condition (A.18a) is

atisfied if and only if
T
2,τ Lτ = 0 (A.19)

Leading to the requirement

Lτ ∈ ker(V T
2,τj ) = im (V T

1,τj ) = im (JT
τj
). (A.20)

or each τ ∈ T .
From this it follows that by designing the matrices Lτ such that

or each τ ∈ T condition (48) is satisfied, Condition (A.18b) and
hereby Condition (49) is guaranteed. This completes the proof.

roof of Theorem 4. Consider the finite-time ILC system (20)
ith desired output yh

d
satisfying Assumption 2. This proof con-

ists of two parts. In the first part, it is shown that it is necessary
o impose the structure (53) for some diagonal matrix D. In the
econd part, it is shown that the matrix D should be designed to
atisfy (54).
 V

11
Part 1: To derive conditions on the structure of Lτ first consider
the sequences of measurement points τ1i ∈ T that consist of a
single measurement point, i.e., τ1i = (i), i ∈ {1, . . . ,Nh}.

Notice that for each τ1i, LT τ1i
results in a column vector, in

particular the ith column of the matrix L, i.e.,

LT τ1i
=
[
L1 L2 ... LNh

]
T τ1i

= Li. (A.21)

imilar to this, for each τ1i, (Jh,lτ1i
)TT T

τ1i
= (Jh,l

i
)T with Jh,l

i
the ith

ow of the matrix Jh,l. For each time-stamp sequence τ1i, i ∈

{1, 2, . . . ,Nh} this reduces (50) to Li = diJh,li

T
, di ∈ R. Hence, to

satisfy (50) for each τ1i, i ∈ {1, 2, . . . ,Nh}, a necessary structure
for L is given by

L =

[
d1Jh,l1

T
d2Jh,l2

T
... dNh J

h,l
Nh

T
]

= Jh,l
T
D (A.22)

with D := diag(d1, d2, . . . , dNh ).
To show that the structure (A.22) is also sufficient to guarantee

Condition (50) for all τ ∈ T , first note that

DT T
τ = T T

τ T τDT
T
τ , ∀τ ∈ T (A.23)

since the diagonal matrix T T
τ T τ multiplies each di, i ∈ {1, . . . ,Nh

}

with 1, and all other elements with 0. Hence,

(Jh,l)TDT T
τ = (Jh,l)TT T

τ T τDT
T
τ = (Jh,l)TT T

τXτ (A.24)

with Xτ = T τDT
T
τ for all τ ∈ T . This shows that imposing the

structure (A.22) is necessary and sufficient to guarantee (50) for
all τ ∈ T .

Part 2: From Theorem 3 it follows that the result of part 1
reduces the design problem of the ILC controller to finding a
matrix D that satisfies (48). Substituting the structure (53) into
(48) leads to the condition

∥IN l−No − V T
1,τ J

h,lTDT T
τ  

Lτ =LT τ

T τ J
h,l  

J
τ

V1,τ∥i2 < 1 (A.25)

Since the matrix IN l−No − V T
1,τj

Jh,l
T
DT T

τ T τ J
h,lV1,τj is symmetric,

∥IN l−No − V T
1,τj J

h,lTDT T
τ T τ J

h,lV1,τj∥i2 =

ρ(IN l−No − V T
1,τj J

h,lTDT T
τ T τ J

h,lV1,τj )
(A.26)

for all τ ∈ T . This is equivalent to all eigenvalues being smaller
than 1 and larger than -1, i.e., this condition is equivalent to
satisfying both of the two LMIs

IN l−No − V T
1,τ J

h,lTDT T
τ T τ J

h,lV1,τ ≺ IN l−No , (A.27a)

IN l−No − V T
1,τ J

h,lTDT T
τ T τ J

h,lV1,τ ≻ −IN l−No , (A.27b)

for all τ ∈ T .
First, (A.23) is exploited to rewrite (A.27a) as

V T
1,τ J

h,lTT T
τ T τDT

T
τ T τ J

h,lV1,τ ≻ 0, (A.28)

for all τ ∈ T . Because of the construction of the matrix V1,τ
hrough the singular value decomposition, the matrix T τ J

h,lV1,τ is
full rank and for the case where τ = {1, . . . ,Nh

} is of dimension
Nh

×Nh. From Lemma 7 it is concluded that (A.27a) is satisfied if
and only if the matrix T τDT

T
τ ≻ 0, for all τ ∈ T . Clearly this can

only be satisfied if di > 0 for all i ∈ {1, 2, . . . ,Nh}.
Next rewrite Condition (A.27b) as

V T
1,τ (2IN l−No − Jh,l

T
DT T

τ T τ J
h,l)V1,τ ≻ 0, (A.29)

and, consider the situation where τ = τN = {1, . . . ,Nh
}, i.e., data

is available at each time instance. In this case T T
τ T τ = INh which

educes Condition (A.29) to
T (2I − Jh,l

T
DJh,l)V ≻ 0, (A.30)
1,τN N l−No 1,τN
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hich is equivalent to condition (54) since V1,τN is full-rank by
esign, this shows that Condition (54) is a necessary condition
or the situation where all measurement data is available. To
how that it is also a sufficient condition for all other time-stamp
equences note the following

τDT
T
τ ⪯ D (A.31)

here the equality holds in the situation where τ = {1, . . . ,Nh
},

.e., data is available at each time instance. Pre- and post multi-
lication with the full rank matrix T τ J

h,lV1,τ yields

T
1,τ J

h,lTT T
τ T τDT

T
τ T τ J

h,lV1,τ ⪯

V T
1,τ J

h,lTT T
τDT τ J

h,lV1,τ

(A.32)

ubstituting this in (A.29) shows that

T
1,τ (2IN l−No − Jh,l

T
DT T

τ T τ J
h,l)V1,τ ⪰

T
1,τ (2IN l−No − Jh,l

T
DJh,l)V1,τ ≻ 0,

(A.33)

or all τ ∈ T . Hence, Condition (A.27b) is satisfied for all ts ∈ T
f and only if 2INl − Jh,l

T
DJh,l ≻ 0, completing the proof.
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