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A B S T R A C T

We present a framework that allows designing point-to-point closed-form trajectories and
identifying flexible modes, jointly. The impulse response of a 𝑘-cascaded second-order notch
filter is altered by composing it with a polynomial function of even degree in the time domain.
The filter impulse response parameters are designed based on the available prior knowledge
about the lightly-damped uncertain modes of the driven stage. The resulting chirps signals
suppress the response of these oscillatory modes within selected suppression bands in the
frequency domain. To check for unknown flexible modes within any desired frequency intervals
of interest, the complement of the suppression bands is excited using excitation chirps signals.
Using transmissibility, then the frequencies associated with the unknown flexible modes are
identified, and the 𝑘-cascaded notch filter is updated accordingly. This update process may
involve optimizing the parameters of the original filter, or the new filter when the order 𝑘
changes. Also, real-time trajectory extrapolation is guaranteed under the proposed framework
by the simple calculations required. The effectiveness of the proposed framework is illustrated
through a numeric simulation example where the integration of both kinematic and dynamic
constraints gives rise to the notion of kinodynamical trajectories.

. Introduction

Various complex systems that are used in modern machining, material handling and manufacturing centers contain precision
ositioning systems. For example, in wafer scanners [1] which are influenced by the increased demand of higher throughput and
ield, precision motion must be achieved under high acceleration profiles, which are 180 m∕s2 for the reticle stage and 45 m∕s2 for the
afer stage, during scanning motion [2,3]. The resulting inertial forces induce undesired vibrations in the lithography tool [3], that

ypically cause reticle-slip phenomena [4]. Consequently, these vibrations prevent the lithography tool from reaching the desired
ritical dimension (CD) and the specifications on overlay. Moreover, the induced vibrations can affect the optics system and cause
eveling errors which lead the physical location of the silicon wafer to be out of the lens focal plane [2]. A similar challenge caused
y structural vibrations is encountered by computer numerical controlled (CNC) machines used in machining [5], which even gets
orse when the process-induced vibrations [6] are due to material removal frictional forces.

Triggering lightly-damped modes by the inertial forces can induce structural vibrations. These vibrations can be reduced by the
otion control itself [5], active vibration suppression or isolation techniques [1], input shaping [7–9] and filtering techniques [10].
void triggering these modes in the first place seems reasonable [5], and therefore it is recommended to look into the making of

he reference trajectories before applying any other methods that either compensate, suppress or mask the effect of these structural
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vibrations on the closed-loop servo (error) signals. Prior to this, however, the lightly damped modes triggered by the inertial
forces should be modeled or identified using a suitable method [11]. Also, parametric uncertainties and bounded variation, or/and
unmodeled dynamics should be considered. In this study, we consider mainly the parametric uncertainties responsible for rendering
the lightly-damped modes uncertain, e.g., modal mass, stiffness, and damping. These uncertainties are addressed in the form of
frequency bands to be avoided while generating the reference signal.

Based on the application, repetitive [12] and non-repetitive point-to-point (P2P), curvilinear, and free-form motion trajectories
can be designed using, for example, Bezier, B-spline and non-uniform rational basis spline (NURBS) [13], and linear interpola-
tion [14]. By definition, the NURBS is a geometric representation of the desired trajectory and is not system-aware, i.e. not aware
of the kinematical and dynamical limitations of the uncertain flexible motion system. Therefore, an interpolation process is needed
to effectively realize NURBS trajectories [15,16]. Usually, curvilinear and free-form trajectories are approximated using sequences
of tiny P2P linear motions, which can then be made system-aware [14].

For example, the desired system-aware reference trajectories can be designed using input shapers [17], trapezoidal [18],
trigonometric functions, and S-curve input smoothing [19], continuous-time polynomials [5,20,21], polynomial basis functions [8],
templates [22], finite-impulse response (FIR) filters [10,12,14], or filters based on infinite-impulse responses (IIR) [23]. According
to [24], using input shapers results in faster and more effective vibration reduction in flexible systems compared to input
smoothing, [18,19]. In [17], zero-vibration (ZV) and zero-vibration-derivative (ZVD) were achieved using mainly input shapers
with time delays of various distribution. A ZVD shaper results from two ZV shapers in cascaded. The idea behind a ZV shaper is
to locate pairs of the shaper infinitely many zeros at the oscillatory modes, which can be done in time and frequency domains. At
each point in a P2P trajectory, a system-aware continuous-time polynomial [5], requires minimizing its discrete Fourier spectrum,
and the determination of its constant coefficients while considering the kinematical constraints. Therefore, closed-form solutions
are difficult to obtain, resulting in limited trajectory extrapolation capabilities. To overcome the extrapolation limitation of generic
polynomials, rational polynomial basis functions can be used, however, the resulting solutions lack useful analytical forms. In [8],
an iterative feedforward control scheme – that comprises joint input shaping and feedforward parameterization – using polynomial
basis functions was successful in extrapolating repetitive P2P trajectories using iterative analytical expressions. To ensure the system
safety, the obtained parameterization have to be checked against given physical bounds. Interestingly, linear and nonlinear systems
input commands can be generated using templates [22], where the desired input is convolved with certain impulse sequence —
usually obtained from the driven system impulse response. Using such templates, a unity magnitude zero vibration (UMZV) can be
obtained, which is faster than ZV input shapers and can be used with bang–bang control systems [25,26], and extra-insensitive (EI)
input shaper that is more robust to frequency modeling errors than the ZVD shaper.

In essence, input shapers mostly depend on convolution which can be defined as ‘‘a mathematical operation on two functions
of an input function and a convoluted function, producing an output function that is typically viewed as a modified version of
input function’’ [27]. In the field of trajectory generation for precision control, convolution extensively finds its way through FIR-
based trajectory generation techniques [10,12,14,27], while it is not recommended being used with IIR filters – like notch filters –
because these alter both the amplitude and the phase of a signal around the notch frequency in a way that distorts the reference
trajectory [5,9] such that the target position is not achieved, or a delay is introduced. Using successive convolution operations to
accommodate physical system kinematical limits result in stretching the total travel time of the designed trajectories [10], which
is not suitable for time-critical applications, e.g. wafer scanners, because it will reduce the system throughput [18]. Combining,
for example, the ideas from [10,27] will result in system-aware trajectories whose robustness against flexible modes variations or
parametric uncertainties is yet to be established. Moreover, under such a combination, increased number of flexible modes or even
the increase in their frequencies will be problematic. Therefore, it seems reasonable to look for other alternatives that may provide
reduced – preferably zero – vibration like ZV, robustness similar to ZVD and EI shapers, management of the needed travel time,
ability to accommodate large number of uncertain flexible modes with minimum travel time, trajectory extrapolation capabilities,
and closed-form solutions, all while being fully system-aware. Hence, we have this investigation.

Both convolution and function composition are two means to create new functions or signals with desired features. Function
composition is a non-commutative mathematical process that – in this study – takes two functions 𝑁𝑇 (𝑡) ∶ R → R and 𝑔(𝑡) ∶ R → R
to produce another function 𝑁𝑇 (𝑔(𝑡)) ≡ (𝑁𝑇 ◦𝑔)(𝑡) ∶ R → R. According to the herein proposed framework, when the information about
the frequency ranges of lightly-damped modes – found in a flexible and uncertain linear time-invariant (LTI) system – is given, then
it is mapped into a suitable frequency-domain template as a transfer function, say 𝑁𝑇 (𝑠). Usually, the desired motion trajectories
are given in the time domain where any kinematic constraints can be defined easily. To realize these kinematic constraints, the
motion trajectories are usually designed by handling the acceleration, or other higher-order derivatives in the time domain to
produce a suitable time-domain template, say 𝑔(𝑡). To simultaneously match the kinematic and dynamic requirements, i.e. to create
a kinodynamical trajectory [28], we propose composing both the frequency-domain and time-domain templates in time domain to
produce 𝑁𝑇 (𝑔(𝑡)) that inherits the properties of both templates. This of course requires finding 𝑁𝑇 (𝑡), i.e., the impulse response, by
taking the inverse Laplace transform of 𝑁𝑇 (𝑠) using appropriate techniques [29,30]. By carefully designing both templates, analytical
expressions of the resulting point-to-point (P2P) trajectories can be provided and used to extrapolate the relative motion between
target-points in real-time through simple calculations. At the target point, the velocity, acceleration, and preferably other higher-order
derivatives must be zero. This is mainly the essence of this study. For way-points, the kinematical constraints may be nonzero, in
general.

In FIR-based trajectory generation under convolution, FIR filters are applied in series, resulting in stretching the overall travel
time by the sum of the total delay in the chain [10]. Therefore, the more flexible modes to suppress, the more stretching in the
2

travel time to be expected; since each FIR filter corresponds to one frequency to be suppressed. Compared to that, the proposed
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Fig. 1. An example from semiconductor manufacturing describing the problem at hand were three – supposedly identical – wafer scanners in a fablab produce
a desired part. Due to machine variation, the produced parts may vary significantly as well. So, these machines are modeled and lumped into one uncertain
machine model, and the produced uncertain part is checked against a set of performance metrics which may demand an off-line update of the used point-to-point
trajectories. This update of the designed trajectories will reduce the deviation of the actual parts produced from the desired part.

function composition approach allows introducing as many as desired of flexible modes related frequencies using cascaded IIR notch
filters while controlling the overall travel time through manipulating the involved parameters. Also, dealing with uncertain flexible
modes, and detecting unknown flexible modes while in motion are made possible under the proposed framework. To keep this paper
focused, a detailed comparison between the two approaches will be covered in a separate work.

To the best of the authors’ knowledge, function composition is not yet used in trajectory generation for precision motion, in contrast
to other fields. For example, in the field of volume rendering, the selection of the appropriate sampling rate of a function composition
between a function representing a transfer function, i.e. impulse response, assigning opacities to data given by another scalar function
is covered in [31]. In this study, function composition is used to generate reference trajectories that are meant for precision motion
applications. Compared to convolution-based methods, the herein proposed method is not only capable of suppressing any number of
known lightly-damped modes without stretching the total travel time [10], but also capable of identifying unknown lightly-damped
modes while in motion.

To assist the reader through this paper, the following narrative is suggested: a machine builder who builds- supposedly exact-
replicas of positioning stages wonders if it is possible to have a generally applicable and tunable reference trajectory profile that
can steer all stages- despite any existing differences among them- with a specified performance without altering the standard control
loops used. Therefore, to address such a problem, we use an uncertain linear time-invariant dynamical model to capture the common
dynamics of all stages where the design or manufacturing variations are handled as known uncertainties. We also consider any stage-
dependent dynamics as unknown flexible modes that may deteriorate the stage performance. Having these flexible modes known,
then the reference trajectory is tuned accordingly to retain the desired performance of any stage while keeping the control loops
fixed. An example from semiconductor manufacturing is depicted in Fig. 1 where the wafer scanner time-domain modeling is detailed
in [32].

Based on the previous problem description, the proposed framework can be used under two themes, i.e., dealing with open/
closed-loop plant variation under guaranteed performance, and optimal (time or throughput) trajectory generation for uncertain
plants under guaranteed performance. In this investigation, we focus on the first theme.

As the main contribution, we present a framework that can be used to jointly design precise P2P motion trajectories for uncertain
systems in real-time based on the closed-form solutions provided, and to identify the flexible modes if any. In Section 2, the design
of suppress-excite signals is presented, followed by outlining the flexible mode identification method in Section 3. The simulation
results are given in Section 4, and final remarks are given in Section 5.

2. On-line point-to-point trajectory generation and embedded input shaping

A Visual abstract highlighting the main contributions of the current investigation, and their corresponding subsections, is
give in Fig. 2. Firstly, the desired frequency range is split into three types of frequency bands (motion-related suppress band,
detection-related excite band, and do-nothing band). Secondly, the needed time and frequency templates are designed using function
composition, tuned using suitable optimization, and combined using suitable transformation while off-line. Finally, the overall
3
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Fig. 2. Visual abstract highlighting the main contributions of the current investigation, and their corresponding subsections.

suppress-excite signal is used to generate online point-to-point trajectories to steer the motion system. Fig. 2.A shows the interaction
of the time-domain and the frequency-domain templates used to generate the suppression signal of the acceleration pulse under
embedded input shaping (EIS). Fig. 2.𝐵 shows the block diagram of the excitation signal used in this study. Fig. 2.C shows the
generalized block diagram of the proposed combined suppress-excite method used in this study, ∀𝑡 ∈ [0, 𝑇 ], according to embedded
input shaping such that 𝛺𝑒 ∩𝛺𝑠 = ∅, and 𝑙 = 1, 2, 3, 4 denotes the used Case index. Note that 𝐽𝑚𝑎𝑥 is used implicitly. In this section,
we will be handling the following points:

• Describing the model that will serve as our benchmark is covered in Section 2.1. It is divided into two main parts: a modeled
part including uncertainty, and an unmodeled part due to any available lightly-damped non-rigid body modes.

• To suppress these lightly-damped modes, we propose using a notch filter in the making of reference trajectories, where the
filter tabs are matched to the frequency ranges of these modes. This will give rise to the so-called suppression signal. This is
covered in Sections 2.2 through 2.4.

• To boost the tracking performance further, we introduce a set of excitation signals to facilitate the identification of the
unmodeled lightly-damped modes before updating the suppression signal based on the detection information, i.e., adding
the detected flexible modes to the list of frequencies to be suppressed. This is covered in Sections 2.5, 2.6, 2.8, 2.9, and 3.

• We opt to superimpose excitation signals onto the suppression signal, where their operating frequencies do not overlap. This
is covered in Section 2.7. This ensures a detection-while-in-motion scheme of the reference trajectories. Such a feature is of
a paramount importance for specific applications, e.g. machine health monitoring. After normalization, this suppress-excite
signal will be used as the template when trajectory extrapolation is handled.
4
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Fig. 3. A generic multi-mass-block noncollocated model inspired by [33,34].

Fig. 4. Generic double-mass-block (a) noncollocated (b) collocated models.

• In Section 2.10, we investigate the relations between key tuning parameters to understand their effects on the designed
reference trajectories.

• Imposing the available kinematical constraints on the designed trajectories is also discussed, along with the on-line extrapo-
lation of the reference trajectories. This is covered in Section 2.11 through 2.13.

• Finally, for the sake of completion, we highlight how polynomial-based trajectory generation methods can benefit from the
herein proposed approach as explained in Section 2.14.

2.1. Model description

According to [33,34], a precise and generic model of a friction-free ultra-precision system in a single direction of motion can
be given by a multi-mass-block model depicted in Fig. 3 that consists of one desired rigid body mode and 𝑁 − 1 undesired non-rigid
body (or flexible) modes as

𝐺(𝑠) =
𝑝(𝑠)
𝑢(𝑠)

= 1
𝑚𝑡 𝑠2

+ 1
𝑚𝑡

𝑁
∑

𝑖=2

𝛼̄𝑖
𝑠2 + 2 𝜁𝑖 𝜔̄𝑖 𝑠 + 𝜔̄2

𝑖

(1)

where 𝑚𝑡 =
∑𝑁

𝑖=1 𝑚𝑖 is the total mass, 𝑁 is the number of distinct mass blocks – here used to denote the modes count –, both 𝜁𝑖
and 𝜔̄𝑖 are the associated damping ratio and natural frequency of the 𝑖th mode, and 𝛼̄𝑖 is determined by the eigenmodes, the input
𝑢, and the output 𝑝 of the system [33]. Oftentimes, the resonant mode associated frequencies are unknown a priori; and therefore
need to be identified, or estimated [34].

In typical positioning applications [7,8,35], the partially known dynamics of the driven stage is usually approximated using
a non/collocated double mass–spring-damper model as depicted in Fig. 4 with other variants still possible. When parametric
uncertainties are involved, then the noncollocated model depicted in Fig. 4(a) is given as

𝐺𝑝 (𝑠) =
𝑝̃(𝑠)
𝑢(𝑠)

=
𝑐2 𝑠 + 𝑘2

𝑎4 𝑠4 + 𝑎3 𝑠3 + 𝑎2 𝑠2 + 𝑎1 𝑠 + 𝑎0
(2)

where 𝑎4 = 𝑚1𝑚2, 𝑎3 = (𝑚1 + 𝑚2)𝑐2 + 𝑚2𝑐1, 𝑎2 = (𝑚1 + 𝑚2)𝑘2 + 𝑚2𝑘1 + 𝑐2𝑐1, 𝑎1 = (𝑘1 + 𝑘2)𝑐1 and 𝑎0 = 𝑘1𝑘2 with 𝑚1, 𝑚2, 𝑐1, 𝑐2, 𝑘1 and 𝑘2
being uncertain parameters with values given as

𝑚1,2 = 𝑚̃1,2 (1 ± 𝛥𝑚1,2)

𝑐1,2 = 𝑐1,2 (1 ± 𝛥𝑐1,2)

𝑘1,2 = 𝑘̃1,2 (1 ± 𝛥𝑘1,2) (3)
5
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with 𝑚̃1,2, 𝑐1,2 and 𝑘̃1,2 representing the nominal values, and 𝛥𝑚1,2, 𝛥𝑐1,2, 𝛥𝑘1,2 denote the corresponding symmetric relative uncer-
tainties- as percentages. Recalling (1), the undesired flexible mode dynamics can be given as

𝐺𝐹𝑀 (𝑠) =
𝑝̂(𝑠)
𝑢(𝑠)

=
𝑁
∑

𝑖=3

𝛼̄𝑖∕𝑚𝑡

𝑠2 + 2 𝜁𝑖 𝜔̄𝑖 𝑠 + 𝜔̄2
𝑖

(4)

Combining both (2) and (4) according to (1) results in

𝐺̃(𝑠) = 𝐺𝑝(𝑠) + 𝐺𝐹𝑀 (𝑠) (5)

and therefore the output of the system is the combined effect of all modes evaluated at the sensor location [34], i.e., 𝑝(𝑡) = 𝑝̃(𝑡)+ 𝑝̂(𝑡).
ecalling (3), it is reasonable to consider the 𝑖th flexible mode parameters, i.e. 𝛼̄𝑖, 𝜁𝑖, 𝜔̄𝑖, as uncertain even after being identified, or
stimated. When 𝛼̄2 = −1 [33], and both 𝑘1 and 𝑐1 representing the structural connection between the actuator block 𝑚1 and the
tage frame are ignored, i.e., identically zero, then 𝐺̃(𝑠) ≡ 𝐺(𝑠). In this study, we treat 𝐺𝑝(𝑠) as the modeled uncertain part of the
riven stage that produces the desired stage output 𝑝̃(𝑡), and 𝐺𝐹𝑀 (𝑠) as the unmodeled part corresponding to the flexible modes

that produces the undesired stage output 𝑝̂(𝑡) that may limit the used controller bandwidth. In this investigation, we use the system
output 𝑝(𝑡) in the feedback control loop, and identify the undesired flexible mode frequencies without using state-observers [34].
Moreover, we keep 𝑘1 and 𝑐1 nonzero resembling a simplified model of the connection from the stage to the frame, e.g. via dynamic
links or cable schlepp (carrier) that is used to transport cooling fluids and/or electrical signals from sensors and actuators. Ideally,
it is desirable to have both 𝑘1 and 𝑐1 as zero such that the motion stage acts as a point-mass, see (1). However, this is impractical
due to the previously mentioned reason, and therefore they are kept nonzero in this study. The values of both 𝑘2 and 𝑐2 can be
larger/smaller than those of 𝑘1 and 𝑐1 depending on the designed motion stage and the actuators used. For example, a Lorentz
actuator has a zero stiffness [3] and can be used to provide a natural decoupling of frame vibrations to the driven stage [2], and
therefore 𝑘2 is less than 𝑘1 > 0. Similarly, the value of 𝑐2 depends on the damping method in effect, e.g. active or passive damping [3].
In this study, {𝑘1, 𝑘2}, and {𝑐1, 𝑐2} are treated as uncertain parameters with similar bounds and different nominal values as given
in (3). Note that the same analysis still holds for generic cases where different bounds and nominal values of these parameters are
used. A detailed analysis of the cable carrier effect on stage dynamics is available in [36–38].

Let the feedback controller used be given as

𝐺𝑐 (𝑠) = 𝑘𝑝 + 𝑘𝑖
1
𝑠
+ 𝑘𝑑

𝑠
𝜏𝑐 𝑠 + 1

(6)

which corresponds to a PID-based controller with 𝑘𝑝, 𝑘𝑖 and 𝑘𝑑 as its robustly-designed proportional, integral and derivative gains
while 𝜏𝑐 is the controller (low-pass) filter time constant. Although more sophisticated variants of the PID controller are used in the
literature [33,34], we found (6) to be sufficient according to the study objectives.

A widely used control strategy in positioning applications is a combined feedback-feedforward control scheme [7,8,35]. This
control strategy helps in achieving perfect input-tracking if the exact plant inverse is used in the feedforward controller [33,39], and
the feedback controller is used to reject errors due to non-zero initial conditions, measurement noise, and external perturbations [39].

Model-inversion design techniques of the feedforward controller [39–43] rely heavily on the available plant model. When the
plant is uncertain, e.g. (2), then the invertible nominal plant model can be used instead to generate the model-inverse [39]. Since
in this study we assume that the driven motion stage is both flexible and uncertain, we will use the nominal stage model of 𝐺𝑝
to obtain the feedforward controller through model-inversion according to [39] while ignoring the initially unknown flexible mode
dynamics, i.e., 𝐺𝐹𝑀 . Once these dynamics become known, then the resulting parametric flexible mode model can be used to update
the feedforward controller as described in [33,40], if desired.

Remark 2.1. In this study, we aim at achieving better input-tracking performance while keeping the initially designed control
loops intact. Therefore, the available model-based and data-based information about the uncertainties and the flexible modes – at
any point in time – will be utilized in building or updating the dynamically friendly trajectories at the input side according to the
herein proposed framework.

Recalling (2), the plant inverse using the nominal values (𝐺−1
𝑝 )- where 𝐺−1

𝑝 (𝑠) ≡ 𝐺−1
𝑝 (𝑠) with 𝑚1,2 = 𝑚̃1,2, 𝑐1,2 = 𝑐1,2 and 𝑘1,2 = 𝑘̃1,2-

is improper. As a remedy, a feedforward filter preferably given as

𝐹 (𝑠) =
(

1
𝜏𝑓 𝑠 + 1

)𝑛𝑓
(7)

is used in cascade with 𝐺−1
𝑝 in the feedforward path, where 𝜏𝑓 > 0 ∈ R is the time constant of the feedforward filter and 𝑛𝑓 ≥ 3 ∈ Z

is chosen such that 𝐹 (𝑠)𝐺−1
𝑝 (𝑠) is at least proper. Therefore, according to Fig. 5, the overall transfer function from 𝑝𝑑 (𝑡) to 𝑝(𝑡)-

where the external disturbance 𝑑(𝑡) and the measurement noise 𝜈(𝑡) are assumed to be zero- is given as

𝐺𝑐𝑙(𝑠) =
𝑝(𝑠)
𝑝𝑑 (𝑠)

=
𝐺̃(𝑠)𝐺𝑐 (𝑠)

1 + 𝐺̃(𝑠)𝐺𝑐 (𝑠)
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

+
𝐺̃(𝑠)𝐹 (𝑠)𝐺−1

𝑝 (𝑠)

1 + 𝐺̃(𝑠)𝐺𝑐 (𝑠)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(8)
6
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𝑝

Fig. 5. The Simulink model of the uncertain flexible motion stage used in this study.

Remark 2.2. When a collocated model of the motion system is used – see Fig. 4(b) –, the plant 𝐺𝑝 may have non/minimum phase
lightly damped zeros [44,45]. Once inverted, the minimum-phase lightly damped zeros in 𝐺𝑝 will contribute in resonance, and
therefore, their corresponding frequencies can be added to the set of frequencies to be suppressed. Non/minimum phase lightly
damped zeros will be handled in a separate study.

Based on (8), the lightly-damped oscillatory (flexible) modes originate due to some – or possibly all – poles in the feedback loop,
driven stage 𝐺̃(𝑠) = 𝐺𝑝(𝑠)+𝐺𝐹𝑀 (𝑠), and 𝐹 (𝑠)𝐺−1

𝑝 (𝑠) transfer functions. Using the filter given by (7), the transfer function 𝐹 (𝑠)𝐺−1
𝑝 (𝑠)

does not have oscillatory frequencies, so we can focus on these frequencies associated with 𝐺̃(𝑠). Consequently, in this study, we first
utilize the prior knowledge available about 𝐺𝑝(𝑠) to design a robust feedback controller 𝐺𝑐 (𝑠) and a nominal feedforward controller
𝐹 (𝑠)𝐺−1

𝑝 while assuming (for the time being) 𝐺𝐹𝑀 (𝑠) = 0. When the resulting feedforward–feedback control scheme from 𝑝𝑑 (𝑡) to
̃(𝑡) is deemed sufficient to drive the uncertain stage- which can be tested for example by simulation or initial experiment-, we then
design a special suppress acceleration signal based on the available lightly-damped oscillatory modes- excluding those of 𝐺𝐹𝑀 (𝑠)
which still need to be identified. Later, to refine the tracking performance of the motion stage, an excitation signal will be added
to the designed suppression signal in an attempt to identify the stage flexible modes if any, i.e., for the case when 𝐺𝐹𝑀 (𝑠) ≠ 0.

Remark 2.3. In general, external disturbance 𝑑(𝑡) and measurement noise 𝜈(𝑡) are handled by the feedback controller; however, in
this study we assume both to be zero. Handling modeled 𝑑(𝑡) under the proposed framework will be investigated in future work.

Recall the noncollocated model, the collocated double-block model depicted in Fig. 4(b) can be handled similarly assuming the
nominal plant to be minimum phase.

2.2. Uncertain lightly-damped modes

Based on the available prior knowledge, first principles modeling, estimation, and according to Fig. 5, the frequency bands
associated with the uncertain lightly-damped modes can be obtained by using (2) through (7), then by taking sufficient samples of
the uncertain parameters and observing the resulting variations of resonance frequencies while keeping (6) and (7) fixed.

Let 𝛺𝑠 = {𝛺𝑠1 ,… , 𝛺𝑠𝑘} be the set of all existing frequency bands associated with these modes, and 1 ≤ 𝑘 ∈ Z is the number of
bands. Additional undesired frequencies that need to be suppressed can be added to 𝛺𝑠, and may not be motion-related, e.g. electric
resonance in motor drives [46,47], and nearby machine dynamics. Having attenuated frequency contents of the reference trajectory
in 𝛺𝑠 results in less excitation of the uncertain lightly-damped modes, and therefore better tracking is expected. The 𝑖th suppression
band is given as

𝛺𝑠𝑖 = {𝜔 ∈ R ∣ 𝜔𝑜𝑖 − 𝛥𝜔𝑖 ≤ 𝜔 ≤ 𝜔𝑜𝑖 + 𝛥𝜔𝑖}

= {𝜔 ∈ R ∣ 𝜔𝑠𝑖 ≤ 𝜔 ≤ 𝜔𝑒𝑖+1} (9)

where 𝜔 is the radial frequency (rad∕s), 𝜔𝑜𝑖 is the band central frequency, 𝑖 = 1, 2,… , 𝑘, and 2𝛥𝜔𝑖 > 0 denotes the rejection band
with attenuation equals 3 dB. A generic example of 𝛺𝑠 suppression bands is depicted in Fig. 6.

2.3. Cascaded notch filters

One way to remove the undesired frequency bands from the reference signal is to use filters [48,49] at the input side as input
shapers (IS) [9] or within the closed-loop control system [23]. In this study, the overall impulse response of a 𝑘-cascaded notch
7
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Fig. 6. A generic example that shows the known lightly-damped modes and their corresponding suppression bands 𝛺𝑠𝑖 matched to the notch filter tabs. The
excitation bands that both complement 𝛺𝑠 in the domain of interest and may contain any unmodeled lightly-damped modes are denoted by 𝛺𝑒𝑖 .

filter is used to construct the reference signal 𝑝𝑑 (𝑡) while minimizing the undesired frequencies given in 𝛺𝑠. This is referred to as
embedded input shaping (EIS).

The overall transfer function of the 𝑘-cascaded distinct notch filters under study is given as

𝑁𝑇 (𝑠) =
𝑘
∏

𝑖=1

𝑠2 + 𝜔2
𝑜𝑖

𝑠2 + 2 𝜅𝑖 𝜁𝑖 𝜔𝑜𝑖 𝑠 + 𝜔2
𝑜𝑖

= 1 +
𝑘
∑

𝑖=1

𝛼∗𝑖
𝑠 − 𝜏𝑖

+
𝛼𝑖

𝑠 − 𝜏∗𝑖
(10)

where 0 < 𝜅𝑖 𝜁𝑖 < 1, the 𝑖th-filter scalar damping ratio 𝜁𝑖 > 0 ∈ R corresponding to the 𝑖th-frequency band, 𝜅𝑖 > 0 ∈ R is a tuning
parameter, (⋅)∗ denotes the complex conjugate, and the coefficients {𝛼𝑖, 𝜏𝑖} are to be determined by the user, for example by using
the residue MATLAB function [50], or by a lengthy process of partial fractions’ decomposition. The quantity 2 𝜅𝑖 𝜁𝑖𝜔𝑜𝑖 determines
the width of the rejected band that can be linked to the uncertainties of the driven stage through utilizing 2𝛥𝜔𝑖. Consequently,
𝜁𝑖 ≥ 𝜁𝑚𝑖𝑛𝑖 = 𝛥𝜔𝑖

𝜅𝑖 𝜔𝑜𝑖
must be calculated based on each frequency band given in 𝛺𝑠. Ignoring the right most term in (10), it is clear that

we generally have four cases based on the damping ratios, Case 1: 𝜁𝑖 < 1∕𝜅𝑖, Case 2: 𝜁𝑖 = 1∕𝜅𝑖, Case 3: 𝜁𝑖 > 1∕𝜅𝑖 all ∀𝑖 = 1, 2,… , 𝑘,
and Case 4 has arbitrary values of ∀𝜁𝑖 > 0. Case 4 establishes the link between the design process of cascaded IIR filters [51] and
the proposed framework. In this study, we focus on Case 1 and Case 4 specifically for a mix of 𝜁𝑙 < 1∕𝜅𝑙 and 𝜁𝑖 > 1∕𝜅𝑖. Therefore,
the filter impulse response for Case 1 using (10) is given as

𝑁𝑇 (𝑡) ≡ 𝑁𝑇1 (𝑡) = 𝛿 (𝑡) +
𝑘
∑

𝑖=1
𝛼∗𝑖 e

𝜏𝑖 𝑡 + 𝛼𝑖 e
𝜏∗𝑖 𝑡 (11)

where 𝜏𝑖 = −𝜔𝑜𝑖

(

𝜁𝑖 − 𝑗
√

1 − 𝜁2𝑖

)

= −𝜔𝑜𝑖 𝜁𝑖 + 𝑗 𝜔𝑑𝑖 , and 𝛿(𝑡) is the Dirac delta function. Fig. 6 shows the matched notch filter tabs
with the readily known lightly-damped modes bands.

The impulse response 𝑁𝑇 (𝑡) of the used filter, i.e., here it relates to a notch filter, serves as the frequency-domain template that
will assign various frequency-domain characteristics to the inputted time-domain scalar signal, e.g. 𝑔(𝑡) ∈ R representing the raw
signal, through function composition, i.e., 𝑁𝑇 (𝑔(𝑡)).

2.4. Suppression chirps signals

Consider the following polynomial signal ∀𝑡 ∈ [0, 𝑇 ] given as

𝑔(𝑡) =
(

𝑇
2

)𝑛
−
(

𝑡 − 𝑇
2

)𝑛
(12)

with even degree 𝑛 > 0 ∈ Z. The polynomial 𝑔(𝑡) serves as the time-domain template of the nonzero parts of the acceleration, the
jerk, or other higher-order derivative trajectories. However, in this study, we focus mainly on designing the acceleration signal to
generate S-curve-like profiles [52]. So, when 𝑛 = 2, then the snap is constant [20,53], and this is the main motion profile to be studied
herein. Note that having 𝑛 = 2 in (12) also helps in writing the acceleration signal in a closed-form. Fig. 7 shows the normalized
time-domain template 𝑔̃(𝑡) = 𝑔(𝑡)∕𝑔(𝑇 ∕2) with 𝑛 = 2, 4, 6, 8, 10 and 𝑇 = 0.08 s as given in (12).

According to Newton’s second law, the acceleration is directly proportional to the applied net force. Therefore, the applied force
to the driven stage, i.e., 𝑢(𝑡) in Fig. 5, inherits the acceleration frequency contents of the reference signal, i.e., 𝑔(𝑡), shaped using
embedded input shaping, i.e., EIS, to produce 𝑝̈ (𝑡). Consequently, the excitation of the lightly-damped modes can be suppressed by
8
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Fig. 7. The normalized time-domain template 𝑔̃(𝑡) = 𝑔(𝑡)∕𝑔(𝑇 ∕2) with 𝑛 = {2, 4, 6, 8, 10}, and 𝑇 = 0.08 s as given in (12).

Fig. 8. The block diagram capturing the relations between the involved signals during the suppression mode of operation. There is more into the EIS block-depicted
in Fig. 2.C- that will be explained shortly. To avoid stability issues, the EIS block update is done off-line.

crafting the frequency contents of the acceleration signal [5]. The interaction between the previously mentioned signals is captured
in Fig. 8, which shows the relation between the needed force 𝑢(𝑡) and the EIS-crafted acceleration signal 𝑝̈𝑑 (𝑡) given as

𝑢(𝑠) =
{ 𝐹 (𝑠)𝐺−1

𝑝 (𝑠) + 𝐺𝑐 (𝑠)

1 +
(

𝐺𝑝(𝑠) + 𝐺𝐹𝑀 (𝑠)
)

𝐺𝑐 (𝑠)

}

𝑝𝑑 (𝑠)

= 𝑀(𝑠) 𝑝𝑑 (𝑠) = 𝑀(𝑠) 1
𝑠2

{{𝑝̈𝑑 (𝑡)} + 𝑠 𝑝𝑑 (0) + 𝑝̇𝑑 (0)} (13)

where {⋅} denotes the Laplace transform, and 𝑀(𝑠) act as a frequency-dependent mass [54,55]. From (13), it is clear that 𝑢(𝑠) is
affected by 𝐺𝐹𝑀 (𝑠) at any given time instant, when the control loops are kept unchanged, see Remark 2.1. Therefore,- as will be
covered in a separate section- 𝑝̈𝑑 (𝑡) should be updated to at least avoid exciting 𝐺𝐹𝑀 (𝑠) whenever new information is obtained about
it, as suggested by Fig. 8. Also, note that when 𝑝̈𝑑 (𝑡) = 0, then 𝑢(𝑡) = 0, and the forced vibration – if any – will vanish. Consequently,
we may limit our interest in the interval where 𝑝̈ (𝑡) ≠ 0, i.e., ∀𝑡 ∈ 0, 𝑇 .
9
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Fig. 9. A generic example that shows the shifted and scaled acceleration pulses 𝑁̄𝑇𝑖 (𝑔(𝑡)) under Case 1, resulting from applying EIS to 𝑔(𝑡) with 𝑇 = 0.08 s, all
being compared to the polynomial – without EIS – 𝑔̃(𝑡) = 𝑔(𝑡)∕𝑔(𝑇 ∕2) with 𝑛 = {2, 4, 6, 8, 10} as given in (12).

emark 2.4. When a detailed model that includes for example the viscoelastic behavior of the cable-schlepp is used, feedforward
orce is needed when the acceleration becomes zero because of the memory effect in the viscoelastic components [36–38]. This
ssue will be investigated in a separate study.

To realize the point-to-point motion, let us now create an acceleration pulse using EIS. The composition 𝑁𝑇1 (𝑔 (𝑡)) generates the
uppression signal of the acceleration pulse, which has in its construction preferred frequency and time domain contents [31]. The
nteraction between the two templates is depicted in Fig. 2.A. Mathematically, ∀𝑡 ∈ [0, 𝑇 ], it is given as

𝑁𝑇1 (𝑔(𝑡)) = 𝛿 (𝑔(𝑡)) +
𝑘
∑

𝑖=1
𝛽𝑖 e

−𝜏𝑖
(

𝑡− 𝑇
2

)2

+ 𝛽∗𝑖 e
−𝜏∗𝑖

(

𝑡− 𝑇
2

)2

= 𝛿 (𝑔(𝑡)) +
𝑘
∑

𝑖=1
𝐶𝑖 (𝑡) sin

(

𝜔𝑑𝑖 𝑔(𝑡) −𝛷𝑖

)

= 𝛿 (𝑔(𝑡)) +
𝑘
∑

𝑖=1
𝐶𝑖 (𝑡) sin

(

𝜔𝑑𝑖 (𝑇 − 𝑡)𝑡 −𝛷𝑖

)

(14)

here 𝛽𝑖 = 𝛼∗𝑖 e
𝜏𝑖
(

𝑇
2

)2

, 𝐶𝑖 (𝑡) = 2|𝛼𝑖| e−𝜎1 𝑔(𝑡), 𝜎1 = 𝜁𝑖𝜔𝑜𝑖 , and 𝛷𝑖 = 𝑡𝑎𝑛−1
(

Re{𝛼𝑖}
Im{𝛼𝑖}

)

.
The signal 𝑁𝑇1 (𝑔(𝑡)) − 𝛿 (𝑔(𝑡)) is the summation of 𝑘-chirp signals. Fig. 9 shows a comparison between the shifted and scaled

acceleration pulses under Case 1, resulting from applying EIS to 𝑔(𝑡) with 𝑇 = 0.08 s, and 𝑔̃(𝑡) = 𝑔(𝑡)∕𝑔(𝑇 ∕2) with 𝑛 = 2 as given in
12). The differences reveal how the composition affects the contents of 𝑔(𝑡) in order to avoid exciting the known lightly-damped
odes. Compare this to Fig. 10 that shows the effect of applying convolution to the same previous cascaded notch filter and 𝑔(𝑡)
ith 𝑇 = 0.08 s, and 𝑛 = {2, 4, 6, 8, 10}. Note that at 𝑡 = 𝑇 , the resulting convoluted signal is nonzero; due to the delay introduced
nder the convolution process with a notch filter. That is why shaping the input using convolution is not recommended when notch
ilters are used [5,9].

The acceleration pulse is used to build the acceleration profile, and consequently the overall kinematical motion profiles depicted
n Fig. 11. Clearly, the initial and terminal velocity, and acceleration values are zero. This kind of motion profiles is suitable for
ick-and-place, stepping phase in wafer scanners, and similar point-to-point applications.

emark 2.5. Interestingly, the time-domain effect of the EIS on 𝑔(𝑡) is obvious from (14), and Fig. 11 when 𝑡 = 0 or 𝑡 = 𝑇 . By
rimming the acceleration signal 𝑁𝑇 (𝑔(𝑡)) such that 𝑡 ∈ (0, 𝑇 ), the contribution of the Dirac delta function appearing in (14) will be
ero, and the jerk signal is discontinuous at the boundaries. Therefore, the snap will be infinite, which no real motor/actuator can
rovide. Compare this to the constant snap under (12) when 𝑛 = 2. A finite snap can be recovered when working at the jerk level
nstead of the acceleration level.
10
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Fig. 10. A generic example that shows the shifted and scaled acceleration unit pulses under Case 1 resulting from applying convolution to a cascaded notch
filter and 𝑔(𝑡) with 𝑇 = 0.08 s, and 𝑛 = {2, 4, 6, 8, 10} as given in (12).

2.5. Excitation chirps signals

According to Fig. 8, the achieved position 𝑝(𝑡) is affected by the existing lightly-damped modes 𝐺𝐹𝑀 . Therefore, if the obtained
tracking performance, e.g. |𝑒𝑟(𝑡)|

2, is not satisfactory, then the control loops have to be updated, or the input signal has to be
redesigned. Recalling Remark 2.1, we opt to redesign the input signal based on any available knowledge. To gain such knowledge,
an estimation [34], or detection [56] method must be involved, which obviously incorporates excitation signals. Some examples of
the excitation signals are chirp, and (random) multisinusoidal signals [57].

In theory [58], a multisinusoidal signal leads to the best linear approximation if it is superimposed with a constant velocity, which
will limit the excitation amplitude. Due to this limitation along with the low crest factor of the excitation, a multisinusoidal signal
may lose its significance [58]. In general, one can state that the best type of excitation signals used is application driven [57,59]. In
this study, we choose to utilize EIS to create linear chirp excitation signals that enable detecting unmodeled flexible modes if any,
i.e., 𝐺𝐹𝑀 (𝑠) ≠ 0, outside 𝛺𝑠 in the partially-known driven uncertain motion systems while in motion, see Fig. 6. Using linear chirp
signals ensures the existence of closed-form solutions of the trajectory making problem. The design of the chirp excitation signals
is presented in this subsection, while the detection method is handled in Section 3.

The chirp or swept sinusoidal signals are widely used in applications like synthetic sounds, mechanical vibration [60], radar and
system identification [61,62]. Consider the overall transfer function of the parallel connection of 𝑚 transfer functions given as

𝑀𝑇 (𝑠) =
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

𝜔𝑠𝑖 𝑐𝑜𝑠(𝜃𝑠𝑖 ) + 𝑠 𝑠𝑖𝑛(𝜃𝑠𝑖 )

𝑠2 + 𝜔2
𝑠𝑖

(15)

where 𝛾𝑓𝑖 ∈ R is the gain that reflects the importance of the excitation band associated with the frequency 𝜔𝑠𝑖 , and 𝜃𝑠𝑖 ∈ [−𝜋, 𝜋] is
its associated shift angle. Setting 𝛾𝑓𝑖 = 0 will disable this excitation band. Taking the inverse Laplace transform of (15) results in

𝑀𝑇 (𝑡) =
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜔𝑠𝑖 𝑡 + 𝜃𝑠𝑖
)

(16)

Now, consider the following polynomial given as

ℎ(𝑡) =
((

𝑚𝑠
)

𝑡 + 1
)

𝑡 (17)
11
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Fig. 11. The kinematical motion profiles under investigation.

and parametrized by 𝑚𝑠 and 𝜔𝑠. This polynomial, i.e., (17), will be used to describe the linearly decreasing frequency time-variation

in the interval 𝜔 ∈ [𝜔𝑒, 𝜔𝑠]. A general form of the excitation signal 𝑓 (𝑡) is given as

𝑓 (𝑡) = 𝛾𝑓 𝑀𝑇 (ℎ (𝑡)) = 𝛾𝑓
𝑚
∑ 𝛾𝑓𝑖 sin

(

𝜔𝑠𝑖 ℎ𝑖 (𝑡) + 𝜃𝑠𝑖
)

12
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Fig. 12. The suppress-excite closed-loop frequency bands used in this study with linear variation of the excitation frequencies. This figure reveals how the
simultaneous design of the suppress-excite signal is achieved using function composition. Interestingly, do-nothing bands can also be introduced to accommodate
feedback controller dedicated notches, if desired.

= 𝛾𝑓
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

(𝑚𝑠𝑖 𝑡 + 𝜔𝑠𝑖 )𝑡 + 𝜃𝑠𝑖
)

= 𝛾𝑓
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜔𝑓𝑖 (𝑡) 𝑡 + 𝜃𝑠𝑖
)

(18)

where ∀𝑡 ∈ [0, 𝑇 ], 𝛾𝑓 is the global excitation gain, and 𝜔𝑓𝑖 (𝑡) ∈ 𝛺𝑒 =
⋃𝑚

𝑖=1 𝛺𝑒𝑖 =
⋃𝑚

𝑖=1 [𝜔𝑒𝑖 , 𝜔𝑠𝑖 ] denoting the set of all frequencies
to excite. Also, 𝛺𝑒 ∩𝛺𝑠 = ∅. Comparing (14) and (18), it is clear that the latter is the summation of 𝑚-chirp signals with constant
amplitudes. The generation of the excitation signal 𝑓 (𝑡) is summarized in Fig. 2.B, and the interplay between 𝛺𝑒 and 𝛺𝑠 is exemplified
in Fig. 12. After specifying 𝛺𝑠, the design engineer has to specify 𝛺𝑒 and the frequency domain of interest (DOI) based on the
application and the available information. Consequently, designing 𝑓 (𝑡) can be commenced.

2.6. The design of the excitation signal 𝑓 (𝑡)

Using (12) ensures that the suppression signal is symmetric, which yields

𝑁𝑇1 (𝑔(0)) ≡ 𝑁𝑇1 (𝑔(𝑇 )) (19)

Now, to ensure the integration of the suppression and the not necessarily symmetric excitation signal – as explained shortly –, a
uniform translation of 𝑓 (𝑡) end-points, i.e., at 𝑡 = 0 and 𝑡 = 𝑇 , must exist. Therefore, the boundary condition given by

𝑓 (0) ≡ 𝑓 (𝑇 ) → 𝛾𝑓
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜃𝑠𝑖
)

= 𝛾𝑓
𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜔𝑓𝑖 (𝑇 ) 𝑇 + 𝜃𝑠𝑖
)

(20)

must hold. Satisfying (20) can be done off-line either locally or globally, for each we provide a method by means of example.

• Method I (local design):

Taking the corresponding terms at both sides in (20), and utilizing the periodicity of the sine function results in

sin(𝜃𝑠𝑖 ) = sin((𝑚𝑠𝑖𝑇 + 𝜔𝑠𝑖 )𝑇 + 𝜃𝑠𝑖 ) →,

(𝑚𝑠𝑖𝑇 + 𝜔𝑠𝑖 )𝑇 = ±2𝐿𝑖 𝜋 → 𝑚𝑠𝑖 =
±2𝐿𝑖𝜋 − 𝜔𝑠𝑖𝑇

𝑇 2
< 0 (21)

with 𝐿𝑖 ≥ 0 ∈ Z ⊂
[𝜔𝑒𝑖 𝑇

2𝜋 ,
𝜔𝑠𝑖 𝑇
2𝜋

]

, otherwise either 𝛺𝑒𝑖 cannot be swept entirely, or undesired frequency contents may appear such
that 𝛺 ∩𝛺 ≠ ∅, see Fig. 12. In such a case, a global solution must be sought.
13

𝑒 𝑠
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i

• Method II (global design):

The parameters 𝜒𝑖 = {𝛾𝑓𝑖 , 𝑚𝑠𝑖 , 𝜃𝑠𝑖},∀𝑖 = 1, 2,… , 𝑚 can be used to solve (20) globally using the convex optimization problem –
ndependent of 𝛾𝑓 – given as

min
𝜒𝑖 ∈ 𝜒

𝑒

s.t. −𝜔𝑠𝑖 𝐷𝑖 ≤ 𝛾𝑓𝑖 ≤ 𝜔𝑠𝑖 𝐷𝑖,
𝜔𝑒𝑖 − 𝜔𝑠𝑖

𝑇
≤ 𝑚𝑠𝑖 < 0,

−𝜋 ≤ 𝜃𝑠𝑖 ≤ 𝜋,

𝑀𝑇 (ℎ(0)) = 𝑀𝑇 (ℎ(𝑇 ))

(22)

where 𝐷𝑖 > 0 ∈ R could be related to the signal-to-noise ratio inside 𝛺𝑒𝑖 , and the performance index 𝑒 is given as

𝑒 = 𝑟0
(

𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜃𝑠𝑖
))2

+
𝑚
∑

𝑖=1
𝑟𝑖

(

𝜔𝑓𝑖 (𝑇 ) 𝑇 − 𝜔𝑒𝑖

)2
+ 𝑟0

(

𝑚
∑

𝑖=1

𝛾𝑓𝑖
𝜔𝑠𝑖

sin
(

𝜔𝑓𝑖 (𝑇 ) 𝑇 + 𝜃𝑠𝑖
))2

(23)

with the weighting factors 𝑟𝑙 ≥ 0 ∈ R,∀𝑙 = 0, 1,… , 𝑚. The performance index (23) allows for minimizing the excitation signal
contribution at the end-points, and at the same time allows for maximizing the frequency sweep in the excitation bands.

2.7. Building the unit-pulse suppress-excite signal

According to the proposed framework, the suppress, and suppress-excite are the two modes of operation used. In the former,
point-to-point motion takes place while suppressing the readily known flexible modes in 𝛺𝑠. Similarly, in the latter mode of
operation, point-to-point motion takes place while suppressing the readily known flexible modes in 𝛺𝑠, as well as exciting all the
frequencies in 𝛺𝑒 to detect any unknown flexible modes. Adopting an input–output perspective when dealing with the driven stages,
we superimpose the suppression and excitation signals at the acceleration level – see (13) –, and let 𝛾𝑓 control the mode of operation.
Fig. 2.C shows the superposition of the two signals, where in general time-domain template, frequency-domain template, and the
tuning variables- except 𝐷̃- are only used when a major update is needed, while the execution variables and 𝐷̃ are always used
in any operation mode. A major update is needed when new flexible modes are identified, and/or performance enhancement is
required.

Remark 2.6. Based on the application, 𝐷̃ plays a significant role in building the trajectory profiles. For example, in wafer sca-
nners [2,3], the (almost) repetitive motion implies that 𝑃𝑇 is fixed and known, i.e., the step and the scan lengths, and therefore 𝐷̃
should be optimized and kept fixed, see [18]. When 𝑃𝑇 is varying, then 𝐷̃ must vary accordingly; to meet the kinematical constraints,
as will be explained shortly.

Recalling the operating principle of notch filters, the available frequency contents of the suppression signal during the suppress
mode of operation can be sufficient to detect the unknown flexible modes outside 𝛺𝑠. If this is not the case, then dedicated excitation
signals are needed. So, adding 𝑁𝑇1 (𝑔(𝑡)) and 𝑓 (𝑡) and applying the transformation ( ) yields

𝑁̄𝑇1 (𝑡) =

⎧

⎪

⎨

⎪

⎩

0 if 𝑡 ∈ (−∞, 0]
1

𝑀1

(

𝑁𝑇1 (𝑔 (𝑡)) + 𝑓 (𝑡) −𝐻1

)

if 𝑡 ∈ (0, 𝑇 )
0 if 𝑡 ∈ [𝑇 ,∞)

(24)

where 𝐻1 and 𝑀1 are the DC-offset and the amplitude scaling factor given as

𝐻1 = lim
𝑡→0+

𝑊 (𝑡)
(12),(20)

≡ lim
𝑡→𝑇−

𝑊 (𝑡)

𝑀1 ∶= max
{

|

|

|

𝑊
(

𝑡𝑖
)

−𝐻1
|

|

|

∶ 𝑑 𝑊
𝑑𝑡

|

|

|

|𝑡=𝑡𝑖
= 0

}

𝑡𝑖 ∈ (0, 𝑇 ) ,∀𝑖 ≥ 1 ∈ Z (25)

where 𝑊 (𝑡) = 𝑁𝑇1 (𝑔(𝑡)) + 𝑓 (𝑡). Note that the existence of the uniform translation 𝐻1 depends on the solution of (21) and (22).
Interestingly, the findpeaks MATLAB function can be used to find 𝑀1 for any given value of 𝛾𝑓 .

2.8. Relation between 𝛾𝑓 and the transformation 

As suggested by Fig. 2.C and while fixing 𝑀𝑇 (ℎ(𝑡)), it is possible to have only the suppression signal by setting 𝛾𝑓 = 0, or having
the suppression signal along with different levels of excitation – to facilitate detecting the unmodeled flexible modes – by varying
0 < 𝛾𝑓 ≤ 𝛾𝑚𝑎𝑥𝑓 . However, by carefully considering (25), it is clear that both 𝑀1 and 𝐻1 are functions of the excitation signal’s global
gain 𝛾𝑓 . Therefore, from a practical point of view, the transformation  must be scheduled based on 𝛾𝑓 , i.e.,  (𝛾𝑓 ), preferably in a

𝑚𝑖𝑛 𝑚𝑎𝑥
14

pointwise fashion for 0 < 𝛾𝑓 ≤ 𝛾𝑓 ≤ 𝛾𝑓 , in any continuous space after applying the parametric constraints.
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2.9. Choosing 𝛾𝑓

The main idea behind using the suppress-excite signal with uncertain positioning systems is to concurrently detect-while-in-motion.
Therefore, limiting 𝛾𝑓 below an upper bound 𝛾𝑚𝑎𝑥𝑓 helps in maintaining tracking performance, while having 0 < 𝛾𝑚𝑖𝑛𝑓 ≤ 𝛾𝑓 helps in
detecting the unmodeled flexible modes, in general. Recalling Fig. 2.C, (24) and under known symmetric jerk bounds (±𝐽𝑚𝑎𝑥), the
resulting jerk signal of the reference trajectory (𝐽 (𝑡) ≡ 𝑝𝑑 (𝑡)) depicted in Fig. 11 must satisfy ∀𝑡 ∈ [0, 𝑇 ] the condition given as

𝐽𝑚𝑎𝑥 ≥ |𝐽 (𝑡) | =
|

|

|

|

𝑑𝑝̈𝑑 (𝑡)
𝑑𝑡

|

|

|

|

= 𝑈𝑚𝑎𝑥
|

|

|

|

𝑑𝑁̄𝑇1 (𝑡)
𝑑𝑡

|

|

|

|

→
|

|

|

|

𝑑𝑁̄𝑇1 (𝑡)
𝑑𝑡

|

|

|

|

≤
𝐽𝑚𝑎𝑥
𝑈𝑚𝑎𝑥

(26)

where 𝑈𝑚𝑎𝑥 > 0 is the ultimate permissible acceleration value, and therefore, 𝛾𝑚𝑎𝑥𝑓 can be found. In this study, (26) is used to find
𝛾𝑚𝑎𝑥𝑓 by trial-and-error when 𝑇 is fixed.

Finding 𝛾𝑚𝑖𝑛𝑓 is more difficult compared to finding 𝛾𝑚𝑎𝑥𝑓 , because the former is affected by the sensitivity of the identifica-
tion/detection method used, and to a very extent the closed-loop dynamics of the uncertain stage and its flexible modes. Therefore,
it seems reasonable to set 𝛾𝑓 = 𝛾𝑚𝑎𝑥𝑓 when suppress-excite mode, i.e., 𝛾𝑓 > 0, is occasionally used, or when the tracking performance
an be sacrificed in favor of flexible modes detectability.

.10. Choosing 𝑇

Choosing the appropriate 𝑇 that suits the uncertain dynamics of the driven stage is done either off-line or on-line for any choice of
1 > 0, 𝜁𝑖 ≥ 𝜁𝑚𝑖𝑛𝑖 ,∀𝑖 = 1, 2,… , 𝑘 through minimizing

min
𝑇

1 =
𝑘
∑

𝑖=1
𝛾𝑖 𝑄

(

𝜔𝑜𝑖

)

(27)

here 𝑄 (𝜔) = |{𝑁̄𝑇1 (𝑡)}|
2, the weights 𝛾𝑖 ∈ R,∀𝑖, and the truncated Fourier transform [63] of (24) is given as

{𝑁̄𝑇1 (𝑡)} = −1
𝑀1

{

𝐻1 𝛿(𝜔) +⋯ 𝑗
𝑘
∑

𝑖=1

𝛽𝑖
2

√

𝜋
𝜏𝑖

exp
(

𝜎2
)

{

erf

(

𝜔 + 𝑗 𝑇 𝜏𝑖
2
√

𝜏𝑖

)

− erf

(

𝜔 − 𝑗 𝑇 𝜏𝑖
2
√

𝜏𝑖

)

}

+
𝛽∗𝑖
2

√

𝜋
𝜏∗𝑖

exp
(

𝜎3
)

{

erf

⎛

⎜

⎜

⎜

⎝

𝜔 + 𝑗 𝑇 𝜏∗𝑖

2
√

𝜏∗𝑖

⎞

⎟

⎟

⎟

⎠

− erf

⎛

⎜

⎜

⎜

⎝

𝜔 − 𝑗 𝑇 𝜏∗𝑖

2
√

𝜏∗𝑖

⎞

⎟

⎟

⎟

⎠

}

− 𝛾𝑓 {𝑀(ℎ(𝑡))}
}

(28)

here 𝜎2 =
(

𝜔2

4𝜏𝑖
− 𝑗 𝑇𝜔

2

)

, 𝜎3 =
(

𝜔2

4𝜏∗𝑖
− 𝑗 𝑇𝜔

2

)

, erf denotes the error function, and the Fourier transform of 𝑀(ℎ(𝑡)) is given as

{𝑀(ℎ(𝑡))} =
𝑚
∑

𝑙=1
𝜂𝑙 exp

(

𝜎4
)

{

erf

(

𝜔 + 𝑗𝜔𝑠𝑙

2√𝑚𝑠𝑙

)

− erf

(

𝜔 + 𝑗(𝜔𝑠𝑙 + 2𝑇 𝑚𝑠𝑙 )

2√𝑚𝑠𝑙

)

}

− 𝜂̄𝑙 exp
(

𝜎5
)

{

erf

(

𝜔 − 𝑗𝜔𝑠𝑙

2√−𝑚𝑠𝑙

)

− erf

(

𝜔 − 𝑗(𝜔𝑠𝑙 + 2𝑇 𝑚𝑠𝑙 )

2√−𝑚𝑠𝑙

)

}

(29)

where

𝜂𝑙 =
𝛾𝑓𝑙
4𝜔𝑠𝑙

√ 𝜋
𝑚𝑠𝑙

, 𝜂̄𝑙 =
𝛾𝑓𝑙
4𝜔𝑠𝑙

√ 𝜋
−𝑚𝑠𝑙

, 𝜎4 = 𝜃𝑠𝑙 +

(

𝜔 + 𝑗𝜔𝑠𝑙

)2

4𝑚𝑠𝑙
, 𝜎5 = −𝜃𝑠𝑙 −

(

𝜔 − 𝑗𝜔𝑠𝑙

)2

4𝑚𝑠𝑙

.11. Case 4 with 𝜁𝑙 < 1∕𝜅𝑙 and 𝜁𝑖 > 1∕𝜅𝑖

When the 𝑖th mode is non-oscillatory, i.e., 𝜁𝑖 > 1∕𝜅𝑖, then the eigenvalues are real and distinct, i.e., the mode is over-damped.
he same previous equations can be used by simply replacing 𝜏∗𝑖 with 𝜏𝑖 to denote the second real and distinct eigenvalue of the
th mode. The associated coefficients are updated accordingly.

.12. Calculating velocity profile

In positioning applications like lithography, machining, marking and laser cutting, special operations take place under constant
elocity motion profiles denoted here by (𝑉𝑜1 ) and last for a specific time interval denoted here by (𝐷̃ ≥ 0). To stop the motion, a
ecelerating pulse is introduced at the end of the current motion profile. If both the accelerating and decelerating pulses are similar
xcept for their signs, then the profile is deemed symmetric, otherwise it is asymmetric, see Fig. 11. Both types are attainable using
he proposed framework. Integrating (24) yields

𝑉𝑜 =
𝑇
𝑑𝑡 𝑁̄𝑇 (𝑡) = 1 →𝑇

𝑑𝑡
(

𝑁𝑇 (𝑔 (𝑡)) −𝐻1

)

= 1
{

𝑉𝑜 −𝐻1 𝑇
}
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Fig. 13. Block diagram of the combined flexible modes detection and suppress-excite signal generation where the 𝑎th and 𝑏th time derivatives of the input and
output signals, respectively, are used for detection. Different dashed arrows styles reflect various time update rates. To avoid stability issues, the needed update
of the suppress-excite signal is done off-line.

𝑉𝑜1 =
𝑘
∑

𝑖=1

{

𝛽𝑖
√

𝜋
−𝜏𝑖

erf i

(

𝑇
√

−𝜏𝑖
2

)

+ 𝛽∗𝑖
√

𝜋
−𝜏∗𝑖

erf i

⎛

⎜

⎜

⎜

⎝

𝑇
√

−𝜏∗𝑖
2

⎞

⎟

⎟

⎟

⎠

}

+ 𝛾𝑓
𝑚
∑

𝑙=1
2
√

2𝜂𝑙
{

(

𝑆(𝜎6) − 𝑆(𝜎7)
)

cos(𝜎8) +
(

𝐶(𝜎6) − 𝐶(𝜎7)
)

sin(𝜎8)
}

(30)

where erf i is the complex error function, 𝑆 and 𝐶 denote the Fresnel sine and cosine functions [64], and

𝜎6 =

√

2
𝜋 𝑚𝑠𝑙

(

0.5𝜔𝑠𝑙 + 𝑇 𝑚𝑠𝑙

)

, 𝜎7 =
𝜔𝑠𝑙

√

2𝜋 𝑚𝑠𝑙

, 𝜎8 =
4𝜃𝑠𝑙𝑚𝑠𝑙 − 𝜔2

𝑠𝑙
4𝑚𝑠𝑙

.

which makes 𝑉𝑜1 dependent on 𝛾𝑓 . The scanning or constant velocity after the acceleration pulse (𝑣1) is given as

𝑣1 = 𝑉𝑜1 𝑎
𝑚𝑎𝑥
1 (31)

with |𝑣1| ≤ |𝑉𝑜1 |𝑈𝑚𝑎𝑥 ≤ 𝑉𝑚𝑎𝑥, where 𝑉𝑚𝑎𝑥 is the maximum allowed speed, and the P2P pitch size (𝑃𝑇1 ) achieved using the EIS is given
as

𝑃𝑇1 =
(

𝑇 + 𝐷̃
)

𝑣1 (32)

Consequently, from (31) and (32), we may write

𝑎𝑚𝑎𝑥1 =
𝑃𝑇1

(

𝑇 + 𝐷̃
)

𝑉𝑜1
≤ 𝑈𝑚𝑎𝑥 (33)

2.13. Extrapolation of trajectories

Once 𝑇 is determined – preferably using (27) – and the other tuning variables are kept fixed in a way that best suits the driven
stage dynamics, the displacement 𝑃𝑇1 in (32) can be achieved in real-time by choosing both 𝐷̃ ≥ 0 and 𝑎𝑚𝑎𝑥1 appropriately such
that |𝑣1| ≤ 𝑉𝑚𝑎𝑥 and |𝑎𝑚𝑎𝑥1 | ≤ 𝑈𝑚𝑎𝑥. Recalling Fig. 2.C and (33), it is clear that the tuning variable 𝐷̃ can be used to determine
𝑎𝑚𝑎𝑥1 needed for any 𝑃𝑇 displacement. For the applications that involve a task during the constant speed phase of the motion profile
where 𝐷̃ ≫ 𝑇 , the condition given as 0 ≤ 𝐷̃𝑚𝑖𝑛 ≤ 𝐷̃ ≤ 𝐷̃𝑚𝑎𝑥 may be applied. Increasing 𝐷̃ results in a reduced 𝑎𝑚𝑎𝑥1 , and therefore
less tracking error, and reduced throughput are expected. The execution time of any point-to-point motion equals 2 𝑇 + 𝐷̃ 𝑠𝑒𝑐𝑜𝑛𝑑𝑠.

2.14. Relation with polynomial-based methods

According to the Weierstrass approximation theorem [65], every continuous function defined on a closed interval can be
uniformly approximated by a polynomial function to any degree of accuracy. Because computers can easily evaluate polynomial
functions in real-time, it is possible to approximate and replace (24) using polynomials of any desired order; so that polynomial-based
methods for trajectory generation can benefit from it [5]. The costs associated with such approximations will be studied separately.
16
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3. Flexible modes detection

Recalling Fig. 5, the problem formulation suggests that a closed-loop system identification (CLSI) should be involved. In this
nvestigation, however, we are more interested in designing the suppress-excite signal for uncertain positioning applications with
nmodeled flexible modes than deeply exploring the interplay between the designed signals and CLSI. Nevertheless, to show
he applicability of the proposed suppress-excite signal design process in CLSI, we resort to use a weak form of identification,
.e., detection.

.1. Detection method

Adopting a gray-box identification model, Fig. 13 shows the relation between the designed suppress-excite trajectory 𝑝𝑑 (𝑡) and
he closed-loop system 𝐺𝑐𝑙 response 𝑝(𝑡). The system 𝐺𝑐𝑙 given in (8) includes all control loops as well as the modeled and unmodeled
lexible modes. When a lightly-damped flexible mode is excited, it will resonate and manifests itself as a peak in the system response
hen observed in frequency domain. A generic transfer function measurement is given as

M𝑏
𝑎(𝜔) =

|

|

|

|

DFT(𝑝(𝑏)(𝑡))

DFT(𝑝(𝑎)𝑑 (𝑡))

|

|

|

|

(34)

where DFT(⋅) denotes the (discrete) Fourier transform of the 𝑎th and 𝑏th time derivatives of the input 𝑝𝑑 (𝑡) and the output 𝑝(𝑡),
respectively. When 𝑎 = 𝑏, then M𝑏

𝑎 denotes the transmissibility (TM). Let 𝑎 = 2 and let the input 𝑝(2)𝑑 (𝑡) be associated with a virtual
orce, therefore when 𝑏 = {0, 1, 2}, then M𝑏

𝑎 relates to the compliance, mobility and accelerance, respectively.
In this study, we use M2

2 to detect the resonance frequencies of the unmodeled flexible modes using the designed suppress-excite
ignals. Note that detecting the damping ratios and mode shapes associated with the flexible modes is not necessary under the
urrent suppress-excite signal design formulation; because we only need to know the flexible mode frequency to locate the suppress
otch. Recalling Fig. 13, in time domain, the input 𝑝(𝑎)𝑑 (𝑡) and output 𝑝(𝑏)(𝑡) measurements are obtained using appropriate sensors or

estimators, where the 𝑎th and 𝑏th time derivatives are chosen based on the application.
Recalling Remark 2.1, the proposed technique will still be applicable when the involved controllers are digitally synthesized due

to the adopted input–output perspective of the system. The only information needed is the frequencies of the flexible modes which
can be given in s-domain representation using suitable transformations.

3.2. Utilizing detected flexible modes

To utilize the detected flexible mode frequencies, either a complete or partial update of the existing notch filters tunable
parameters is carried out mainly by changing their damping ratios, introducing additional notch filters in cascade, i.e., increase
𝑘, or both. Note that this update will also affect the depths of the notches. The choice made depends on the number of the detected
flexible modes and the distribution of their corresponding frequencies where a depiction of M𝑏

𝑎(𝜔) or M̄𝑏
𝑎(𝜔) versus frequency will

e insightful. This update process of the designed suppress-excite signal is highlighted by the red dashed arrow depicted in Fig. 13,
hich shows the flow of the design process of the suppress-excite signals. To avoid stability issues, we opt to update the involved
arameters off-line.

According to Figs. 5 and 13, the tracking error 𝑒𝑟(𝑡)- from input–output perspective- can be given as 𝑒𝑟(𝑡) = 𝑝𝑑 (𝑡) − 𝑝(𝑡). Recalling
ig. 2.C, using (24) with 𝛾𝑓 = 0, and (34) with 𝑎 = 𝑏 = 2 yields

|FFT{𝑒(2)𝑟 (𝑡)}|2 = |FFT{𝑝(2)𝑑 (𝑡)} − FFT{𝑝(2)(𝑡)}|
2

= |1 −M2
2(𝜔)|

2
|FFT{𝑝(2)𝑑 (𝑡)}|

2

= |𝑎𝑚𝑎𝑥|
2
|1 −M2

2(𝜔)|
2
|FFT{𝑁̄𝑇1 (𝑡)}|

2 (35)

here 𝑡 ∈ [0, 𝑇 ]. Therefore, the tracking error can be minimized in real-time through minimizing |𝑎𝑚𝑎𝑥| which will then increase
the execution time – see Section 2.13 – and therefore is not recommended, and/or off-line through minimizing the quantities
|FFT{𝑁̄𝑇1 (𝑡)}|

2, and |1 −M2
2(𝜔)| mainly at certain observable frequencies of interest (∀𝜔𝑙 ∈ 𝛺𝑜) with |𝛺𝑜| = 𝑘̄, 𝑙 = 1, 2,… , 𝑘̄. This is

the essence of (27) for known 𝜁𝑖, 𝜔𝑜𝑖 , 𝑖 = 1, 2,… , 𝑘 parameters. Note that 𝛺𝑠 ⊆ 𝛺𝑜, i.e., not every observable frequency has to have
an associated tab in the 𝑘-cascaded notch filter. The elements of 𝛺𝑜 can be obtained from the extreme points of M𝑏

𝑎(𝜔) resulting from
the application of the designed suppress-excite signal. Minimizing |1 −M2

2(𝜔)| can be done by redesigning the feedforward control
loop, e.g. as described in [33], or the feedback control loop. Recalling Remark 2.1, the minimization of |FFT{𝑒(2)𝑟 (𝑡)}| is achieved
17
by minimizing |FFT{𝑁̄𝑇1 (𝑡)}|. Consequently, a generalization of (27) is given as
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𝑘

f

min
𝜃 ∈ 𝛩

𝑠1 𝑠 + 𝑠2 𝑈 (𝛾𝑓 )𝑒

s.t. 0 ≤ 𝜔𝑜𝑖 ≤ 𝐷𝑂𝐼,

0 < 𝜔𝑜1 < 𝜔𝑜2 ⋯ < 𝜔𝑜𝑘 ,

𝑇 > 0, 𝑛 = 2, 𝜅𝑖 > 0, 𝛥𝜔𝑖 > 0,
𝛥𝜔𝑖
𝜅𝑖 𝜔𝑜𝑖

≤ 𝜁𝑖,

1 ≤ 𝑘 ≤ 𝑘̄,

0 ≤ 𝛾𝑓 ,

𝜔𝑠𝑖 = 𝜔𝑜𝑖 − 𝛥𝜔𝑖,

𝜔𝑠𝑘+1 = 𝐷𝑂𝐼,

−𝜔𝑠𝑖 𝐷𝑖 ≤ 𝛾𝑓𝑖 ≤ 𝜔𝑠𝑖 𝐷𝑖, 𝐷𝑖 > 0,

0 ≤ 𝜔𝑒𝑖 < 𝜔𝑠𝑖 ,
𝜔𝑒𝑖 − 𝜔𝑠𝑖

𝑇
≤ 𝑚𝑠𝑖 < 0,

−𝜋 ≤ 𝜃𝑠𝑖 ≤ 𝜋,

𝑀𝑇 (ℎ(0)) = 𝑀𝑇 (ℎ(𝑇 ))

(36)

where 𝑈 (⋅), is the unit-step function, 𝑠1, 𝑠2 ≥ 0 ∈ R are weighting factors, the excitation index 𝑒 is given in (23), the suppre-
ssion index 𝑠 =

∑𝑘̄
𝑙=1 𝛾𝑙 𝑄

(

𝜔𝑙
)

, 𝛾𝑙 ≥ 0, 𝑄 (𝜔) = |{𝑁̄𝑇1 (𝑡)}|
2- see (28)-, 𝑖 = 1, 2,… , 𝑘, and the set of decision variables 𝛩 = {𝑇 , 𝐷̃, 𝑛,

, 𝜅𝑖, 𝜁𝑖, 𝜔𝑜𝑖 , 𝛥𝜔𝑖, 𝛾𝑓 , 𝑚𝑠𝑖 , 𝜔𝑠𝑖 , 𝑚, 𝛾𝑓𝑖 , 𝜃𝑠𝑖}.
In (36), it is worth noting that 𝛾𝑚𝑎𝑥𝑓 is not specified; because we allowed 𝑇 to vary. Also, when 𝛥𝜔𝑖 is associated with a detected

lexible mode in 𝐺𝐹𝑀 , then it is treated as a decision variable, i.e., 𝛥𝜔𝑖 ∈ 𝜃, to minimize the effect of biased detection. If 𝛥𝜔𝑖 is
associated with a modeled flexible mode in 𝐺𝑝, it is not treated as a decision variable, i.e., 𝛥𝜔𝑖 ∉ 𝜃, and it is set to match the
corresponding symmetric relative uncertainties — see (3).

Remark 3.1. If dealing with existing and functional positioning systems where prior knowledge does not exist or being inaccessible
for some reason, then 𝑘 = 0 in (10). Consequently, we start by having 𝑁𝑇 (𝑡) = 𝑡, and continue as described above.

3.3. Other applications

Interestingly, the proposed design framework of the trajectory signals can be useful in many other applications. For example,
the suppress-excite signals can be utilized to control the mode shapes of a motion stage even without being over-actuated. Also, the
designed suppress-excite signals with an appropriate choice of 𝛾𝑓 can be used for on-line fault detection, diagnosis, and machine
health monitoring applications [66]. In this study, a single (S) input (I) and single (S) output (O), i.e., SISO, stage motion is
handled. Dealing with other system input–output combinations, namely SIMO, MISO, and MIMO to obtain digital twins [67] of
multi-directional motion stages based on data-driven modeling and controller synthesis [68], or first principles modeling [32] will
be investigated in separate studies.

4. Simulation

Recalling Fig. 5 and based only on the available uncertain model of the motion stage (2), the Robust Control Toolbox™ [69] was
used to robustly tune the tunable parameters {𝑘𝑝, 𝑘𝑖, 𝑘𝑑 , 𝜏𝑐 , 𝜏𝑓 } when 𝑛𝑓 = 3 and the plant nominal values were 𝑚̃1 = 42.5 kg, 𝑚̃2 =
8 kg, 𝑘̃1 = 10 N/m, 𝑘̃2 = 7 N/m, 𝑐1 = 10 N s/m, 𝑐2 = 80 N s/m, 𝛥𝑚1,2 = 10%, 𝛥𝑐1,2 = 50%, and 𝛥𝑘1,2 = 40%. The resulting values of the
parameters were 𝑘𝑝 = 468, 𝑘𝑖 = 3.92 × 105, 𝑘𝑑 = 1.4 × 105, 𝜏𝑐 = 1 × 10−4 and 𝑡𝑓 = 7.18 × 10−5. Using 80 samples of the uncertain stage
depicted in Fig. 5, the resonance frequencies associated with the lightly-damped modes in the feedforward and feedback paths are
grouped into three frequency bands that are given as

𝛺𝑠1 = {𝜔 ∈ R ∣ 0.4445 − 0.1136 ≤ 𝜔 ≤ 0.4445 + 0.1136}

𝛺𝑠2 = {𝜔 ∈ R ∣ 1.6733 − 0.0127 ≤ 𝜔 ≤ 1.6733 + 0.0127}

𝛺𝑠3 = {𝜔 ∈ R ∣ 184.0130 − 59.0470 ≤ 𝜔 ≤ 184.0130 + 59.0470} (37)

and should be suppressed to enhance the tracking performance. These frequency bands constitute 𝛺𝑠. Note that the feedforward
filter introduces poles at high frequencies, i.e., 1.39×104 rad/s, and therefore its effect is ignored. Using (10) and (37), we find that
𝑘 = 3, 𝜔𝑜1 = 0.4445, 𝜔𝑜2 = 1.6733, 𝜔𝑜3 = 184.013, and taking 𝜅𝑖 = 2 results in 𝜁𝑚𝑖𝑛1 = 0.1278, 𝜁𝑚𝑖𝑛2 = 0.0038, 𝜁𝑚𝑖𝑛3 = 0.1604. Initially, we
take 𝜁 = 𝜁𝑚𝑖𝑛,∀𝑖 = 1, 2, 3, which complies with Case 1.
18
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Table 1
The coefficients of the excitation signal based on Method II rounded to 5 decimal places.
𝑖 1 2 3 4

𝛾𝑓𝑖 0.00652 −0.01043 0.23932 1.52583
𝑚𝑠𝑖 −2.13355 −7.11187 −795.35329 −1269.43723
𝜃𝑠𝑖 −0.21618 −0.7902 0.12202 −0.13609
𝐷𝑖 1.20 0.30 0.10 0.10

Table 2
The coefficients of the simulated flexible modes according to (5), and their detected resonance
frequencies.
𝑖 𝛼̄𝑖∕𝑚𝑡 𝜁𝑖 𝜔̄𝑖 Detected 𝜔̄𝑖

1 0.00019 0.05 49.00105 56.7465
2 5𝑒 × 10−5 0.04973 82.88705 132
3 5𝑒 × 10−5 0.00494 340.12382 350

Using (12) with 𝑛 = 2, we start building the suppress part of the unit-pulse acceleration signal according to (14), we then choose
n optimal value of the pulse duration 𝑇 through minimizing (27) with 𝛾𝑓 = 0 and 𝛾𝑖 = 1, 𝑖 = 1, 2, 3. According to Fig. 14(a), we

choose 𝑇 = 0.155 s and ignore the other tiny value, i.e., 𝑇 ≤ 0.01 s, because it corresponds to a high jerk value. Note that both 𝛺𝑠1
and 𝛺𝑠2 contribute most in (27) which may suggest choosing other values of the notch filters damping ratios. This can be verified
in a later stage of the cyclic design process when the overall performance is evaluated.

Now, we locate 𝛺𝑠 bands as depicted in Fig. 12, and we choose to limit the domain of interest to 𝜔 = 140𝜋 rad∕s. Consequently,
the null-space of 𝛺𝑠 within the interval 𝜔 ∈ [0, 140𝜋] is assigned to 𝛺𝑒, and therefore the excitation bands are specified according
to (9) with 𝛺𝑒1 = 0. The results of designing the excitation part of the unit-pulse acceleration signal according to (18) using Method
I and Method II are depicted in Figs. 14(b) through 14(d). Note that the excitation signal according to Method I fails to sweep 𝛺𝑒3 -
see Fig. 14(c)-, and produced undesirable frequency contents in 𝛺𝑒2 where it ended up exciting 𝛺𝑠1 - see Fig. 14(b)- and violated the
condition 𝛺𝑒∩𝛺𝑠 = ∅. The results obtained using Method II are satisfactory and are used to realize the final unit-pulse suppress-excite
acceleration signal with the coefficients values given in Table 1.

Before finalizing the suppress-excite signal design, the global excitation gain 𝛾𝑓 must be found. Recalling (26), we use 𝐽𝑚𝑎𝑥 =
1600m∕s3 as the upper limit for the used jerk value in any generated profile with 𝑈𝑚𝑎𝑥 = 15m∕s2 as an upper acceleration bound, as
well. Based on (26), a maximum value of the global excitation gain, i.e., 𝛾𝑓 = 6750, is found, which will ensure that the maximum jerk
value generated by a unit-pulse acceleration signal will never exceed 106.667 ≈ (1600∕15)m∕s3. Now, the unit-pulse suppress-excite
signal can be designed according to (24) and Fig. 2.C. The resulting suppress-excite jerk, acceleration, and position profiles are
depicted in Figs. 14(e) through 14(g), respectively, for 𝛾𝑓 ∈ {0, 1000, 6750} that are used to schedule the transformation  . Choosing
𝑃𝑇1 = 0.2m as the target point-to-point distance, both 𝐷̃ and 𝑎𝑚𝑎𝑥1 can be chosen appropriately such that |𝑎𝑚𝑎𝑥1 | ≤ 15m∕s2.

Using an existing digital twin [67,70] of the driven motion stage depicted in Fig. 5 that is uncertain with flexible modes, the
resulting M̄2

2(𝜔) measures for 𝛾𝑓 ∈ {0, 1000, 6750} are depicted in Fig. 14(h), where 80-samples of the uncertain stage were averaged,
and noise-free acceleration measurements of the output signal 𝑝(𝑡) are utilized. In the digital twin used, the flexible modes were
according to (5) with 𝑁 = 5, and their coefficients are given in Table 2. The detected flexible modes frequencies given in Table 2
will be utilized to update mainly the suppress part of the input signal. Avoid exciting these modes will result in enhanced tracking
as will be discussed shortly.

Let 𝛺𝑜 = {𝜔𝑜1 , 𝜔𝑜2 , 𝜔𝑜3 , 19, 25, 38, 57, 132, 350} rad∕s based on M̄2
2(𝜔) measures depicted in Fig. 14(h). Using (36) to redefine mainly

the suppress part of the acceleration signal, i.e., 𝛾𝑓 = 0, with 𝛾𝑙 = 1,∀𝑙 = 1, 2,… , 𝑘̄, and 𝑘 = 3, 𝑇 = 0.155 s, and changing only 𝜁3 as
one example, and with 𝑘 = 4, and changing 𝑇 , 𝜔𝑜4 , 𝜁𝑖, 𝑖 = 1, 2, 3, 4 as another example. This results in 𝜁3 = 0.90 for the first example,
and in 𝑇 = 0.15 s, 𝜔𝑜4 ≈ 53.9114 rad∕s, 𝜁1 ≈ 1.0435, 𝜁2 ≈ 0.4439, 𝜁3 ≈ 0.8007, 𝜁4 ≈ 0.500000007 for the second example. The stage
responses under these examples are depicted in Figs. 14(h) through 15(a), where the point-to-point (P2P) tracking performance
improves significantly in the interval 𝑡 ∈ [0.4, 0.75] s once compared to the one under the suppress acceleration signal without
optimization in the same time interval. This resulted in two acceleration profiles that can maintain the desired tracking performance
after introducing new modifications to the original stage without affecting the parameters of the involved control loops — see
Remark 2.1. The overall picture of the whole framework that shows the interaction between the designed 𝑘-cascaded notch filter,
control loops, and suppress/excite frequency bands is captured in Fig. 15(b), which shows that despite having a narrow band at
𝜔 = 48.8 rad∕s in the closed-loop stage dynamics, the associated notch bandwidth, i.e., 𝛥𝜔4, obtained through optimization is broad.
This in fact reveals the nature of cascaded notch filters whose tabs individual properties are intermingled. Note also that the tabs
frequencies, i.e., 𝜔𝑜𝑖 , have to be rearranged in ascending order to comply with (36) in case it should be used any further.

5. Conclusion

In this study, a framework that enables designing kinodynamical reference trajectories, and detecting the flexible modes of
uncertain systems while in motion was proposed to enhance the tracking performance. According to this framework, there are
two modes of operation, i.e., the suppress and suppress-excite modes. In the suppress mode of operation, the impulse response of
19
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Fig. 14. (a) The magnitude squared of the truncated Fourier transform of the unit-pulse acceleration signal under Case 1. The generated excitation signals using
the local and global design methods with their associated frequency bands (b) 𝛺𝑒1 , 𝛺𝑒2 and 𝛺𝑠1 , (c) 𝛺𝑒3 , 𝛺𝑒4 and 𝛺𝑠3 , and (d) the resulting 𝑀𝑇 (ℎ(𝑡)) profiles. The
tiny suppression band 𝛺𝑠2 is omitted. Based on the modeled part of the uncertain stage: the desired (e) unit-pulse jerk, (f) unit-pulse acceleration, (g) position
trajectories, (h) The M̄2

2 variations when detecting the modal resonant frequencies of the flexible modes, and after updating the notch filter. Based on the modeled
and detected parts of the uncertain stage: the desired (i) position trajectories, and (j) acceleration.
20
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Fig. 15. (a) The tracking errors 𝑒𝑟 envelops under the designed suppress signals. The blue lines indicate the envelops in the ideal case where no flexible
modes are considered, while the other lines indicate the envelopes when the system including the flexible modes is simulated. The complete picture (b) of
the suppress-excite signals given in the frequency domain where the interaction of the various components is made clear. The partially known uncertain stage
dynamics 𝐺𝑝(𝑠) response is depicted in green. From 𝑝𝑑 (𝑡) to 𝑝(𝑡), the feedback closed-loop theoretical response (#1) is depicted in red, and depends only on the
uncertain values of the partially known stage dynamics, i.e., without including the flexible mode dynamics. Also, the feedback closed-loop actual response (#2) is
depicted in black, and depends on both the uncertain values and flexible modes of the stage dynamics. Also, the three input notch filters used in this study are
shown.

cascaded notch filters was used as a frequency-domain template to assign preferred frequency contents to a polynomial given by a
time-domain template, and it is meant solely to suppress the known lightly-damped modes. In the suppress-excite mode of operation,
excitation signals given in the form of constant amplitude linear chirp signals were superimposed on top of the suppress signal; to
facilitate detecting possible lightly-damped modes in the frequency domain of interest. The utilization of the detected modes into
the designed unit-pulse acceleration signal was achieved through optimization. Then, the acceleration amplitude needed to reach
the target position was applied to the unit-pulse acceleration signal. According to the proposed framework, the deterioration of
21
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the tracking performance due to the available flexible modes can be minimized using embedded input shaping – up to 39% in the
provided example –, which does not require any modification to the controllers in the control loops.

Adopting a gray-box model of the positioning system, enables dealing with it from input–output perspective. Therefore, the
roposed framework can operate on a functional positioning system with little knowledge about the system if any at all, which
akes it suitable to be integrated within industrial or commercial motion controllers with auto-tuning features enabled. Basically, the

uppression signal operates on a list of known frequencies associated with lightly-damped modes usually found in flexible uncertain
ystems, while the main role of the excitation signal is to expand that list by finding other lightly-damped modes. This also may
esult in increasing the operation bandwidth of the involved control loops, and increased machine throughput can be made possible.

Using function composition allowed using IIR filters in input shaping by creating a frequency-domain template with tunable
arameters that can be adjusted to shape the time-domain template given as a polynomial of 𝑛th-order. Taking 𝑛 = 2 allowed having
nalytical closed-form solution of the composed signal that is used to steer the motion stage. Moreover, trajectory extrapolation
as made easy due to this analytical solution with reduced real-time calculation overhead. Since the function composition is a
oncommutative process, reverse order of function composition will be the subject of future work.
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