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CHAPTER 1

INTRODUCTION

This chapter provides a brief overview of optical resonators based on nanopar-
ticles and periodic nanostructures by introducing the finite-differences time-
domain (FDTD) method. Beginning with the description of localized resonances
in single nano-disk structures, this chapter introduces also collective plasmonic
resonances or surface lattice resonances (SLRs) that are supported in periodic
nanoparticle arrays. An evolutionary optimization, based on the so-called
particle swarm optimization (PSO), is introduced. This optimization is widely
used in this thesis for the inverse design of the geometrical parameters of
nanostructures with different functionalities. This chapter ends with the outline
of the thesis.
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1 Introduction

1.1 Introduction

When somebody says the word "light," a listener usually interprets it as "visible light."
Visible light is defined as electromagnetic (EM) waves that are visible to human eyes.
Generally speaking, light is EM radiation in the visible spectrum. The spectrum of EM
waves expands over a wide range, covering radio waves, microwaves, infrared radiation,
ultraviolet radiation, and X-rays. Throughout our world, EM waves are the most common
carrier of information. For example, light travels through the atmosphere to the surface of
the earth so that we can see the world with our eyes. In modern communication, EM waves
are used in cell phones, wireless internet networks, navigation devices in ships and air-
crafts, and so on. They can be emitted by a variety of electrical and electronic appliances
that influence an integral part of our lives. Light is also generated artificially with light
emitting diodes (LEDs) or it is used for the generation of electricity in solar cells. Light,
and more generally EM waves, is also omnipresent in sensors and for health applications.
Another example are microwave ovens that use microwave radiation to heat food by the
absorption of this radiation. The field of optics studies the propagation of light through
different media. The field of photonics studies more broadly the generation, propagation,
manipulation, conversion and detection of light, while nanophotonics aims at controlling
these phenomena with nanometer precision.

A resonant optical cavity is an arrangement of optical components which allows a beam
of light to circulate in a closed path, storing electromagnetic energy [1]. Such resonators
can be made in different forms, e.g. two mirrors facing each other. Nanophotonic res-
onators are defined by optical cavities that are on the order of tens to hundreds of nanome-
ters in size. They are widely used in various photonic devices and contribute to the en-
hancement of the light intensity. Nanophotonic resonators offer inherently large light
energy confinement, strong light-material interactions and, therefore, intriguing novel
phenomena, such as large non-linear responses or low lasing thresholds [2, 3].

The design of nanostructures that can resonantly interact with light is of crucial im-
portance to enhance light-matter interactions and to control field distributions at sub-
wavelength scales. Novel nanostructures offer technological solutions with high innova-
tion potential. Computational inverse-design — algorithmic techniques for discovering
optical structures based on desired functional characteristics — have been proposed to
reshape the landscape of structures available to nanophotonics [4]. Inverse-design meth-
ods explore the parametric space of manufacturable devices. Generally, these methods
are applied using various simulation software, where we can design, model and mesh
the nanostructures, calculating and visualizing the required features [5–7]. In the projects
described in this PhD thesis, we use Finite-Difference Time-Domain (FDTD) simulations
(Lumerical Inc.) to obtain the optical response of nanophotonic structures, including the
modeling and inverse design of the nanostructures for different applications in optical and
optoelectronic devices [7].
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1.2 Maxwell Equations and Finite-Difference Time-Domain (FDTD) Simulations

1.2 Maxwell Equations and Finite-Difference Time-Domain
(FDTD) Simulations

1.2.1 Maxwell Equations

In the 1860s, physicist and mathematician James Clerk Maxwell first used the equations
which correctly predicted that visible light is an electromagnetic wave by demonstrating
how fluctuating electric and magnetic fields propagate at a constant speed in vacuum [8].
These equations are named as "Maxwell’s equations" and are four coupled partial differ-
ential equations based on the laws of Faraday, Ampére-Maxwell, and Gauss for magnetic
and electric flux densities. They are considered as the foundation of optics and are used
to understand the electromagnetic field distribution, the interaction between matter and
EM fields, and other relevant characteristics. In SI convention, they can be written as:

∇·D = ρ, (1.1)

∇·B = 0, (1.2)

∇×E =−∂B

∂t
, (1.3)

∇×H = J+ ∂D

∂t
. (1.4)

Here, E and H are the electric and magnetic fields, respectively. D and B are the electric
displacement field and magnetic flux density, respectively. ρ is the free electric charge
density and J is the free current density.

Situations having analytical solutions of Maxwell’s equations are rare due to the complex
electromagnetic field distribution in real structures. Thus, computational methods of
electromagnetics are important. For these computational methods, there are two ma-
jor types: time-domain and frequency-domain. The time is discretized in time-domain
methods and the field distribution at a particular time step is determined by Maxwell’s
equations and by the spatial field distribution at the previous time step. In frequency-
domain methods, the time derivative is replaced by iω , where i is the imaginary unit and
ω is the angular frequency. Thus, Maxwell’s equations are solved in the frequency domain
at single frequencies and the simulation is repeated by changing this frequency to obtain a
broadband response similar to that obtained with time-domain methods. In our work, we
choose the Finite-Difference Time-Domain (FDTD) method that is implemented within
the Lumerical’s device multiphysics simulation suite in Ansys [7].

1.2.2 FDTD Simulations

In FDTD simulations, Maxwell equations are solved numerically on a discrete grid in both
space and time, which means that the electric E and magnetic H fields are discrete in space
and time:

E(x, t ) → E
(
(i + 1

2
)∆x, (n + 1

2
)∆t

)
→ E

n+ 1
2

i+ 1
2

. (1.5)
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1 Introduction

The electric and magnetic field components are distributed in space over a unit cell called
the Yee cell, as shown in Fig. 1.1. This staggering of the fields in space is ideal for calculating
spatial derivatives of the curl terms at the correct positions in space. The spatial grid step
is generally called ∆x or ∆y or ∆z, and the temporal grid is called ∆t . For convenience of
notation, we can drop the ∆x/∆y/∆z and ∆t by simply referring to the spatial grid as i , j
or k, and the temporal grid as n. Furthermore, we often use a subscript and superscript
notation for the spatial position and time step respectively. The E fields are solved at time
n + 1

2 , while the H fields are solved at time n. The derivatives in both space and time are
calculated with finite differences:

∂

∂t
En = En+ 1

2 −En− 1
2

∆t
+O

(
∆t 2) , (1.6)

∂

∂x
Ei =

Ei+ 1
2
−Ei− 1

2

∆x
+O

(
∆x2) . (1.7)

Figure 1.1: FDTD Yee Cell of dimension ∆x, ∆y , ∆z. [9]

The E and H fields are typically zero at the beginning of the simulation,

E− 1
2 = 0, (1.8)

H0 = 0. (1.9)

Then, E is updated at time n + 1
2 , which is a function at the previous time step plus a term

proportional to the curl of H at time step n:

En+ 1
2 = En− 1

2 + ∆t

ϵ
∇×Hn . (1.10)

4



1.2 Maxwell Equations and Finite-Difference Time-Domain (FDTD) Simulations

Once we have the E field updated to time n + 1
2 , we can proceed to update H at time n +1,

which is a function of H at the previous time step and the curl of E taken at time step n+ 1
2 :

Hn+1 = Hn − ∆t

µ
∇×En+ 1

2 . (1.11)

In this way, we can leapfrog the update of E and H until the simulation is stopped,

H0 → E
1
2 → H1 → E

3
2 → H2 → E

5
2 → H3 → ... (1.12)

It is important to stress that we do not calculate E and H at the same instant in time. They
are offset by one half time step. In fact, if we record the E field as a function of time with
a monitor and plot it, the monitor will interpolate the original FDTD E fields to the same
time step as H, so that this offset is easily overlooked. However, this leapfrog approach has
the advantage of allowing us to obtain second order accuracy in time, which means that
the error between the electromagnetic fields calculated by FDTD and the correct solution
scales with the time step squared.

The FDTD method is a rigorous and powerful tool for modeling nanoscale optical de-
vices and solve Maxwell’s equations directly from the numerical simulation of the electro-
magnetic wave propagation. Its strength resides in the allocation in space of the electric
and magnetic field components, and the time evolution in all three spatial dimensions of
these fields. FDTD has been successfully applied to an extremely wide variety of prob-
lems, such as scattering, transmission, reflection, absorption from various objects and
materials [10–13], involving typical applications of optical devices, such as LEDs, solar
cells, filters, optical switches, semiconductor-based photonic devices, sensors, nano- and
micro-lithography, nonlinear devices, and metamaterials [14–17].

1.2.3 Material Properties

The constitutive relation in electromagnetism relates the displacement vector D with the
applied electric field E through the material permittivity ϵ. In dispersive materials, this
relation is written as

D(ω) = ϵ(ω)E(ω). (1.13)

Since FDTD is a time-domain solver, we need to convert this relationship to the time
domain, where the product in the frequency domain becomes a convolution in the time
domain

D(t ) = ϵ(t )⊛E(t ) =
∫ t

0
E(t ′)ϵ(t − t ′)d t ′. (1.14)

Performing this integration at each time step in the simulation would require more time
and memory than would be practically feasible. It turns out that for a certain functions
there are solutions that do not require performing the integration. However, these func-
tions have to fulfill certain conditions, including stability and causality. These conditions

5



1 Introduction

define the Kramers-Kronig relations between the real and imaginary components of the
permittivity that impose that it is impossible that the displacement field at a certain time
depends on electric field at a later time [18–20]. Before running broadband simulations, a
broadband material fit to the complex permittivity is generated which meets these restric-
tions for dispersive materials.

To account for the dispersive nature of optical materials, FDTD simulators typically em-
ploy Drude, Debye, or Lorentz materials. These models describe conductive materials, po-
lar materials and materials having a resonant response at defined frequencies. Originally
derived from simplified models of the permittivity of idealized materials, these models
offer good insight into the behavior of optical materials but fail to accurately capture the
dispersive properties of real materials. The dispersion of real materials is impacted by
impurities or defects that invalidate the assumptions of these as being ideal. To obtain a
better agreement with experiments, it is a good practice to import the complex refractive
index of real materials that are measured with, e.g., ellipsometry, into sampled data for
FDTD simulations. A multi-coefficient model (MCM) is then generated using a broadband
fit to the measured data and meeting the required restrictions imposed by causality. The
MCM is able to accurately represent real materials over broad wavelength ranges.

1.3 Optical Resonators

In physics, a resonance is the tendency of a system to vibrate with increasing amplitudes
at a defined frequency of excitation. The use of optical resonances has become a powerful
tool for precision measurements [21], non-linear interactions [22–24], detection sensitive
enhancement [25, 26], light emission [27–29], and quantum optics [30, 31]. A optical
resonance occurs when the optical feedback is in phase with the intracavity optical field.
Different types of resonators are schematically represented in Fig. 1.2. The optical feed-
back is typically provided by a pair of mirrors facing each other (Fabry-Perot resonator) so
that light emitted along the line between the mirrors forms a standing wave. The cavity is
able to store electromagnetic energy, increasing the wave amplitude.

Optical resonances can be also built in optical waveguides [32, 33], or at the interface
between a metal and a dielectric in what is known as a surface plasmon polaritons [34].
In this thesis, nanometer size particles are thoroughly investigated. Such individual
nanoparticles can support localized surface plasmon resonances (LSPRs) that correspond
to the coherent oscillation of the free electrons in metallic nanoparticles and the
associated oscillations of the EM field [35]. The resonance frequency of LSPRs can be
easily controlled by the size, shape, composition, and local optical environment of the
particle [36]. For nanoparticles of noble materials, i.e., Au, Ag and Cu, LSPRs typically
occur in the visible to the near-infrared electromagnetic spectrum [37]. Aluminum
is an alternative plasmonic material in the UV and visible regions of the spectrum
with properties and potential applications similar to those of noble metals. [38] Also
dielectric nanoparticles support resonances known as Mie resonances arising from the
displacement currents induced in the nanoparticles by the applied EM fields [39]. Based
on nanoparticles, different kinds of optical resonances are explained in the next sections

6



1.4 Optical Resonances of Individual Nanoparticles

Figure 1.2: Overview of optical resonators with different configurations, including Fabry-
Perot (FP) cavities, localized surface plasmons or Mie resonances, waveguided resonances
and surface lattice resonances. Different applications of optical resonators for imaging,
light harvesting, sensing, lasing, and strong light-matter coupling.

and gradually introduced into various applications in the chapters of this thesis. An
interesting cavity type, thoroughly investigated here, is distributed feed-back cavities in
arrays of nanoparticles. These cavities support the so-called surface lattice resonances
(SLRs) that result from the enhanced radiative coupling of localized resonances in indivual
nanoparticles by in-plane diffraction orders in the array, also known as Rayleigh anomalies
(RAs) [40, 41].

1.4 Optical Resonances of Individual Nanoparticles

The simplest approach to understand the optical resonant behavior of small nanoparticles
is the dipole oscillator model including the self-inductance force. In what follows, we re-
produce the derivation of Ref. [42], which is able to illustrate the scattering and absorption
processes of these particles under illumination. In the dipole oscillator model, the electron
location is described as x(ω, t ) with a angular frequency ω and real time t . Each electron
has the electric charge of qe = 1.60 × 10−19 C and electron mass me = 9.11 × 10−31 kg. The
restoring force constant of the dipole is labeled as κ. The self-induced inductance force
due to the electric charge oscillation is characterized as L with the unit of henry per meter

7



1 Introduction

(H/m), which is proportional to the change rate of the electrical current as

F =−qe L
d I

d t
=−qe

2L
d 2x(ω, t )

d t 2 . (1.15)

In the dipole oscillator model, the internal damping coefficient is Γa . The radiation co-
efficient of the oscillator is Γs . The oscillator is driven by a harmonic electric field with
frequency ω and the equation of motion can be written as

me
d 2x(ω, t )

d t 2 +Γa
d x(ω, t )

d t
+κx(ω, t ) = qe E0e iωt +Γs

d 3x(ω, t )

d t 3 −q2
e L

d 2x(ω, t )

d t 2 , (1.16)

By moving the inductance force term to the left side of the equation and defining the
effective electron mass m∗

e = me +q2
e L, we have

m∗
e

d 2x(ω, t )

d t 2 +Γa
d x(ω, t )

d t
+κx(ω, t ) = qe E0e iωt +Γs

d 3x(ω, t )

d t 3 , (1.17)

Assuming an harmonic electron motion x(ω, t ) = x0(ω)e iωt , the solution of Eq. (1.17) is
given by

x(ω, t ) = x0(ω)e iωt = (q/m∗
e )E0

ω2
0 −ω2 + i ω

m∗
e

(Γa +ω2Γs )
e iωt , (1.18)

where x0(ω) is the complex amplitude of the dipole oscillation and ω0 = √
κ/m∗

e . The
time averaged power dissipated by the oscillator can be written as P (ω) = F∗(ω)[iωx0(ω)],
where F∗(ω) is the complex conjugate of the force applied to the electrons. Therefore, the
total scattered and absorbed power can be written as

Psca(ω) = N 2ω4Γs |x(ω)|2, (1.19)

Pabs (ω) = N 2ω2Γa |x(ω)|2, (1.20)

where N is the number of electrons participating in the oscillation. Consider a uniform
light beam of irradiance I0 incident on a particle of geometric cross section A(R) = πR2.
Here R is the radius of particle. The particle scatters an amount of power Psca(ω) into all
directions and define the scattering cross section as

Csca(ω) = Psca(ω)/I0. (1.21)

Similarly, the particle absorbs an amount of power Pabs (ω) leading to the absorption cross
section

Cabs (ω) = Pabs (ω)/I0, (1.22)

where I0 = 1
2

√
µ0
ϵ0
|E0|2 is the intensity of the incident optical wave. The scattering and

absorption efficiencies, Qsca/abs (ω,R), are defined as the ratio of the scattering and ab-
sorption cross sections to the geometric cross section,

Qsca(ω,R) =Csca(ω)/A(R), (1.23)

8



1.4 Optical Resonances of Individual Nanoparticles

Qabs (ω,R) =Cabs (ω)/A(R). (1.24)

Because of the nature of electromagnetic scattering, Qsca(ω,R) can approach a value of 10
for non-absorbing resonant particles. For particles much smaller than the wavelength, the
scattering is less efficient and the scattering cross section is much less than A(R).

The response of a nanoparticle to an applied field can be retrieved from the induced
dipole moment p, whose magnitude is proportional to the incident field E0. The propor-
tionality term is the polarizability, defined through p = α0E0. The polarizability in the
dipole approximation of a small sphere/particle compared to the wavelength of the EM
radiation and with volume V is given by [35]

α0(ω) = 3ϵ0V

(
ϵm(ω)−ϵd (ω)

ϵm(ω)+2ϵd (ω)

)
. (1.25)

Here, ϵm(ω) refers to the dielectric permittivity of the sphere/particle, while ϵd (ω) refers to
the dielectric permittivity of the embedding medium. The polarizability can be corrected
to include the effects of radiation damping by introducing an additional damping channel

1

α(ω)
= 1

α0(ω)
− i k3

6πϵ0
. (1.26)

The above scattering and absorption cross sections in the dipole approximation can be
expressed in terms of the polarizability as

Csca(ω) = k4

6πϵ0
|α(ω)|2, (1.27)

Cabs (ω) = k

ϵ0
Imα(ω), (1.28)

where k = 2π
p
ϵd /λ is the wavevector of light outside the scattering sphere/nanoparticle.

The absorption and scattering cross sections in terms of the polarizability retain their
validity for particles with diameters up to ∼ 100 nm.

For larger nanoparticles, it is possible to use FDTD to retrieve the scattering and ab-
sorption cross-sections and efficiencies. As an example, we have simulated the scattering
and absorption efficiencies for an aluminum nanodisk that is embedded in SiO2. The
model for these simulations is displayed in Fig. 1.3. The permittivity of the aluminum
used for the simulations is taken from Ref. [43], and the refractive index of SiO2 is set
to n=1.46. The aluminum disk has a height H and diameter D . A total-field scattered-
field (TFSF) source is used in these simulations. The TFSF source injects a short pulse
with a temporal Gaussian envelope in the z-direction. The source region is represented
by the dashed-red box in Fig. 1.3. The simulation region is presented as a dashed-black
box, which has a volume of 1.2 µm by 1.2 µm in the x and y directions, and 1.8 µm in
the z direction. Perfectly matched layer (PML) boundary conditions are used for the all
boundaries of the simulation region. These boundary conditions suppress the back re-
flection of the scattered wave into the simulation volume. Based on the full vectorial
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Figure 1.3: Schematic representation of a model setup for FDTD simulations: single Al
disk with diameter D and height H embedded in SiO2 (n = 1.46). Dashed black, red, blue
and green boxes indicate the FDTD simulation region, TFSF source region, absorption
analysis group and scattering analysis group, respectively. The polarization of the incident
electric and magnetic fields are along the x- and y-axis, respectively.

solutions of the Maxwell’s equations in FDTD simulations, two analysis group boxes are
defined to measure the net power flowing in/out of the box. The ’abs’ analysis group that
measures the absorbed power of nanoparticle must be completely inside the TFSF source
but enclosing the nanodisk, as shown in Fig. 1.3 with the dashed blue box. While the
’scat’ analysis group, which measures the scattered intensity, must be completely outside
the TFSF source (dashed green box) to collect the net optical power scattered from the
aluminum nanoparticle. The scattering and absorption cross-sections are obtained by
dividing the scattered and the absorbed powers by the power of the incident optical wave
and the geometrical cross section of the nanodisk.

The results of the simulations are plotted in Fig. 1.4 for different diameters and heights
of the nanodisks. The scattering efficiency in Fig. 1.4 (a) exhibits a strong peak that red-
shifts when the diameter of the nanodisk increases. This peak corresponds to the funda-
mental LSPR and it becomes broader at longer wavelengths due to the increased radia-
tion losses. Compared to the scattering, the absorption efficiency in Fig. 1.4 (b) shows a
weaker resonance and a larger absorption for smaller diameters. This result is expected
based on the dependence of the scattering cross-section with the square of the nanopar-
ticle polarizability and of the absorption cross-section with the imaginary component of
this polarizability (Eqs. (1.27) and (1.28)), which scales with the volume of the nanodisk
(Eqs. (1.25) and (1.26)). Therefore, absorption becomes dominant for small nanoparticles,
while scattering dominates the response of bigger nanoparticles.

Aside from the size dependence of the absorption resonance, we note that the absorp-
tion losses are particularly low both in the visible and the infrared range. This makes
aluminum a suitable material in these wavelength ranges for potential applications [44].
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1.4 Optical Resonances of Individual Nanoparticles

Figure 1.4: FDTD simulations of the optical response of single Al nanodisk embedded in
silica. (a) Scattering and (b) absorption efficiencies for a nanodisk with height H = 50 nm
and diameter in the range D = 60–160 nm. (c) Scattering and (d) absorption efficiencies
for a nanodisk with D = 100 nm and H = 20–100 nm. The nanodisk is illuminated along its
height from below with a broadband collimated beam (λ = 300–1000 nm).

As the height of the nanodisk is increased, a high-order resonance appears at shorter
wavelengths, as shown both in the scattering (Fig. 1.4 (c)) and absorption (Fig. 1.4 (d))
efficiencies.

In order to better describe the resonances supported by single nanodisks, we focus on
two nanodisks with H=50 nm and H=100 nm. These nanodisks are indicated in Figs. 1.4
(a) and (c) with the black stars. The nanodisks have the same diameter in both cases.
The scattering and absorption efficiencies for these two cases are plotted in Figs. 1.5 (a)
and (c). For H=50 nm, there is only one broad scattering peak with the maximum at 477
nm. Another resonance appears at 372 nm for H=100 nm. The spatial distributions of
the electric field intensity enhancement relative to the incident field intensity for these
two resonances are represented in Figs. 1.5 (b) and (d), respectively. The color scale in
these figures represents the field intensity, while the white arrows define the vectorial
electric field amplitude projected in the xz-plane. For the fundamental LSPR, the electric
field in Fig. 1.5 (b) is mainly oriented parallel to the incident electric field. The near-field
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Figure 1.5: (a) Scattering (blue) and absorption (red) efficiency spectra for a single Al
nanodisk with D=100 nm and H=50 nm in silica. (c) Same as (a) for an Al nanodisk with
D=100 nm and H=100 nm. Panels (b) and (d) are the spatial distributions of the electric
field intensity |E |2, normalized to the incident field intensity |E0|2, calculated on the xz-
plane crossing the center of the nanoparticle for wavelengths λ = 477 nm and λ = 372
nm, which correspond to the maximum scattering efficiencies in (a) and (c). The color
scale represents the intensity and the white arrows represent the electric field amplitude
projected in the xz-plane. The shape of the particle is denoted with the dashed-red
rectangle.

outside the particle is distorted with respect the near-field created by an electric dipole in
a nanodisk as a consequence of the finite size of the nanoparticle. Compared to the fun-
damental LSPR, the higher-order resonance displays an enhanced near-field confinement
at half height of the nanodisk as shown in Fig. 1.5 (d), resulting for the increased size of the
nanodisk and the concomitant retardation effect.

In summary, the LSPRs in single nanoparticles depend on the size and shape of the
particles, including the height and diameter for nanodisks, as well as on the medium
surrounding the particles [36]. Accordingly, LSPRs can be tuned to control the quality
factor (Q-factor) and electromagnetic field confinement.
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1.5 Diffraction and Rayleigh Anomalies (RAs) in Nanoparticle Arrays

1.5 Diffraction and Rayleigh Anomalies (RAs) in Nanopar-
ticle Arrays

Dating back to 1902, Prof. R. W. Wood measured the dependence of the light diffracted
from various metallic gratings on the angle and wavelength of the incident wave [45]. An
’Anomaly’ was observed in the specular reflection (zeroth order of diffraction) at certain
angles and wavelengths when the wave vector of the incident beam was in the plane
perpendicular to their grooves and its magnetic vector was parallel to the grooves, i.e.
for p-polarization. This anomaly corresponds to the increase of the specular reflection
intensity followed by a sudden drop of this intensity. The wavelength of this phenomenon
was nearly independent of the metal, but determined by the period of the grating and its
surrounding medium. Five years later, Lord Rayleigh attributed the increase of the inten-
sity in Wood’s anomalies to diffraction orders in the plane of the array, i.e., the increase of
intensity occurs when a diffraction order disappears in the horizon defined by the surface
of the grating [46], as illustrated in Fig. 1.6 (a).1 Rayleigh’s anomalies (RAs) thus correspond
to the condition (wavelength and angle of incidence) at which a diffracted order is in the
plane of the array.

Figure 1.6: (a) Schematic illustration of the diffraction processes in a nanoparticle array.
(b) Calculated RAs dispersion for the (1,0), (-1,0) and (0,±1) orders of a square array with
period a = 300 nm and an effective refractive index of surrounding medium n = 1.46.

To calculate the RAs, we can use the grating equation relating the in-plane wave vector
of the diffracted orders (kout

|| ) with the in-plane component of the incident wave vector

(ki n
|| ) and the reciprocal lattice vector (Gx ,Gy ) defining the lattice momentum in the x and

y-directions for (p, q) diffracted orders:

kout
|| = ki n

|| +pGx +qGy, (1.29)

where Gx = (2π/ax )ux and Gy = (2π/ay )uy and ax , ay are the lattice constants. The sim-
plest array is a square lattice, where the periods in the x and y-directions are equal, ax =ay =
a. Thus the wavelengths of RAs can be calculated from Eq.(1.29) with a diffracted angle

1The drop in the intensity was due to the grating coupling to surface plasmon polaritons [47].
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θd = 90◦, i.e., diffraction along the plane of the array. For normal incidence (ki n
|| = 0) this

wavelength is

λ
(p,q)
R A = na√

p2 +q2
, (1.30)

Here, n is the refractive index of the medium in which the grating is embedded. Under
the illumination at various angles of incidence (here we assume k i n

// is along the kx ), we
are particularly interested in the angular dispersion as a function of the incident photon
energy, given by

E 2(k i n
|| ) =

(ħc

n

)2 [(
k i n
||

)2 +
(

2π

a
p

)2

+
(

2π

a
q

)2

+2k i n
||

2π

a
p

]
. (1.31)

In the next chapters, we will frequently show the RA dispersion for different orders,
especially for the fundamental orders. The non-degenerate (1,0) and (-1,0) RAs show a
linear dispersion, while the degenerate (0,±1) RAs exhibit a parabolic dispersion. These
RAs dispersion are displayed in Fig. 1.6 (b) for a square lattice with period a = 300 nm and
refractive index of surrounding medium n = 1.46.

1.6 Surface Lattice Resonances

Localized resonances supported by individual nanoparticles (LSPRs in metallic nanopar-
ticles and Mie resonances in dielectric nanoparticles) involve the current of free charges or
the displacement current of bound charges, and the associated electromagnetic field. For
the most common plasmonic materials, including gold (Au), silver (Ag) and aluminum
(Al), the LSPRs typically occur in the visible and near-infrared regions of the spectrum.
Interband transitions in Au at wavelengths shorter than 550 nm introduce a dissipative
channel that suppress the plasmonic effect. Ag has the ability to support LSPRs down to
350 nm, but suffers a rapid oxidation that degrades its plasmonic properties. Therefore,
Ag nanoparticles are usually passivated with a thin layer of Al2O3 to prevent the oxidation.
Al has been demonstrated as a high-quality plasmonic material in the UV and visible
regions of the EM spectrum [38, 48]. In this thesis, we will choose the plasmonic material
according to the relevant wavelength range.

Figure 1.7: LSPRs tuning ranges of the most common plasmonic materials in the UV-
visible [38].
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The spectral line width of LSPRs is the result of the radiative and material damping [49].
As an example, the LSPRs of Au nanostructures exceed the full-width at half-maximum
(FWHM) of ∼80 nm [50], well above the values desired for many applications.

The limitations on the Q-factor of plasmonic resonances have been greatly overcome if
the nanostructures are arranged in a periodic array [51–61] in where the electromagnetic
fields scattered by the LSPRs of each nanoparticle influence the response of neighboring
nanoparticles, leading to a reduction of the radiative damping. By appropriate tuning of
the nanoparticle size, shape, and period of the array, it is possible for the scattered fields
to be in phase with the LSPR induced in its neighboring particles. Thus, a significant
improvement of the resonance Q-factor can be achieved by the diffractive coupling of
LSPRs. For simplicity, we refer to these resonances in periodic arrays as surface lattice
resonances (SLRs) [40, 62].

High-refractive-index dielectrics could replace metallic nanoparticles in particular
applications to avoid the problem of strong non-radiative damping in metals. Dielectric
nanoparticles support Mie resonances at optical frequencies based on magnetic or
electric displacement currents that lead to high local field enhancements and low optical
losses [39]. Dielectric particles, like Si, are also considered for the design of all dielectric
metamaterials [39], demonstrating effects like optical magnetism [63, 64]. Arrays of such
particles show total dielectric reflectance and field enhancement [65, 66]. Combining
nanoparticles into arrays allow achieving much higher values of the Q-factor for SLRs [67–
71].

To understand the nature of SLRs, the simplest rigorous mode is the coupled dipole
model (CDM) [72, 73]. The CDM is a numerical method for solving Maxwell’s equations
and generating the absorption, scattering, and extinction cross-sections for arrays of
nanoparticles. There are three important aspects in this method: first, every single
nanoparticle is considered as an electric dipole and it does not consider multipolar
resonances. Second, the local electromagnetic field for each nanoparticle is the sum
of the incident field and the scattered fields from the neighboring dipoles. Finally, the
response of the whole array involves the self-consistent determination of the reaction of
each dipole to its local electromagnetic field.

To illustrate this method, let us consider a plasmonic nanoparticle square array of N
polarizable nanoparticles (N must be large enough to show their collective behavior). As
shown in Fig. 1.8, if the nanoparticles are small compared to the wavelength, the electric
dipole polarization Pi of the ith nanoparticle at its center position ri can be expressed as

Pi =αi ·Eloc (ri ). (1.32)

The ith nanoparticle has a polarizability αi . Eloc (ri ) is the total local electric field at the
position of the nanoparticle, which represents the sum of the incident field E0e i kri and the
retarded fields frpm the other N-1 nanoparticles in the array. This local field is given by

El oc (ri ) = E0e i kri +
N∑

j=1, j ̸=i

e i kri j

r3
i j

{
k2ri j ×

(
ri j ×P j

)+ 1− i kri j

r2
i j

×
[

r2
i j P j −3ri j

(
ri j ·P j

)]}
,

(1.33)
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where ri j is the vector between the ith and jth nanoparticles with their distance ri j = |ri j |,
k = 2π/λ is the wavenumber of the incident plane wave. The retardation effects can be
simplified in a matrix Ai j for the coefficients in Eq. (1.33). Substituting Eq. (1.33) into
Eq. (1.32), leads (

α−1
i

)
Pi +

∑
j ̸=i

Ai j ·P j = Ei nc,i . (1.34)

Each element of Ai j is a 3×3 matrix. Defining Ai i = α−1
i reduces the scattering problem

to finding the polarizability Pi . After solving the set of 3N complex linear equations allows
to obtaind the polarizability vector. Consequently, the extinction and absorption cross
sections can be determined using [73]

Cext = 4πk

|Ei nc |2
N∑

i=1
Im

{
E∗

i nc,i ·Pi

}
, (1.35)

Cabs =
4πk

|Ei nc |2
N∑

i=1

{
Im

[
Pi ·

(
α−1

i

)∗
P∗

i

]
− 2

3
k3|Pi |2

}
. (1.36)

The scattering cross section is given by

Csca =Cext −Cabs . (1.37)

The CDM is also suitable for modeling the coupling effects of electric and magnetic fields
separately in dielectric materials. [65, 74]

Figure 1.8: The radiative coupling of different nanoparticles depends on polarization. The
dominant coupling direction is orthogonal to the polarization P [75].

Multipolar contributions to the polarizability can not be neglected in large nanoparti-
cles. In this case, the T-matrix theory is frequently used because it includes a converged
multipole expansion on each particle [72, 76]. As in the case of single particles, FDTD sim-
ulations can used to retrieve the scattering and absorption properties of arrays of nanopar-
ticles with arbitrary size and shape. This is illustrated in Fig. 1.9, where (a) is a schematic
representation of an square array of Al nanoparticles embedded in fused silica (n=1.46).
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1.6 Surface Lattice Resonances

Figure 1.9: (a) Schematic representation of a square array of Al nanoparticles with lattice
constant a, height h and diameter d , embedded in fused silica (n=1.46). The array is
illuminated with a broadband (λ = 400–700 nm) plane wave incident normal to the plane
of the array from below. The polarization of the incident electric field is along the x-axis.
The FDTD simulations of the extinction spectra are shown in (b) for a single nanoparticle,
and arrays with different lattice constants, a = 360, 380, and 400 nm. The non-degenerate
and degenerate fundamental (±1,0), (0,±1) RAs at normal incidence are indicated by the
dashed vertical lines. (c) and (d) are FDTD simulations of the spatial distribution of the
electric field intensity |E |2 normalized to the incident field intensity |E0|2, in the xy-plane
of nine unit cells of the array with a periodicity of 380 nm for the RA wavelength (λ= 557
nm) and SLR wavelength (λ= 577 nm), respectively.

The FDTD simulated extinction spectra under the same illumination conditions are dis-
played in Fig. 1.9 (b) for single Al nanoparticle and arrays with different periodicity a. A
broad and low extinction LSPR can be observed for the individual nanoparticle. SLRs can
be regarded as the result of the hybridization of localized resonances with diffracted orders
in the plane of the array (RAs) that simultaneously manifest very large spatial extension
and strong EM field enhancement. This hybridization depends on the detuning of two
bare modes and their damping. In the extinction spectra of the nanoparticle arrays shown
in Fig. 1.9 (b), the extinction dips correspond to the RA wavelengths. The RAs are close
to the broad LSPR mode, leading to a narrow and strong peak in the extinction (the SLR
peak) at slightly longer wavelengths. By increasing the detuning between the localized
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resonance and the RA, the photonic characteristics of the SLRs become more dominant
leading to the narrower SLRs. Accompanied by the narrowing of the line width of the
resonance, there is an increase of the decay length of the EM field in the direction per-
pendicular to the array. SLRs can lead to exceptionally large field enhancements close to
the array that extend over large regions [41, 75, 77, 78].

For the example shown in Fig. 1.9, the polarization of the incident electric field is along
the x-axis. The dominant radiation direction from the nanoparticles is orthogonal to the
polarization, leading to radiative coupling along the y-direction, as shown in Figs. 1.9 (c)
and (d) for the RA and SLR, respectively. In experiments, the near-field enhancement
caused by SLRs is limited by the number of elements of the array that interact coher-
ently [78].

Figure 1.10: TE (a) and TM (b) polarization orientation of a plane wave source. The red
arrow indicates the wave vector in the propagation direction, the blue arrow the electric
(E) field, and the green arrow the magnetic (H) field. θ is the angle of incidence, and
k|| = k sinθ is the in-plane wave vector. (c) and (d) are the simulated energy dispersion
of SLRs along (1,0) and (-1,0) RAs, and along the (0, ±1) RAs for TE and TM plane wave
illumination, respectively. The energy of the LSPRs in the individual Al nanoparticles with
diameter d = 100 nm and height h = 50 nm is 2.55 eV. The pitch size of the square array is
380 nm.

The hybridization of localized resonances with a diffraction order can be phenomeno-
logically described using a damped coupled harmonic oscillator model. Within this
model, the localized resonances in the individual nanoparticles are described as one
oscillator, while the other resonator describes the RA from the lattice. The eigenstates of
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this coupled system are given by [79]:[
ELR − iγLR g

g ER A − iγR A

](
α

β

)
= E

(
α

β

)
, (1.38)

where ELR and ER A define the energies of the localized resonance and the RA with their
associated losses of γLR and γR A , respectively, and g denotes the coupling strength. Diag-
onalizing the Hamiltonian given in Eq. (1.38) leads to the eigenfrequencies of SLRs, which
can be expressed as

E± = 1

2
(ELR +ER A + i (γLR +γR A))± 1

2

√
(4g )2 + [ELR −ER A − i (γLR +γR A)]2 , (1.39)

where E− corresponds to the red-shifted peak in the extinction relative to the localized
resonance that is indicated in Fig. 1.9 (b). This hybridization of localized resonances with
diffraction orders to form SLRs have provided an interesting platform for many experi-
mental and theoretical investigations associated with the interaction of light with nano-
materials.

SLRs have a similar linear or parabolic dispersion as the corresponding RAs. For a TE-
polarized incident plane wave (Fig. 1.10 (a)), SLRs formed by the (1,0) and (-1,0) RAs have
the linear dispersions shown in Fig. 1.10 (c). While for a TM-polarized source (Fig. 1.10 (b)),
the degenerate SLRs formed by the (0,±1) RAs exhibit a parabolic dispersion, as shown in
Fig. 1.10 (d).

In the following chapters, SLRs will be demonstrated in different periodic arrays of both
plasmonic and dielectric nanoparticles and various applications are discussed in detail.

1.7 Particle Swarm Optimization Method

A major goal of this thesis is the design and optimization nanophotonic structures for var-
ious applications. Particle swarm optimization (PSO) combined with FDTD simulations is
used for this purpose. In the early of 1990s, scientists made a great effort in understanding
animal’s social behavior and showed that some animals belonging to certain groups were
able to share information among them, giving these animals a great survival advantage.
Inspired by this kind of social behavior of birds or fishes, Kennedy and Eberhart developed
in 1995 a population based stochastic optimization technique named particle swarm opti-
mization [80]. Imagine a swarm of birds looking for food in a vast valley were there is food
only in one place. Without any knowledge of the food location, the birds begin in random
locations with random flight velocities searching for the food. While flying through the
valley, the birds keep their speed (inertia) constant but change their direction. Each bird
tries to find food based on its intuition (cognitive behaviour) and position. But it also tends
to imitate other birds (social behaviour) according to their reported positions. Each bird
is thus influenced by its experience and knowledge of the whole swarm. The swarm of
birds takes advantage of their large number to explore the valley as well as possible. This
swarm of birds, after coordination, would exploit the best places by refocusing their search
in these places.
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Therefore, PSO is a robust stochastic computation technique based on the evolution of
swarms. In attempting to model this behavior, some key terms are first given: Particle
is each individual in the swarm who accelerate toward the best personal and best overall
location, while constantly checking the value of its current location. Position represents
a candidate solution to the problem, which can be optimized in the multi-dimensional
solution space during the search process. This multi-dimensional solution space includes
any variables that needed to be optimized. Reducing the optimization problem to a set
of values that could represent a position in the simulation space is an essential step for
using the PSO. FoM is the figure of merit, which is usually a single number calculated from
a fitness function that represents the goodness of a given solution. The fitness function
provides the interface between the physical problem and the optimization algorithm. In
the analogy with the swarm of birds, the fitness function would be the distance of the bird
from the food and a minimum value of this fitness is the goal. In physics, the Q-factor of
a resonance, a certain performance of a device, the sensitivity to uncertainties, etc., can
be the FoM for different applications. pbest is the position in the solution space of the
best FoM returned for one individual particle. gbest is the location in parameter space of
the best FoM returned for the entire swarm. Both pbest and gbest are constantly updated
during the optimization process.

Figure 1.11: (a) Flowchart of the PSO algorithm. (b) Each individual particle i is
accelerated in each time step toward the location of the best global solution gbest, and
the location of its own personal best pbest.

Based on the above definitions, the first step toward implementation of the PSO is to
select the parameters that need to be optimized and give them a reasonable range in
which to search for the optimal solution. This requires the specification of a minimum and
maximum values for each parameter in a N-dimensional optimization (N is the number
of parameters). Then, the critical step is the definition of a fitness Function or FoM that
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provides the link between the optimization parameters and the physical world. In general,
a single number can be obtained that accurately represents the goodness of the solution.
After definition the search space and fitness function, the PSO algorithm can be initiated
as pictorially described in the flow chart of Fig. 1.11. To begin searching for the optimal
position in the solution space, each particle begins at its own random location with a
velocity that is random both in direction and magnitude. Then, FDTD is used to evaluate
the goodness of each particle’s position. Since the initial position is the only location
encountered by each particle at start of the PSO, this position becomes the respective
pbest for each particle. The first gbest is then selected from among these initial posi-
tions. Each particle must then move through the solution space as if it was a bird in a
swarm. The algorithm acts on each particle one by one, moving it by a small amount
and cycling through the entire swarm. The manipulation of the velocity of a particle is
the main element of the entire optimization, which is accelerated towards its previous
best position (pbest) and towards the best solution of the group (gbest) according to the
following equation:

υi (t +1) =ωυi (t )+ c1r1 [⃗xi (t )−xi (t )]+ c2r2[g (t )−xi (t )] , (1.40)

where υi (t +1) is the velocity of i particle at t +1, which is determined by its inertia speed
at t , υi (t ), with an inertial weight ω, the distance of the individual best solution x⃗i (t ) to
its location with a cognitive factor c1, and the distance of global best solution at time
t (g (t )) to the current location with a social factor c2. Both cognitive acceleration and
social acceleration are stochastically adjusted by the random weights r1 and r2. Thus, the
position of particle i is updated based on the above velocity as shown in Fig. 1.11 (b) and
given by

xi (t +1) = xi (t )+υi (t +1) . (1.41)

After the positions of all the particles in the swarm are updated, FDTD simulations per-
form evaluations and corrections are made to the positions of pbest and gbest before the
next updating. If the FoM value is greater than the value at the respective pbest for one
particle, or the global gbest, then these locations are replaced with the current locations.
This process is repeated by the PSO until a termination criterion is met. There are different
ways of defining this termination criterion according to the analysis of a specific physical
problem. A widely applicable method is the convergence to the global best position for
the whole swarm. Usually, we set a maximum number of iterations, for example 50 or 100.
The optimization stops when this number of iterations is reached.

PSO has been successfully applied in many research and application areas. Since
Jacob Robinson and Yahya Rahmat-Samii introduced the PSO to the electromagnetic
community in 2004 [81], several studies on optical instruments have relied on this
powerful computational evolutionary optimization approach. In 2005, Massimo Donelli
and Andrea Massa proposed PSO for the solution of the inverse-scattering problem
that arise in microwave-imaging applications [82]. In recent years, the PSO has been
used to find the values of parameters that optimally match the impedance of micro-
bolometers for nanoantenna-based infrared detectors [83], simplify the development of
a high-performance digital optical phase conjugation systems [84], and retrieve a high
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performance reflection in the visible [85]. For this thesis, we have used the PSO algorithm
in the nanophotonic design for optical and optoelectronic applications.

1.8 Outline of this Thesis

Besides this introduction, the thesis is organized as follows: in chapter two, we present
a detailed theoretical investigation of collective resonances in lattices of dielectric
nanoparticles, which give us an overall understanding of the characteristics of these
resonances for various applications throughout the thesis. Two kinds of collective
resonances in square arrays of silicon nanoparticles are described. The first are electric
and magnetic SLRs, which originate from the radiative coupling of localized resonances
in the individual nanoparticles when the silicon nanoparticle array is homogeneously
embedded in a dielectric material. When the dielectric nanoparticle array in embedded
in an optical waveguide, electric and magnetic quasi-guided modes can be also observed.
Both, SLRs and quasi-guided modes exhibit narrow line widths and high electromagnetic
field enhancements that are demonstrated by the spatial field distributions. The author
contributed to developing and performing simulations and the associated data analysis.

By applying the PSO algorithm and FDTD simulations, in chapter three we optimize the
sensitivity of optical hydrogen sensors based on SLRs in palladium nanoparticle arrays.
This work was done in collaboration with Dr. Ferry Nugroho and Dr. Andrea Baldi for
the Vrij Universiteit Amsterdam. The optimization is experimentally demonstrated with
a sensor capable of detecting hydrogen gas down to the ppb level. We employ the PSO
algorithm for nanophotonic design to find optical structures with the highest possible
FoM that represents the sensitivity of the optical hydrogen sensor. The author edited the
PSO algorithm code in the Lumerical FDTD platform and performed all the simulations
and optimizations, and a series of numerical characterizations of optimal sensors.

In chapter four, the PSO algorithm is used to optimize the coupling strength between
excitons in poly(3-hexylthiophene-2,5-diyl) (P3HT) and SLRs in open cavities defined by
arrays of aluminum nanoparticles. P3HT is an electron-donor polymer, widely employed
in organic photovoltaics. We have determined the optimal size and lattice constant of
square arrays of Al nanoparticles, retrieving a maximum Rabi splitting of 0.8 eV in these
open optical cavities. Samples have been fabricated with the optimized dimensions, and
the optical extinction dispersion has been measured, showing the formation of exciton
polaritons in the strong coupling limit. This work illustrates an efficient approach to opti-
mize resonant structures for light–matter interaction in open systems that can be used in
polaritonic devices. The author was the major contributor to this work by performing all
simulations and optimizations, data analysis and writing the related manuscript.

In chapter five, the short-circuit current density (Jsc ) enhancement of organic solar cells
is optimized with PSO design of periodic nanoparticle arrays and holes arrays acting as
electrodes. Compared to the large optical losses of plasmonic hole array electrodes that
reduce the Jsc of the device, A 20% enhancement of Jsc has been achieved for the solar
cell with an optimized nanoparticle array electrode. Moreover, we spectrally and spatially
investigate the electric field enhancement in the whole device and illustrate that surface
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1.8 Outline of this Thesis

plasmon polaritons excited by the diffraction of the nanoparticle array play an ambivalent
role for absorption enhancement and red-shift of the optical gap. The author was the ma-
jor contributor to this work by performing all simulations and optimizations, data analysis
and writing the related manuscript.

The last chapter of this thesis is dedicated to the study of the localized and hybrid plas-
monic resonances supported by randomized and periodic silver nanodisks arrays on a thin
HfO2 dielectric layer and silver film. Surface plasmon polaritons (SPPs) can be excited by
the diffraction of the incident polarized light from the periodic nanodisk arrays. Further-
more, a hybrid plasmonic mode was observed, which originates from the coupling of the
SPP resonance and dark gap mode. A feature similar to bound states in the continuum
(BIC) emerges in this hybrid mode due to the dark gap mode at normal incidence. The
author performed all simulations and contributed to the interpretation of the measure-
ments. She also had a major role in writing the related manuscript.
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CHAPTER 2

LATTICE RESONANCES IN

DIELECTRIC METASURFACES

We present a numerical investigation of collective resonances in lattices of
dielectric nanoparticles. These resonances emerge from the enhanced radiative
coupling of localized Mie resonances in the individual nanoparticles. We
distinguish two similar systems: a lattice of silicon nanoparticles homogeneously
embedded in a dielectric and a lattice of silicon nanoparticles in an optical
waveguide. The radiative coupling is provided by diffraction orders in the plane
of the array for the former system or by guided modes in the optical waveguide
for the latter one. The different coupling leads to distinct lattice resonances in the
metasurface defined by the array of silicon nanoparticles. These resonances have
been extensively investigated in metallic nanoparticle arrays, but remain highly
unexplored in fully dielectric systems. We describe the pronounced differences in
the intensity enhancement and field distributions for the two systems, providing
valuable information for the design and optimization of optical components
based on dielectric lattice resonances.
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2 Lattice Resonances in Dielectric Metasurfaces

2.1 Introduction

Our capacity of structuring matter at the nanoscale has opened a myriad of possibilities for
applications at optical frequencies. The resonant response of nanostructures at these fre-
quencies leads to local field enhancements, increased light-matter interaction, enhanced
non-linearities and high sensitivity to small perturbations. These phenomena can be ex-
ploited for optical detection, light emission, light harvesting and sensing. [86] A significant
scientific effort has been made over the past decades in controlling and enhancing the
optical response of metallic nanoparticles. [87] The nanoparticles support coherent oscil-
lations of free electrons, known as localized surface plasmon polaritons, which can locally
enhance electromagnetic fields in tiny volumes. [88] Intrinsic to metals are Ohmic losses
due to the complex conductivity of real metals. In order to suppress these losses, more
recent research has focused on low loss and high refractive index dielectric nanostructures
supporting Mie resonances at optical frequencies. [68, 89–91] These resonances, arising
from displacement currents in the dielectric nanostructures, also lead to high local field
enhancements and low optical losses. [92] Moreover, compared with plasmonics, dielec-
tric nanostructures can exhibit both electric and magnetic resonances. [93–96]

Real applications typically require field enhancements over larger volumes than those
of single resonant nanoparticles. Metasurfaces and periodic lattices have emerged as sys-
tems formed by resonant nanoparticles with unusual characteristics emerging from their
collective response. [97] Arrays of metallic nanoparticles supporting collective resonances
have received significant attention due to their remarkably narrow line widths (high Q-
factors),[40, 41, 98, 99] low radiation losses, and high field enhancements over large vol-
umes. [100] These collective resonances originate from the radiative coupling of localized
resonances in the individual nanoparticles. This radiative coupling can be enhanced by
diffraction orders in the plane of the arrays, known as Rayleigh anomalies (RAs), or by op-
tical guided modes in thin dielectric layers. Collective resonances emerging from RAs are
known as Surface Lattice Resonances (SLRs), [57–60] while those emerging from guided
modes are knows as waveguide polaritons or quasiguided modes (GQMs), [101–103] al-
though they are usually not distinguished from SLRs in the literature. The high Q-factor
of collective resonances has been the reason from proposing them in applications, such
as sensing, [104–106] spectroscopy, [107] surface-enhanced Raman spectroscopy, [52, 108]
solid-state lighting, [48, 109] etendue reduction, [110] and lasing. [111–113] Similar to sin-
gle nanoparticles, collective resonances in arrays of dielectric and semiconductor reso-
nant nanoparticles have been recently proposed as alternative to resonances in metallic
arrays. [68, 70, 71, 114]

In this chapter, we present a detailed theoretical investigation of collective resonances in
arrays of resonant silicon (Si) nanoparticles using finite-difference time-domain (FDTD)
simulations. Their narrow line width allows to clearly resolve the collective resonance
emerging from the diffraction enhanced radiative coupling of electric and magnetic res-
onances, which overlap in single nanoparticles. We illustrate the notorious differences
between SLRs and quasi-guided modes in Si nanoparticle arrays. Near-field simulations
illustrate the strong electromagnetic field confinements that result in the collective reso-
nances. We specially consider the field enhancement as a function of the distance to the
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2.2 Single Silicon Nanoparticle

nanoparticles. For an illumination along the normal direction to the surface, this field en-
hancement represents the eventual enhanced absorption that a material will experience
at a particular height. It also provides the fractional local density of states or the efficiency
at which the material will emit in the normal direction.

2.2 Single Silicon Nanoparticle

We first describe the optical resonances supported by individual Si nanoparticles. The
optical constants of Si are taken from Palik. [115] The nanoparticles have a cylindrical
shape and are embedded in fused silica with constant refractive index n = 1.46. We select
the height of the particle so that both electric and magnetic multipoles are supported,
specifically the lowest order modes, i.e. the electric dipole (ED) and magnetic dipole (MD).
The ED arises from the displacement current along the polarization of the incident electric
field. The MD requires field retardation in the particle along the propagation direction of
the incident wave, such that a displacement current loop is formed, leading to a magnetic
field. [91, 116]If the nanoparticle is too shallow the field retardation is not sufficient to
build a current loop. From calculations not shown here, we have determined that a height
of 100 nm satisfies this requirement and, therefore, we fix the nanoparticle height to this
value.

We have calculated the scattering and absorption efficiencies, i.e. the ratio of the scatter-
ing (absorption) cross-section to the geometrical cross-section of the particle, for cylinder
diameters in the range 70-160 nm (Fig. 2.1 (a) and Fig. 2.1 (b), respectively). A total-field
scattered-field (TFSF) plane wave illumination (see Sec. 2.6) is used with a broadband
spectrum, which is incident from below along the height of the particle. The scattering ef-
ficiency in Fig. 2.1 (a) exhibits a strong peak that red-shifts when the diameter is increased.
This peak corresponds to the MD resonance. The peak is not symmetric and presents
a shoulder at shorter wavelengths, which is attributed to the ED resonance. The spectral
overlap between the MD and ED resonances is a consequence of the refractive index of the
surrounding medium that increases the radiative losses and broadens the resonances. [91]
For diameters larger than 120 nm, other peaks appear at shorter wavelengths, which are
attributed to higher order modes.

Compared to the scattering, the absorption efficiency (Fig. 2.1 (b)) in the silicon
nanoparticles decreases as the diameter is increased. The high absorption at shorter
wavelengths and small diameters is not caused by interband transitions on Si and is
attributed to the interaction of the particle with the electromagnetic fields, as described
by Mie theory. [117] The real and imaginary components of the electric and magnetic
multipole moments have different dependence on the particle size. The absorption at
short wavelengths for small diameters is attributed to the magnetic and electric dipole
resonances, while for larger diameters is due to higher order modes. Aside from these
absorption peaks, we note that in the range of 600-700 nm the absorption losses are
particularly low. This makes silicon nanoparticles suitable structures for the design of
lattice resonances in this spectral range.

The ED and MD resonances can be identified calculating the spatial distribution of the
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2 Lattice Resonances in Dielectric Metasurfaces

Figure 2.1: FDTD simulations of the optical response of a silicon cylinder embedded on
fused silica (n = 1.46). Scattering (a) and (b) absorption efficiencies, Qscat and Qabs ,
respectively, for a silicon cylinder with h = 100 nm and diameter d = 70-160 nm. The
cylinder is illuminated along its height from below with a broad-band (λ = 400 - 700
nm) beam. The main band of enhanced scattering observed in (a) corresponds to the
magnetic and electric dipole resonances, indicated as ED/MD by the black arrow. For the
particle with diameter d = 110 nm (white dashed line in (a)), the spatial distribution of
the normalized electric field intensity |E|2, normalized to the incident field intensity |E0|2,
is calculated on the y z−plane for the wavelengths λ = 468 nm (c) and λ = 517 nm (d),
which correspond with the two black dots in (a). The color scale represents the intensity
and the white arrows represent the real part of the vectorial electric field projected in the
y z−plane. The shape of the particle is denoted with the white rectangle. The center of the
nanoparticles is considered as the zero in the y z−plane.

electric field intensity enhancement relative to the incident field intensity. We take the
diameter value of d = 110 nm, indicated in Fig. 2.1 (a) by the white dashed line, and
calculate the field distribution in the y z−plane for the two wavelengths corresponding
to the MD and ED resonances, incidated by the black dots in Fig. 2.1 (a). The color scale
for both Fig. 2.1 (c) and Fig. 2.1 (d) represents the field intensity and the white arrows
represent the real part of the vectorial electric field projected in the y z−plane. For the
ED resonance, the electric field in Fig. 2.1 (c) shows no circulation and is to a large extent
oriented parallel to the incident electric field. The near-field outside the particle is dis-
torted with respect the typical near-field created by a pure electric dipole in a disk and is a
consequence of the retardation effect inside the particle. In Fig. 2.1 (d) we can see that the
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2.3 Surface Lattice Resonances (SLRs)

electric field circulates inside the silicon particle, and thus corresponds with the magnetic
dipole resonance.

2.3 Surface Lattice Resonances (SLRs)

SLRs arise from the enhanced radiative coupling of particle resonances by the in-plane
diffraction orders of the lattice. For simplicity, we call these diffraction orders Rayleigh
anomalies (RAs) in reference to the condition at which a diffraction order becomes evanes-
cent at the interface separating two media. To investigate these resonances, we arrange
the particles in an infinite periodic array with hexagonal geometry. We simulate this array
embedded in a symmetric environment, i.e., with a substrate and superstrate with the
same refractive index (n = 1.46). This condition maximizes the radiative in-plane coupling
between particles due to phase matching of the in-plane diffraction orders in the lower
and upper media. A schematic representation of the array is shown in Fig. 2.2 (a).

To tune the frequency of the SLRs to a particular spectral range, we have to consider the
coupling strength between the optical resonances of the individual silicon cylinders to the
RA. This coupling determines the redshift of the SLR with respect to the RA and its line
width. The position of the RA can be calculated using the grating equation:

±k⃗∥d = k⃗∥i +G⃗ , (2.1)

where k⃗∥d is the wave vector for the in-plane diffracted orders, k⃗∥i is the in-plane projec-

tion of the incident wave vector k⃗i , and G⃗ is the reciprocal lattice vector of the hexagonal
array. If we choose a periodicity a = 485 nm, we find that the first order RA happens at 613
nm for normal incidence (k∥i = 0). The optical resonances of single Si cylinders with diam-
eters between 80 nm and 110 nm are sufficiently detuned from the RA (see Fig. 2.1 (a)). For
these diameters, we use FDTD simulations (see Sec. 2.6) to calculate the optical extinction
of the array, defined as 1 - T , where T is the zero order transmittance for a plane-wave
incident normal to the array plane from below. The results are displayed in Fig. 2.2 (b) for
the wavelength range 400-700 nm. A series of peaks around 600-650 nm can be seen, in
addition to the optical resonances of the individual particles at shorter wavelengths. These
spectral features, not present in the spectrum of individual silicon particles, correspond to
the SLRs and are shown in more detail in Fig. 2.2 (c). We can see several peaks that redshift
and broaden as the diameter of the nanoparticles increases. This behavior corresponds to
a stronger coupling between the single particle resonances and the RA as their detuning
is decreased - note that changing the particle diameter shifts the localized resonances of
the individual nanoparticles, but does not change the RA, which depends on the lattice
constant. The most relevant feature in the extinction spectra is the emergence of a second
SLR for d > 90 nm, which increases in intensity and redshifts with the diameter in a similar
fashion as the first SLR at longer wavelengths. The formation of two collective resonances
in the array has its origin in the electric and magnetic dipole resonances of the single
nanoparticles. This result was already demonstrated by Evlyukhin et al. using a coupled-
dipole model for both the electric and magnetic dipoles. [68] The total induced electric
(magnetic) dipole moment of an individual nanoparticle in the array is the sum of the
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2 Lattice Resonances in Dielectric Metasurfaces

induced electric (magnetic) dipole moment by the incident field in this particle and by
the rest of the particles in the array. At a particular wavelength, this leads to the coherent
and collective magnetic response of the array. Along with the formation of two SLRs, we
note their highly symmetric line profile. Typically, SLRs exhibit an asymmetric line shape
- Fano resonance [118]- which results from the interference between the broad resonance
in the individual nanoparticles and the narrow resonance given by the RA. In our system
this interference is small due to the large detuning between these two resonances.

Figure 2.2: Surface lattice resonances in an infinite periodic array of dielectric nanoparti-
cles. (a) Schematic representation of the geometry: a hexagonal array with periodicity a =
485 nm formed by Si nanoparticles with a height h = 100 nm, embedded in fused silica (n =
1.46). The array is illuminated with a broadband (λ = 400 - 700 nm) beam incident normal
to the array plane from below. The polarization of the incident electric and magnetic fields
is along the y− and x−axis, respectively. The extinction spectra are shown in (b) for arrays
with different nanoparticle diameters, d = 80, 90, 100 and 110 nm. The spectra are offset
by unity for clarity. The dashed grey rectangles show the SLRs in these arrays, which are
plotted in (c), with the RA indicated for the period of a = 485 nm.

To identify the nature of the SLRs in Fig. 2.2 (c), we investigate the spatial distribution of
the electric and magnetic field intensity enhancement relative to the incident field inten-
sity. We focus on the array of particles with diameter d = 110 nm, as this array exhibits both
SLRs. The electric and magnetic field profiles on the y z−plane are shown in Figs. 2.3 (a)
and (c) for the SLR at 617 nm, and in Figs. 2.3 (b) and (d) for the SLR at 627 nm. The color
scale represents the magnetic and electric field intensity enhancement, in logarithmic
scale, while the black arrows are the real components of the vectorial electric and magnetic
fields projected in the y z−plane. At λ = 617 nm, the circulation of the electric fields results
in strong magnetic fields inside the silicon particle (Fig. 2.3 (c)). These fields indicate that
the SLR at 617 nm arises from the collective coupling of magnetic dipoles in the nanopar-
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2.3 Surface Lattice Resonances (SLRs)

ticles, and we label this resonance as MD-SLR. In Fig. 2.3 (b) the electric field is aligned
with the incident field and the intensity shows a dipolar field pattern. Therefore, the SLR
formed at 627 nm corresponds to the collective coupling of electric dipoles in the nanopar-
ticles, and we label it as ED-SLR. Note that induced electric and magnetic dipole moments
inside the Si particle for the ED-SLR and MD-SLR, respectively, are oriented orthogonal
to each other along the direction of the incident fields. This result is also observed in
the couple-dipole model for infinite arrays and implies an orthogonality relation between
the ED-SLR and MD-SLR at normal incidence.[68] Compared to the local fields of the ED
and MD resonances in the single particle illustrated in Fig. 2.1 (c) and (d), the electric
and magnetic fields for both ED-SLR and MD-SLR show a strong intensity enhancement,
which is confined near the array plane. This in-plane confinement is attributed to the
diffracted orders grazing to the sample which are responsible for the enhanced radiative
coupling of the nanoparticles.

Figure 2.3: FDTD simulations of the spatial distribution of the electric field |E|2 and
magnetic field intensities |H|2, normalized to the incident field intensity (|E0|2 and |H0|2,
respectively), in the y z−plane of a unit cell of the array with particle diameter d = 110
nm. The color scale represents the magnetic and electric field intensity enhancement, in
logarithmic scale, while the black arrows are the real components of the vectorial electric
and magnetic fields projected in the y z−plane. The shape of the Si nanoparticles is
indicated with the white rectangles. The refractive index is the same everywhere outside
the particle (n = 1.46). Figures (a) and (c) correspond to the SLR at λ = 617 nm, while
figures (b) and (d) correspond to the SLR at λ = 627 nm. The simulations of the fields
are performed with the same illumination conditions than in Fig. 2.2, i.e. with a plane
wave normally incident to the array plane from below. The bottom of the nanoparticles is
considered as the zero in the z−axis.

The simulated arrays present a MD-SLR blue-shifted with respect to the ED-SLR. This
blue-shift indicates that the coupling strength between the RA and the magnetic dipole
resonance is smaller than in the case of the electric dipole resonance. We can also observe
this different coupling in the spatial distribution of the magnetic field intensity in Fig. 2.3
(c): Although the intensity is much higher than in 2.3 (d), it is mainly located inside the
silicon nanoparticle. However, the magnetic and electric fields of the ED-SLR are extended
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2 Lattice Resonances in Dielectric Metasurfaces

outside the nanoparticles with larger intensities. It is important to stress that the coupling
strength can be tuned with both the periodicity (i.e. the RA) and the geometry of the
nanoparticles (i.e. the Mie resonances). In rectangular arrays, the periodicities in the x-
and y-directions allow to tune separately the coupling for ED-SLR and MD-SLR, as their
orthogonality relation means that they couple along perpendicular directions. Therefore,
it is possible to achieve a cross-over between the ED-SLR and MD-SLR and invert the
spectral position of the ED-SLR respect to the MD-SLR. [71, 96, 119]

To demonstrate the potential of SLRs in dielectric arrays to interact with thin layers of
optically active materials, we have calculated the total intensity enhancement (IE), also
known as excitation enhancement. [120] The IE is defined as the integral of the field in-
tensity enhancement over the volume or area occupied by the material, normalized to a
reference without the nanoparticle array. Specifically, we aim to illustrate the dependence
of the IE with the distance to the particle array plane, which corresponds to situation in
which the SLRs interact with planar and thin-layer materials. [121] Therefore, we discretize
the IE as a surface integral in the x y−plane that is evaluated as a function of the position
z and wavelength:

I E(z,λ) =
∫

A |E(x, y, z,λ)|2d xd y∫
A |Er e f (x, y, z,λ)|2d xd y

, (2.2)

where E(x, y, z,λ) is the electric field at wavelengthλ and position z when the nanoparticle
array is present, and Er e f (x, y, z,λ) corresponds to the electric field in the absence of the
array. The integrals are evaluated in a unit cell of the array with area A. The same method
can be used to calculate the IE of the magnetic field. However, from the simulations shown
in Fig. 2.3, we concluded that most of the MD-SLR enhancement is inside the Si nanopar-
ticles, which makes it inaccessible to magnetic field active materials. Consequently, we
focus on the electric field. For optically active materials, such as molecular dyes and quan-
tum dots, with transition dipole moments randomly oriented, the modulus of |E(x, y, z,λ)|
includes the three field components, Ex , Ey and Ez . We have also considered the coupling
of the SLRs to two dimensional materials (e.g., 2D transition metal dichalcogenides or
quantum wells), for which the optical transitions have dipole moments confined in the
plane. In this case, only the projected components of E(x, y, z,λ) in the x y−plane are
evaluated in the integral. Further, the integral excludes the area of the unit cell occupied
by the silicon particles.

Simulations of the IE for the array with a = 485 nm, h = 100 nm, and d = 110 nm are
shown for the MD-SLR and ED-SLR in Fig. 2.4. The red curves are calculations including
the three components of the electric field in the IE, while the blue curves include only
the in-plane components. The grey area indicates the points where the integral excludes
the electric fields inside the nanoparticles. The nanoparticle upper boundary leads to the
small peaks observed in Figs. 2.4 (a) and (b) at z = 100 nm. We can see for the MD-SLR in
Fig. 2.4 (a) that the IE is mainly for the z−component of the electric field. This response
is attributed to the diffraction enhanced coupling between magnetic dipole moments ori-
ented along the x−axis. Since the electric field is given by the curl of the magnetic field,
this creates a field strongly oriented in the direction perpendicular to the x y−plane. In
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Figure 2.4: Intensity enhancement for the MD-SLR (a) and the ED-SLR (b) in a hexagonal
array of Si nanoparticles. The array has a period a = 485 nm and the nanoparticles
have height h = 100 nm and diameter d = 110 nm. The red curves are calculations
including the three components of the electric field, and the blue curves include only the
in-plane components. The pale grey area represents the positions in which the integration
excludes the electric fields inside the nanoparticles. The FDTD simulation uses the same
illumination conditions as in previous figures. For the reference, the same structure and
illumination is considered but without the array.

contrast, the ED-SLR in Fig. 2.4 (b) has the IE mainly in the x y−plane, which corresponds
with the diffraction enhanced coupling between electric dipole moments in the x y−plane.

By virtue of this particular field orientation of the MD-SLR and the ED-SLR, we note
that materials with different orientations in transition dipole moments will couple prefer-
entially to one of the two SLRs. In addition, we can see from these calculations, that such
IE would enhance the absorption of the material if it overlaps spectrally and spatially with
the SLR. Further, the IE also provides information about the directivity of the emission of
emitters coupled to SLRs: Using Lorentz reciprocity theorem, the emission probability of
a dipole in certain direction, i.e. the fractional radiative local density of states (FLDOS), is
proportional to the local field enhancement produced by an illuminating beam incident
in that direction. [70, 121, 122] Therefore, layers of emitting materials positioned at the
height of maximum field enhancement will radiate in the direction normal to the surface.

2.4 Quasiguided Modes (QGMs)

Unlike SLRs, which are favored when the array of nanoparticles is embedded in an ho-
mogeneous dielectric, quasiguided modes (QGMs) need a waveguide structure with a
higher refractive index than the surrounding medium. Without the periodic array of scat-
terers, guided modes lie outside the lightcone, decoupled from the radiation modes as
consequence of the momentum mismatch. An array of particles acts as a grating coupler,
providing to radiative modes the required momentum to couple to guided modes. [101,
103] This makes possible the excitation of guided modes, but by the same argument, such
modes are now leaky and couple out to free space propagating modes. Hence, the term
"quasiguided".
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2 Lattice Resonances in Dielectric Metasurfaces

Figure 2.5: Quasiguided modes and surface lattice resonances in an infinite periodic array
of Si nanoparticles coupled to a waveguide. (a) Schematic representation of the geometry:
a hexagonal array with periodicity a = 485nm, formed by Si nanoparticles with height h
= 100 nm on top of a fused silica substrate (n = 1.46), and embedded in a waveguide
(n = 1.59). On top the waveguide there is an infinite layer of air (n = 1). The array is
illuminated with a broadband (λ = 400 - 700 nm) beam incident normal to the array plane
from below. The polarizations of the incident electric and magnetic fields are along the y−
and x−axis, respectively. The extinction spectra are shown in (b) for different diameters of
the nanoparticles, d = 80, 90, 100 and 110 nm. The curves are offset by unity for clarity. The
dashed grey rectangle indicates the region of interest with several QGMs that is plotted in
(c).

Although quasiguided modes have been observed in plasmonic particle arrays, their
excitation is possible using dielectric scatterers as the silicon cylinders studied here. [103,
114] The proposed structure is shown schematically in Fig. 2.5 (a) and consists of a hexag-
onal array with a = 485 nm, where the Si nanoparticles, with h= 100 nm, are placed on top
of a fused silica substrate (n = 1.46). On top of the substrate and embedding the particles,
there is a slab waveguide with n = 1.59 and a thickness of 700 nm, and on top of this
waveguide, there is an infinite layer of air (n = 1). The value of the waveguide thickness
is considered so that there are quasiguided modes supported in the wavelength range
of 600-700 nm. As with the RAs, the coupling strength between guided modes and the
single particle resonances is determined by the detuning between them. Consequently,
and following the same argument than in the section 2.3, we vary the diameter of the
Si particles in the range 80-110 nm. The extinction results from the FDTD simulations
are illustrated in Figs. 2.5 (b) and (c) for a plane wave like illumination incident from the
substrate along the normal direction (see Sec. 2.6). The different spectra exhibit a rich
diversity of resonances. If we focus on Fig. 2.5 (b) in the range of 400-600 nm, where the
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Figure 2.6: FDTD simulations of the spatial distribution of the electric field |E|2 and
magnetic field intensities |H|2, normalized to the incident field intensity (|E0|2 and |H0|2,
respectively), in the y z−plane of a unit cell of the array-waveguide system with particle
diameter d = 110 nm. The color scale represents the magnetic and electric field intensity
enhancement, in logarithmic scale, while the black arrows are the real components of
the vectorial electric and magnetic fields projected in the y z−plane. The shape of the
Si nanoparticles is indicated with the white rectangles. The white lines indicate the
boundaries of the waveguide. The top figures (a-d) show the electric field and the bottom
figures (e-h) show the magnetic fields. The figures are shown in order of increasing
wavelength: (a,e) forλ= 617 nm (first resonance); (b,f) forλ= 628 nm (second resonance);
(c,g) for λ = 654 nm (third resonance); and (d,h) for λ = 667 nm (fourth resonance). The
simulations of the fields are performed with the same illumination conditions as in Fig.
2.5, i.e. with a plane wave normally incident to the array plane from below. The bottom of
the nanoparticles and the waveguide is considered as the zero in the z−axis.

Mie resonances of individual silicon particles are excited, we now see several peaks that
shift and increase as the diameter increases. These resonances are attributed to high order
quasiguided modes that couple to the Mie resonances. Considering that radiative and
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absorption losses increase for the silicon particles at shorter wavelengths (Fig. 2.1 (a) and
(b)), we focus on the range of 600-700 nm, where we find several collective resonances. We
can see in Fig. 2.5 (c) two main resonances with large extinction next to weaker resonances
with very narrow line widths. These four peaks redshift and broaden as the diameter of the
particles is increased, with a pronounced increase in extinction for the weaker resonances.
Further, the two largest peaks have an asymmetric profile not observed when the environ-
ment has an homogeneous refractive index (see Fig. 2.2 (c)). The reason of this asymmetry
lies in the interference between the collective mode and light that is reflected back and
forth inside the waveguide.

The resonances in a grating-waveguide system can be predicted analytically by com-
bining Eq. (2.1) with the phase condition for constructive interference in the waveguide.
However, this model assumes the grating elements to be small and with low scattering
efficiency, which is not the case for our system. The presence of the nanoparticles changes
drastically how light propagates inside the waveguide. In addition, the different refractive
index of the particle also changes the optical path of a light ray compared to the waveguide
without the array. Therefore, to understand the nature of the four resonances observed in
the spectral range of 600-700 nm in Fig. 2.5 we simulate the spatial distribution of the
electric and magnetic fields. We focus again on the array of Si nanoparticles with d = 110
nm. In Fig. 2.6, we show the electric and magnetic field intensity enhancement (relative to
the incident field) for the four resonances in the y z−plane of the simulation unit cell, and
for the same illumination conditions as in Fig. 2.5. The color scale represents the intensity
enhancement of the electric and magnetic fields in a logarithmic scale. The black arrows
represent the real part of the vectorial fields projected in the y z−plane. The shape of the
Si cylinder is indicated with the white rectangle and the white horizontal lines indicate
the boundaries of the waveguide. We can see that both the electric (Figs. 2.6 (a)-(d)) and
magnetic (Figs. 2.6 (e)-(h)) fields are strongly confined inside the waveguide. The narrow
resonances at λ = 617 nm (Figs. 2.6 (a) and (e)) and λ = 654 nm (Figs. 2.6 (c) and (g)) show
circulation of the electric field, a signature of a magnetic mode, which is confirmed by the
strong magnetic fields observed in Figs. 2.6 (e) and (g)). Compared with the resonance at
λ = 654 nm, we can observe for λ = 617 nm in Fig. 2.6 (a) that there are two regions around
which the electric field has circulation, one in the bottom of the waveguide, along the
array plane; and the other in the upper part of the waveguide. Moreover, the circulation
in the upper part is opposite to the circulation in the bottom. As result, the magnetic field
created is antisymmetric in the waveguide along the z−axis. Given that the magnetic field
is strongly oriented in the x−axis, we can identify this resonance at λ = 617 nm with a
first order quasi-guided TM mode, while the resonance at λ = 654 nm corresponds to the
fundamental quasiguided TM mode. [123] We label them as TM0 and TM1.

We turn now our focus to the resonances at λ = 628 nm (Figs. 2.6 (b) and (f)) and λ = 667
nm (Figs. 2.6 (d) and (h)). The electric field shows an strong enhancement for λ = 628 nm
(Fig. 2.6 (b)) in the waveguide and around the nanoparticle. From the y z−plane projection
of the electric field, represented by the black arrows, we can observe that the electric field
is mainly oriented along the y−axis inside the waveguide and that has an antisymmetric
behaviour along the z−axis. This resonance resembles to a first order TE quasiguided
mode that we label as TE1. The resonance at λ = 667 nm should correspond then with
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Figure 2.7: Intensity enhancement for the TM0 (a), TE0-SLR (b), TM1 (c), and the TE1 (d)
QGMs in a hexagonal array of Si nanoparticles embedded in a waveguide of thickness t =
700 nm. The array has a period a = 485 nm and the nanoparticles have a height h = 100 nm
and diameter d = 110 nm. The red curves are calculations including the three components
of the electric field in the IE, and the blue curves include only the in-plane components.
The waveguide is divided in the grey and yellow regions. The particles are included in
the grey rectangle, and in this region the integration of the fields excludes the electric
fields inside the particle. The yellow area represents the part of the waveguide without
nanoparticle. The FDTD simulation uses the same illumination conditions as in previous
figures. The reference consists an homogeneous fused silica environment without the
array and the waveguide.

the fundamental quasiguided TE0 mode. However, the electric field is mainly confined
around the nanoparticles, resembling instead an ED-SLR. This result is consequence of
the perturbation introduced in the spatial distribution of the fields by the scattering of the
nanoparticles. Silicon particles scatter light in the waveguide in many directions, affecting
to the phase relationship of the fields and their interference, which has to include now the
scattered fields as well. For particles with a large scattering cross section, as the Si particles
with diameter d = 110 nm, the perturbation is high, and the condition for in-phase accu-
mulation of fields in the waveguide is not satisfied anymore. Radiative coupling between
the particles, which depends on the phase relationship between in-plane scattered fields,
is not affected and the result is that an ED-SLR-like mode is excited, that we label as TE0-
SLR. The transition between TE0 and TE0-SLR depends on the scattering cross section of
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the particle. Decreasing the scattering cross section will reduce the perturbation and bring
back the constructive interference in the waveguide. Such transition is possible since both
TE0 and ED-SLR have the same symmetry and are transverse-electric modes. The effect of
the particle scattering on the spatial distribution of fields in QGMs has not been addressed
in detail in the literature. [103, 121]

Next, we investigate the field enhancement (IE) associated to the quasiguided modes
shown in Fig. 2.6 for the particle with diameter d = 110 nm. We have calculated the IE as a
function of the vertical distance to the array at the resonance wavelengths using Eq. (6.5)
and excluding the field inside the nanoparticles. Both the array and waveguide are con-
sidered as the resonant structure, so the reference consists of an homogeneous medium
with identical refractive index than the substrate. To compare the results with the IE
calculated for the homogeneous array, we focus on the electric field. We note, however,
that the magnetic field enhancement is not negligible inside the waveguide for the TM0

and TM1 modes (see Fig. 2.6 (e) and (g)). The results of the IE are shown in Fig. 2.7. The
red and blue curves represent the IE considering all the electric field components and only
the in-plane components, respectively. The grey (yellow) area indicates the z−positions
where Si particles (waveguide) is present. The TM0 and TM1 mode in Fig. 2.7 (a) and (c)
have a significant enhancement of the Ez component, as expected for TM modes where
the magnetic component is oriented along the x−axis. The IE for the TM0 is remarkably
high and can be attributed to the high Q-factor of this resonance. In contrast, in the TE0-
SLR and TE1 modes of Fig. 2.7 (b) and (d) the IE shows a larger contribution of in-plane
electric fields, as expected from the electric dipole excited in the nanoparticles. Compared
with the IE of the MD-SLR in Fig. 2.4 (a), we note that the IE in Fig. 2.7 (a) reaches a
maximum inside the waveguide, in agreement with our description of the resonance as
a TM0 mode. First order modes present two maxima, which can be seen for the TM1 and
TE1 in Figs. 2.7 (c) and (d). Only the TE0-SLR mode in in Fig. 2.7 (b) shows a different IE
profile as a function of z. Due to the perturbation introduced by the particles, the fields
are only enhanced in the array plane, which leads to an ED-SLR-like IE (see Fig. 2.4 (b)).

The application of QGMs for light-matter interaction calls for more precaution com-
pared with the SLRs. In addition to the different orientation of the field components, we
have to consider the spatial dependence of the IE. The fields for the TE and TM have max-
ima and minima inside the waveguide. Only materials that are spatially overlapping the re-
gions with high IE will experience an increase in excitation rate and, by Lorentz reciprocity,
strong emission in the normal direction. Materials positioned at z = 200 nm will be effec-
tively quenched in the TE1 mode. This effect was measured for metallic array-waveguides,
where it was shown that the photoluminescence enhancement (PLE) changed for emitters
situated in different positions within the waveguide. [121]

2.5 Conclusion

We have investigated numerically the diffraction enhanced radiative coupling of Mie reso-
nances in arrays of dielectric nanoparticles. In particular, we have investigated hexagonal
arrays of Si nanopilars with large scattering cross sections. We differentiate two systems
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depending on the media surrounding the nanoparticles: On one hand, the array supports
surface lattice resonances arising from the enhanced radiative coupling of Si nanoparticles
if the array is homogeneously surrounded by a dielectric. On the other hand, when the
array is embedded in a waveguide it supports quasi-guided modes. Common to these
resonances is the significant line narrowing due to the reduction of radiation losses. We
also determine the spatial dependence of the electric field enhancement in these systems,
finding remarkable differences between SLRs and QGMs. A correct and detailed descrip-
tion of these field enhancements is of utmost importance for the design and optimization
of applications relying on high local fields over large areas, such as light emission, lasing,
sensing or for photovoltaics.

2.6 Methods

The optical properties of the individual nanoparticles and the periodic structures are sim-
ulated using a commercial FDTD software (Lumerical). The simulations of the scattering
and absorption efficiencies were done using a total-field scattered-field (TFSF) source
with a broadband (400-700 nm) beam incident along the longitudinal axis of the silicon
cylinder, which is defined as the z−axis. The TFSF source divides the simulation region
in two concentric volumes, one central around the particle with the total fields, and an-
other external were only the scattered fields propagate. Power transmission monitors are
positioned around and inside the TFSF source to calculate the absorption and scattering
cross-sections, respectively. The efficiency is then calculated dividing the former quan-
tities by the geometrical cross-section, i.e. the area of the cylinder perpendicular to the
propagation vector k of the incident field. Perfectly matched layer (PML) boundaries are
implemented for every direction. Non-uniform meshes are used for the simulations, and
a 1 nm refinement mesh around the particle when monitoring the near-field intensities.

The simulations of the arrays were performed using periodic boundary conditions in the
x− and y−directions, and PML boundaries in the z−axis. FDTD only deals with Cartesian
grids and for a hexagonal array the unit cell is non-primitive. The illumination consists of
a broadband (400-700 nm) beam, approximated by a plane wave, which is incident normal
to the array plane (the x y−plane) from the substrate. Non-uniform meshes are used, and
a 3 nm refinement mesh is used in the array plane, extending over a length equal to the
height of the nanoparticle. Due to the very low absorption of silicon between 600-700
nm the lattice resonances are long-lived. Therefore we used long simulation times (5000
fs), specially for the QGMs (7000 fs) with auto shutoff levels of 10−6 and even 10−7. This
ensures the convergence of the simulations. To extract the transmission and the fields,
several monitors are placed in the x y−plane at different z positions.

To model the optical constants of Si, Lumerical uses a multi-coefficient model with a
polynomial fit of the real and imaginary components of the complex dielectric function in
a specific wavelength range that is consistent with the Kramers-Kronig relations.
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CHAPTER 3

INVERSE DESIGNED PLASMONIC

METASURFACE WITH ppb OPTICAL

HYDROGEN DETECTION

Plasmonic sensors rely on optical resonances in metal nanoparticles and are
typically limited by their broad spectral features. This constraint is particularly
taxing for optical H2 sensors, in which hydrogen is absorbed inside optically-
lossy Pd nanoparticles and for which state-of-the-art detection limits are only
at the low parts-per-million (ppm) range. Here, we overcome this limitation
by inversely designing a plasmonic metasurface based on a periodic array of
Pd nanoparticles. Guided by a particle swarm optimization algorithm, we
numerically identify and experimentally demonstrate a sensor with an optimal
balance between a narrow spectral linewidth and a large field enhancement
inside the nanoparticles, enabling a measured hydrogen detection limit of 250
parts-per-billion (ppb). Our work significantly improves current plasmonic
hydrogen sensor capabilities and, in a broader context, highlights the power of
inverse design of plasmonic metasurfaces for ultrasensitive (gas) detection.
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3.1 Introduction

Resonant optical sensors typically rely on wavelength shifts (∆λ) of their spectral features,
such as peaks in transmission [124, 125] and reflection [126, 127], induced by analytes. To
allow an accurate determination of the peak position and its quantitative dependence on
the analyte concentration, one requires sensors with high quality factors (Q-factors), [128,
129] defined as the ratios of their resonance frequency by the corresponding linewidth.
Since Q-factors are inversely related to the linewidth, which represents the losses of the
resonant system, numerous strategies have been proposed to reduce these losses, and
therefore sharpen the resonances and decrease the readout noise of optical sensors. [128,
130] These approaches include the use of low-loss materials [131, 132] and the tailoring
of the resonator geometry as in nanoparticles-on-mirror, [133] whispering-gallery-mode
microcavities, [134] and periodic metal nanoparticle arrays. [41, 135] In particular, peri-
odic nanoparticle arrays achieve high Q-factors by two processes: First, they reduce the
radiative losses of individual nanoparticles by destructive interference of the coherently
scattered radiation by the nanoparticles in the array. Second, they redistribute the electro-
magnetic field into the surroundings, thus outside the individual metallic nanoparticles
where losses originate. [41, 132, 136–138] This last condition benefits sensors probing
phenomena occurring outside the metal nanoparticles, such as changes in the refractive
index of the surrounding medium. [139] On the other hand, the removal of the field from
the metallic nanoparticles is unfavorable for other classes of plasmonic sensors that probe
changes inside the metal; the so-called direct plasmonic sensors.

Emerging examples of direct plasmonic sensors are plasmonic hydrogen sensors based
on palladium (Pd) nanoparticles and their alloys. [125, 140, 141] These devices feature
spark-free and room-temperature operation, efficient remote readout with small foot-
prints, subsecond response time with excellent resistance to cross-contaminating and de-
activating gases, and long-term stability. [125, 142–144] Mechanistically, these sensors rely
on the barrierless dissociation of H2 molecules at the surface of Pd nanoparticles and the
subsequent intercalation of H atoms into the metal lattice. The corresponding change in
dielectric function between pure Pd and Pd hydride leads to shifts in the localized surface
plasmon resonance (LSPR) spectra of Pd nanoparticles, which are linearly proportional
to the hydrogen concentration inside the particles. [141, 145] Unfortunately, due to the
lossy nature of palladium, the LSPR of Pd nanoparticles is broad, [146, 147] with full-
widths at half maximum (FWHMs) typically >300 nm for nanostructures with plasmonic
spectra at visible or near infrared frequencies. Consequently, these broad peaks intro-
duce inaccuracies in the determination of the sensing readout peak position, λpeak , [140]
leading to higher signal noise, σ, and thus higher limits of detection (LoD), defined as the
lowest analyte concentration measurable with a signal larger than 3σ. [130, 148] In fact,
the detection limit still remains a significant challenge for plasmonic (and optical) sensors,
with the state-of-the-art only at single-digit ppm; a comparably inferior performance than
electrical sensors where ppb detection limit has been reported in Refs. [149–153]. While
ppm hydrogen sensitivity is appropriate for some applications, an ultralow detection limit,
coupled with the abovementioned advantages of plasmonic sensing, is crucial for vari-
ous application requiring local and early detection, such as hydrogen embrittlement in
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engineering structural materials, [154] and intragastric hydrogen production in bacterial
infections. [155, 156]

Here, we overcome the sensitivity bottleneck of optical sensors by designing and ex-
perimentally demonstrating a sensor capable of detecting hydrogen gas down to the ppb
level. Our sensing platform is based upon 2D periodic arrays of palladium nanoparticles
that support collective surface lattice resonances (SLRs). These resonances emerge via
the hybridization of the LSPRs of the individual nanoparticles and the constructive in-
plane diffraction orders of the incoming light, known as Rayleigh anomalies (RAs). [41, 157,
158] Since RAs emerge from interference effects outside the metal nanoparticles, they are
characterized by narrow spectral features [159] that are therefore inherited by the SLRs. We
employ inverse nanophotonic design–an algorithmic technique to find optical structures
with set functional targets, [4] to find sensor array configurations with the highest figure-
of-merit (FoM), defined as the ratio between the SLR wavelength shift, ∆λpeak , and its
FWHM. Critically, we find that the maximum FoM emerging from our evolutionary algo-
rithm is not achieved by the array with the narrowest resonance, but rather by the array
with an optimal balance between a narrow SLR and sufficiently large field enhancements
inside the nanoparticles. This generic approach, which can benefit any direct plasmonic
sensing platform, guides us to identify and experimentally demonstrate a sensor nanoar-
chitecture with a discernible signal down to 250 ppb; the lowest detection limit reported
for an optical hydrogen sensor.

3.2 SLR in Pd Nanoparticle Arrays

Despite their sensing potential, plasmonic SLRs have so far only been extensively studied
on prototypical plasmonic metals, such as Au and Ag, with sensing applications limited
to refractive index changes outside or at the surface of the metal. [41, 79, 130, 160, 161]
The use of SLRs for direct plasmonic sensing of phenomena occurring inside the metals
requires the utilization of active plasmonic metals such as Y [162], Mg [163] and Pd [147].
Hence, as a crucial step towards our optimized plasmonic sensor, we first demonstrate the
existence of SLRs in periodically-arranged Pd nanoparticles and characterize their optical
spectra and field distributions. To this end, we fabricated an extensive set of square arrays
of 45 nm high Pd nanodisks with varying diameters (d = 70–180 nm, steps of 20/30 nm)
and pitch distances (a = 300–600 nm, steps of 50 nm) on fused silica (nsub = 1.46). To
allow efficient radiative coupling between the nanodisks by the in-plane diffraction orders,
an index-matching medium is essential. [158] We thus coated the arrays with a 200 nm
thick poly(methylmethacrylate) (PMMA) film (nP M M A = 1.48). Besides having a suitable
refractive index, PMMA is also serendipitously beneficial for Pd hydrogen sensors because
it accelerates sorption kinetics by lowering the H2 absorption energy into the Pd lattice
and rebuffs other interfering and deactivating gases, such as O2, CO, NO2 and volatile
hydrocarbons. [125, 164]

Figure 3.1 shows the experimental extinction spectra of 42 Pd nanodisk square arrays
alongside finite-difference time-domain (FDTD) calculations that accurately reproduce
all spectral features in the measured data. In particular, we observe extinction spectra with
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one, two, or three peaks, depending on the nanodisk diameter and array pitch. The Fig-
ure also includes the calculated extinction spectra of the corresponding single-particles,
highlighting how arranging the nanodisks in a periodic array results in distinct optical
properties compared to their isolated counterparts. Particularly, as the pitch of the array,
a, increases, the “main” peaks (as referenced to the array with a = 300 nm) universally
redshift and narrow as shown in Figs. 3.2 and 3.3. For example, for the d = 180 nm sample,
its FWHM reduces by one order of magnitude from 650 to 65 nm. Furthermore, we
observe the appearance of additional redshifting peak(s) at lower wavelength(s) when a
reaches 350 and 500 nm. Last, scrutinizing closely these different peaks as a function of
diameter reveals contrasting behaviors. While “main” peaks redshift as d increases, the
peaks at lower wavelengths are relatively immobile in Fig. 3.2. This observation hints that
the “main” peaks are SLRs that are dominated by contributions from the LSPR, and that
the peaks at lower wavelengths are dominated by RAs, since their position depends solely
on the particle-to-particle distance and not on the nanodisk diameter.

Figure 3.1: Optical extinction spectra of Pd nanoparticles in a periodic array. A collage
of experimental (red) and simulated (blue) extinction spectra at normal-incidence from
Pd nanodisk square arrays of fixed height, h, of 45 nm and PMMA layer thickness, tP M M A ,
of 200 nm. The pitch of the array, a, increases from left to right from 300 nm to 600 nm. The
nanodisk diameter increases from top to bottom from 70 nm to 180 nm. For comparison,
the leftmost panels plot the extinction cross-sections (in m2) of the corresponding isolated
single particles (a = ∞). Arranging the nanodisks in arrays results in distinct optical
spectra compared to their isolated single particle counterparts. The spectra comprise
peaks originating from hybrid RA-LSPR modes – the SLR, see main text for details. Dashed
lines are a guide to the eye to the position of corresponding extinction peaks as function
of particle diameter.

To further characterize the nature of the extinction peaks, we mapped the field dis-
tribution and optical dispersion relation of the array with a = 550 nm and d = 180 nm,
which pronouncedly features three extinction peaks in Fig. 3.4 a). Fig. 3.4 b) depicts the
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Figure 3.2: (a) Excerpt of simulated extinction spectra of Pd square arrays taken from
Fig. 3.1 with different numbers of “peaks” (left: a = 300 nm, middle: a = 450 nm, right:
a = 450 nm, all with similar d = 180 nm, h = 45 nm and tP M M A = 200 nm). In each case,
λ1 is consistently assigned to the peak at the longest wavelength, followed by λ2 and λ3
(the shortest wavelength). (b) Peak position of λ1 (left), λ2 (middle) and λ3 (right) as a
function of array pitch distance (h = 45 nm, tP M M A = 200 nm). Clear dependence of the
peak position on the pitch distance in all peaks is observed. (c) Peak position of λ1 (left),
λ2 (middle) and λ3 (right) as a function of nanodisk diameter. In contrast to (b), here only
λ1 has dependency on the diameter, whereasλ2 andλ3 are rather constant. This behavior
corroborates the dominating contribution of the LSPR in λ1, and of the RA in λ2 and λ3,
respectively.

FDTD-calculated field distribution map of the array at three different y-polarized exci-
tation wavelengths corresponding to each of the peak wavelengths (λ1 −λ3). At the two
shorter wavelengths (λ1 and λ2), complex field distributions are found, with maxima lying
in-between the nanodisks. These features suggest a strong contribution from the RA to the
resonance, consistent with the discussion above. The excitation at the longest wavelength
(λ3) gives rise to field maxima in the vicinity of the nanodisks, suggesting a strong contri-
bution of the LSPR to the resonance. [165] Given such field distribution, these relatively
localized but narrow peaks will emerge as the sensing peaks for direct plasmonic sensing
of hydrogen in our Pd nanodisk arrays.

After confirming the physical origin of the multiple peaks of our array, we carried out
an angle dispersion extinction measurement and plot it alongside data from FDTD sim-
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Figure 3.3: (a) FWHM of λ1 (left), λ2 (middle) and λ3 (right) as a function of array pitch
distance (h = 45 nm, tP M M A = 200 nm). Clear dependence of the FWHM on pitch distance
in λ1 is observed, while λ1 and λ3 exhibit weak dependency. (b) FWHM of λ1 (left), λ2
(middle) and λ3 (right) as a function of nanodisk diameter. Similar to the case in (a),
only λ1 has dependency on the diameter, whereas λ2 and λ3 are rather constant. This
behavior, along with the dependency of the peak position shown in Fig. 3.2, corroborates
the dominating contribution of the LSPR in λ1, and of the RA in λ2 and λ3, respectively.

ulations (see Fig. 3.4 c)). From the data we can determine the different RA orders that
give rise to the optical properties of the array. At shorter wavelengths, the higher (±1,±1)
modes influence the behavior of the spectra, while at longer wavelengths the (±1,0) and
(0,±1) modes do. It is these lower order modes that at certain illumination angles overlap
with the LSPR deduced from the single-particle extinction peak. The coupling of the LSPR
to the diffraction orders results in the narrowing of the resonance, while, as we show later
below, maintaining its direct plasmonic sensing properties when exposed to H2 gas.

3.3 PSO of the Sensitivity of Hydrogen Sensor

Having established the ability to efficiently engineer the FWHM via SLRs in Pd arrays, we
move on to design our hydrogen sensor with the aid of FDTD calculation coupled to an
inverse design optimization algorithm. As an optimization parameter for the performance
of our sensor we use a FoM defined as (Fig. 3.5 a))

FoM = λpeak,Pd Hx −λpeak,Pd

FW H MPd
. (3.1)

Our optimization aims at developing sensors capable of detecting H2 at sub-ppm concen-
trations. At these concentrations and at room temperature, the Pd-H system will be in the
so-called α-phase, characterized by hydrogen concentrations in the metal typically lower
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Figure 3.4: Field distribution and optical dispersion relation of Pd nanoparticles
arranged in a periodic array. (a) Extinction spectra of a array sample with d = 180 nm,
h = 45 nm, a = 550 nm and tP M M A = 200 nm. (b) 2D maps of the normalized total
field amplitude |E |2 of the array at different excitation wavelengths, as marked in panel
(a) at the mid-height of the nanoparticles. Excitation at wavelengths λ1 and λ2 generate
field maxima far away from the nanodisks – a prominent characteristic in a RA mode. In
contrast, excitation at λ3 features field maxima surrounding the nanodisks. Dashed lines
outline the nanodisks themselves. (c) Experimental and simulated wavelength-resolved
optical dispersion represented as the extinction spectra of the array for different angles
of incidence. The dashed lines indicate the different RA orders of the array. The LSPR
wavelength of the corresponding single-particle counterpart is also plotted which crosses
two lower RA orders.

than ∼ 1 at.%. To best model the optical properties of the palladium hydride phase, we
therefore use the composition PdH0.12, corresponding to the lowest PdHx composition
for which an accurate dielectric function is available in the literature. [145] From Eq. (3.1),
it is apparent that the highest FoM is obtained by finding an array configuration where the
contributions from the LSPR (maximizing ∆λpeak upon hydrogenation) and RA (narrow-
ing FWHM) in their hybridized modes are optimized.

Typical plasmonic (hydrogen) sensing setups measure transmission or reflection spec-
tra of the nanofabricated samples within the visible and near-infrared range (400–1000
nm). To have sensors with resonances within this range, we thus limit our array parameter
searching space to d = 100–300 nm, h = 20–100 nm and a = 300–500 nm (Fig. 3.5 b)). For
the PMMA layer thickness, tP M M A , we limit the range to 100–300 nm. The lower limit of
100 nm is chosen to ensure robust PMMA deposition when translating the parameters into
a real sensor and also to provide sufficient refractive index medium, while the upper limit
of 300 nm is to avoid significantly slowing the H2 diffusion kinetics introduced by a thicker
layer. [166]

To efficiently pinpoint the structural parameter combination with the highest FoM
within such four-dimensional searching space, we adopt a particle swarm optimization
(PSO) algorithm [167] combined with our FDTD calculations (Fig. 3.5 b)). This compu-
tational technique comprises populations that together asses the parameter space, and
subsequently influence each other to move within this space to maximize the set goal
(fitness parameter) that, in our case, is to maximize the FoM. We utilize 10 populations
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Figure 3.5: Finding the sensor parameters with the highest FoM through particle swarm
optimization. (a) Schematic of the working principle and the associated figure of merit of
our plasmonic sensor. (b) Sketches of the four parameters defining the architecture of
the Pd nanodisk array and their range used for the particle swarm optimization (PSO)
algorithm. In this four-dimensional searching space, 10 populations are generated at
random and let evolve iteratively through the PSO algorithm to find sensor with the
highest FoM, as defined in (a). (c) Evolution of the FoM for each of the 10 populations
through 15 iterative generations. Clearly, in each generation, each population finds
structures with higher FoM. At the end, one of the populations reaches the highest FoM
of 0.11. (d) Extinction spectra of the best sensor (d = 124 nm, h = 20 nm, a = 376 nm,
tP M M A = 300 nm) calculated for Pd (light gray) and PdH0.12 (dark grey) nanodisk arrays.
(e) Calculated FoM of nanodisk arrays with particle diameters d and array pitches a in close
proximity to the ones determined for the best sensor (star symbol). The FoM exhibits 10%
variance from the best sensor, which indicates that a rather constant FoM can be achieved
during the fabrication of the sensor.

that start with a random set of parameter values and assess its corresponding FoM. In the
following generations, each population moves to other parameter values that result in a
higher FoM (Fig. 3.5 c)). Running this process for 15 generations, we move from an average
FoM of 0.03 to 0.09, with single-best populations reaching 0.11. The corresponding best
sensor architecture is d = 124 nm, h = 20 nm, a = 376 nm and tP M M A = 300 nm (Fig. 3.5
d)), with ∆λpeak and FWHM of 32 and 296 nm, respectively. Looking at the best sensor
extinction spectrum (Fig. 3.5 d)), it is interesting to note that only the LSPR-dominated
peak responds to hydrogen, whereas the other peaks have lower LSPR contributions and
are therefore less sensitive to changes in the refractive index of the nanodisks, as Fig. 3.6
where the angle dispersion extinction and field distribution of the optimized sensor
array are shown. This finding further corroborates our interpretation of the origin of the
SLR peaks above. Finally, to appreciate the role of SLR excitation in obtaining sensors
with high FoM, we also calculate the optical spectra of the best sensors single-particle
counterpart (i.e., similar nanodisk parameters but not in array). As shown in Fig. 3.7, the
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Figure 3.6: (a) Simulated wavelength-resolved angle dispersion extinction spectra of
the optimized sensor array, showing the different RA orders (dashed lines) and the
LSPR position of the corresponding single-particle counterpart. (b) Field distribution
surrounding the nanoparticle (left) and at the close vicinity and inside of the nanoparticle
(right) at three different excitation wavelengths corresponding to the extinction peaks (λ1-
λ3). From the maps it is clear that relative field amplitude inside the nanoparticle excited
at λ1 and λ2 are lower than the one at λ3. This again corroborates the nature of the peak,
in which λ3 is dominated by the LSPR and thus is sensitive to the change from Pd to Pd
hydride. Dashed lines outline the interfaces between glass/nanodisks/PMMA/air.

isolated nanodisk features comparable ∆λpeak , but suffers from an expansive FWHM of
498 nm, which drops its FoM to 0.07.

We also numerically assess the FoM for array parameters in close proximity to the ones
of the best sensor architecture. In particular, we vary the pitch of the array, a, and the
diameter of the nanodisks, d , within ±6 nm, as these are the parameters that are prone
to largest uncertainties in real sample fabrication via electron-beam nanolithography (see
Sec. 2.6). As shown in Fig. 3.5 e), the FoM variation within the studied range is relatively
small (0.09–0.13, 10% from 0.11), which guarantees us to obtain the expected sensitivity
when translating the best sensor parameters into a real sample. Furthermore, it is clear
that there are actually a and d combinations that result in slightly higher FoM, which
could be identified if the PSO generation iteration would be expanded beyond 15 gen-
erations. However, there exists a complex relationship between small structural changes
in our arrays and peak positions and linewidths in the corresponding extinction spec-
tra. Given the relatively simple definition of our optimization parameter, FoM, extending
our algorithm routine to more than ∼15 generations typically led to coalescence of peaks
and thus spuriously high FoMs originated from inaccurate assignment of peak positions.
While beyond the scope of the present work, these issues can be mitigated by a more
rigorous definition of the FoM, peak, and the linewidth in the resulting optical spectra,
by more stringent boundaries on the structural parameters of the nanodisks, and by using
a dielectric function of much smaller hydride concentration relevant to the targeted H2
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Figure 3.7: Calculated Pd and PdH0.12 extinction spectra of a single Pd nanodisk with
same geometrical parameters to the optimized array sensor obtained by PSO (d = 124 nm,
h = 20 nm, a = 376 nm, tP M M A = 300 nm). Comparable peak shift as for the array sensor
is found upon hydrogenation but with very broad FWHM. This combination results in a
FoM of 0.07.

concentration range of the sensor application.

3.4 ppb Detection of Optimal Gas Sensor

As the final step of our work and guided by the PSO results, we experimentally realized
the optimized sensor design using electron beam lithography (Fig. 3.8 a)-b)) and assessed
its detection limit to hydrogen. To this end, we exposed the sensor to pulses of gradually
decreasing H2 concentration in Ar carrier gas (1000 ppm to 250 ppb, the lowest attain-
able concentration in our setup) at room temperature and plot its associated ∆λpeak ,
which is obtained through the Lorentzian fit [125]. As depicted in Fig. 3.8 a), the sensor
responds positively to different H2 concentrations, with a signal noise, σ sensor, of 0.01
nm in Fig. 3.9. Due to this small noise, the sensor is able to measure even the lowest
250 ppb pulse, making it the first optical hydrogen sensor to achieve sub-ppm detection.
Recalling LoD as the lowest hydrogen pressure measurable with a signal larger than 3σ,
we extrapolate it to be 200 ppb (Fig. 3.8 b)). We expect such sensitivity to also hold in air
thanks to excellent O2 sieving by PMMA. [125, 168]

As an important control, we fabricated an array with similar geometry parameters (d =
124 nm, h = 20 nm, and tP M M A = 300 nm), but with the nanodisks dispersed randomly over
the substrate rather than in a periodic lattice (Fig. 3.8 c)-d)) and Fig. 3.10). We compared
the optical response of this control sensor exposed to H2 pulses under similar experimen-
tal conditions as the periodic array. Consistent with the FDTD simulations (Fig. 3.7), the
control sensor exhibits comparable ∆λpeak with respect to the H2 concentration (Fig. 3.8
c)). However, due to its larger FWHM, its λpeak determination results in a significantly
higher noise, σcontrol, of 0.08 nm (Fig. 3.10), which ultimately leads to a LoD of 1.5 ppm,
nearly an order of magnitude higher than the detection limit of its array sensor counter-
part (Fig. 3.8 d)). This comparison accentuates the critical impact of the narrow FWHM,
here engineered through the use of optimized SLRs, for resolving ∆λpeak signals at low
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concentrations.

Figure 3.8: Ultralow detection limit with Pd periodic array sensor. (a) ∆λpeak response
to stepwise decreasing H2 concentration (1000 to 0.25 ppm) in Ar carrier gas at room
temperature. Inset: zoomed-in version of the sensor response to 250 ppb H2. (b) Measured
∆λpeak as a function of H2 concentration derived from (a). Gray dashed line is a guide to
the eye and extrapolates the sensor response to the 3σ value (0.03 nm, red dashed line),
indicating a LoD ∼200 ppb (red dashed arrow). Inset: SEM image of the fabricated sensor.
(c) and (d) are the data from a control quasi-random array sensor analogous to (a) and (b).
The control sensor responds comparably to the periodic array sensor but suffers from its
higher noise. Hence, its LoD is ∼8 times higher at 1.5 ppm.

3.5 Conclusions

In summary, we have used an inverse nanophotonic design approach to identify and ex-
perimentally demonstrate an ultrasensitive plasmonic hydrogen detector based on col-
lective resonances in periodic arrays of palladium nanoparticles. The optimized sensor
displays a non-trivial balance between a large optical response upon hydrogenation and
narrow spectral features. The measured ppb limit of detection is an order of magnitude
lower than any previous optical hydrogen sensor and becomes competitive with the more
mature electrical sensors. The genericity of our strategy allows it to be combined with
other optimization approaches, including the use of more sensitive transduction materials
such as PdAu, [125, 141, 169, 170] (eight fold more sensitive than Pd at low H2 concentra-
tions) or PdTa [171] alloys, and advanced data fittings capable of producing lower signal
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noise. [172] Furthermore, we have so far only explored a simple and generic figure-of-
merit parameter during our optimization, namely the peaks shift divided by the linewidth.
Our inverse design approach, however, also permits the optimization of nanoparticle ar-
rays for sensing platforms using different readouts such as single-wavelength mode de-
vices, [173, 174] opening the door to low-cost, ultrasensitive platforms. Beyond hydrogen
sensing, our approach can be extended to arrays of surface-functionalized nanoparticles
with resonances that are sensitive to the adsorption of specific gasses via refractive index
effects or chemical interface damping, [175] with the potential to address a wider range of
societal needs, from home safety to urban air pollution monitoring. [176]

3.6 Methods

3.6.1 Sensor Fabrication and Characterization

The samples of Pd periodic array were fabricated from a 4-inch fused silica wafer
with electron-beam lithography, thermal evaporation, electron-beam evaporation, wet-
chemical etching, reactive-ion etching, lift-off, and dicing. The steps involved included:
(i) Using a 4-inch fused silica substrate (Siegert Wafer), a lift-off layer of 80 nm MCC NANO
Copolymer EL4 (Microlithography Chemicals Corp.) was first spin coated and baked on
a contact hotplate for 5 min at 180◦C. Following that, an imaging layer of 70 nm MCC
NANO 950k PMMA A2 (Microlithography Chemicals Corp.) was spin coated and baked
on a contact hotplate for 5 min at 180◦C. (ii) A 20 nm thick Cr layer was deposited with
thermal evaporation (Lesker Nano 36) to enable electrical discharge during electron-
beam exposure. (iii) The nanodisks were defined in the double resist layer on areas of
10×10 mm2 with electron-beam lithography (Raith EBPG 5200) by exposing circles of 35
nm radius. Each circle was filled with 19 shots at a beam current of 50 nA and at a base
frequency of 5.19 MHz. (iv) The 20 nm Cr discharge layer was removed by immersing the
substrate for 60 s in Nickel/Chromium etchant (SunChem), followed by water rinsing and
blow drying. (v) The exposed resist was developed for 60 s in MIBK 1:3 IPA solution, dried
in N2-stream, and descummed in oxygen plasma for 5 s at 50 W RF-power, 250 mTorr
chamber pressure, and 40 sccm gas flow in a BatchTop Reactive Ion Etcher (PlasmTherm).
(vi) To form the nanostructures, Pd were deposited through the resist mask with electron-
beam evaporation at a deposition rate of 1 Å/s in a PVD 225 system (Lesker), lifted
off in acetone for 24 h, rinsed in IPA and blow dried in N2-stream. (vii) Finally, the
wafer was diced (DAD3350, Disco) into individual chips of 10×10 mm2. For the control
quasi-random array sample, the fabrication procedures (steps, materials, and tools used)
followed exactly the protocol reported in ref.[125] The only difference was the polystyrene
beads used, that is, 120 nm sulfate latex, Interfacial Dynamics Corporation, 0.2 wt.% in
Milli-Q water (Millipore). The SEM images were collected from glass samples coated with
5 nm Cr layer (Zeiss Supra 60 VP with secondary electron detector, working distance 4
mm, and an electron beam acceleration voltage of 7–15 kV).
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3.6.2 Finite-Difference Time-Domain Simulations

We used commercial Lumerical FDTD software to calculate the optical properties of both
single and array of Pd nanodisks. We modeled the nanodisks as cylinders with a taper
angle (the angle between the base and the side wall) of 65° to be close with the fabricated
samples. [177] The permittivity values of Pd and Pd hydride (PdH0.12) were taken from the
literature. [145] The nanodiks were placed directly on top of a fused silica substrate (n =
1.46). On top of the substrate and embedding the particles, a PMMA layer was added,
whose permittivity was obtained from an ellipsometry measurement. [178] Finally, on top
of this layer, there was air (n = 1). The simulations of the scattering efficiencies were
done using a total-field scattered-field (TFSF) source with a broadband (400–1100 nm)
beam incident from air and along the normal direction. The TFSF source divides the
simulation region into two concentric volumes: one centered around the particle with
the total fields, and another external where only the scattered fields propagate. Power
transmission monitors were positioned around the TFSF source to calculate the scattering
cross sections. The efficiency was calculated by dividing the former quantities by the geo-
metrical cross section, i.e., the area of the cylinder perpendicular to the propagation vector
k of the incident field. Perfectly matched layer (PML) boundaries were implemented in
every direction. The simulations of the periodic arrays were performed using periodic
boundary conditions in the x- and y-directions, and PML boundaries in the z-direction.
The illumination consisted of a broadband (400–1100 nm) beam, approximated by a plane
wave, which was incident normal to the array plane (the x y-plane) from air. To extract the
transmission, an x y monitor was placed at the substrate side. Another x y monitor was
placed at the center of the particles to extract the fields. The polarization of the incident
electric field was set along the y-axis. To extract the extinction (i.e. 1 - transmission)
dispersion data, several simulations with different incident angles were performed.

3.6.3 Optical Dispersion Measurements

An unpolarized broadband light source was used to illuminate the samples and investi-
gate their optical dispersion. The light was focused onto the sample and collected with
a Nikon L Plan 20x/0.45NA and a Nikon S Plan Fluor 40x/0.6NA objectives, respectively.
Using a dedicated lens system, the back focal plane of the objective was imaged with an
imaging spectrometer connected to a multiplying CCD camera (ProEM: 512B). The back
focal plane contained the Fourier transform of the optical field transmitted by the sample
upon illumination, i.e. the angular dispersion of the transmitted light. The image on the
CCD contained 2D angular information for all the wavelengths illuminating the sample.
Closing the slit that controlled the light entering the imaging spectrometer allowed se-
lection of one angular component and its spectral decomposition into the CCD. To get
accurate wavelength resolution, a grating of 150 g/mm was used. This allowed ±150 nm
range to be imaged for a selected wavelength center. To image the full spectrum of the
sample (400–1000 nm) we measured spectra at several wavelength centers (i.e. 470, 620,
770, and 900 nm, respectively). Using a polarizer before the illumination objective allowed
us to select between TM and TE polarizations.
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3.6.4 Particle Swarm Optimization Calculation

To design the most sensitive hydrogen sensors, the FDTD method associated with the
particle swarm optimization (PSO) algorithm was adopted. PSO is a robust population-
based stochastic evolutionary computation technique, which is inspired by the natural
social behavior and dynamic movements with communications of animal species (called
particles) and looking for their requirements in a search space. [167]

Figure 3.9: (a) Lorentzian function fitting (red dashed line) to the experimental optical
spectra to extract λpeak . In our analysis, the fit is only applied within ±60 nm from
the peak maximum (grey shaded area, following the method established in Ref. [142]),
where the peak is symmetric. (b) Zoomed-in version of (a) within the fit range. Clearly,
the Lorentzian represents well the data and thus enables a good fit with R2 > 0.99. (c)
Lorentzian-fitted ∆λpeak response of the best sensor (cf. Fig. 3.8 a)) in the first 30 min of
operation used to derive the peak-to-peak readout noise, σ, of 0.01 nm. The dashed lines
and gray-shaded areas denote the mean of the signal and ±σ from the mean, respectively.

Here PSO was employed to optimize the structural parameters of the plasmonic hy-
drogen sensor to yield the highest FoM defined by Eq. (3.1). To this end, we chose to
use PdH0.12 for the calculation of the hydride phase for the following reasons: (i) This
is the lowest Pd hydride concentration whose dielectric function is available in the liter-
ature. [145] (ii) At this concentration, the Pd hydride is still at the diluted α-phase, with
negligible lattice expansion. This condition prevents inaccurate calculation during FDTD

54



3.6 Methods

simulation where the expansion of the nanodisk has to be included. [179] (iii) The chosen
hydride concentration is also in line with the targeted range of the hydrogen concentra-
tion. (iv) Lastly, the accompanied spectral change of the sensor at this hydride concen-
tration was expected to be small enough so that it would be the same SLR peak that was
considered, thus avoiding false ∆λpeak determination when calculating the FoM, as we
detailed later below.

To begin the optimization, the algorithm was initialized with 10 Pd/PdH0.12 nanodisk
arrays of random locations of parameters in their own spaces, which then were sent to the
Lumerical FDTD platform, where the transmission was numerically evaluated. After that,
FDTD sent the computed optical values back to the algorithm where the FoM was calcu-
lated, and produced the parameters for the next generation. The full technical description
of the PSO used here is provided in Sec.1.7 of chapter 1.

Ideally, PSO should keep iterating until all particles converge to the global optimal so-
lution instead of stopping at the 15th generation as in our present case here. However,
we found that a number of populations updated their FoM through very large peak shifts
and very broad FWHM that included two SLR different peaks. In this case there are two
close SLR peaks in both Pd and PdH0.12 arrays at around 530 nm and 650 nm, respectively.
In this case, the algorithm wrongly considered the lower wavelength peak for the case of
Pd, and the longer wavelength peak for the case of PdH0.12, causing a wrong evaluation of
∆λpeak . Furthermore, the FWHM was also calculated for two close SLRs. Consequently,
in such case, we cannot correctly calculate the FoM since the parameters originated from
two different peaks. Because this similar array began to appear in the 16th generation,
we stopped the PSO after the 15th generations and confirmed that all the FOM calculated
were from single SLR peak.

Targeted H2

Concentration
[ppm]

1000 ppm H2

Flow [mL/min]
Ar Flow

[mL/min]

1000 1 0
250 5 15
100 2 18
46 1 21
22 1 44
10 1 99
5 0.5 199
2 0.25 125
1 0.1 100

0.75 0.1 133
0.5 0.1 200

0.25 0.05 200

Table 3.1: Set Flow of Hydrogen and Argon Gas to Achieve the Targeted Hydrogen
Concentrations.
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3.6.5 Hydrogen Sensing Measurements

The sensors’ LoD determination was performed in a custom-made reactor chamber
(effective volume ca. 1.5 mL) equipped with two fused silica viewports (1.33” CF Flange,
Accu-Glass) that enabled transmission-mode optical monitoring. The detail of the
chamber is reported in ref. [180]. The transmission measurements were carried out
through fiber-coupled, unpolarized halogen light source (AvaLight-HAL-S-Mini) and a
high-resolution visible range spectrophotometer (Avantes Sensline Avaspec-HS-TEC).

Figure 3.10: (a) Lorentzian function fitting (red dashed line) within ±60 nm from the peak
maximum (grey shaded area) to extract λpeak . (b) Zoomed-in version of (a) within the fit
range. The Lorentzian represents the data well in the peak-maximum region and thus
enables a good fit with R2 > 0.97. (c) Lorentzian-fitted ∆λpeak response of the quasi-
random array control sensor (cf. Fig. 3.8 c)). The derived peak-to-peak noise, σ control,
is 0.08 nm, much higher than that of the optimized regular array sensor. The dashed lines
and gray-shaded areas denote the mean of the signal and ±σ from the mean, respectively.

The H2 gas concentration was controlled by adjusting the flow rate (v [mL/min]) ratio of
1000 ppm H2 (diluted in Ar) and 100% Ar using mass flow controllers (MFCs, Bronkhorst
El-Flow Select series). Table. 3.1 shows the targeted hydrogen concentrations by setting
flow of hydrogen and argon gas.

All experiments were carried out at constant 30◦C, regulated via a PID controller
(Eurotherm 3216) in a feedback loop manner, where the sample surface temperature
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inside the chamber was continuously used as input. As readout, the LSPR peak descriptors
(λpeak ) were obtained following the method we established earlier. [125] In detail, a
Lorentzian fit was applied to the wavelength range at ±60 nm around the LSPR peak
in the measured optical extinction spectra. Despite the asymmetry of the global LSPR
peak, a good fit (R2 > 0.97) was obtained, and thus the fit is appropriate to determine the
λpeak . Results are displayed in Fig. 3.9 and Fig. 3.10 for the optimized array sensor and
quasi-random array control sample as comparison, respectively.
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CHAPTER 4

EVOLUTIONARY OPTIMIZATION OF

LIGHT-MATTER COUPLING IN OPEN

PLASMONIC CAVITIES

Using a Particle Swarm Optimization (PSO) algorithm and Finite-Difference
in Time-Domain (FDTD) simulations, we optimize the coupling strength
between excitons in poly(3-hexylthiophene-2,5-diyl) (P3HT) and surface lattice
resonances (SLRs) in open cavities defined by arrays of aluminum nanoparticles.
Strong light-matter coupling and the formation of exciton-polaritons are demon-
strated. Nanoparticle arrays with optimal dimensions have been fabricated
and measured, validating the predictions by the numerical method. P3HT is
a regioregular semiconducting polymer used as a donor material in acceptor-
donor blendes for organic photovoltaic applications. Our results demonstrate the
efficacy of the proposed method for the optimization of light-matter coupling and
its potential application for the enhanced performance of optoelectronic devices.
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4.1 Introduction

The recent advent of polaritonic devices (optoelectronic devices based on exciton-
polaritons (EPs) arising from the strong coupling of excitons in semiconductors and
photons in optical cavities) is attracting a significant interest due to the remarkable
properties of EP states. The large binding energy, and the associated high transition
dipole moments of Frenkel excitons in organic semiconductors, lead to many intriguing
phenomena emerging from strong light-matter coupling at room temperature. The
hybrid character of organic EPs makes them exhibit photon and exciton properties that
result in the modification of intrinsic semiconductor properties, [181–183] such as the
enhancement of the exciton diffusion length [184–189], increase of the long-range energy
transfer [190–192] or reduction of photobleaching [193, 194]. Enhanced non-linearities
in EPs are also responsible for polariton lasing, [195–198] and quantum condensation
due to the bosonic character of EPs, [199–203] which can lead to low threshold coherent
emission.

Organic photovoltaic (OPV) devices can profit from strong light-matter coupling and
EPs. OPV cells are easy to fabricate, lightweight, mechanically flexible and can be partially
transparent, which make them very appealing for large-area energy conversion. How-
ever, the power conversion efficiency of OPV cells is low and limited by the thickness
of the active layer, which is determined by exciton diffusion lengths and carrier recom-
bination losses. [204, 205] Other limiting factors are the charge transfer across the in-
terface separating the donor-acceptor materials and the photo-degradation due to in-
tersystem crossing. [206] The modified energies of EPs, compared to excitons, could be
used to reduce the triplet density or enhance reversed intersystem crossing [191, 207–
209], modify the excited-state life time [193, 210–212], or enhance exciton and charge
transport [184–189, 213–215]. These phenomena could be exploited to solve the problems
limiting a more extended utilisation of OPV and the first steps in this direction have been
made. [216–218] However, most of the works on strong light-matter coupling are based
on closed Fabry-Perot microcavities with the active semiconductor enclosed between two
mirrors. [219] Such a closed geometry limits the application of strong light-matter cou-
pling in OPV, where incident light needs to be absorbed as efficiently as possible in the
active material.

In this chapter, we investigate the coupling of excitons in regioregular poly(3-hexylthiop-
hene-2,5-diyl) (P3HT) semiconducting polymer with optical modes in resonant cavities
formed by square arrays of plasmonic nanodisks made of aluminum (Al). P3HT is an
electron donor polymer, widely employed in OPV. Nanoparticle arrays define open optical
cavities with optical modes that result from the radiative coupling of localized surface
plasmon resonances to diffraction orders in the plane of the array. These optical modes
are know as Surface Lattice Resonances (SRLs). [220] SLRs can have remarkably narrow
linewidths (high Q-factors) due to low radiation losses and high field enhancements
over large volumes [135, 221–223]. When the nanoparticle array is covered by a P3HT
layer, SLRs can couple to excitons in the organic semiconductor as evidenced by the
formation a lower and upper EP states in the absorption spectrum with an associated
Rabi Splitting. [224] We have used a Particle Swarm Optimization (PSO) algorithm to find
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the global best sample dimensions for light-matter coupling. [225–228] We run the PSO
algorithm together with Finite-Difference in Time-Domain (FDTD) simulations using 30
stochastic populations with randomly chosen sample parameters that evolve during 100
generations. [229] Samples have been fabricated with the optimized dimensions and and
the optical extinction dispersion has been measured, confirming the results obtained by
the PSO algorithm.

4.2 Excitons in P3HT

The optical properties of P3HT, defined by the refractive index and extinction coefficient,
have been retrieved from the ellipsometry measurement, as shown in Fig. 4.1 with dashed
curves. To use these values in the FDTD simulations, we have fitted the refractive index n
and extinction coefficient κ to a Lorentz oscillator model:

n + iκ= nback +
A(ω2

0 −ω2)

B [(ω2
0 −ω2)2 +ω2γ2]

+ i
Aγω

B [(ω2
0 −ω2)2 +ω2γ2]

(4.1)

where nback = 1.72, A = 2.51×10−11, B = 1.61×10−41, E0 =ħω0 = 2.38 eV , γ= 4.48×14 s−1.
The Lorentz fit is given by the solid curves in Fig. 4.1 (a). From this fit we retrieve the
main exciton energy of 2.38 eV, corresponding to a wavelength of 521 nm, and the P3HT
background refractive index (refractive index far from the exciton energy) of 1.72. Actually
there is another weak exciton energy of P3HT is about 2 eV. In order to eliminate some
interference, in our study, we ignore it and only focus on the most important resonance.

Figure 4.1: (a) Refractive index (n) and extinction coefficient (κ) obtained from
ellipsometry measurements (dashed curves) and fitted to a Lorentz oscillator model (solid
curves). (b) Absorption spectra of P3HT with a thickness 80 nm, 100 nm and 120 nm,
respectively.

The thickness of active layer in OPV device should be large enough for effective pho-
ton absorption. The P3HT absorption for a thickness of 80 nm, 100 nm and 120 nm are
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displayed in Fig. 4.1 (b). The power conversion efficiency of organic solar cells is usually
low because of the short exciton diffusion lengths (<100 nm) and carrier recombination
losses. For this reason, we fix the thickness of P3HT to 100 nm for applications in organic
solar cells.

4.3 Bare States and Fitness Value

A schematic representation of the investigated system is depicted in the left of Fig. 4.2 (a).
This system consists of a square array of aluminum (Al) nanoparticles with a layer of P3HT
on top of an eagle glass substrate (refractive index n = 1.51). The choice of Al is motivated
by the plasmonic response of this metal at short wavelengths in the visible spectrum and
its stability. The thickness of the P3HT layer is fixed as 100 nm, comparable to the typical
thickness of the active layer in organic solar cells. The Al nanoparticles, with diameter d
and height h, are arranged in an infinite periodic square array with a lattice constant a.
The nanoparticle array is designed to support SLRs at the P3HT exciton energy for normal
incidence, i.e., light with a wavelength close to 500 nm and incident along the normal
direction to the surface of the arrays is diffracted in the plane of the array.

Two questions are addressed in this chapter: (i) What is the maximum Rabi splitting
that can be achieved by coupling of P3HT excitons and SLRs supported by a square array
of Al nanoparticles? and, (ii) which parameters of the array lead to this maximum Rabi
splitting? We seek the answers to these questions by using a PSO algorithm and FDTD. PSO
algorithms are designed for numerical optimization problems that look for the solution
by defining a random population of candidate solutions ("particles") than can move (or
evolve) over the search space by changing position and velocity. Each "particle" move-
ment is influenced by its own local best position and the best known positions of the other
"particles". Subsequent generations converge to a global best solution. A more detailed
description of the PSO method can be found in section 1.7 of chapter 1.

The interaction between excitons in P3HT and SLR cavity can be expressed by a two
coupled harmonic oscillator model:[

ωc − iγc
2 g

g ωp − iγp

2

](
α

β

)
=ω

(
α

β

)
(4.2)

where ωc and ωp are the energies of the bare SLR and excitons in P3HT, respectively, γc

and γp are the decay rates of these bare states, and g is the coherent coupling strength,
which depends on the magnitudes of the transition dipole moment of the excitons µ, the

cavity fields |E0|, and their relative orientation, g = µ · |E0| = µ ·uc

√
Nħωp

ϵ0V , where uc is

the unit vector indicating the direction of the electric field of the cavity mode, N is the
number of excitons, ϵ0 is the vacuum permittivity, and V is the cavity mode volume. Thus,
the energies of the lower polariton band (LPB) and the upper polariton band (UPB) for
zero detuning of the bare states (ωc =ωp =ω0) are

ω± =ω0 −
i (γc +γp )

4
± 1

2

√
(2g )2 − (γc −γp )2

4
. (4.3)
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Figure 4.2: (a) Schematic representation of the investigated samples. left: a square array
with lattice constant, a, formed by Al nanoparticles with height h and diameter d on top
of a glass substrate and embedded in a P3HT layer with a thickness t = 100 nm. Systems
supporting the bare states. middle: Al nanoparticle array on glass with a layer of 100
nm of a material with a refractive index n = 1.72+ 0.0001i , and right: P3HT layer with a
thickness of 100 nm on top of glass. (b) Normalized power absorption of P3HT for coupled
system (black curve) and absorption enhancement (red curve) compared to the bare state
of P3HT (black-dashed curve). (c) Normalized P

p
a of the 100 nm thick P3HT layer on a

glass substrate (black curve); normalized P c
a of a 100 nm thick layer with refractive index

n = 1.72+0.0001i on top of an Al nanoparticle array with a=280 nm, d=130 nm, and h=49
nm (red curve); and normalized scattering efficiency Qscat for an Al nanodisk with h=49
nm and d=130 nm (red-dashed curve).

The value of Rabi splitting is given as ω+−ω− by

ΩR =
√

(2g )2 − (γc −γp )2

4
, (4.4)

with a maximum value when γc = γp . Strong coupling and the formation of exciton po-
laritons happens when

4g 2 > (γc −γp )2

4
. (4.5)

However, the coupling strength needs to be larger than the mean of the losses of the
bare states for making visible the splitting between the LPB and UPB. Therefore, a better
criterium for strong coupling is usually defined as

4g 2 >
γ2

c +γ2
p

2
. (4.6)

The properties of SLRs in the Al nanoparticle arrays are controlled by the size of the
nanoparticles and the lattice constant. We tune the geometrical parameters, including the
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height h, diameter d of nanodisk, and the lattice constant of the square array a, indepen-
dently, to find the lattice with a SLR absorption that matches spectrally and spatially the
absorption spectrum and the location of P3HT layer. The fitness value that we maximize
with the PSO algorithm is defined by

F = 2Pabs

|γc −γp |
, (4.7)

where Pabs is given below and corresponds to the overlap integral of the absorption spec-
tra of the bare (uncoupled cavity and exciton) states leading to the coupled system, and γc

and γp are the decay rates of these bare states. The fitness value is inversely proportional
to the modulus of the difference between the loss rates of the bare states, which is justified
by the fact that in the above coupled oscillator model, the Rabi splitting is maximum when
γc = γp .

The coupled system results from the hybridization of the bare states, schematically rep-
resented in right side of Fig. 4.2 (a), and corresponding to (i) SLRs in an empty cavity,
i.e, a nanoparticle array on glass with a 100 nm thick layer of a material with a back-
ground refractive index of n = 1.72 + 0.0001i on top, similar to the refractive index of
P3HT at energies far from the exciton energy, and (ii) excitons in a P3HT layer with a
thickness of 100 nm on top of glass. These bare states have been simulated using FDTD
by determining the absorbed power spectrum in the volume occupied by the layers and
given by P c

a(ω) and P p
a (ω) for the bare cavity and bare P3HT layer, respectively. The nor-

malized absorbed power spectra are displayed in Fig. 4.2 (c), where we use h = 49 nm,
d = 130 nm and a = 280 nm. As shown in the next section, these values correspond to
the array with the largest coupling strength. The absorbed powers are defined by integrat-
ing over the volume occupied by the layers in a unit cell of the array: P c,p

a (x, y, z,ω) =
(1/2)ϵ0ω|Ec,p (x, y, z,ω)|2ϵ′′c,p (ω), where Ec,p (x, y, z,ω) is the electric field at frequency ω

and position (x, y, z) in the layer on top of the array and in P3HT, and ϵ
′′
c,p (ω) is the imagi-

nary component of the dielectric function of the layers. Note that we allow for a sufficiently
small imaginary component of the refractive index in the layer on top of the Al nanoparti-
cle array to calculate an absorbed optical power in this layer without introducing a signif-
icant change to the SLR mode profile. The absorbed power peak at 533 nm corresponds
to the SLR emerging from the (1,0) and (-1,0) diffraction orders, while the narrower peak
around 428 nm is due to the (0,±1) diffraction orders. Pabs in Eq. (4.7) is given by

Pabs =
∫

P c
a(ω)P p

a (ω)dω

V
, (4.8)

where V is the volume of the polymer layer in a unit cell of the array. The fitness value
given by Eq. (4.7) is thus proportional to the overlap integral of the absorbed power of
the bare systems calculated in the volume occupied by the polymer. Correspondingly, we
consider the regions in the sample where the SLR mode overlaps with the excitons in P3HT.
The choice of this fitness value ensures that both the absorption of the bare states and
their overlap is maximum, which should also lead to a maximum coupling strength and
Rabi splitting. As it is apparent in Fig. 4.2 (b), the power absorption of P3HT in coupled
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system shows two additional absorption peaks at lower and high energies than the exciton
peak. Furthermore, the absorption of P3HT is greatly enhanced by strong coupling, which
further contributes to the formation of LP and UP peaks. The maximum Rabi splitting can
be expressed as the energy difference between UP and LP.

We also show with the dashed curve in Fig. 4.2 (c) the normalized scattering efficiency
of a single Al nanoparticle with the same dimensions as the nanoparticles in the array to
illustrate the significant narrowing of the SLR as a results of the collective response of the
array. The tuneability of the line-width of the SLR, which is controlled by the localized
plasmonic resonances in the individual nanoparticles and the diffraction orders in the
plane of the array, turns out to be critical to achieve the largest possible coupling strength
and Rabi splitting. [40, 41, 230]

Figure 4.3: Electric field intensity at λ = 533 nm (a) in the x − y plane on top of the
nanoparticles, (b) in the z − x plane indicated in (a) with the horizontal black-dashed
line, and (c) in the z − y plane indicated in (a) with the vertical black-dashed line. The
boundaries of the Al nanoparticles are indicated with the orange dashed circles and lines
in (a) and (c), respectively. The layer of material with n=1.72+0.0001i and thickness of 100
nm is indicated by the white dashed lines in (b) and (c). Electric field intensity maps at
λ= 428 nm for (d) x − y plane on top of the particles, (e) z − x plane indicated in (d) with
the black horizontal dashed line, and (f) z− y plane indicated in (d) with the black vertical
dashed line. The thickness of the layer with refractive index n = 1.72+0.0001i is 100 nm.
This layer is indicated with the white dashed lines in (e) and (f).
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Figure 4.3 shows simulations of the electric field intensity enhancement (local field in-
tensity normalized by the incident field intensity) in the bare cavity at 533 nm, i.e., the
SLR peak wavelength and at 428 nm corresponding to the another peak in the absorption
spectrum. These simulations are performed by considering a plane wave illumination
at normal incidence and polarization along the x-direction. Figures 4.3 (a) and (d) cor-
responds to the x − y plane at the top of the nanoparticles, while (b) (e) and (c) (f) are
the cross sections in the z − x and z − y planes indicated by the dashed lines in (a). At
533 nm, we can observe in these figures a high field intensity enhancement close to the
nanoparticles at due to the localized surface plasmon resonance (note that to highlight
the SLRs, the color scale is saturated at an intensity enhancement of 10), and a field in-
tensity enhancement extending over the array and in the thin layer on top as a result of
the (1,0) and (-1,0) in-plane diffraction orders. While at 428 nm, the field intensity is high
at positions between four adjacent particles, indicating that at this wavelength the field
intensity enhancement is due to SLRs excited along both the x and y directions arising
from both the (0,±1) and the (1,0), (-1,0) RAs (see Sec.1.5 in chapter 1).

It is worth mentioning that it is not possible to define the fitness value as the energy dif-
ference between the lower polariton (LP) and upper polariton (UP) in the coupled system.
The Rabi splitting is defined by this energy difference only at the position in the dispersion
diagram at which the bare states cross each other. A PSO algorithm based on a fitness value
defined for the coupled system would not know a priory the energy and dispersion of the
bare states, converging to a wrong set of parameters. This point is discussed in more detail
in the next section and it is the reason why we chose a fitness value that is defined for the
bare states.

Some constraints are imposed to the geometrical values and the fitness value calculation
by the PSO algorithm: (a) a > d + 50 nm. This condition is imposed to ensure that the
nanoparticles do not overlap and are sufficiently separated to be possible to fabricate them
using electron beam lithography; (b) F = 0 when the wavelength difference between the
SLR and the P3HT center exciton energy is ∆λ> 50, 40, 30 and 20 nm in the 2-10, 11-20,
21-30, and 31-100 generations, respectively. This condition is imposed to ensure that the
populations evolve to a solution in with the fitness value is maximum for overlapping
resonances; (c) F = 2Pabs

0.001 if |γc − γp | < 0.001. This condition is imposed to avoid the
divergence of F when γc = γp .

4.4 PSO of the Coupling Strength

The PSO algorithm was run using 30 initial random populations of Al nanodisk arrays. The
values of h, d and a were bounded to the ranges 10−100 nm, 50−200 nm, and 200−400
nm, respectively. These range of values could be eventually realized experimentally.

The largest fitness value in the 1st generation was 3.73× 102, and after 100 iterations
the fitness value increased about 45 times to obtain a global best F = 1.69×104, as can be
seen in Fig. 4.4 (a) with a black line. In less than 50 generations, the PSO algorithm was
able to find a geometry with dimensions that increase F to values close to convergence,
showing the effectiveness of this method. The mean value of F of all populations are
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Figure 4.4: (a) Best (black line) and mean (red line) fitness value as a function of the
generation number. The numbers indicate the generations at which the best fitness value
of the populations evolves to a higher value. (b) Fitness value (log-color scale) for all the
populations and generations.

shown in Fig. 4.4 (a) with a red line. This mean value approaches the global best value as
the number of generations increases, as it could be expected when this global best attracts
the other populations. [225, 229] Figure 4.4 (b) displays the fitness values (in a log-color
scale) of each population and for all the generations, showing the increase of F for all the
populations as they converge towards the best geometry.

Figure 4.5 (a) shows the normalized spectra of P c
a(ω) and P p

a (ω) for the 11 best pop-
ulations during the full range of generations (the number gives the generation at which
F increases, as it is also indicated in Fig. 4.4 (a), while Fig. 4.5 (b) displays the simula-
tions of the optical power absorption enhancement calculated for the coupled systems
with the same structural parameters as these best populations. The power absorption
enhancement is defined as the power absorption in the P3HT layer of the coupled system,
normalized by the power absorption of the bare P3HT layer to suppress the contribution
of dark and uncoupled excitons. The best populations for the first 9 generations corre-
spond to detuned SLR-exciton systems, as can be appreciated by the large wavelength
difference between the P3HT absorption maximum (black-dotted curves in Fig. 4.5 (a))
and the maxima in absorption spectra of the bare particle array corresponding to SLRs
(red-solid curves in Fig. 4.5 (a)). As a result of this detuning, indicated by δ in Fig. 4.5
(a), the difference between the LP and UP shown in Fig. 4.5 (b) does not correspond to the
Rabi splitting. Only when the detuning between the bare states becomes sufficiently small,
we can identify the maxima in the absorption spectra of the coupled system with the LP
and UP states for zero detuning, defining the Rabi splitting. The Rabi splitting reaches a
maximum of 0.7996 eV after 85 generations. This value is larger than the decay rates of the
bare states obtained from the FWHM of the power absorption spectra, γc = 0.5874 eV, and
γp = 0.5881 eV, and satisfies the criteria for strong coupling of coupled oscillators given in
Eq. (4.6). The Rabi splitting corresponds to 34% of the exciton energy, which places the
system at the onset of the ultra-strong coupling regime.[231]
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Figure 4.5: (a) Simulations of the power absorption spectra of a layer with refractive index
n=1.72+0.0001i on Al nanoparticle arrays (red curves), and power absorption spectra of
P3HT without nanoparticles (black-dashed curves). The simulations for the different
arrays correspond to the 11 best populations during different generations indicated in Fig.
4.4 (a), which are labeled with a number that gives the generation at which F increases. (b)
Absorption power enhancement of P3HT for the same samples as in (a), but considering
the coupled system (P3HT layer on top a nanoparticle array). Lower and upper polarition
peaks are labeled in the figure. The values of the Rabi splitting ΩR are given for the
generations 12 to 89, where the detuning between the bare states is small. The energy
difference between the LP and UP for the generations 1-9 do not correspond toΩR due to
the large detuning between bare states visible in (a) and characterized by δ. The spectra
for the different populations are displaced vertically for clarity.

In PSO algorithms, the value of F depends on several parameters that gradually converge
towards those defining the global best solution as F increases. To illustrate the conver-
gence of the parameters in the optimization process, we show in Figs. 4.6 (a), (b) and (c)
the mean (black curve) and standard deviation (SD) (red curve) of h (particle height), d
(particle diameter), and a (lattice constant) for each generation, respectively. After 100
generations, we obtain the maximum value of F corresponding to an Al nanoparticle array
with h = 49±8 nm, d = 130±16 nm, and a = 279±10 nm. From these values, we can see
that the SD of the lattice constant is less than 4% of the mean, being the relative values
of the SD of the diameter and height of the nanoparticles to their respective means. This
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Figure 4.6: Mean of all the populations (black curve) and standard deviation (SD) (red
curve) of (a) height h, (b) diameter d and (c) lattice constant a as a function of the
generation number.

Figure 4.7: Rabi splitting as a function of Pabs normalized to its maximum value. The red
ellipse indicates the arrays in the last generation. The red circle corresponds to the global
best population of this last generation.

low relative SD suggests that the lattice constant is the most sensitive parameter for the
optimization of the coupling strength and the one converging the fastest, which can be
understood by the strong dependence of the linewidth of SLRs with the lattice constant in
nanoparticle arrays. [79]

The relation between the Rabi energy and the power absorption integral defined in
Eq. (4.8) is illustrated in Fig. 4.7 (a) for several populations in different generations,
where we can see that ΩR increases first linearly with Pabs , converging for large values of
Pabs to approximately 0.8 eV. As expected, the last generation corresponds to the largest
Rabi splittings as marked by the red ellipse in Fig. 4.7 (a). The global best population is
indicated with the red data point.
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4.5 Dispersion Measurements

Based on the results of the PSO algorithm, we have fabricated a sample with structural
dimensions as close as possible to the optimal dimensions for coupling with excitons in
P3HT. The sample was fabricated using electron-beam lithography (EBL) and reactive-ion
etching (RIE). A 50 nm-thick polycrystalline Al layer was deposited on an eagle glass sub-
strate by an electron-beam deposition at room temperature. A resist (nega-type, NEB22A2,
Sumitomo, Japan) was spin-coated on the Al film and the array patterns were written by
EBL (F7000S-KYT01, Advantest, Japan). After development of the patterns by a developer
solution (SD-1), the Al film with a patterned resist was etched using RIE. After that, the
remaining resist on top of the array was removed by an ashing process where oxygen
plasma selectively etches the resist away. There is a 3 nm thick natural oxide layer (Al2O3)
formed on top of the nanoparticles that gives the long-term stability needed for applica-
tions. An optical microscope image of the 200 µm×200 µm array is shown in Fig. 4.8 (a),
while a scanning electron microscope image of the nanoparticles with a = 280± 10 nm,
d = 130±10 nm is displayed in Fig. 4.8 (b).

The sample has been characterized by measuring the dispersion of the optical extinction
using Fourier plane imaging spectroscopy.[232] For these measurements, a white light
beam is focused onto the sample with a 40x objective (NA=0.6). The transmitted light
through the sample is collected by another objective 60x objective (NA=0.7) and the back
focal plane of this objective is imaged at the entrance slit of a spectrometer. The imag-
ing spectrometer retrieves the transmission spectra as a function of angle. These mea-
surements can be plotted in a dispersion diagram, representing the optical extinction as
a function of the photon energy and the wave vector parallel to the surface, i.e., k|| =
(2π/λ)sinθ. The related extinction is defined as 1−T /T0, where T is the transmission
through the sample and T0 is a reference transmission measured through bare P3HT with-
out sample.

The extinction measurements are shown in Fig. 4.8 (c) and compared with the simu-
lations obtained with FDTD in Fig. 4.8 (d). These measurements and simulations corre-
spond to the bare optical cavity, which has been fabricated by spin-coating a film of P3HT
with a thickness of 100 nm on top of the Al nanoparticle array that has been photobleached
using the expanded beam from a continuous wave laser ofλ = 445 nm. By photobleaching,
we remove the excitonic resonance in the P3HT layer while maintaining a thin dielectric
layer on top of the Al nanoparticle array to reproduce experimentally the bare cavity shown
in Fig. 4.3 (a). We note, however, that the refractive index of the bleached P3HT layer
is ∼1.5 (measured with ellipsometry), thus lower than the background refractive index
of P3HT. The SLRs of the array in Figs. 4.8 (c) and (d) correspond to the bands of high
extinction. We have also marked in these figures the in-plane non-degenerate (1,0), (-1,0)
and the degenerate (0,±1) diffracted orders satisfying the grating equation. [233] The in-
plane diffraction of the (1,0) and (-1,0) orders is responsible of the low-energy SLR that can
couple to the P3HT excitons at 2.35 eV. This SLR is indicated in the figures and calculated
using a damped coupled oscillator model with one oscillator representing the localized
surface plasmon polaritons of the individual nanoparticles and other two representing
the (1,0) and (-1,0) orders, [234] neglecting the mutual coupling between the diffraction
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Figure 4.8: (a) Scanning electron microscopy image of the square array of Al nanoparticles.
The scale bar corresponds to 280 nm. (b,d) Measurements and (c,e) simulations of the
optical extinction of Al nanoparticle arrays covered with a 100 nm-thick layer of (b,c)
bleached P3HT and (d,e) P3HT. The in-plane diffraction orders are indicated with dashed
lines and curves for the (1,0), (-1,0) and (0, ±1) orders, respectively. The solid curves in
(b) and (c) and white dashed curves in (d) and (e) represent the SLR. The fits to the LP
and UP bands in (d) and (e), obtained with a coupled oscillator model that describes the
interaction between the SLR and the excitons of P3HT (white-dashed lines), are given as
black solid curves.
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orders.
The coupling of the SLR to excitons in P3HT is demonstrated by the measurements and

simulations shown in Figs. 4.8 (e) and (f). In these measurements and simulations, which
correspond to the nanoparticle array with the P3HT layer on top before photobleach-
ing, we can see the formation of the LP band at lower energies than the energy of the
SLR of the bare particle array. Note that for the simulations, we have used the complex
refractive index of P3HT retrieved from ellipsometry and shown in Fig. 4.1 (a) with the
dashed curves. The SLR here is slightly red-shifted with respect to the SLR in the photo-
bleached sample due to the higher refractive index of P3HT. The LP band has been fitted
to the coupled oscillator model, described in previous section, to retrieve a Rabi energy of
ΩR = 0.74 eV. This value of the Rabi splitting is smaller than the maximum value of 0.8 eV
obtained from the PSO algorithm and the simulations, which can be explained by the fact
that extinction measurements give the contribution of absorption and scattering to the
spectrum, while the PSO algorithm was applied to only to absorption. As discussed in the
literature, absorption measurements provide a more reliable value of the Rabi splitting
than reflection, transmission or extinction measurements. [235–237] However, accurate
absorption measurements need to be done using an integrating sphere to collected all
the reflected and transmitted light intensities by the sample, which typically require a
sample’s size larger than the one used in our experiments. We also note in Figs. 4.8 (e)
and (f) that the UP band calculated with the coupled oscillator model does not coincide
with the band of large extinction over the whole range of wave vectors. This discrepancy
can be attributed to the coupling to the (0,±1) SLRs that can not be neglected at high
energies. For completeness, we have also indicated with white-dashed curves and lines in
Figs. 4.8 (e) and (f) the dispersion of the SLR in the bare cavity and the P3HT central exciton
energy. The nearly flat band at 2.1 eV in Fig. 4.8 (f) corresponds to 0–1 intrachain excitons
in P3HT, as can be also appreciated in the experimentally determined values of the optical
constants of Fig. 4.1 (a). These excitons are not considered in the PSO calculations.

4.6 Conclusion

Using a Particle Swarm Optimization algorithm and finite differences in time domain sim-
ulations, we have determined the optimal size and lattice constant of square arrays of
Al nanoparticles for strong coupling of surface lattice resonances with excitons in P3HT
films. Through 100 generations of 30 populations, we retrieve a maximum Rabi splitting
of 0.8 eV in these open optical cavities. We have also fabricated the Al nanoparticle array
with optimized geometrical parameters and measured the optical extinction using back
focal plane imaging spectroscopy. The experimental results show the formation of exciton
polaritons in the strong coupling limit, in agreement with the simulated extinction. This
work illustrates an efficient approach to optimize resonant structures for light-matter in-
teraction in open systems that can be used in polaritonic devices.
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CHAPTER 5

EVOLUTIONARY OPTIMIZATION OF

THE SHORT-CIRCUIT CURRENT

ENHANCEMENT IN ORGANIC SOLAR

CELLS BY NANOSTRUCTURED

ELECTRODES

Using a Particle Swarm Optimization algorithm (a population-based stochastic
optimization technique) combined with Finite Differences in Time Domain
simulations, we inverse design periodic arrays of metallic nanoparticles on
indium-tin-oxide electrodes and nanoholes in metallic thin films working as
electrodes in P3HT-PCBM organic solar cells to achieve the maximum short
circuit currents (Jsc ). Nanohole-array electrodes have large optical losses, leading
to a net reduction of Jsc compared to a reference solar cell. On the other
hand, nanoparticle arrays can lead to a significant enhancement of Jsc of up to
20%. Detailed simulations show that this enhancement is caused by the grating
coupling of the incident light to surface plasmon polaritons at the interface of
the metal electrode and hole transport layer, leading to the enhancement of the
electromagnetic field in the organic blend.
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5.1 Introduction

Organic solar cells (OSCs) based on bulk heterojunctions are promising candidates for
renewable energy sources thanks to their advantages compared to inorganic solar cells,
such as low-cost, lightweight, and mechanical flexibility. [238] Significant progress has
been made on OSCs processing, device configuration, and film morphology to achieve
high power-conversion efficiencies (PCEs). [239–241]. However, organic materials have
several drawbacks that impact the overall performance of solar cells. For example, the
relatively low carrier mobilities and short exciton-diffusion lengths, [204] lead to typically
very thin photo-active layers, of around 100 nm, which limits the light-absorption and
the energy conversion efficiencies. [242]. Many efforts have been made to improve the
PCE in OSCs by increasing the short-circuit current (Jsc ), [243, 244] open-circuit voltage
(VOC ), [245–247] or extending the absorption spectrum. [248] Resonant light trapping in
organic solar cells has attracted a lot of attention in recent years, as it enables physically
thin devices with high optical absorption. [249–251] Light absorption could be improved
by implementing metallic nanoparticles or nanoholes arrays into solar cell devices. These
structures can introduce plasmonic effects such as localized surface plasmon resonances
(LSPRs), [252–254] surface plasmon polaritons (SPPs), [255] and quasi-guided modes [256]
into OSCs. To introduce resonant structures in OSCs, a comprehensive analysis of their
structure is required to optimize the size, [257] shape, [258] composition [259] and lat-
tice constant [260]. Besides resonant metallic structures for light absorption, metallic
nanomeshes and nanowire networks have also been considered as potential alternatives
to indium-tin-oxide (ITO) electrodes. [255, 261]

In this chapter, we explore numerically using evolutionary optimization the potential of
using plasmonic nanoparticle and nanohole arrays defining the cathode of P3HT:PC61BM
OSCs to enhance the generated short circuit current (Jsc ) compared to standard devices
with the same thickness of the organic blend. Two different OSC architectures are con-
sidered: Solar cells with periodic aluminum nanoparticles on top of the ITO electrode
(nanoparticle array solar cell); and solar cells with nanohole arrays in an aluminum thin
film acting as a conducting semitransparent electrode that replaces the ITO electrode
(nanohole array solar cell). A Particle Swarm Optimization (PSO) algorithm, [81, 262] com-
bined with Finite Difference in Time-Domain (FDTD) simulations, is used to determine
the nanoparticle or nanohole dimensions and the square lattice constant for the maxi-
mum Jsc under 1 sun illumination. Our numerical simulations conclude that nanohole
array electrodes always reduce the Jsc compared to standard devices due to their relative
low transmission, despite being this transmission enhanced at defined wavelengths due to
the excitation of SPPs. On the other hand, the plasmonic resonances of nanoparticle arrays
on top of the ITO electrode enhances the Jsc by 20% in the optimized particle array by
confining the electromagnetic field into the organic blend and extending the absorption
spectrum of the solar cell.

Plasmonic nanoparticles can be made of a variety of materials, such as gold [263, 264]
and silver [265–267]. However, the high cost or stability of these materials prevents their
use in real applications. Therefore, we will limit our study to alumunium (Al) as inexpen-
sive and stable material with a good plasmonic response in the visible. [268] Al nanopar-
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ticles exhibit not only a resonant enhancement of light scattering and absorption due to
plasmonic resonances, but they can act as quenchers of triplet excitons, improving the
stability of the device. [269]

The chapter is organized as follows. Section 5.2 describes the geometries of the nanopar-
ticle and nanohole array solar cells and illustrate with two examples the effect of nanos-
tructuring the electrode on the absorption of the blend and the Jsc . In Section 5.3, we
apply the PSO to retrieve the parameters of the arrays and the blend thickness giving the
maximum enhancement of Jsc . Section 5.4 describes the mechanisms leading to this max-
imum enhancement in the nanoparticle solar cell. Finally, in section 5.5 we investigate the
oblique angle illumination of the solar cell to retrieve the dispersion in the absorption.

5.2 Design of Nanoparticle and Nanohole Array Devices

A schematic representation of the investigated standard solar cell device is depicted in
Fig. 5.1 (a). This device consists of a 120 nm thick layer of ITO as cathode on top of a
glass substrate, a ZnO layer for electron transport with a thickness of 40 nm, a blend of
P3HT:PC61BM defining the bulk-heterojunction, a 10 nm MoO3 layer for hole transport,
and an Ag layer with a thickness of 100 nm acting as anode. The complex values of the
refractive index of the blend that are used in the simulations are taken from the litera-
ture [255], and given in Fig. 5.1 (b) with the dashed curves. The solid curves in this figure
are fits to the empirical results satisfying the Kramers-Kroning relations.

For the nanoparticle array solar cell, we design a square array of aluminum (Al) nanopar-
ticles on top of the ITO cathode as depicted in Fig. 5.1 (c) to explore the optical absorption
and the Jsc enhancement of the solar cell due to the electromagnetic field confinement in
the blend. The Al nanoparticles, with diameter d and height h, are arranged in a periodic
square array with a lattice constant a, and subsequent layers are conformally deposited
on top.

For the nanohole array solar cell, a square nanohole array in an Al thin film simultane-
ously functions as a semi-transparent electrode to replace the ITO and to enhance the field
in the blend, as shown schematically in Fig. 5.1 (e) with nanohole diameter d , height h, and
lattice constant a. The holes are filled with ZnO obtaining a planar structure. We aim to
explore the effect of the nanohole array in the device directly from the Jsc enhancement
that represent the total contribution of the transmission through the structured electrode
and the absorption in the active layer.

The absorbed power per unit volume can be calculated from the simulated electric field
distribution

Pabs (x, y, z,ω) = 1

2
ϵ0ω|E(x, y, z,ω)|2ϵ′′ (ω), (5.1)

where E(x, y, z,ω) is the electric field at coordinates x, y, z and at the angular frequency ω,
ϵ
′′

is the imaginary component of the permittivity of the material at the same coordinates,
and ϵ0 is the vacuum permittivity. The absorbed power of the organic blend in the solar
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cell can be calculated as

A(ω) = 1

Psour ce

Ñ
V

Pabs (x, y, z,ω)d xd yd z, (5.2)

where Psour ce is the power of the incident wave and V is the volume occupied by the
blend. By assuming an internal conversion efficiency of the organic blend of 100%, i.e.,
the number of generated electron-hole pairs is equal to the number of absorbed photons,
the short circuit current density of the solar cell can be determined as

Jsc = e

ħS

∫ ω2

ω1

A(ω)S AM1.5

ω
dω, (5.3)

where e is the electron charge, ħ is Planck’s constant, S is the surface area of the device and
the S AM1.5 is the AM 1.5 solar spectrum. The integral limits are defined by the absorption
spectrum of the organic blend, i.e., ω1 = 430 THz and ω2 = 1000 THz, corresponding to
wavelengths in the range 300 to 700 nm. The simulations are done for an incident wave
with an amplitude of 1V /m and a spectral range covering the absorption of the blend.

Figure 5.1: Schematic cross sections of the layer stack of (a) the reference solar cell, (c)
the nanoparticle array solar cell, and (e) the nanohole array solar cell (e). (b) Experimental
refractive index (n) and extinction coefficient (κ) of P3HT:PC61BM from Ref. [255] (dashed
curves). The fits to the experimental values used for the FDTD simulations are displayed
with solid curves. (d) Absorptance of P3HT:PC61BM in the reference solar cell (black
curve) and in the Al nanoparticle array solar cell (red curve, period a = 400 nm, diameter
d = 120 nm, height h = 30 nm and thickness of blend t = 120 nm). The Jsc values for both
solar cells are given in the inset. (f) Absorptance of P3HT:PC61BM in the reference solar
cell (black curve) and in a nanohole array solar cell (red curve, a = 307 nm, d = 257 nm, h
= 52 nm and t = 123 nm). The Jsc values for both solar cells are given in the inset.

To illustrate these calculations, we display the absorptance spectrum of the blend in
Fig. 5.1 (d) with the red curve for a nanoparticle array solar cell with d = 120 nm, h = 30 nm,
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a = 400 nm, and a 120 nm thick layer of blend under normal illumination. For comparison,
the absorptance spectrum of a standard solar cell with the same thickness of blend is
plotted with a black curve. We observe that the absorptance for the nanoparticle array
solar cell increases around 600 nm. The absorptance is reduced at shorter wavelenghts,
with the exception of 480 nm, leading to a net reduction of Jsc compared to the reference
device as indicated in the inset table of Fig. 5.1 (d).

Similarly, we also calculate the absorptance spectrum of the blend in a nanohole array
solar cell with d = 257 nm, h = 52 nm, a = 307 nm, and 123 nm thickness of blend. The
result is displayed in Fig. 5.1 (f) with a red curve, where also the absorptance of the refer-
ence solar cell is plotted for comparison with a black curve. As shown in the inset table of
Fig. 5.1 (f), and despite a slight absorptance enhancement that can be observed around
the long-wavelength absorption edge of the blend, Jsc is greatly reduced compared to the
reference due to the lower reduced optical transmittance through the nanohole array.

Although Jsc is not improved by introducing the nanoparticle and nanohole arrays into
solar cell devices for the above examples, the absorptance spectrum is greatly affected by
resonances in these arrays. Next, we optimize the size of nanoparticles and nanoholes,
the period of the arrays and the thickness of the blend to achieve the maximum Jsc , which
eventually improves the Jsc of the equivalent devices without structured electrodes and
we analyze the main resonances in the arrays contributing to the Jsc .

5.3 Particle Swarm Optimization of the Short-Circuit Cur-
rent Enhancement

We incorporate the concept of evolutionary optimization in the form of a PSO algorithm
to find best structural parameters of the nanoparticle and nanohole arrays. This optimiza-
tion is done by performing FDTD simulations that yield the highest possible Jsc enhance-

ment in OSCs. [81, 270] The Jsc enhancement is defined as (Jsc /J r e f
sc −1) ·100%, where J r e f

sc
is the short circuit current of the reference solar cell with the same thickness of the blend
but with a flat ITO electrode instead of the nanohole array or the ITO with a nanoparticle
array on top.

The PSO algorithm is used to optimize the Jsc enhancement by iteratively improving the
parameters. It calculates a Jsc enhancement by having a population of solar cell devices
that evolve towards the optimum by changing parameters in the search space. Each pop-
ulation change is influenced by its local best-known parameters, but is also guided toward
the best-known parameters in the search space, which are updated as better parameters
are found by other populations. This procedure is expected to move the populations to-
ward the global best set of parameters that correspond to the maximum Jsc enhancement.

The diameter d and height h of the cylindrical nanoparticles and nanoholes, the period
of the square array a, and the thickness of the blend t for light-harvesting are the parame-
ters that are optimized. For the nanoparticle array solar cells, these parameters are varied
in the ranges d = 20 - 200 nm, h = 20 - 80 nm, a = 200 - 500 nm and t = 80 - 140 nm; while
for the nanohole array solar cells are varied in the ranges d = 20 - 500 nm, h = 20 - 150
nm, a = 200 - 600 nm and t = 80 - 140 nm. These ranges are limited by values that can
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be fabricated using standard lithographic and spin-coating techniques, such as electron
beam or nanoimprint lithography.

Figure 5.2: Jsc enhancement of (a) nanoparticle array solar cells, and (b) nanohole array
solar cells for all the populations and generations of PSO evolutions. (c) and (d) display
the best (black lines), mean (black-dash lines) and standard deviation (red lines) values
of Jsc enhancement as function of the generations of the PSO for particle array solar cells
and hole array solar cells, respectively. The numbers indicate the generations at which the
best Jsc enhancement value of the populations evolves to a higher value. (e) and (f) show
the period a (black lines), diameter d (red lines), height h (pink lines), and thickness of the
blend t (dark-red lines) of the best population as a function of the generation number for
nanoparticle and nanohole array solar cells, respectively.

Twenty populations are allowed to evolve during fifty generations, as illustrated in
Fig. 5.2 (a). This evolution for nanoparticle array solar cells shows an increase in Jsc for all
the populations as they converge toward the optimum device geometry. This geometry
corresponds to a Jsc enhancement of ≈20% and parameters d = 21.4 nm, h = 79.7 nm,
a = 228.6nm, and t = 129.4nm. For the nanohole array solar cells, we always retrieve a
reduction of the Jsc with a minimum value of 6%, which corresponds to the parameters of
d = 333.5 nm, h = 31.2 nm, a = 383.5 nm, and t = 127.2 nm. The evolution of the Jsc in the
twenty populations of nanohole array solar cells is illustrated in Fig. 5.2 (b). Even thought
the transmission through a hole array can be enhanced at selected wavelengths by the
excitation of surface plasmon polaritons, [271] this enhanced resonant transmission can
not compensate for the high reflection at other wavelengths and the absorption in the
metal layer, which give rise to a net reduction of Jsc .

The best Jsc , mean value of Jsc , and standard deviation (SD) for each iteration or gen-
eration number are displayed in Figs. 5.2 (c) and (d) for the particle and nanohole array
devices, respectively. These figures illustrate the convergence of the maximum Jsc and
the mean towards the highest Jsc , and the reduction of the SD during the evolution. To
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illustrate the changes of the parameters of the population with the highest Jsc as a function
of the generation number, we show in Fig. 5.2 (e) for the nanoparticle array solar cells,
and in Fig. 5.2 (f) for the nanohole solar cells, the period a (black curve), diameter d (red
curve), height h (pink curve), and thickness of organic blend t (dark-red curve) for this
best population. It is worth noting that all the parameters remain nearly constant after 23
generations, which illustrates the relative fast convergence of this method.

5.4 Investigation of the Optimum Nanoparticle Array De-
vice

Based on the results of the PSO algorithm, Jsc can be significantly enhanced by a nanopar-
ticle array on top of ITO. In this section, we describe the mechanisms responsible for
this enhancement. The refractive index n and extinction coefficient k of the different
materials forming the solar cell are shown in Fig. 5.3. Besides the organic blend and
the Ag anode, the other materials exhibit almost no absorption in the visible, with the
absorption increasing in the UV. Therefore, mainly the organic blend (donor) absorbs
photons under sun light illumination, forming the excitons that have to be dissociated at
the interface between the donor and acceptor. Electrons are collected at the transparent
ITO cathode through the electron transport layer (ZnO), while holes are collected at the Ag
anode through the hole transport layer (MoO3).

Figure 5.4 (a) shows the absorptance spectrum calculated in the volume occupied by
the organic blend in the device with the optimum nanoparticle array for a maximum
Jsc (black curve). This spectrum is compared to the absorptance of the blend in a stan-
dard (reference) device (dashed curve in Fig. 5.4 (a)). The absorptance is enhanced by
the nanoparticle array over the full visible spectrum, being reduced at short wavelengths
(<360 nm). The red curve in Fig. 5.4 (a) represents the absorption enhancement in the
organic blend by the nanoparticle array, calculated as the ratio between the absorptance
in the blend of the nanoparticle device and the absorptance in the blend of the reference
device. There are two clear peaks in the spectrum of the absorption enhancement, located
on the absorption edges of the organic blend.

We have calculated the absorptance spectrum in the volume occupied by the Al
nanoparticles to characterize the loss introduced by the plasmonic nanostructures.
This absorptance, shown in Fig. 5.4 (a) with the blue curve, is negligible compared to
the absorption in the blend. Furthermore, the absorptance spectra of the electrodes and
transport materials are given in Fig. 5.5. The total reflectance and absorptance spectra
of the solar cells are displayed in Fig. 5.4 (b) with black and red curves, respectively; and
for the nanoparticle array solar cell and the reference solar cell (solid and dashed curves,
respectively).

To sort out the mechanism leading to the enhanced absorption of the nanoparticle array
in the solar cell, we investigate the electric field intensity integrated in the xy-plane as
a function of position in the z-direction and wavelength, as shown in Fig. 5.4 (c) for the
reference solar cell, and in Fig. 5.4 (d) for the nanoparticle solar cell. The field in the blend
for the reference solar cell is mainly enhanced at ≃ 340 nm and ≃ 700 nm due to Fabry-
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Figure 5.3: Complex refractive index of the (a) ITO, (b) ZnO, (c) MoO3, (d) P3HT:PC61BM,
(e) Al and (f) Ag.

Perot resonances in the planar cell structure. The resonant field enhancement at 700 nm
does not contribute to the net solar cell absorption due to the low extinction coefficient of
the blend at these wavelengths.

The resonant field enhancement due to the Fabry-Perot resonances in the nanoparticle
solar cell is reduced compared to the reference solar cell (see Fig. 5.4 (d)). However, a
pronounced enhancement of the field close to the Ag anode-MoO3 layer is apparent at
635 nm. We attribute this enhancement to the diffractive coupling of the incident light to
surface plasmon polaritons (SPPs) at the Ag interface. This excitation of SPPs contributes
to a 2.5-fold absorption enhancement in the blend. In addition, it results in absorption
peaks in Ag and MoO3, but a reduction of the absorption in ITO, as shown in Fig. 5.5. The
SPP corresponds to a minimum of the reflectance and a peak of the total absorptance of
the full device, as can be seen in Fig. 5.4 (b).
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Figure 5.4: (a) Absorptance spectra of the blend in the optimal nanoparticle array solar
cell (black curve), in the reference solar cell with the same thickness of blend (dashed-
black curve) and the absorption enhancement (red curve). The absorptance in the Al
nanoparticles is plotted as a blue curve. (b) Total reflection (black curves) and absorptance
(red curves) of the optimal nanoparticle array solar cell (solid curves) and reference solar
cell (dashed curves). (c) and (d) are the electric field intensity |E |2 integrated in the xy-
plane and in the wavelength range 300-700 nm as function of height for the reference solar
cell and the optimal nanoparticle array solar cell, respectively. The dashed lines indicate
the height of the different interfaces. The cross sections of the solar cells are schematically
represented on the right panels of (c) and (d).

To investigate the effect of the corrugation introduced by the nanoparticle array that
is responsible for the diffractive coupling to SPPs and to exclude a possible effect of the
nanoparticles, we have simulated a similar corrugated solar cell but without nanoparti-
cles. These results are given in Fig. 5.6, showing a similar enhancement of the absorptance
in the organic cell and of Jsc , albeit having slightly lower values. This result supports the
interpretation that the main mechanism leading to the increased absorption are SPPs at
that Ag electrode. Nanoparticles are needed to form the periodic structure and corruga-
tion that enables the diffractive coupling to SPPs. However, the material forming these
nanoparticles is not as critical as could be initially expected. Further improvement in
the absorption could be attained by considering periodic lattices with a higher rotational
symmetry, such as hexagonal arrays.
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Figure 5.5: Absorptance spectra of (a) ITO, (b) ZnO, (c) MoO3, and (d) Ag in the reference
solar cell (dashed curves) and optimal nanoparticle solar cell (solid curves).

Figure 5.6: (a) Absorptance spectra of the organic blend for the optimal nanoparticle array
solar cell (orange curve) and a similar solar cell but without nanoparticles (blue curve).
Inset: Jsc of both solar cells. (b) Electric field intensity |E |2 integrated in the xy-plane of the
solar cell without nanoparticles plotted as a function of wavelength and height. Dashed
lines indicate the interfaces between layers of the device with a schematic representation
on the right.

5.5 Oblique Angle Illumination

To investigate the dispersive response of the nanoparticle array solar cell, we have sim-
ulated the absorptance under oblique angle illumination. The absorptance dispersion
diagrams for TM polarization are plotted in Fig. 5.7 (a) for the reference solar cell (left
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panel) and the nanoparticle array solar cell (right panel). These dispersion diagrams rep-
resent the absorptance of the blend as a function of the photon energy/wavelength and the
wave vector component of the incident wave parallel to the surface, i.e., k∥ = (2π/λ)si n(θ),
where θ is the angle of incidence. The dispersions are symmetric with respect to normal
incidence (k∥ = 0); therefore, we only plot them for negative and positive angles, respec-
tively, to facilitate their comparison. As can be appreciated, the absorptance of the blend
is enhanced in almost the entire angular dispersion, apart from the UV region where the
Fabry-Perot resonance in the planar structure is reduced by the nanoparticles.

Figure 5.7: (a) Absorptance dispersion of the organic blend in a reference solar cell (left)
and in the optimal nanoparticle array solar cell (right). (b) Absorption enhancement of
the organic blend for the nanoparticle solar cell. The dispersion of grating coupled SPPs
and in-plane diffraction orders (Rayleigh anomalies) are indicated with black-dotted and
white-dotted curves, respectively. (c) Dispersion relation of SPPs in an Ag/MoO3/blend
three-layer system with a MoO3 thickness of 10 nm (black curve). The light cone of the
organic blend (dashed-red line) and MoO3 (dashed-blue line) are also plotted.

The dispersion absorption enhancement is plotted in Fig. 5.7 (b). The main features
in this figure are the enhancement peaks that, as we show next, follow the dispersion of
SPPs. To determine the SPPs dispersion, we firstly calculate the SPP wave number for a
three-layer system, consisting of semi-infinite Ag and blend, separated by a layer of 10 nm
of MoO3. The dispersion relation can be obtained by calculating the eigenstates of this
three-layer system, given by

e−2k1l = k1/ϵ1 +k2/ϵ2

k1/ϵ1 −k2/ϵ2

k1/ϵ1 +k3/ϵ3

k1/ϵ1 −k3/ϵ3
, (5.4)

and
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k2
i =β2 −k2

0ϵi , (5.5)

with i =1,2 and 3 corresponding to MoO3, Ag and the blend, respectively, and l = 10 nm is
the thickness of MoO3. The dispersion of the SPP at the interface Ag-MoO3/blend is dis-
played in Fig. 5.7 (c). At low frequencies, the SPP dispersion (black curve) approaches the
light cones of the blend (dashed-red line) and of MoO3 (dashed-blue line). However, the
incident plane wave onto the nanoparticle solar cell acquires an additional momentum by
scattering with the periodic lattice, leading to the diffraction coupling condition to SPPs:

β= k∥+
2π

a
(i ûx , j ûy ), (5.6)

where (i , j ) is the order of diffraction in the x- and y-directions, and a is the period of
square array. Here, we focus on the in-plane (1,0) and (-1,0) diffraction orders from the
array, defined by the polarization of the incident wave. The calculated SPPs dispersion is
plotted with the dotted-black curve in Fig. 5.7 (b). This dispersion follows the simulated
dispersion bands of enhanced absorption, confirming that these bands result from the
grating coupling of the incident wave to SPPs at the Ag interface.

We also see in Fig. 5.7 (b) bands with a weaker absorption enhancement. These bands
follow the dispersion of Rayleigh anomalies (RAs), i.e., in-plane diffracted orders, which
can be calculated with the grating equation considering that the diffracted wave is on the
plane of the array. [45] The white-dotted curves in Fig. 5.7 (b) represent the calculation of
these RAs for the degenerate (0,±1) diffraction orders. Considering that the nanoparticle
array is placed on top of ITO and covered by the layer of ZnO and the organic blend, two
RAs are apparent, corresponding to the upper and lower media. Both RAs slightly increase
the absorption due to the diffraction of the incident wave in the plane of the array.

5.6 Conclusions

To summarize, we have investigated the Jsc enhancement of organic solar cells with
nanostructured electrodes formed by Al nanoparticle or nanohole squared arrays. By
combining a particle swarm optimization algorithm with finite difference in time-domain
simulations, the structural parameters of the arrays and the thickness of the organic
blend layer have been optimized to maximize the Jsc enhancement of the solar cell. The
optimal nanoparticle array solar cell reaches a remarkable 20% enhancement of the Jsc

compared to a standard planar solar cell, which is mediated by the grating coupling of the
incident light into surface plasmon polaritons at the Ag electrode interface and in-plane
diffraction orders. However, the Jsc is reduced even for the optimum nanohole array
due to the reduction of coupling of the incident light into the active blend of the organic
solar cell. These findings reduce the applicability of nanohole arrays as semitransparent
electrodes replacing ITO, but highlight the potential improvement of organic solar cells
with nanoparticle arrays on top of ITO.
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CHAPTER 6

COUPLED SURFACE PLASMON

POLARITONS AND DARK GAP

PLASMONS IN PERIODIC ARRAYS OF

NANOPATCH ANTENNAS

Systems formed by metallic nanoparticles separated by a thin dielectric layer
from a metal film, the so-called nanopatch antennas, have attracted significant
interest due to their capacity for confining electromagnetic radiation in tiny
volumes. We perform a systematic study on randomized versus periodic silver
nanopatch antennas (Ag nanodisks separated from an Ag layer by a HfO2

thin film). Combining experiments and simulations, the origin of different
plasmonic resonances in these systems are identified. The differences between the
randomized and periodic cases are presented, showing that the electromagnetic
field can be noticeably enhanced when the randomized nanodisks are organized
into periodic arrays. A hybrid plasmonic mode was observed in the periodic case,
which originates from the coupling of a lattice surface plasmon polariton (SPP)
in the metal film and a dark gap mode in the nanodisks with a mode splitting of
0.5 eV . Furthermore, a bound state in the continuum (BIC)-like mode is formed
by the suppression of the radiation losses in the direction normal to the surface,
leading to quality factors (Q-factors) larger than 50. These results of large mode
splitting, substantial Q-factor in a metallic system and large-area distribution of
enhanced electric fields illustrate the richness of the plasmonic modes in these
hybrid systems.
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6.1 Introduction

A surface plasmon is the collective oscillation of free charges on metal particles or films
that can be excited by electromagnetic waves [272]. Generally, metal films support surface
plasmon polaritons (SPPs), while metallic nanoparticles support localized surface plas-
mon resonances (LSPRs). Both of these resonances can confine electromagnetic waves
in sub-wavelength volumes and their response can be tuned by the geometry, materials
and the medium surrounding the metal film or nanoparticles. [36, 273, 274] This flexi-
bility makes them well suited for a range of applications such as biosensors [275], so-
lar cells [276], photo-catalysis [277], and linear/nonlinear optics [40, 278, 279]. Merging
nanoparticles and metal films into coupled systems can further enrich their optical re-
sponse. The interplay between SPPs and LSPRs at different metal/dielectric interfaces in
these hybrid systems lead to phenomena such as Fano resonances [280], broadband super
absorption [281], and the reduction of the extinction through metal films.[282–284]

There have been several studies on the hybridization of LSPRs and SPPs [273, 285, 286],
which either focus on the interaction between a single nanoparticle-dielectric-metal film
(nanopatch antenna) or between a nanoparticle array-dielectric-metal film (nanopatch
antenna array). A detailed study and comparison between plasmonic modes of random-
ized nanodisk arrays and periodic nanodisk arrays on metal films is not yet reported. To
elucidate the interplay between SPPs and LSPRs, and the evolution of plasmonic modes
in the process of transforming the structure from a randomized to a periodic array is
particularly interesting since gratings play an important role in the excitation of SPPs at the
interface of metal films and in the enhancement of the optical response. [40, 41, 51, 287]

Two different types of plasmonic modes have been identified in nanopatch antennas:
localized longitudinal nanoparticle modes Lmn and transverse gap SPP modes Smn pro-
duced at the thin dielectric gap that is surrounded by metal [288–292]. The m and n
subindexes refer to the azimuthal number and the mode order. The localized longitudinal
modes depend strongly on the height of the nanoparticles, whereas the gap SPP modes
depend on the thickness of dielectric layer. These two type of modes and their interaction
can be thus independently tuned in hybrid systems [288]. Furthermore, transverse gap
SPP modes have an extremely large Purcell factor because of the strong field confinement
in the dielectric layer. Longitudinal nanoparticle modes have a weaker Purcell enhance-
ment factor but a larger emission efficiency [291]. To simultaneously obtain high Purcell
enhancement factors, high emission quantum efficiency, and directional emission, di-
electric nanoparticles are promising substitutes for the metallic nanoparticles on metallic
films [293].

In this chapter, we investigate randomized and periodic nanoantenna patch arrays
formed by Ag nanodisks on a thin layer of HfO2 on top of an Ag film. The experimental
spectra and dispersion of randomized and periodic nanopatch antenna arrays are
systematically studied, finding that the electromagnetic fields of both longitudinal
nanoparticle modes and transverse gap modes are enhanced noticeably by ordering
the nanodisks into periodic arrays. More interestingly, a BIC-like hybrid plasmonic mode
is present in the periodic case. With the help of the numerical (FDTD) simulations,
the plasmonic resonances in these systems have been investigated and the mechanism
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leading to the BIC-like plasmonic mode has been identified.

6.2 Sample Description and Morphological Characteriza-
tion

The schematics of the investigated samples are displayed in Fig. 6.1 (a). The top panel
shows the side view of the structure, and the other two panels below illustrate the periodic
and randomized arrays. The Ag film is thicker than 150 nm; hence, its optical response can
be considered as that of bulk silver. Therefore, only the silver film-HfO2 interface needs to
be considered as essential for the optical response of the samples. The thicknesses of the

Figure 6.1: (a) Sample configurations. D is the diameter of nanodisk and P is the pitch size
of the square array. (b) Scanning electron microscope images of periodic nanodisks (top)
and randomized nanodisks (bottom), respectively. The scale bars are 2 µm. (c) Optical
images of periodic/randomized nanodisks with diameters from 60 nm to 220 nm. The
size of each square area is 20×20 µm2. The nanodisk coverage ratios are the same for the
randomized and periodic arrays with same nanodisk diameter. The label "Px" means that
it is a periodic nanodisk array with the diameter of the nanodisk of x nm, while "Rx" means
that it is randomized nanodisk array.

HfO2 spacer layer and the height of the Ag nanoparticles are fixed to 30 and 50 nm, respec-
tively. The high quality of the samples is confirmed by the scanning electron microscopy
(SEM) images displayed in Fig. 6.1 (b). The upper and lower panels in this figure show
the periodic and randomized nanodisks with the same diameter, D = 160 nm, respectively.
The variation in the diameter of the nanodisks between samples is controlled below 5 nm,
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which ensures the reliability of the detailed comparison in the follow up analysis. Besides
the uniform diameter, the neighboring nanodisks are well separated in the random case.
To avoid overlap, the randomized positions of the nanodisks are computed by keeping a
distance of neighboring nanodisks of no less than 40 nm. Figure 6.1 (c) shows the bright-
field optical microscope images of randomized (bottom) and periodic nanodisks (top)
arrays with diameters ranging from 60 to 220 nm. The color of the nanodisks changes
systematically along with the increase of disk diameter. This color change is especially
visible in the diameter range from 60 to 100 nm. From the optical images, it is already
conclusive that the apparent color is determined by the size of the nanodisks and not by
the ordering. This observation suggests that the localized plasmonic resonances of the
single silver nanodisks play a key role in determining the optical response of the samples.
When the arrangement of the nanodisks is disordered, the color is not very uniform as a
result of the interactions between neighboring nanodisks at different distances, which is
in clear contrast to the uniform colors found for the periodic arrays.

6.3 Optical Characterization and Discussion

To characterize the plasmonic resonances in the randomized and periodic arrays of
nanopatch antennas in more detail, we have measured the reflectance dispersion using a
Fourier miscroscope. A collimated white-light beam from an halogen lamp is focused on
the sample through a 0.9 NA objective (Nikon Plan Fluor 100x). The back focal plane of
the objective lens is imaged on a spectrometer slit with a 4f system. These measurements
can be plotted in a dispersion diagram, resolving the reflectance as a function of the angle
of incidence θ.

6.3.1 Plasmonic Modes in Randomized Nanodisk Arrays

We first describe the plasmonic resonances identified in the reflectance spectra of ran-
domized nanodisks with a diameter of 120 nm. The corresponding angular reflectance dis-
persion is shown in Figs. 6.2 (a) (c) and it is compared to the simulation of the absorption
efficiency of a single nanodisk in Figs. 6.2 (b) (d) for TM-polarized light. Both simulated
and measured resonances at 447 and 778 nm do not depend on the angle of incidence,
which is consistent with their localized character to individual nanopatch antennas. These
resonances, shown in more detail in Fig. 6.3 with the dips in the reflectance and peaks in
the absorption efficiency spectra for normal incidence, correspond to the transverse gap
SPP S11 mode and the longitudinal nanoparticle L11 mode. The S11 and L11 modes can
be better recognized by simulating the spatial distribution of the electric field in the xz-
plane and xy-plane at the two resonant wavelengths. These fields are shown in Fig. 6.3 (b).
The color scales represent the amplitudes of real part of the z−component of the electric
field and the black-dashed lines show the boundaries of the Ag disk and the HfO2 film.
For the resonance at 778 nm, the electric field is mainly confined at the bottom of the
disk and extends into the HfO2 layer. This distribution indicates that this resonance can
be associated to the transverse gap SPP mode in the metal-insulator-metal structure. The
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gap SPP reflects at the edges of the nanoparticle forming an standing wave that leads to
the resonance. The electric-field distribution in the horizontal plane at the bottom of disk
allows to identify this resonance with the S11 mode, which has a single node and opposite
phase at the edges of the nanodisk. The bottom panels of Fig. 6.3 (b) correspond to the
electric field calculated at 447 nm. This field is mainly concentrated at the top of the
nanodisk, indicating that this is a localized longuitudinal mode. According to the in-plane
electric-field distribution on top of the disk, as shown in the bottom right panel of the
Fig. 6.3 (b), this resonance can be associated to the localized longitudinal L11 nanopatch
entenna mode.

Figure 6.2: (a) and (c) Experimental reflectance dispersions of the randomized array of Ag
nanopatch antennas on a HfO2-Ag substrate (diameter D = 120 nm, height H = 50 nm)
for TM-polarized incident light. (a) displays the reflectance as a function of the incident
wavelength and angle, while (c) displays this reflectance as a function of the photon energy
and k|| = (2π/λ)sin(θ). (b) and (d) FDTD simulations of the absorption efficiency of a
single Ag nanopatch antenna.

To further confirm the origin of these two modes, we have simulated the absorption
efficiencies at normal incidence for nanopatch antennas with different heights on top
of a 33 nm thick layer of HfO2 layer. The results are shown in Fig. 6.4 (a) for H = 50,
70 and 100 nm, where we can see that the S11 resonance is nearly independent of the
height of the nanodisks. On the other hand, the L11 red-shifts as the nanodisk height
increases. In addition to these two modes, we also see a resonance at 380 nm which does
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not change when the height of the nanodisks is varied. This resonance corresponds to the
S12 transverse gap mode as confirmed by the simulations of the electric field distributions
shown in Figs. Fig. 6.4 (c) and (d) and representing the xz-plane and in the x y-plane at
the bottom of the nanodisk, respectively. We observe in Fig. 6.4 (c) a large field amplitude
enhancement on the top of the nanodisk, which is associated to the proximity of the L11

resonance. Also, a strong field can be noticed in Fig. 6.4 (d) at the bottom of the disk with
3 nodes, which unambiguously assigns this mode to the S12 gap SPP.

Figure 6.3: (a) Measured reflectance (black) and simulated absorption efficiency spectra
(blue) of randomized nanopatch antenna arrays (diameter D = 120 nm, height H = 50
nm) and single nanopatch antennas, respectively, for θ = 0◦. The S11 and L11 modes are
indicated with the vertical-dashed lines. (b) Electric-field distributions Re(E z) in the xz-
plane (left) and xy-plane (right) at 778 nm for the S11 mode (top) and at 447 nm for the L11
mode (bottom) of a single Ag nanopatch antenna. The boundaries of the Ag nanodisks and
the layer of HfO2 are indicated with the dashed-black lines in the left panels of (b). The
black circles on the right panels of (b) represent the boundary of the Ag nanodisk.

Similarly, the absorption efficiencies are calculated for single nanopatch antennas (H =
50 nm) with different thickness of HfO2 layer, as shown in Fig. 6.4 (b). A blue shift of S11

mode can be observed when the dielectric layer thickness is increased from 20 nm to 33
nm. The resonance wavelength of the L11 mode is hardly affected by this change in the
thickness of dielectric layer. All of these features reveal again the nature of gap SPP mode
and localized longitudinal resonance in randomized nanodisk-HfO2-Ag systems [291].

Besides the aforementioned two dips in the randomized arrays, we also notice in Fig. 6.2
(a) a weak feature at around 550 nm for large angles, which is not visible at normal inci-
dence. This feature can be better seen in the spectra shown in Fig. 6.5 (a), measured at
θ = 50◦ and compared to the simulated absorption efficiency spectra. This feature corre-
sponds to the dark S02 gap resonance, which can not be excited at normal incidence due
to its symmetric electric field distribution in the disk. At oblique incidence, the field dis-
tribution breaks the symmetry and results in a weakly visible S02 gap mode in the spectra,
as shown in Fig. 6.5 (b). This dark gap SPP mode is better visible in the measurements of
the randomized array compared to the simulations done for individual nanodisks, which
can be attributed to the interaction of neighboring nanodisks.
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Figure 6.4: (a) Simulated absorption efficiency spectra at normal incidence for single Ag
nanopatch antennas with different heights, H = 50, 70 and 100nm, on a 33 nm thick layer
of HfO2 on Ag. (b) Simulated absorption efficiency spectra for nanopatch antennas with
different thickness of the HfO2 layer, t = 20, 25 and 33 nm. The height of the disks is 50 nm.
Electric-field distributions Re(Ez ) for λ = 380 nm in the (c) xz-plane and (d) xy-plane at
the bottom of a disk with H = 50 nm and t = 33 nm. The resonance at this wavelength
corresponds to the S12 gap mode as can be appreciated by the 3 nodes in field at the
bottom of the disk.

The dark S02 gap mode in the randomized nanopatch antenna arrays has been further
confirmed by simulating single Ag nanopatch antennas with varying height of the nan-
odisk and varying thickness of the dielectric layer. The simulated absorption efficiency
spectra are displayed in Figs. 6.6 (a) and (b), where we observe that this mode is indepen-
dent of the nanodisk height, but blue shifts as the dielectric layer thickness increases.

6.3.2 Coupled SPP and Dark Gap Mode in Periodic Arrays

After clarifying the origin of the different plasmonic modes in single nanopatch antennas,
we further measured the dispersion of a periodic array of nanopatch antennas with diam-
eter D = 120 nm and pitch 330 nm to investigate the effect of the ordering. Figures 6.7
(a) (c) and 6.7 (b) (d) display the reflectance measurements and simulations in the wave-
length range 400–900 nm for TM-polarized light illumination. As expected, the gap SPP S11

and longitudinal L11 resonances are nearly dispersion less, consistent with their localized
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Figure 6.5: (a) Measured reflectance (black) and simulated absorption efficiency spectra
(blue) of randomized nanopatch arrays (diameter D = 120 nm, height H = 50 nm) and
single nanopatch antennas, respectively, for θ = 50◦. The dark S02 gap mode is indicated
with the vertical-dashed line. (b) Electric-field distributions Re(Ez ) in the xz-plane (top)
and xy-plane (bottom) at 550 nm for the S02 mode of a single Ag nanopatch antenna. The
boundaries of the Ag nanodisk and the layer of HfO2 are indicated with the dashed-black
lines in the top panel. The black circle on the bottom panel represent the boundary of the
Ag nanodisk.

Figure 6.6: (a) Simulated absorption efficiency spectra for single Ag nanopatch antennas
with different heights, H = 50, 70 and 100nm, on top of 33 nm thick layer of HfO2 layer on
Ag and angle of incidence θ = 50◦. (b) Simulated absorption efficiency spectra for single
Ag nanopatch antennas with different thickness of the HfO2 layer, t = 20, 25 and 33 nm,
and angle of incidence θ = 50◦. The height of the Ag disks is 50 nm.

behavior in individual nanopatch antennas as measured in the randomized system.
As shown in the spectra of Fig. 6.8 (a) measured and simulated for normal incidence,

besides the gap SPP resonance S11 at 778 nm and the longitudinal nanodisk L11 mode at

92



6.3 Optical Characterization and Discussion

Figure 6.7: (a) (c) Experimental and (b) (d) simulated reflectance dispersion of a periodic
array of Ag nanopatch antennas (diameter D = 120 nm, height H = 50 nm, pitch size P =
330 nm) for TM-polarized light illumination. The (1,0) and (-1,0) SPP modes are indicated
with the solid-white curves. The dispersion of the hybrid SPP-S02 mode, calculated with
a coupled oscillator model is given by the solid-red curve. The wavelength/energy of the
dark S02 gap mode is given by the dashed-white line.

447 nm, an additional dip in reflection appears at λ∼ 500 nm. This dip is indicated in the
simulations with a dashed-red line. A more detailed description of this SPP mode disper-
sion will be discussed later in this section. In Fig. 6.8 (b), the spatial distributions of the
electric field amplitude (Re(E z)) at 510 nm for normal incidence are displayed in the xz-
plane across the middle of the particle and the xy-plane at the bottom of the disk. Besides
the field confinement on top of disk due to the L11 mode, a large field enhancement can
be observed at the interface of the Ag film and HfO2. Therefore, this dip in reflection is
associated to the diffractive coupling of the incident light to SPPs in the three layer system
(Ag-HfO2-air), which we call lattice SPPs. The dark gap SPP S02 resonance at 550 nm is
independent of the angle of incidence, indicated in Figs. 6.7 (a)-(d) by the white dashed
lines. This resonance can be significantly enhanced by coupling to the lattice SPP, along
with the formation of hybrid SPP-gap modes in the periodic arrays.

To characterize the coupling of lattice SPPs and dark gap SPP modes, we fit the dip
in the reflectance dispersion to a coupled harmonic oscillator model.[62, 294, 295] The
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Hamiltonian that describes this coupling is given by[
ESPP − iγSPP g

g Eg ap − iγg ap

](
α

β

)
= E

(
α

β

)
(6.1)

where ESPP and Eg ap are the lattice SPP and dark gap resonance energies, respectively,
γSPP and γg ap are the corresponding decoherence rates, and g is the coupling coefficient.

Figure 6.8: (a) Measured (black) and simulated (blue) reflectance spectra for θ = 0◦ of a
periodic array of Ag nanopatch antennas (diameter D = 120 nm, height H = 50 nm, pitch
size P = 330 nm). The (±1,0) SPP mode in the simulations is indicated by the dashed-red
line. (b) Electric-field distributions Re(Ez ) in the xz-plane and xy-plane at bottom of disk
for 510 nm, corresponding to the (±1,0) SPP mode.

Since the lattice SPP mode is excited at the air-HfO2-Ag interface, the dispersion relation
can be obtained by calculating the eigenstates of a three-layer system, which are given by

exp(−2kH f O2 t ) = kH f O2 /ϵH f O2 +kai r /ϵai r

kH f O2 /ϵH f O2 −kai r /ϵai r

kH f O2 /ϵH f O2 +kAg /ϵAg

kH f O2 /ϵH f O2 −kAg /ϵAg
, (6.2)

and
k2

i = k2
SPP −k2

0ϵi , (6.3)

where t is the thickness of HfO2, i corresponds to HfO2, air or Ag, and kSPP is the
wave vector of the SPP. The incident plane wave couples to the SPP by diffraction with
the periodic array:

kSPP = k∥+
2π

a
pux + 2π

a
quy, (6.4)

where (p, q) define the order of diffraction in the x- and y-directions with unit vectors
ux,y, a is the lattice constant of the square array, and k∥ is the wave vector component
of the incident wave parallel to the surface, i.e., k∥ = (2π/λ)sin(θ). The calculated lattice
SPP dispersion relations are plotted with the solid white curves on top of the measured
and simulated dispersions in Figs. 6.7 (a)-(d), respectively, for (1,0) and (-1,0) diffraction
orders. These dispersions follow the measured and simulated bands of reduced reflection.

The calculated lattice SPP dispersion crosses the dark gap S02 resonance indicated with
the horizontal dashed white line at 550 nm. This results in the coupling and formation of
hybrid SPP-gap modes, which can be appreciated by the redshift of the band of reduced
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Figure 6.9: (a) (a) Measured (black) and simulated (blue) reflectance spectra for θ = 25◦ of
a periodic array of Ag nanopatch antennas (diameter D = 120 nm, height H = 50 nm, pitch
size P = 330 nm). The hybrid (1,0) lattice SPP and dark S02 gap mode is indicated in the
figure together with the L11 and S11. (b) Electric-field distributions Re(Ez ) in the xz-plane
and xy-plane at bottom of disk forλ= 615 nm, corresponding to the hybrid SPP-S02 mode.

reflection relative of the SPP dispersion. The dispersion of the hybrid SPP-gap has been
fitted in Figs. 6.7 (a)-(d) to the eigenvalues obtained by the diagonalization of the Hamil-
tonian given in Eq. (6.1). For this fit, we have used the loss rates for the SPP and gap modes
γSPP = 0.1 eV and γg ap = 0.2 eV that are estimated from the FWHM of the simulated
reflectance spectra. A coupling coefficient g = 0.2 eV is used as fitting parameter to the
measured band in the range 600-700 nm. A larger coupling coefficient of g = 0.25 eV
is obtained from the fit to the simulations, which corresponds to a mode splitting of 0.5
eV. Furthermore, the expansion coefficients of the eigenstates on the lattice SPP and S02

basis are calculated using the Hamiltonian matrix given by Eq. (6.1). The results, shown
in Fig. 6.10, indicate that the SPP fraction of the hybrid mode increases from 40% to 60%
when θ is increased to 60◦, whereas the S02 fraction decreases. The fractions are 50% at
θ = 28◦ where the anticrossing between the two modes is apparent.

To further analyze the hybrid mode, we have simulated the electric field (Re(Ez )) distri-
butions and displayed them in Fig. 6.9 (b) for θ = 25◦ and λ = 615 nm, which corresponds
to the narrow dip in the measured and simulated reflectance spectra of Fig. 6.9 (a). The
electric field in the xz-plane shows a strong confinement in the dielectric layer as a result
of the S02 gap mode with a fraction larger than 50 % at θ = 25◦. The electric field in the
plane of the nanodisk (right panel of Fig. 6.9 (b)) also shows a negative amplitude at other
positions than beneath the nanodisk, which illustrates the contribution of the lattice SPP
to the hybrid mode.

The strong angular dependence of the hybrid mode can be further analyzed by plotting
its reflectance spectra for various angles of incidence, as shown in Figs. 6.11 (a) and (b)
for the measurements and FDTD simulations, respectively. At normal incidence, the re-
flectance dip vanishes. The hybrid lattice SPP-gap mode gradually appears by increasing
the angle, showing the redshift as a function of θ. We have calculated the total electric field
intensities and reflectance for the hybrid mode in the xz-plane crossing the nanoparticles,
as shown in Fig. 6.11 (c). The field intensity increases and the reflectance decreases with
increasing angle of incidence. At larger angles that > 18◦, the total electric field intensity
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Figure 6.10: Calculated lattice SPP and S02 fractions of the hybrid SPP-S02 mode.

decreases, increasing again for angles larger than 28◦, where the dark gap S02 resonance
and the lattice SPP are resonant.

Another distinct feature of the hybrid mode is the Q-factor. We plot this Q-factor, which
is extracted from a Lorentzian fit to reflectance measurements, as a function of the angle
of incidence in Fig. 6.11 (d). This figure neatly reveals the divergence of the Q-factor with
Q > 50 for θ < 3◦. The Q-factor strongly depends on the expansion coefficients that are
shown in Fig. 6.10. For θ < 28◦, the Q-factor decrease is more pronounced because the
hybrid mode is dominated by the S02 mode with larger intrinsic loss in the Ag nanodisks.
While for θ > 30◦, the hybrid mode is dominated by the SPP mode. It is worth noting that
the behaviour of hybrid mode resembles that of a symmetry protected bound state in the
continuum (BIC) due to its dark character at normal incidence (see Figs. 6.7 (a)-(d)) [296–
299]. However, Ohmic losses in Ag limits the Q-factor to finite values in contrast to true
BICs that have infinite Q-factor by the suppression of the radiation leakage in a lossless
medium.

6.3.3 Field Enhancement in Random and Periodic Nanodisk Arrays

While coupling of the dark S02 gap mode to the lattice SPP on the Ag-HfO2-air layers leads
to a BIC-like dark mode at θ = 0◦, the S11 gap resonance is expected to lead to a large field
enhancement, as shown in Fig. 6.12. For the random array in Figs. 6.2 (a)-(d), and the
periodic array in Figs. 6.7 (a)-(d), we plot and compare the spectra for normal incidence
in the wavelength range 650-900 nm in Fig. 6.12 (a). The experimental results for both the
random (black-dashed curve) and periodic (blue-dashed curve) arrays show very similar
spectra. This is consistent with the gap SPP nature of the S11 mode, which is barely affected
by diffraction. For the measured spectra, the Q-factor is slightly larger in the periodic
array (Q = 6.97) compared to that in randomized nanodisks (Q = 6.28). The Q-factors of
simulated spectra are also slightly larger compared with experimental results.

To demonstrate the potential of S11 resonance in the Ag nanodisk periodic array-
insulator-Ag film system to interact with a medium such as 2D semiconductor, [300–
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Figure 6.11: Hybrid SPP-S02 mode in a periodic Ag nanopatch antenna array. (a)
Experimental and (b) FDTD simulations of the reflectance spectra for various angles of
incidence in the vicinity of the hybrid band. (c) Total electric field intensity and reflectance
of the hybrid band as a function of the angle of incidence θ. (d) Q-factors of the hybrid
mode as a function of the angle of incidence.

Figure 6.12: The intensity enhancement of localized S11 resonance in the cases of the
randomized and periodic array. (a) Experimental reflectance spectra for S11 mode at
a normal incidence that is supported in the randomized (dashed-black) and periodic
(dashed-blue) nanopatch antennas. Simulated absorption efficiency spectrum for S11
mode in the single nanopatch attenna (solid-black) and simulated reflectance spectrum
for S11 mode in the periodic nanopatch antennas array (solid-blue) for normal incidence.
Inset shows the Q-factors. The Q-factor is calculated by a Lorentzian function that is used
to fit the resonance dip and linewidth. (b) Total electric field intensity enhancements of
S11 mode in randomized (black) and periodic (blue) nanodisks arrays as a function of z
position where including the part of Ag film, HfO2 layer and Ag nanodisks.

304] we have calculated the total intensity enhancement (IE) of electrical field for this
resonance. The IE is defined as the integral of the field intensity over the volume
occupied by the material, normalized to a reference without the nanodisks array. For
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a 2D semiconductor at a height z from the Ag film, the IE can be evaluated as a surface
integral in the xy-plane as a function of this height and wavelength:

IE(z,λ) =
∫

A |E(x, y, z,λ)|2d xd y∫
A |Er e f (x, y, z,λ)|2d xd y

, (6.5)

where E(x, y, z,λ) is the electric field at wavelength λ and position z and Er e f (x, y, z,λ)
is the electric field of the reference. From the simulations of the IE shown in Fig. 6.12
(b), we observe that the field enhancement is mostly located at the interface of the Ag
disk and HfO2 layer. Compared to the IE of S11 resonance in random arrays, the IE at
the interface of Ag in the periodic array is enhanced by more than 3 times as a result of
the field confinement in the plane of the array due to diffraction. Consequently, this gap
SPP S11 resonance in the periodic metal nanodisks-insulator-metal film system exhibits
promising characteristics for applications in which enhanced light-matter interaction is
required, such as optical sensors, detectors, and non-linear optics.

6.4 Conclusion

In summary, we have investigated experimentally and theoretically the resonances in ran-
dom and periodic arrays of metal (Ag) nanopatch antennas, i.e., Ag nanodisks separated
by a thin dielectric (HfO2) layer from a metal (Ag) film. While random arrays only show
localized longitudinal resonances and transverse gap SPP modes associated to the individ-
ual nanodisks, the periodic arrays present hybrid SPP-gap modes that originate from the
coupling of lattice SPP resonances in the Ag-HfO2-air film and dark gap S02 resonances
in the HfO2 layer beneath the nanodisks. The hybrid mode has been investigated by
visualization of the electric fields distributions and Q-factor. The Q-factor increases for
low angles of incidence, similar to the increase observed in symmetry protected quasi-
BICs. Finally, we found that the intensity enhancement of the fundamental S11 resonances
in the periodic arrays is up to three times larger compared to the random array. This
detailed description of field enhancements is important for the design and optimization
in applications relying on high local-fields confinements and large Q-factors.
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ACRONYMS

FDTD Finite-differences time domain
SLRs Surface lattice resonances
PSO Particle swarm optimization
EM Electromagnetic
LEDs Light-emitting diodes
MCM Multi-coefficient model
LSPRs Localized surface plasmon resonances
TFSF Total-field scattered-field
PML Perfectly matched layer
LSPR Localized Surface Lattice Resonance
RAs Rayleigh anomalies
FWHM Full width at half maximum
SLR Surface lattice resonance
BIC Bound states in the continuum
CDA Coupled dipole approximation
CDM Coupled dipole method
TE Transverse Electric
TM Transverse magnetic
FoM Figure of merit
P3HT Poly(3-hexylthiophene-2,5-diyl)
SPP Surface plasmon polaritons
ED Electric dipole
MD Magnetic dipole
IE Intensity enhancement
FLDOS Fractional radiative local density of states
QGMs Quasi-guided modes
ppm Parts-per-million
ppb Parts-per-billion
LoD Limits of detection
PMMA Poly(methylmethacrylate)
EPs Exciton-polaritons
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Acronyms

OPV Organic photovoltaic
LPB Lower polariton band
UPB Upper polariton band
LP Lower polariton
UP Upper polariton
SD Standard deviation
EBL Electron-beam lithography
RIE Reactive-ion etching
NA Numerical aperture
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SUMMARY AND FUTURE

PERSPECTIVE

Summary

Nanophotonics is the field of photonics that investigates the behavior of light at the
nanometer scale and the interaction of light with nanostructures. Examples of these
structures are metallic nanoparticles and nanoantennas with their plasmonics properties,
photonic crystals with their special photonic dispersion given by the photonic bands,
and semiconductor quantum dots with their quantum confinement effect. The advent
of nanophotonics has created a new playground for exploring high-Q resonances and
light–matter interactions for applications in optical and optoelectronic devices, such as
sensors, solar cells, LEDs and semiconductor-based photonic devices. For functional
applications, it is important to manipulate light at the nanoscale, i.e. beyond the
diffraction limit, so that it is possible to tune the spectral range of resonant frequencies.
An advantage of nanostructures is that their optical properties can be easily changed by
tuning the geometrical parameters. Usually, this tuneability is achieved by synthesizing
nanostructures with different shapes, sizes, materials, by controlling their arrangement in
lattices and/or their near- and far-field coupling. Different types of nanostructures and
nanostructure’s arrangements should be designed for different applications. In this thesis,
we have introduced an evolutionary optimization, i.e., Particle Swarm Optimization
(PSO), to improve the nanophotonic design for optical and optoelectronic applications.

PSO combined with Finite Differences in Time Domain (FDTD) simulations enable the
optimization of continuous functions describing the optical properties of nanophotonic
structures. By doing so, the best design of these structures can be extracted from ranges of
different parameters. In our research, we have designed several nanostructures consisting
of nanoparticles and nanoparticle arrays. These arrays can support surface lattice
resonances (SLRs) that present remarkably narrow line widths, low radiation losses,
and high field enhancements over large volumes. These properties highlight the potential
application of SLRs for the enhanced performance of optical and optoelectronical devices.
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Summary and Future Perspective

The thesis starts in chapter 1 with a brief introduction to localized resonances in
single nano-disk structures, SLRs in periodic nanoparticle arrays, and the evolutionary
optimization method. Following the introduction, chapter 2 describes two kinds of
collective resonances in lattices of dielectric nanoparticles: Electric and magnetic SLRs
in silicon nanoparticle arrays when they are homogeneously embedded in a dielectric
material, and quasi-guided modes when silicon nanoparticle arrays are on top of an
optical waveguide. Furthermore, we describe the remarkable differences in the intensity
enhancement and field distributions for these two types of resonances. Both of them
exhibit narrow line widths and high electromagnetic field enhancements, providing
valuable information for the design and optimization in applications.

In the following three chapters, the PSO algorithm combined with FDTD simulations is
used to optimize the geometrical parameters of nanostructures for different applications.
Chapter 3 investigates the sensitivity of optical hydrogen sensors based on SLRs in
palladium nanoparticle arrays. We tune the height and diameter of the nanoparticles, the
period of the array, and the thickness of the PMMA layer on top. The optimized sensor
displays a non-trivial balance between a large optical response upon hydrogenation
and narrow spectral features. Furthermore, it is experimentally demonstrated that the
measured ppb limit of detection is an order of magnitude lower than in any previous
optical hydrogen sensor.

In chapter 4, we investigate and optimize the coupling strength between excitons in
P3HT and SLRs in arrays of aluminum nanoparticles. The height and diameter of the
nanoparticles and the lattice constant of square arrays are optimized. Strong light-
matter coupling and the formation of exciton-polaritons are demonstrated. We have also
fabricated the optimal nanostructures and retrieved a maximum Rabi splitting. This result
illustrates an efficient approach to optimize resonant structures for light-matter coupling
in polaritonic devices.

Chapter 5 focuses on the short-circuit current (Jsc ) enhancement in organic solar
cells with nanostructured electrodes: nanoparticle arrays and nanohole arrays. PSO
is performed with FDTD simulations to optimize the height and diameter of the
nanoparticles and nanoholes, the period of the array, and the thickness of acceptor-
donor blend layers. Our results show that nanoparticle arrays are able to significantly
enhance the Jsc , while this Jsc is always decreased with nanohole arrays. Our findings and
optimization method will guide scientists in the design of organic solar cells with the best
possible performance.

In chapter 6, we present a comparison between random and periodic arrays of Ag nan-
odisks on thin dielectric layer on top of Ag mirrors. Periodic arrays lead to the effective
coupling of incident light to surface plasmon polaritons, with a dark character in the nor-
mal direction to the sample surface.

126



Summary and Future Perspective

Future perspective

In the following, we discuss the possible future directions in which this research could
develop. We focus on two directions: the functional nanophotonic inverse design and op-
timization methods, and the effects of strong light-matter coupling in polaritonic devices.

Inverse design and optimization of nanophotonics

The widely used evolutionary optimization algorithms belongs to the category of inverse
design. Applications have been the driving force for the progress of these methods. More
specifically and motivated by a given figure of merit (FoM) that defines the ultimate per-
formance of an optical device, which are the feature size range and selection of materials
for an optimum design? In principle, inverse-design methods can explore the full space of
possible devices providing an answer to this question. This capability opens the possibility
of reasonably asking what is the maximum theoretical performance of optical devices
and it will help to guide future work in all fields of nanophotonics, including nonlinear,
topological, near-field, and integrated photonics.
A challenge for inverse design and optimization of functional nanophotonic devices is
constructing a model involving the FoM as simply and accurately as possible. Several key
improvements would enable the widespread use of inverse-design methods in practical
applications. Efforts should be focused on the development of new solvers for improve-
ments in fast iterative methods for solving Maxwell equations. In the enduring quest for
optimal photonic designs, the widespread integration of inverse-design and optimization
tools seems not only sensible but unavoidable.

Strong light-matter coupling in optoelectric devices

Exciton-polaritons are hybrid quasi-particles made up of photons strongly coupled to
excitons in semiconductors. Research on strong light-matter coupling has been mainly
focused on the modification of the properties of the semiconductor, such as the exciton-
polariton energy, the enhancement of charge transport and exciton-polariton diffusion,
the suppression of photo-degradation and the improvement photoluminescence. In early
experiments, strong light-matter coupling with organic materials was done with Fabry-
Perot microcavities, which are cavities enclosed by two mirrors. These cavities greatly
reduce the in- and out-coupling of light and limit the application in optoelectronic
devices, where we need to maximize light harvesting. Alternatively, open cavities
based on distributed feedback coupling have received great attention, like the periodic
arrays of nanoparticles introduced in this thesis. These cavities can be implemented in
optoelectronic devices without the degradation of the device’s functionality.

As investigated in chapter 3 of this thesis, the optical absorption by a donor material has
been significantly enhanced in the strong-coupling regime. Other meaningful effects in
this regime that researchers are striving to explore include the red-shifting of the optical
gap of organic solar cell due to the lower energy of polariton states, hereby reducing
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the energy losses for strongly absorbed photons. To achieve this improvement in the
performance of organic solar cell, it is key to enhance the coupling strength. Another
potential development is the increased energy transfer rate due to the hybrid character of
polaritons. The short diffusion length of excitons in organic materials limits the thickness
of the active layers in organic solar cells to around 100 nm, which reduces the light
absorption efficiency and the carrier collection probability by the electrodes. A promising
method to solve this problem is to introduce polariton-assisted energy channeling in
organic solar cells. Exciton-polaritons are quasiparticles that have demonstrate a rich
variety of quantum phenomena, which may open a very valuable future direction for the
improvement of opto-electronic devices.
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