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## Introduction

Perhaps one of the most important moments in human history was when we first managed to establish a formal means of communication, a language. This was a great breakthrough as it allowed knowledge not only to be shared among people in a standardised way, but also to be transferred through time. However, it soon became clear that some information was supposed to remain secret and not to be shared indiscriminately. This became apparent in the field of military communications. For instance, assume that a message-bearer in ancient Greece carries a scroll including a message from an Athenian general to a Spartan. It would be very unfortunate if that scroll fell in Persian possession. If the message-bearer was bribed or captivated by the Persians that would enable them to just read the scroll and become aware of the message. A new idea was needed, one that would ensure the secrecy of the message without any assumptions on the trustworthiness of the message-bearer. This is when cryptography was born.

Even though nowadays cryptography is not only used to ensure secrecy, this was actually its only purpose for a very long time. Cryptographers of the past would devise various methods (cryptosystems) in order to make sure that a message could be concealed from everybody except from its righteous recipient. These methods combined with a secret key would help a sender to transform his message to a seemingly unreadable state (encrypt) which would be handed to the recipient. Then he and only he was supposed to be able to reverse the used process and recover the message (decrypt). At this point two natural questions arise.

Firstly, why would the recipient be the only one able to reverse the process? The answer is that even though the cryptosystem used could be publicly known, ${ }^{1}$ he would possess some extra knowledge that no third-party had, namely the secret key. Therefore, a sender and a recipient may have to agree in advance on a secret key, which of course is a big challenge on its own. ${ }^{2}$ A second question which could come to mind is: could somebody reveal the message without knowing the key, or even recover the key itself by just observing encrypted messages? This question lies at the core of one of the longest lasting battles in science: Cryptographers vs Cryptanalysts.

Cryptographers have used various techniques in order to design cryptosystems. Each such attempt was founded on the assumption that breaking the cryptosystem (i.e. recov-

[^0]ering the secret key or decrypting without it) would result in actually solving a "hard" problem. In the dawn of cryptography an example of what was considered "hard" was finding a rotation of the alphabet. In fact, the Caesar cipher [Sin00] was doing exactly that. It attempted to secure messages by substituting each letter in the message by the letter in a predetermined number of places forward in the alphabet. Although this was considered secure at that time, people realised that it only requires to try all 26 possible shifts of the alphabet in order to find the "correct" one. Thus, a problem, initially considered as "hard", proved to not actually be "hard". Nevertheless, cryptographers did not give up and struck back. An example from the Renaissance is the Vigenère cipher [Sin00]. In order to deal with the small keyspace of the Caesar cipher, the Vigenère cipher introduced the idea of using multiple rotations of the alphabet. Admittedly, this increases the difficulty of the underlying problem, but cryptanalysts found a way to break it as well. Therefore, once more an initially considered "hard" problem proved to not actually be "hard". Moving forward to the 20th century, cryptographers utilised electro-mechanical devices in order to build even more complex cryptosystems. Probably the most wellknown of them is the ENIGMA [Sin00], used by the Germans in World War II. ${ }^{3}$ The "rule" under which ENIGMA chose how to substitute each letter was too complicated for any pen-and-paper method to threaten it. That is why cryptanalysts employed the power of machines in order to break it.

This brings us to the modern era, and especially after 1976, when public-key cryptography was born. This breakthrough in cryptography introduced a new trend in the design of cryptographic schemes. Cryptographers who design public-key cryptographic schemes nowadays, utilise number-theoretical problems instead of puzzles or complex machine designs in order to ensure their security. One of the most well-known cryptographic schemes in this category is RSA [RSA78]. The security of this scheme relies on the difficulty of factoring integers which are the product of two (big) primes. But once again the question arises, given a specific mathematical problem, can we decide if it is "hard" or not?

Usually a definite answer to this question is only possible when the answer is negative. An affirmative answer has proven to be more challenging and has only been reached in some very special cases. However, mathematical problems are not discarded if a definite answer cannot be given. Instead, we build confidence in the hardness of a problem through many years of research, which we call cryptanalysis. This process involves the extensive use of human ingenuity in order to achieve two goals:

1. Deepen our understanding of a problem by developing extra theory.
2. Build algorithms which solve the mathematical problem and analyse their performance.
As we already described in the above paragraphs whenever cryptographers deployed more complicated cryptosystems, cryptanalysts responded by more advanced cryptanalytic techniques. The same is true in our times as well. However, this time the threat seems to not be a theoretical breakthrough in our understanding of the utilised mathematical problems, but rather a technological advancement. The race for building the first large scale quantum computer is already on. Once such a device is built, there are serious

[^1]reasons to believe that most of the modern, widely used cryptography will be broken. In particular, Shor [Sho94] described a quantum algorithm which can factor a product of two primes much faster than any classical algorithm. The same algorithm affects not only RSA but all widely used public-key cryptography.

Even though this might sound scary, cryptographers always struck back throughout history, and our times are no exception. The need for post-quantum cryptography has led some brave cryptographers of our times to investigate new mathematical foundations of cryptography which are believed to be secure even in the presence of quantum computers. One such option is lattice-based cryptography. However, as was previously mentioned, in practice the only way to ensure that a cryptographic scheme is secure is through extensive cryptanalysis.

This dissertation is devoted to the study of lattice problems, with the aim to contribute to the process of "extensive cryptanalysis" for lattice-based cryptography. The dissertation consists of two main parts. The first part, (Chapters 1, 2, 3) focuses on the theory of lattices and lattice problems, while the second part (Chapters 4, 5, 6) focuses more on practice (attacks).

## Part 1: Lattice theory

- Chapter 1 describes the basic notions used in the study of lattices and introduces some lattice problems of great cryptographic interest. It also mentions a few classical results and some commonly used heuristic assumptions.
- Chapter 2 discusses the Closest Vector Problem with Preprocessing (CVPP). In particular, it describes how the Voronoi cell of a lattice can be used in order to solve CVPP and how the use of approximate Voronoi cells can result in improved complexities.
- Chapter 3 introduces two notions: the irreducible vectors of a lattice and a complete system of irreducible vectors. As a first step, some main properties of these sets of lattice vectors are given. Furthermore, it is discussed how these sets relate to the set of Voronoi relevant vectors, sieving algorithms and the study of lattice problems.


## Part 2: Lattice attacks

- Chapter 4 describes some hybrid lattice algorithms for the Shortest Vector Problem (SVP). The hybrids are built by combining the approximate Voronoi cell techniques mentioned in Chapter 2 with lattice enumeration and Babai lifting.
- Chapter 5 examines some combinatorial aspects of guessing a pattern of zeros in a secret lattice vector. Namely, it is examined in more detail why random patterns seem to be more likely to occur than the consecutive zeros pattern and how we could possibly optimise our choice of a pattern.
- Chapter 6 investigates the potential benefits of using a "wider" set of lattices modelling the Ring-LWE problem. The idea is mainly examined within an "overstretched" case analysis and briefly within the framework of lattice reduction attacks.

Finally, Chapter 7 discusses open problems emerging from this dissertation.

## Chapter 1

## A brief introduction to lattices

In this chapter we will mention some basic notions, problems and results regarding lattices. In this way we aim at both easing the exposition of ideas in the following chapters, as well as motivating a non-expert reader to read further ahead. The interested reader can refer to [MG02] for further details on the topic.

## 1.1-Basic notions and main problems

1.1.1-Basic notions. The first definition in this thesis could be none other than that of a lattice.

Definition 1.1. Let $\mathbb{R}^{d}$ be the $d$-dimensional Euclidean space and $\mathbf{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\} \subset \mathbb{R}^{\mathrm{d}}$ a set of linearly independent vectors. The lattice $\mathcal{L}$ induced by $\mathbf{B}$ is the set of all integral combinations of the vectors in $\mathbf{B}$ :

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}(\mathbf{B}):=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}: x_{i} \in \mathbb{Z}\right\} . \tag{1.1}
\end{equation*}
$$

An equivalent definition using algebraic terms is that a lattice $\mathcal{L}$ is a discrete additive subgroup of $\mathbb{R}^{d}$. By discrete we imply that there exists a positive real $\lambda>0$ such that around each lattice point there is a ball with radius $\lambda$ that has no other lattice point in it. An example of a lattice is shown in Figure 1.1. The integer $d$ is called the dimension of the lattice and $n$ the rank of the lattice. If $n=d$ we call $\mathcal{L}$ a full rank lattice. The set $\mathbf{B}$ is called a basis of the lattice. We may also interpret $\mathbf{B}$ as a matrix with columns $\mathbf{b}_{i}$. A lattice has several bases. If $\mathbf{B}_{1}, \mathbf{B}_{2}$ are two bases of a lattice then there will exist an integral unimodular matrix $\mathbf{U}$ such that $\mathbf{B}_{2}=\mathbf{B}_{1} \mathbf{U}$. This leads us to one of the most commonly used invariants of a lattice, its volume.

Definition 1.2 (Volume). Let $\mathcal{L}$ be a lattice in $\mathbb{R}^{\mathrm{d}}$ and $\mathbf{B}$ a basis of it. We define $\operatorname{Vol}(\mathcal{L}):=$ $\operatorname{det}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{1 / 2}$ to be the volume of the lattice.

If $\mathcal{L}$ is a full rank lattice the definition reduces to $\operatorname{Vol}(\mathcal{L}):=|\operatorname{det}(\mathbf{B})|$. A crucial element in this definition is that the volume of the lattice is independent of the basis. A geometrical interpretation of the lattice volume is that it corresponds to the volume of the region $\left\{\mathbf{B} \boldsymbol{x}: \mathbf{x} \in[0,1]^{\mathrm{n}}\right\}$ (see Figure 1.1).

As a lattice is a discrete structure, we can also define another invariant, the length of a shortest non-zero vector. Throughout this thesis we will consider problems in the Euclidean norm, unless stated otherwise.


Figure 1.1: A lattice in $\mathbb{R}^{2}$.

Definition 1.3 (First minimum). Let $\mathcal{L}$ be a lattice. We define $\lambda_{1}(\mathcal{L}):=\min _{\boldsymbol{v} \in \mathcal{L} \backslash\{0\}}\|\boldsymbol{v}\|$. We call $\lambda_{1}(\mathcal{L})$ the first successive minimum of $\mathcal{L}$.

It can be the case that many lattice vectors reach the first successive minimum.
Definition 1.4 (First shell). Let $\mathcal{L}$ be a lattice. We define

$$
\begin{equation*}
S_{1}(\mathcal{L}):=\left\{\boldsymbol{v} \in \mathcal{L} \mid\|v\|=\lambda_{1}(\mathcal{L})\right\} . \tag{1.2}
\end{equation*}
$$

We call $S_{1}(\mathcal{L})$ the first shell of $\mathcal{L}$.
Like the first successive minimum we can further define the $i$-th successive minimum of $\mathcal{L}$ for $i \leqslant n$.

Definition 1.5 (Successive minima). Let $\mathcal{L}$ be a lattice of rank $\mathfrak{n}$. For $\mathfrak{i}=1,2, \ldots, n$ we define the $i$-th successive minimum of $\mathcal{L}$ to be

$$
\begin{equation*}
\lambda_{i}(\mathcal{L}):=\min \left\{\max \left\{\left\|x_{1}\right\|, \ldots,\left\|x_{i}\right\|\right\} \mid x_{1}, \ldots, x_{i} \in \mathcal{L} \text { are linearly independent }\right\} . \tag{1.3}
\end{equation*}
$$

The first successive minimum indicates how close a lattice vector can be to the origin. However, we can also consider the case where it is required to find a lattice vector not closest to $\mathbf{0}$ but to a given vector t in $\mathbb{R}^{\mathrm{d}}$.

Definition 1.6 (Covering radius). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{\mathrm{d}}$. We define

$$
\begin{equation*}
\mu(\mathcal{L}):=\max _{\mathbf{t} \in \mathbb{R}^{d}} \min _{\boldsymbol{v} \in \mathcal{L}}\|\mathbf{t}-\boldsymbol{v}\| \tag{1.4}
\end{equation*}
$$

and $\mu(\mathcal{L})$ is called the covering radius of the lattice.
For the sake of simplicity the aforementioned definition of the covering radius is given for a full rank lattice. However it can be easily adapted to the case of a non-full rank lattice. This can be done by replacing $\mathbb{R}^{\mathrm{d}}$ with the linear span of a basis of the lattice. Therefore in both cases the covering radius will indicate how far from the lattice a point of its linear span can be.

Finally, we will give the definition of the dual of a lattice. Even though this notion might seem complicated or counter-intuitive at first glance, it has been used a lot in the literature.

Definition 1.7 (Dual lattice). The dual of a lattice $\mathcal{L}$ is the set of all vectors $x$ in the linear span of $\mathcal{L}$ such that $\langle\boldsymbol{x}, \boldsymbol{v}\rangle \in \mathbb{Z}$ for all $\boldsymbol{v} \in \mathcal{L}$. We denote the dual lattice of $\mathcal{L}$ by $\mathcal{L}^{*}$.

A result which helps in making the definition of the dual lattice more explicit is the following. If $\mathbf{B}$ is a basis of a lattice $\mathcal{L}$ then $\mathbf{B}\left(\mathbf{B}^{\top} \mathbf{B}\right)^{-1}$ is a basis for $\mathcal{L}^{*}$.

Having in place enough definitions regarding a lattice, we are ready to define some of the most common lattice problems in the literature.
1.1.2-Lattice problems. We will start our exposition of lattice problems with those regarding finding short lattice vectors.

Definition 1.8 (Shortest Vector Problem, SVP). Given a lattice $\mathcal{L}$, find a non-zero lattice vector $\mathbf{s} \in \mathcal{L}$ satisfying $\|\mathbf{s}\|=\lambda_{1}(\mathcal{L})$.

In some cases, an exact solution to SVP might be "too hard" to find, or even not necessary and thus we may resort to an approximate version of the problem.

Definition 1.9 (Approximate Shortest Vector Problem, SVP $_{\gamma}$ ). Given a lattice $\mathcal{L}$ and an approximation factor $\gamma \geqslant 1$, find a non-zero vector $\mathbf{s} \in \mathcal{L}$ such that $\|\mathbf{s}\| \leqslant \gamma \cdot \lambda_{1}(\mathcal{L})$.

The SVP and SVP $_{\gamma}$ ask for a lattice vector achieving the first successive minimum $\lambda_{1}(\mathcal{L})$ or one approximating it respectively. However, if a "short" lattice vector is given, it is required to know the value of $\lambda_{1}(\mathcal{L})$ in order to verify if it constitutes a solution to the problem. In order to circumvent the computation of $\lambda_{1}(\mathcal{L})$ we can ask for short lattice vectors with regard to a lattice invariant which is easily computable, its volume.

Definition 1.10 (Hermite Shortest Vector Problem, $\operatorname{HSVP}_{\gamma}$ ). Given a lattice $\mathcal{L}$ of rank $n$ and an approximation factor $\gamma \geqslant 1$, find a non-zero vector $\mathbf{s} \in \mathcal{L}$ such that $\|\mathbf{s}\| \leqslant \gamma \cdot \operatorname{Vol}(\mathcal{L})^{1 / n}$.

Apart from stating lattice problems where only one vector is required as output, problems asking for a set of lattice vectors can be of interest. One such problem is the following.

Definition 1.11 (Shortest Independent Vector Problem, SIVP). Given a lattice $\mathcal{L}$ of rank $n$, find $n$ linearly independent vectors $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{n}} \in \mathcal{L}$ such that $\max _{1 \leqslant i \leqslant n}\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\| \leqslant \lambda_{\mathrm{n}}(\mathcal{L})$.

Following the same path as in the previous subsection, we will move from problems asking for lattice vectors close to the origin, to lattice problems asking for lattice vectors close to a random vector in $t \in \mathbb{R}^{d}$. Again in order to ease the exposition we will give definitions for full rank lattices. Of course these definitions can be extended to the case of non-full rank lattices.

Definition 1.12 (Closest Vector Problem, CVP). Given a full rank lattice $\mathcal{L}$ in $\mathrm{R}^{\mathrm{d}}$ and a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$, find a lattice vector $\mathbf{s} \in \mathcal{L}$ satisfying $\|\mathbf{t}-\mathbf{s}\|=\min _{\boldsymbol{v} \in \mathcal{L}}\|\boldsymbol{v}-\mathbf{t}\|$.

Like in the case of SVP an approximate solution to the problem may suffice, therefore an approximate version of the problem is given.

Definition 1.13 (Approximate Closest Vector Problem, $\mathrm{CVP}_{\gamma}$ ). Given a full rank lattice $\mathcal{L}$ in $\mathbb{R}^{\mathrm{d}}$, a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$, and an approximation factor $\gamma \geqslant 1$, find a vector $\mathbf{s} \in \mathcal{L}$ with $\|\mathbf{s}-\mathbf{t}\| \leqslant \gamma \cdot \min _{\boldsymbol{v} \in \mathcal{L}}\|\boldsymbol{v}-\mathbf{t}\|$.

An important difference between SVP and CVP is that the second depends on a "target vector" $\boldsymbol{t} \in \mathbb{R}^{\mathrm{d}}$. Hence, a preprocessing version of the problem can be defined. In the preprocessing variant of CVP (CVPP), one is allowed to preprocess the lattice $\mathcal{L}$, and use the preprocessed data to solve a CVP instance for $t$. This problem naturally comes up in contexts where either $\mathcal{L}$ is known long before $t$ is known, or if a large number of CVP instances on the same lattice are to be solved.

Definition 1.14 (Closest Vector Problem with Preprocessing, CVPP). Let $\mathcal{L}$ be a full rank lattice in $\mathrm{R}^{\mathrm{d}}$ and $\Pi$ be a preprocessing function, computing the preprocessing data $\Pi(\mathcal{L})$. Given a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$ find a lattice vector $\mathbf{s} \in \mathcal{L}$ satisfying $|\mathbf{t}-\mathbf{s}|=\min _{\boldsymbol{v} \in \mathcal{L}}|\boldsymbol{v}-\mathbf{t}|$ using the preprocessing data $\Pi(\mathcal{L})$.

We will conclude this section with a remark on the theoretical vs the practical use of the definitions we gave in this section. In all cases we considered the "general" case where a lattice $\mathcal{L}$ was a subset of $\mathbb{R}^{d}$. However when computational problems are processed in practice it is easier to work with rational or even integer arithmetic instead of floating point. That is why it is common when lattices are used in practical applications to assume that $\mathcal{L} \subseteq \mathbb{Z}^{\text {d }}$ instead of $\mathcal{L} \subseteq \mathbb{R}^{\mathrm{d}}$. ${ }^{1}$

## 1.2-Classical results and heuristic assumptions

In this section we will mention a couple of classical results/assumptions which are used in the study of lattices. Again, we will start with results regarding short vectors of the lattice. A natural question to ask would be if there is an upper bound to $\lambda_{1}(\mathcal{L})$. Hermite gave an upper bound on $\lambda_{1}(\mathcal{L})$ depending on the volume of $\mathcal{L}$.

Theorem 1.15 (Hermite). For each $\mathrm{d} \in \mathbb{N}$ there exists a constant $\gamma_{\mathrm{d}}$ such that for any full rank lattice in $\mathbb{R}^{\mathrm{d}}$ it holds that

$$
\begin{equation*}
\lambda_{1}(\mathcal{L}) \leqslant \gamma_{d}{ }^{1 / 2} \operatorname{Vol}(\mathcal{L})^{1 / d} \tag{1.5}
\end{equation*}
$$

[^2]We notice that Theorem 1.15 justifies the definition of problem 1.10 as it provides a guarantee that for $\gamma \geqslant \gamma_{\mathrm{d}}{ }^{1 / 2}$ there always exists a solution to $\mathrm{HSVP}_{\gamma}$.
Definition 1.16. The supremum of $\lambda_{1}(\mathcal{L})^{2} / \operatorname{Vol}(\mathcal{L})^{2 / \mathrm{d}}$ over all rank-d lattices $\mathcal{L}$ is denoted by $\gamma_{\mathrm{d}}$ and called Hermite's constant for dimension d.

Asymptotic bounds on $\gamma_{d}$ show that it actually is linear in $d$ (see [Ngu09]). However, the exact value of $\gamma_{d}$ is only known for dimensions $1 \leqslant d \leqslant 8$ and $d=24$.

Even though Theorem 1.15 is a nice result for bounding $\lambda_{1}(\mathcal{L})$, a similar result cannot occur for rest of the successive minima. The classical counterexample is the lattice generated by

$$
B=\left(\begin{array}{cc}
\epsilon & 0  \tag{1.6}\\
0 & 1 / \epsilon
\end{array}\right) \text { with } \epsilon>0
$$

As it becomes clear for this example the volume of the lattice is equal to 1 but for small $\epsilon$ we get $\lambda_{2}(\mathcal{L})=1 / \epsilon$ which can become arbitrarily large. However, by Minkowski we know the following theorem which bounds the norms of the successive minima in a "collective way".

Theorem 1.17 (Minkwoski). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{\mathrm{d}}$. Then

$$
\begin{equation*}
\prod_{i=1}^{\mathrm{d}} \lambda_{i}(\mathcal{L}) \leqslant{\gamma_{\mathrm{d}}}^{\mathrm{d} / 2} \operatorname{Vol}(\mathcal{L}) \tag{1.7}
\end{equation*}
$$

When studying lattices in practice, apart from exact results, some so called heuristic assumptions are used. These assumptions will probably not be true for all lattices. However they will closely approximate some property for "most" lattices. In this way a specific property of a lattice, or a lattice algorithm, can be more easily studied/analysed in what is commonly referred as the "average case". Such an assumption commonly used in the literature is the Gaussian heuristic.

Assumption 1.18 (Gaussian heuristic). Given a full-rank lattice $\mathcal{L}$ and a region $\mathcal{A} \subset \mathbb{R}^{n}$, the (expected) number of lattice points in $\mathcal{A}$, denoted $|\mathcal{A} \cap \mathcal{L}|$, satisfies:

$$
\begin{equation*}
|\mathcal{A} \cap \mathcal{L}| \approx \frac{\operatorname{Vol}(\mathcal{A})}{\operatorname{Vol}(\mathcal{L})} \tag{1.8}
\end{equation*}
$$

Remark 1.19. As it was mentioned earlier, heuristic assumptions can be precise for some families of lattices but imprecise for some others. We refer to [BL21] for a detailed analysis formalising when the Gaussian heuristic is accurate and investigating for which families of lattices.

Using volume arguments, the Gaussian heuristic predicts that $\lambda_{1}(\mathcal{L})=\operatorname{gh}(\mathcal{L})$ where $\operatorname{gh}(\mathcal{L}):=\sqrt{\mathrm{d} /(2 \pi e)} \cdot \operatorname{Vol}(\mathcal{L})^{1 / \mathrm{d}} \cdot(1+\mathrm{o}(1))$. For average-case, random CVP(P) target instances $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$, this further means that we expect the distance to the closest lattice point to be roughly $\lambda_{1}(\mathcal{L})$ : any smaller ball around $t$ of radius $(1-\varepsilon) \lambda_{1}(\mathcal{L})$ is expected to be empty, and a bigger ball of radius $(1+\varepsilon) \lambda_{1}(\mathcal{L})$ will likely contain up to $(1+\varepsilon)^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ (exponentially many) lattice points for a random lattice $\mathcal{L}$.

As it was mentioned earlier, each lattice has infinitely many bases. Usually we are interested in a "good" basis of the lattice, which roughly speaking means that the basis
vectors are short and close to orthogonal. In order to compute such nice bases of a lattice we deploy lattice basis reduction algorithms. The most famous and widely used are the LLL algorithm [LLL82] and a generalisation of it, the BKZ algorithm [Sch87]. In particular, the BKZ algorithm requires an "SVP oracle" solving SVP in some dimension $\beta$, that is why we adopt the notation of a BKZ- $\beta$ reduced basis. In addition, a basis which is BKZ- $\beta$ reduced for some "big" $\beta$, will be called a strongly reduced basis.

For a basis $\mathbf{B}=\left\{\mathbf{b}_{0}, \ldots, \mathbf{b}_{\mathrm{d}-1}\right\}$ and $\mathfrak{i} \in\{0,1, \ldots, \mathrm{~d}-1\}$ we define $\pi_{i}$ as the projection onto the orthogonal complement of $\left\{\mathbf{b}_{0}, \ldots, \mathbf{b}_{\boldsymbol{i}-1}\right\}$. The Gram-Schmidt vectors $\mathbf{b}_{0}^{*}, \ldots, \mathbf{b}_{\mathrm{d}-1}^{*}$ are defined as $\mathbf{b}_{i}^{*}:=\pi_{i}\left(\mathbf{b}_{i}\right)$. The sequence $\left(\left\|\mathbf{b}_{i}^{*}\right\|\right)_{i=0}^{\mathrm{d}-1}$ is called the profile of a basis. The profile of a lattice basis is related to the volume of the lattice by the following formula: $\operatorname{Vol}(\mathcal{L})=\prod_{i=0}^{\mathrm{d}-1}\left\|\mathbf{b}_{i}^{*}\right\|$. A way to measure the quality of a basis is via the behaviour of its profile. In particular, we examine if it decreases too fast. A commonly used heuristic assumption on the profile of a BKZ-reduced basis is the Geometric Series Assumption (GSA).

Assumption 1.20 (Geometric Series Assumption). Let B be a BKZ- $\beta$ reduced basis of a full rank d-dimensional lattice. Then the Gram-Schmidt vectors $\mathbf{b}_{i}^{*}$ satisfy

$$
\left\|\mathbf{b}_{\mathfrak{i}}^{*}\right\|=\alpha_{\beta}^{(\mathrm{d}-1-2 \mathrm{i}) / 2} \operatorname{Vol}(\mathcal{L})^{1 / \mathrm{d}}
$$

where $\alpha_{\beta} \approx(\beta / 2 \pi e)^{1 /(\beta-1)}$.
Remark 1.21. The value of $\alpha_{\beta}$ given in Assumption 1.20 is derived by an asymptotic estimate. For small values of $\beta$ (say $\beta<50$ ) it will not give a good approximation of a basis' profile.


Figure 1.2: A comparison of a BKZ-60 reduced basis' profile to the prediction of the GSA. For this particular example we reduced a basis of a 180 -dimensional lattice with BKZ using block size 60 . The picture is drawn in logarithmic scale.

## 1.3 - Structured lattices

So far we have considered a basis of a lattice as its representation. If $\mathcal{L}$ is a full rank lattice in $\mathbb{Z}^{d}$ then in order to store (or transmit) it we would need to handle $\mathrm{d}^{2}$ integers. If $d=1000$ then it would take a million $\left(10^{6}\right)$ integers in order to represent the lattice. Even though in general this is not a problem with modern technology, it may not be very "convenient" once we start considering lattices within cryptographic applications.

One reason why it may not be so convenient, is that nowadays there is a wide variety of devices using cryptographic schemes. Many of these devices may have a restricted memory capacity (e.g. embedded devices), unlike a laptop for example. Therefore, for a full-scale deployment of a lattice-based scheme it would be preferred to make it fit in as many frameworks as possible. A second reason is more of a matter of comparison to the currently used cryptography. The cryptographic schemes used at the moment store keys of at most a few KB. If a (new) lattice-based scheme requires a few MB for storing a key, this may be considered as loss in the performance of the used cryptography. Therefore, the question arises: could it be possible to represent a lattice in a more compact way?

The answer to this question is positive for some lattices and we will mention two examples from the literature. Such examples emerge from the use of algebraic objects, in this case, rings. The underlying structure of a ring allows a more compact representation of a lattice, reducing the memory requirements.

The first such example we will mention is NTRU [HPS98].
Definition 1.22 (The NTRU Problem). Let n be a prime, q a positive integer and let $\mathbf{f}, \mathbf{g} \in$ $\mathbb{Z}_{q}[\mathrm{X}]$ be polynomials of degree $n$ with small coefficients sampled from some distribution $\chi$ under the condition that $\mathbf{f}$ is invertible in $\mathrm{R}_{\mathrm{q}}:=\mathbb{Z}_{\mathrm{q}}[\mathrm{X}] /\left\langle\mathrm{X}^{n}-1\right\rangle$. The pair $(\mathbf{f}, \mathbf{g})$ forms the secret key and the public key is defined as $\mathbf{h}:=\mathbf{g f}^{-1}$ in $\mathrm{R}_{\mathbf{q}}$. The NTRU problem is to recover any rotation ( $X^{i} \mathbf{f}, X^{i} \mathbf{g}$ ) of the secret key from $\mathbf{h}$.

Usually, the polynomials $\mathbf{f}, \mathbf{g}$ are chosen to have coefficients in $\{0, \pm 1\}$ with each value occurring about $n / 3$ times. In the definition of the NTRU problem, no lattices were involved. Nevertheless, we can reduce the NTRU problem to a lattice problem by defining the NTRU lattice. In order to do so, it is useful to consider the multiplication matrix of an element in $R_{q}$. For $\boldsymbol{a} \in R_{q}$ we set $\mathbf{M}(\boldsymbol{a})$ to be the multiplication matrix of $\boldsymbol{a}$, i.e. the $j$-th column is formed by the coefficients of $X^{j} \boldsymbol{a}$.

Definition 1.23. Let ( $\mathrm{n}, \mathrm{q}, \mathrm{f}, \mathrm{g}, \mathrm{h}$ ) be an NTRU instance. We define the NTRU lattice as

$$
\mathcal{L}^{\mathbf{h}, \mathrm{q}}:=\left(\begin{array}{cc}
\mathrm{q} \mathbf{I}_{\mathrm{n}} & \mathbf{M}(\mathbf{h})  \tag{1.9}\\
\mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right) \cdot \mathbb{Z}^{2 \mathrm{n}} .
$$

If we identify $\mathbf{f}, \mathbf{g}$ with their coefficient vectors, then $(\mathbf{g} \mid \mathbf{f})^{\top}$ is an exceptionally short vector in the lattice $\mathcal{L}^{\mathrm{h}, \mathrm{q}}$ as:

$$
\left(\begin{array}{cc}
\mathbf{q} \mathbf{I}_{n} & \mathbf{M}(\mathbf{h}) \\
\mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right)\binom{\mathbf{k}}{\mathbf{f}}=\binom{\mathbf{g}}{\mathbf{f}} \quad \text { for some } \mathrm{k} \in \mathbb{Z}^{n} .
$$

Hence, the NTRU problem is reduced to finding a short vector in a lattice.
Remark 1.24. The ring $\mathrm{R}_{\mathrm{q}}$ could be defined for other choices of a modulus polynomial apart from $X^{n}-1$. Other options might actually be even more secure (e.g. see [BCLv19]).

There are two special properties of the NTRU lattice which are worth mentioning. Initially, the NTRU lattice is a q-ary lattice.

Definition 1.25 ( $q$-ary lattice). A lattice $\mathcal{L}$ of dimension $d$ is called $q$-ary iffor some $q>0$ we have

$$
\mathrm{q} \mathbb{Z}^{\mathrm{d}} \subseteq \mathcal{L} \subseteq \mathbb{Z}^{\mathrm{d}}
$$

Also the NTRU lattice is a cyclic lattice.
Definition 1.26. A lattice $\mathcal{L}$ is called cyclic if for every lattice vector $v \in \mathcal{L}$, all the vectors obtained by cyclically rotating the coordinates of $v$ also belong to $\mathcal{L}$.

A second example taking advantage of the algebraic structure of rings is the Ring Learning With Errors problem (Ring-LWE). Let $q$ be a prime and $f(X) \in \mathbb{Z}[X]$ a polynomial of degree $n$ which is also irreducible in $\mathbb{Z}[X]$. We set $R=\mathbb{Z}[X] /\langle f(X)\rangle$ and $R_{q}=\mathbb{Z}_{q}[X] /\langle f(X)\rangle$. In order to ease the exposition we will consider the specific case $f(X)=X^{n}+1$ with $n=2^{l}$, known as the $2 n$-th cyclotomic polynomial.

Definition 1.27 (The Ring-LWE Problem). Let $\mathbf{a}, \mathrm{e} \in \mathrm{R}$ with "small" coefficients, sampled according to some distributions $\chi_{1}$ and $\chi_{2} \cdot{ }^{2}$ Let $\mathbf{G}$ be a uniformly random element of $\mathrm{R}_{\mathrm{q}}$ and $\mathbf{A} \in \mathrm{R}_{\mathrm{q}}$ such that $\mathbf{a G}+\mathbf{e}=\boldsymbol{A}$ in $\mathrm{R}_{\mathrm{q}}$. Given, $\mathbf{G}, \boldsymbol{A}$ find $\mathbf{a}$.

In order to express Ring-LWE in terms of a lattice problem we define the lattice generated by the columns of the following matrix,

$$
\mathbf{B}=\left(\begin{array}{ccc}
\mathrm{q} \mathbf{I}_{\mathrm{n}} & \mathbf{A} & \mathbf{M}(-\mathbf{G})  \tag{1.10}\\
\mathbf{0} & 1 & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right)
$$

If we consider $\mathbf{a}, \boldsymbol{e}$ as vectors, then $(\mathbf{e}|1| \boldsymbol{a})$ is an exceptionally short vector in the lattice $\mathcal{L}(\mathbf{B})$. Hence, the Ring-LWE problem is reduced to a lattice problem.

Remark 1.28. The matrix B given above generates the most commonly used lattice for modelling Ring-LWE as a lattice problem. However, it is not the only one that can be used, more options are possible. This is a topic examined in Chapter 6.

We note that using the aforementioned lattice for modelling Ring-LWE does not allow the formation of a cyclic structure in the lattice.

Concluding we can claim that both for NTRU and Ring-LWE one or two ring elements were used respectively in order to encode a lattice problem. These ring elements take $O(n)$ space while the corresponding lattices are of size $O\left(n^{2}\right)$. Therefore the representation of the underlying lattices via the ring elements is smaller by a factor of $\mathrm{O}(\mathrm{n})$ compared to any other random lattice in the same dimension. Hence, an improvement is achieved.

[^3]Further background. As it was mentioned at the beginning of this chapter, its purpose is to provide a brief introduction to the subject of lattices. This implies that later chapters will present background specific to the scientific publications they cover. In particular, even though in this chapter we briefly discussed about lattice basis reduction, we did not mention anything about algorithms solving problems like SVP and CVP. This will be done in the following chapters. We refer to Section 2.2 for a discussion on lattice sieving and to Section 4.2.2 for an brief introduction to lattice enumeration. Finally we refer to Section 2.4 for an introduction to Voronoi cells.

## Chapter 2

## Finding closest lattice vectors using approximate Voronoi cells

This chapter presents parts of the paper Finding closest lattice vectors using approximate Voronoi cells [DLdW19] authored jointly with Thijs Laarhoven and Benne de Weger, which was published at PQCrypto 2019. As this chapter merely presents some parts of the paper, proofs of results will not be included. We refer to [DLdW19] for the proofs.

## 2.1 - Introduction

Given a basis of a lattice $\mathcal{L}$, the shortest vector problem (SVP) asks to find a shortest non-zero vector in $\mathcal{L}$ under the Euclidean norm, i.e., a non-zero lattice vector $\mathbf{s}$ of norm $\|\mathbf{s}\|=\lambda_{1}(\mathcal{L})$. Given a basis of a lattice and a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$, the closest vector problem (CVP) asks to find a lattice vector $\mathbf{s} \in \mathcal{L}$ closest to $t$. The preprocessing variant of CVP (CVPP) permits to preprocess the lattice $\mathcal{L}$ such that, when later given a target vector $\mathbf{t}$, one can quickly find a closest lattice vector to $t$.

SVP and CVP are fundamental in the study of lattice-based cryptography, as the security of many schemes is directly related to their hardness. Various other hard lattice problems, such as Learning With Errors (LWE), are closely related to SVP and CVP; see e.g. [Ste16] for reductions among lattice problems. These reductions show that understanding the hardness of SVP and CVP is crucial for accurately estimating the security of lattice-based cryptographic schemes.

Worst-case SVP/CVP analyses. Although SVP and CVP are both central in the study of lattice-based cryptography, algorithms for SVP have received somewhat more attention, including a benchmarking website to compare different methods [svp19]. Various SVP algorithms have been studied which can solve CVP as well, such as the polynomial-space, superexponential-time lattice enumeration (see Section 4.2.2) studied in e.g. [Kan83, FP85, GNR10, MW15, AN17]. More recently, methods have been proposed which solve SVP/CVP in only single exponential time, but which also require exponential-sized memory [AKS01,MV10a, ADRS15]. By constructing the Voronoi cell of the lattice, MicciancioVoulgaris [MV10a] showed that SVP and CVP(P) can provably be solved in time $2^{2 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$, and Bonifas-Dadush [BD15] reduced the complexity for CVPP to only $2^{d+o(d)}$. In high dimensions the best provable complexities for SVP and CVP are currently due to discrete

Gaussian sampling [ADRS15, ADSD15], solving both problems in $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ time and space in the worst case on arbitrary lattices.

Average-case SVP/CVP algorithms. When considering and comparing these methods in practice on random lattices, we get a completely different picture. Currently the fastest heuristic methods for SVP and CVP in high dimensions are based on lattice sieving (see Section 2.2). After a long series of theoretical works on constructing efficient heuristic sieving algorithms like e.g. [NV08, MV10b, Laa15, BDGL16] as well as applied papers studying how to further speed up these algorithms in practice e.g. [LM18, Duc18], the best heuristic time complexity for solving SVP (and CVP [Laa16b]) currently stands at $2^{0.292 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ [BDGL16], using $2^{0.208 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ memory. The highest records in the SVP challenge [svp19] were recently obtained using a BKZ-sieving hybrid [ADH ${ }^{+}$19]. These recent improvements have resulted in a shift in security estimates for lattice-based cryptography, from estimating the hardness of SVP/CVP using the best enumeration methods, to estimating this hardness based on state-of-the-art sieving results (e.g. [ADPS16]) .

Hybrid algorithms and batch-CVP. In moderate dimensions, enumeration-based methods dominated for a long time, and the cross-over point with single-exponential time algorithms like sieving seemed to be far out of reach [MW15]. Moreover, the exponential memory of e.g. lattice sieving will ultimately also significantly slow down these algorithms due to the large number of random memory accesses [BCLV17]. Some previous work focused on obtaining a tradeoff between enumeration and sieving, using less memory for sieving [BLS16, HK17, HKL18].

Another well-known direction for a hybrid between memory-intensive methods and enumeration is to use a fast CVP(P) algorithm as a subroutine within enumeration (see Chapter 4). As described in e.g. [GNR10, MW15], at any given level in the enumeration tree, one is attempting to solve a CVP instance in a lower-rank sublattice, where the target vector is determined by the path from the root to the current node in the tree. Each node at this level in the tree corresponds to a CVP instance in the same sublattice, but with a different target. If we can preprocess this low-dimensional sublattice such that the amortized time complexity of solving a batch of CVP-instances in this sublattice is small, then this may speed up processing the bottom part of the enumeration tree.

A first step in this direction was taken in [Laa16b], where it was shown that with a sufficient amount of preprocessing and space, one can achieve better amortized time complexities for batch-CVP than when solving just one instance. The large memory requirement (at least $2^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ memory is required to improve upon direct CVP approaches) as well as the large number of CVP instances required to get a lower amortized complexity made this approach impractical to date.

In this chapter we study CVPP in terms of approximate Voronoi cells, and observe better time and space complexities using randomized slicing, which is similar in spirit to using randomized bases in lattice enumeration [GNR10].
2.1.1-Notation. We write vectors in boldface (e.g. $\boldsymbol{x}$ ), and we denote their coordinates with non-boldface subscripts (e.g. $x_{i}$ ). Throughout the chapter we primarily consider problems in the Euclidean norm, hence unless stated otherwise, $\|\boldsymbol{x}\|=\|\boldsymbol{x}\|_{2}:=$ $\left(\sum_{i} x_{i}^{2}\right)^{1 / 2}$ denotes the Euclidean norm of the vector $x$. We write $\mathcal{S}^{d-1}$ for the Euclidean unit sphere in $\mathbb{R}^{\mathrm{d}}$, i.e. the set of vectors $\boldsymbol{x} \in \mathbb{R}^{\mathrm{d}}$ with $\|\boldsymbol{x}\|=1$. We denote
balls in high-dimensional space by $\mathcal{B}(\boldsymbol{x}, \mathrm{r}):=\left\{\mathbf{y} \in \mathbb{R}^{\mathrm{d}}:\|\mathbf{y}-\boldsymbol{x}\| \leqslant \mathrm{r}\right\}$, and we write $\mathcal{H}(\boldsymbol{x}):=\left\{\boldsymbol{v} \in \mathbb{R}^{\mathrm{d}}:\|\boldsymbol{v}\| \leqslant\|\boldsymbol{v}-\boldsymbol{x}\|\right\}$ for half-spaces whose boundaries are the hyperplanes orthogonal to $x$ and passing through $\frac{1}{2} x$. For regions $\mathcal{R} \subset \mathbb{R}^{\mathrm{d}}$, we denote their volume by $\operatorname{Vol}(\mathcal{R})$.

Given a parameter $s>0$, we define $\rho_{s}(\boldsymbol{v}):=\exp \left(-\pi\|v\|^{2} / s^{2}\right)$, and given a lattice $\mathcal{L}$ we define $\rho_{s}(\mathcal{L}):=\sum_{v \in \mathcal{L}} \rho_{s}(\boldsymbol{v})$. We define a discrete probability distribution on this lattice $\mathcal{L}$ by setting $\operatorname{Pr}(\mathbf{X}=\boldsymbol{x}):=\rho_{s}(\boldsymbol{x}) / \rho_{\mathrm{s}}(\mathcal{L})$ for $\boldsymbol{x} \in \mathcal{L}$ and $\operatorname{Pr}(\mathbf{X}=\boldsymbol{x}):=0$ if $x \notin \mathcal{L}$. We denote this distribution as the discrete Gaussian distribution on $\mathcal{L}$ with parameter s, and we write $X \sim D_{\mathcal{L}, s}$ to denote that the random variable $X$ follows this distribution. For cosets of a lattice $\mathbf{t}+\mathcal{L}$, we analogously define $D_{\mathbf{t}+\mathcal{L}, s}$ with relative density $\rho_{\mathrm{s}, \mathrm{t}}(\boldsymbol{v}):=\exp \left(-\pi\|\boldsymbol{v}-\mathbf{t}\|^{2} / \mathrm{s}^{2}\right)$.

## 2.2 - Preliminaries

2.2.1-Heuristic assumptions. As discussed in the introduction, worst-case analyses of algorithms for e.g. SVP and CVP(P) are far off from the best average-case performance we can achieve in practice by just testing these algorithms on random lattices. For purposes in cryptography, where it is in a sense better to be safe than sorry, it therefore makes sense to try to analyze algorithms under "mild" assumptions that allow us to obtain tighter estimates on their performance on average-case lattices. Even if we can no longer formally prove these complexity bounds hold in the worst-case-indeed, these complexities may not even be accurate for e.g. exotic, dense lattices like the Leech lattice [CS98]such estimates may give us a better idea of the actual performance of the best algorithms on random lattices appearing in cryptanalysis.

A commonly made heuristic assumption for analyzing lattice algorithms is the Gaussian heuristic 1.18. A consequence of this assumption is that for random lattices of high dimension $d$, the length of the shortest vector can be approximated as:

$$
\begin{equation*}
\lambda_{1}(\mathcal{L}) \approx \sqrt{\frac{\mathrm{d}}{2 \pi e}} \cdot \operatorname{det}(\mathcal{L})^{1 / \mathrm{d}} \cdot(1+\mathrm{o}(1)) . \tag{2.1}
\end{equation*}
$$

For average-case, random $C V P(P)$ target instances $t \in \mathbb{R}^{d}$, this further means that we expect the distance to the closest lattice point to be roughly $\lambda_{1}(\mathcal{L})$ as was already mentioned in Section 1.2.

When working with lattice vectors $v \in \mathcal{L}$, even if for some algorithm we know the distribution of the "input vectors" over the lattice, after modifying these vectors we quickly lose track of the actual distribution these vectors now follow. A common assumption here is then to simply assume that if at some point in the execution of the algorithm, we are left with a vector $\boldsymbol{v}^{\prime} \in \mathcal{L}$ of norm $\left\|\boldsymbol{v}^{\prime}\right\|$, then this vector follows a uniform distribution over the sphere of radius $\left\|\boldsymbol{v}^{\prime}\right\|$ around the origin. Clearly this assumption is incorrect and ignores the discrete nature of the lattice (which may play a bigger role as the radius gets smaller), but unless this inaccuracy is exploited and abused in the analysis, this often gives us a better grip on e.g. the probability that two vectors $\boldsymbol{v}, \boldsymbol{w}$ appearing in a lattice algorithm can be combined to form a shorter vector $\boldsymbol{v} \pm \boldsymbol{w}$.

Finally, observe that although these heuristic assumptions may not be provably accurate for all lattices, extensive experimentation with these algorithms on random lattices has supported these claims for average-case lattices.
2.2.2-Lattice sieving algorithms. Heuristic lattice sieving algorithms for solving SVP are based on the following two principles: (1) if $\boldsymbol{v}, \boldsymbol{w} \in \mathcal{L}$, then their sum/difference $\boldsymbol{v} \pm \boldsymbol{w}$ is also a lattice vector; and (2) if we have a sufficiently long list $L$ of lattice vectors, then we expect there to be pairs $\boldsymbol{v}, \boldsymbol{w} \in \mathrm{L}$ with $\|\boldsymbol{v} \pm \boldsymbol{w}\|<\|\boldsymbol{v}\|,\|\boldsymbol{w}\|$. This intuitively describes the approach: we first generate a sufficiently long list of lattice vectors, and then keep combining pairs of vectors in our list to form shorter and shorter lattice vectors until we (hopefully) find a shortest lattice vector in our list.

To make sure the algorithm makes progress in finding shorter lattice vectors, L needs to contain exponentially many lattice vectors; for vectors $\boldsymbol{v}, \boldsymbol{w} \in \mathcal{L}$ of similar norm, the vector $\boldsymbol{v}-\boldsymbol{w}$ is shorter than $\boldsymbol{v}, \boldsymbol{w}$ iff the angle between $\boldsymbol{v}, \boldsymbol{w}$ is smaller than $\pi / 3$, which for random vectors $\boldsymbol{v}, \boldsymbol{w}$ of similar norm would occur with probability $(3 / 4)^{\mathrm{d} / 2+o(d)}$. Under the aforementioned heuristic assumption, that when normalized, vectors in $L$ follow the same distribution as vectors sampled uniformly at random from the unit sphere, this then also models the probability that two vectors in our list can reduce one another.

The expected space complexity of heuristic sieving algorithms follows from the previous observation: if we sample $(4 / 3)^{d / 2+o(d)}$ vectors uniformly at random from the unit sphere, then we expect a significant number of pairs of vectors to have angle less than $\pi / 3$, leading to many short difference vectors. Therefore, if we start by sampling a list $L$ of $(4 / 3)^{d / 2+o(d)}$ rather long lattice vectors, and iteratively consider combinations of vectors in $L$ to find shorter vectors (and replace the longer vector with the shorter combination), we expect to keep making progress. Combining all pairs of vectors in a list of size $(4 / 3)^{d / 2+o(d)} \approx 2^{0.208 d+o(d)}$ naively takes time $(4 / 3)^{d+o(d)} \approx 2^{0.415 d+o(d)}$.

The Nguyen-Vidick sieve. The heuristic sieve of Nguyen and Vidick [NV08] starts by sampling a list $L$ of $(4 / 3)^{\mathrm{d} / 2+o(d)}$ reasonably long lattice vectors, sampled from a discrete Gaussian $D_{\mathcal{L}, s}$ with the standard deviation $s$ chosen such that (1) we can efficiently sample from this distribution, and (2) the returned vectors are at most of norm $2^{\mathrm{O}(\mathrm{d})} \lambda_{1}(\mathcal{L})$. Then we use a sieve to map $L$, with some maximum norm $R:=\max _{\boldsymbol{v} \in \mathrm{L}}\|\boldsymbol{v}\|$, to a new list $L^{\prime}$, with maximum norm at most $R^{\prime}:=\gamma R$ for a geometric factor $0 \ll \gamma<1$ close to 1 . By repeatedly applying this sieve operation, after $\operatorname{poly}(\mathrm{d})$ iterations we expect to find a long list of lattice vectors of norm at most $\gamma^{\text {poly }(\mathrm{d})} \mathrm{R}=\mathrm{O}\left(\lambda_{1}(\mathcal{L})\right.$ ), which then (with high probability) contains a shortest vector in the lattice.

Algorithm 2.1 describes a variant of Nguyen-Vidick's original sieve, to map L to L' in $|\mathrm{L}|^{2}$ time (ignoring costs polynomial in d). The presented algorithm is a more intuitive version of the original sieve; see [Laa15, Appendix B] for details on this equivalence. Without any further modifications to this algorithm, the heuristic complexities for solving SVP with this method are as follows [NV08, Section 4].

Lemma 2.1 (Complexities of the Nguyen-Vidick sieve). Heuristically, the Nguyen-Vidick sieve solves SVP in space S and time T , with

$$
\begin{equation*}
\mathrm{S}=(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \approx 2^{0.208 \mathrm{~d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{T}=(4 / 3)^{\mathrm{d}+\mathrm{o}(\mathrm{~d})} \approx 2^{0.415 \mathrm{~d}+\mathrm{o}(\mathrm{~d})} \tag{2.2}
\end{equation*}
$$

By applying more sophisticated techniques for indexing the list $L$ and searching for pairs of vectors that can be combined to form shorter vectors, the time complexity can be further reduced to $(3 / 2)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})} \approx 2^{0.292 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ [BDGL16]. The following result (a restatement of [BDGL16, Corollary 8]) shows that this can be done without increasing the space complexity.

```
Algorithm 2.1 The Nguyen-Vidick sieve for finding shortest vectors [NV08]
Require: An LLL-reduced basis B of a lattice \(\mathcal{L}\) (B)
Ensure: The algorithm finds a shortest lattice vector
    Initialize empty lists \(L, L^{\prime}\) and set \(\gamma \leftarrow 1-1 / \mathrm{d}\)
    Sample \((4 / 3)^{\mathrm{d} / 2+o(d)}\) lattice vectors and add them to \(L\)
    Set \(R \leftarrow \max _{\boldsymbol{w} \in \mathrm{L}}\|\boldsymbol{w}\|\)
    repeat
        for each \(\boldsymbol{w}_{1}, \boldsymbol{w}_{2} \in \mathrm{~L}\) do \(\quad \triangleright\) NNS techniques can be used to speed this up
                if \(\left\|\boldsymbol{w}_{1}-\boldsymbol{w}_{2}\right\|<\gamma \mathrm{R}\) then
                Add \(\boldsymbol{w}_{1}-\boldsymbol{w}_{2}\) to the list \(\mathrm{L}^{\prime}\)
                end if
        end for
        Replace \(\mathrm{L} \leftarrow \mathrm{L}^{\prime}\), set \(\mathrm{L}^{\prime} \leftarrow \emptyset\), and recompute \(\mathrm{R} \leftarrow \max _{\boldsymbol{w} \in \mathrm{L}}\|\boldsymbol{w}\|\)
    until L contains a shortest lattice vector
    return \(\operatorname{argmin}_{0 \neq \boldsymbol{v} \in \mathrm{L}}\|\boldsymbol{v}\|\)
```

Lemma 2.2 (Complexities of the optimized Nguyen-Vidick sieve). The Nguyen-Vidick sieve with the spherical locality-sensitive filters of Becker-Ducas-Gama-Laarhoven heuristically solves SVP in space S and time T , with

$$
\begin{equation*}
\mathrm{S}=(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \approx 2^{0.208 \mathrm{~d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{T}=(3 / 2)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \approx 2^{0.292 \mathrm{~d}+\mathrm{o}(\mathrm{~d})} \tag{2.3}
\end{equation*}
$$

Micciancio and Voulgaris' GaussSieve. Micciancio and Voulgaris used a slightly different approach in their GaussSieve algorithm [MV10b]. This algorithm reduces the memory footprint by immediately reducing all pairs of lattice vectors that can be combined to form shorter lattice vectors. The algorithm uses a single list L , which is continuously kept in a state where for all $\boldsymbol{w}_{1}, \boldsymbol{w}_{2} \in \mathrm{~L},\left\|\boldsymbol{w}_{1} \pm \boldsymbol{w}_{2}\right\| \geqslant\left\|\boldsymbol{w}_{1}\right\|,\left\|\boldsymbol{w}_{2}\right\|$. Each time a new vector $v \in \mathcal{L}$ is sampled, its norm is reduced with vectors in L by adding/subtracting vectors $\boldsymbol{w} \in \mathrm{L}$ which would lead to a shorter vector, and vectors in the list are also reduced with the vector $v$. After $v$ can no longer be reduced with $\mathrm{L}, v$ is finally added to the list, guaranteeing that the pairwise reduction property is maintained. Modified list vectors are added to a stack to be reconsidered later. Algorithm 2.2 describes this procedure in pseudocode.

By immediately reducing all pairs of vectors, the GaussSieve achieves significantly better practical time and space complexities than the Nguyen-Vidick sieve. At the same time however, Nguyen and Vidick's (heuristic) proof technique does not apply to the GaussSieve, and there is no proven theoretical bound on the time complexity of the GaussSieve, even using heuristic assumptions. However, it is commonly believed that the Nguyen-Vidick sieve and the GaussSieve have the same heuristic asymptotic space and time complexities, i.e. using $2^{0.208 d+o(d)}$ space and $2^{0.415 d+o(d)}$ time without any further modifications.
2.2.3-Nearest neighbor algorithms. Related to nearest neighbor searching, we recall the following problem definitions. These are all problems where preprocessing is essential, and the most general statements of these problems are given below.

```
Algorithm 2.2 The GaussSieve algorithm for finding shortest vectors [MV10b]
Require: A basis B of a lattice \(\mathcal{L}(B)\)
Ensure: The algorithm outputs a shortest non-zero lattice vector
    Initialize an empty list \(L\) and an empty stack \(S\)
    repeat
        Get a vector \(\boldsymbol{v}\) from the stack (or sample a new one if \(S=\emptyset\) )
        for each \(\boldsymbol{w} \in \mathrm{L}\) do
            if \(\|\boldsymbol{v}-\boldsymbol{w}\|<\|\boldsymbol{v}\|\) then
                Replace \(\boldsymbol{v} \leftarrow \boldsymbol{v}-\boldsymbol{w}\)
            end if
        end for
        for each \(\boldsymbol{w} \in \mathrm{L}\) do
            if \(\|\boldsymbol{w}-\boldsymbol{v}\|<\|\boldsymbol{w}\|\) then
                Replace \(\boldsymbol{w} \leftarrow \boldsymbol{w}-\boldsymbol{v}\)
                Move \(\boldsymbol{w}\) from the list L to the stack S (unless \(\boldsymbol{w}=\mathbf{0}\) )
            end if
        end for
        if \(\boldsymbol{v} \neq 0\) then
            Add \(\boldsymbol{v}\) to the list L
        end if
    until L contains a shortest lattice vector
    return \(\operatorname{argmin}_{0 \neq \boldsymbol{v} \in \mathrm{L}}\|\boldsymbol{v}\|\)
```

Definition 2.3 (Nearest Neighbor Searching - NNS). Given a data set $\mathrm{L} \subset \mathbb{R}^{\mathrm{d}}$, preprocess this data in such a way that, when given a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$ later, one can quickly find a vector $\mathbf{s} \in \mathrm{L}$ such that $\|\mathbf{s}-\mathbf{t}\|=\min _{\boldsymbol{v} \in \mathrm{L}}\|\boldsymbol{v}-\mathbf{t}\|$.

Definition 2.4 (Approximate Nearest Neighbor Searching - $\mathrm{NNS}_{\mathrm{c}}$ ). Let $\mathrm{L} \subset \mathbb{R}^{\mathrm{d}}$ and given an approximation factor $\mathrm{c} \geqslant 1$, preprocess the data in such a way that when given a target vector $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$ later, one can quickly find a vector $\mathbf{s} \in \mathrm{L}$ such that $\|\mathbf{s}-\mathbf{t}\| \leqslant \mathrm{c} \cdot \min _{\boldsymbol{v} \in \mathrm{L}}\|\boldsymbol{v}-\mathbf{t}\|$.

NNS is essentially equivalent to CVPP, except that (1) the data set in nearest neighbor searching is not assumed to be structured, and (2) the data set is assumed to be of finite cardinality $n<\infty$. Naive brute force algorithms for nearest neighbor searching take $O(n)$ time and $O(n)$ space without any preprocessing costs, and the literature commonly focuses on sublinear time algorithms, running in time $\mathrm{O}\left(\mathrm{n}^{\rho}\right)$ for $\rho<1$, commonly with superlinear space and preprocessing costs.

A celebrated technique for finding near neighbors in high dimensions is localitysensitive hashing (LSH). Here the idea is to construct many random partitions of the space, and index the data set L in hash tables with buckets corresponding to the regions induced by these partitions. Preprocessing then consists of constructing these hash tables, and a query $t$ is answered by doing a lookup in each of the hash tables, and searching for a(n approximate) nearest neighbor in the hash buckets corresponding to $t$. For a data set of size $|\mathrm{L}|=\mathrm{n}$, this commonly leads to a sublinear time complexity $\mathrm{O}\left(\mathrm{n}^{\rho}\right)(\rho<1)$ as long as an approximate solution suffices, or if the majority of data points lie significantly
further from the target than the nearest point in the data set. LSH has also been used to speed up lattice sieving (e.g. [Laa15]).

Similar to locality-sensitive hash functions, locality-sensitive filters (LSF) divide the space into regions, with the added relaxation that these regions do not have to form a proper partition; regions may overlap, and part of the space may not even be covered by any region. This leads to improved results when $n$ is exponential in $d$ [BDGL16].

Below we restate the main result of [Laa16c] for our applications, where $n$ is assumed to be exponential in $d$. The specific problem considered here is: given a data set $L$ of points sampled uniformly at random from the unit sphere $\mathcal{S}^{\mathrm{d}-1}$, and a random query $\mathrm{t} \in$ $\mathcal{S}^{\mathrm{d}-1}$, return a vector $\boldsymbol{w} \in \mathrm{L}$ such that the angle between $\boldsymbol{w}$ and $\boldsymbol{t}$ is at most $\theta \in\left(0, \frac{\pi}{2}\right)$. The following result further assumes that the list L contains exactly $n=(1 / \sin \theta)^{d+o(d)}$ vectors. The following is a restatement of [Laa16c, Corollary 1].

Lemma 2.5 (Nearest neighbor costs for spherical data sets). Let $\theta \in\left(0, \frac{1}{2} \pi\right)$, and let $u \in[\cos \theta, 1 / \cos \theta]$. Let $\mathrm{L} \subset \mathcal{S}^{\mathrm{d}-1}$ be a list of $\mathrm{n}=(1 / \sin \theta)^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ vectors sampled uniformly at random from $\mathcal{S}^{\mathrm{d}-1}$. Then, using spherical LSF with parameters $\alpha_{\mathrm{q}}=u \cos \theta$ and $\alpha_{u}=\cos \theta$, one can preprocess $L$ in time $n^{1+\rho_{u}+o(1)}$, using $n^{1+\rho_{u}+o(1)}$ space, and with high probability answer a random query $\mathbf{t} \in \mathcal{S}^{\mathrm{d}-1}$ correctly in time $\mathfrak{n}^{\rho_{q}+\mathrm{o}(1)}$, where:

$$
\begin{equation*}
n^{\rho_{q}}=\left(\frac{\sin ^{2} \theta(u \cos \theta+1)}{u \cos \theta-\cos 2 \theta}\right)^{d / 2}, n^{\rho_{u}}=\left(\frac{\sin ^{2} \theta}{1-\cot ^{2} \theta\left(u^{2}-2 u \cos \theta+1\right)}\right)^{d / 2} \tag{2.4}
\end{equation*}
$$

In the above lemma, the parameter $u \in[\cos \theta, 1 / \cos \theta]$ controls the trade-off between the preprocessing/space complexities on the one hand, and the query time complexity on the other. The two extreme cases correspond to near-linear space and preprocessing with a slightly sublinear query time complexity (for $u=\cos \theta$ ), and very high space/preprocessing complexities with almost instant query responses (for $u=1 / \cos \theta$ ). The case $u=1$ corresponds to $\rho_{q}=\rho_{u}$.

## 2.3 - The CVPP cost model

For analyzing the performance of CVPP algorithms, we split these methods into two phases: the preprocessing phase (whose input is only the lattice $\mathcal{L}$ ), and the query phase (where also the target vector $t$ is known). We keep track of four costs of CVPP algorithms.

- Preprocessing phase: Preprocess the lattice $\mathcal{L}$ (without the target $t$ );
$\mathrm{S}_{1}$ : The memory used during the preprocessing phase;
$\mathrm{T}_{1}$ : The time used during the preprocessing phase;
- Query phase: Process the query $\mathbf{t}$ and output a vector $\mathbf{s} \in \mathcal{L}$ near $\mathbf{t}$;
$\mathrm{S}_{2}$ : The memory used during the query phase;
$\mathrm{T}_{2}$ : The time used during the query phase.
Intuitively the main goal of CVPP algorithms is to reduce the complexities of the query phase ( $\mathrm{S}_{2}, \mathrm{~T}_{2}$ ) compared to a non-preprocessed CVP algorithm. That way, a sufficiently large batch of CVP instances on the same lattice can be solved faster than with direct CVP approaches. However, in any practical application we need to perform the preprocessing at least once, and therefore CVPP algorithms with enormous preprocessing costs may be useless even if the query complexities are great. Also note that as we are interested in reducing the query complexity compared to solving CVP, and this usually comes at the
cost of a higher preprocessing cost, we generally have $T_{2} \leqslant T \leqslant T_{1}$, where $T$ is the corresponding asymptotic time complexity for CVP.

Polynomial vs. exponential advice. Note that in the literature on CVPP, a common assumption is that the output of the preprocessing stage has size polynomial in the lattice dimension d [Mic01]. This is partly because with unlimited preprocessing power (time and space), heuristically the "post-processing" stage of CVPP can easily be made polynomial time. As an example, one could cover a sufficiently large ball around the origin with tiny cubes, and precompute/store the centers of these cubes, together with solutions to CVP with these centers as target vectors. Given a target vector for CVPP, one could then size-reduce with an LLL-reduced basis B, identify the cube the vector is in, and assuming the net of cubes is sufficiently fine-grained, a solution to CVP for the center of this cube is then likely a solution to CVP for the target vector as well.

Since the costs of the preprocessing stage are usually disregarded when assessing the performance of a CVPP method, this would make CVPP (and CVPP ${ }_{\kappa}, \mathrm{BDDP}_{\delta}$ ) altogether trivial. Throughout we are interested in the practicality of the "total package" of the CVPP algorithm, including the preprocessing. Taking these costs into account, the problem is no longer trivial even when allowing exponential-sized advice from the preprocessing stage. We explicitly do not make the assumption that the output of the preprocessing stage is of polynomial size.

## 2.4 - Voronoi cells

In this section we recall some definitions and results regarding the Voronoi cell of a lattice from [VB96, AEVZ02, SFS09, MV10a]. First, we give a formal definition of Voronoi cells below, which are essentially the enclosing regions of points closer to the origin than to any other lattice point.

Definition 2.6 (Voronoi cell of a lattice). The Voronoi cell of a lattice $\mathcal{L}$ is defined as the region $\mathcal{V} \subset \mathbb{R}^{\mathrm{d}}$ such that $\boldsymbol{v} \in \mathcal{V}$ iff $\|\boldsymbol{v}\| \leqslant\|\boldsymbol{v}-\boldsymbol{x}\|$ for all $\boldsymbol{x} \in \mathcal{L}$. In other words:

$$
\begin{equation*}
\mathcal{V}:=\bigcap_{\mathbf{r} \in \mathcal{L}} \mathcal{H}(\mathbf{r}) . \tag{2.5}
\end{equation*}
$$

An important property of Voronoi cells, which immediately follows from the definition, is that the closest vector to a target vector $t \in \mathbb{R}^{d}$ in a lattice $\mathcal{L}$ is the vector $\mathbf{s} \in \mathcal{L}$ if and only if $\mathbf{t} \in \mathbf{s}+\mathcal{V}$. In particular, the latter condition is equivalent to $\mathbf{t}-\mathbf{s} \in \mathcal{V}$, which indicates that if we can find a point $\mathbf{t}^{\prime} \in(\mathbf{t}+\mathcal{L}) \cap \mathcal{V}$ (i.e. $\mathbf{t}^{\prime}=\mathbf{t}-\mathbf{s}$ ), then we have found a solution to CVP for $\mathbf{t}$ as $\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime}$.

In (2.5) above, we see that the Voronoi cell can be described in terms of an infinite number of half-spaces generated by the vectors in the lattice $\mathcal{L}$. In reality, the Voronoi cell of a lattice is a convex polytope with only a bounded number of facets, and its facets are closely related to what are commonly known as the relevant vectors, defined below.

Definition 2.7 (Relevant vectors). Given a lattice $\mathcal{L}$, a vector $\mathbf{r} \in \mathcal{L}$ is a relevant vector of the lattice $\mathcal{L}$ if and only if $\mathcal{V} \cap(\mathbf{r}+\mathcal{V})$ is an $(\mathrm{d}-1)$-dimensional facet of $\mathcal{V}$. We denote the set of all relevant vectors by $\mathcal{R} \subseteq \mathcal{L}$.

The relevant vectors of the lattice shape the boundary of $\mathcal{V}$, and the set $\mathcal{R}$ can be seen as a more compact way of representing/storing the Voronoi cell of a lattice, as $\mathcal{V}$ can be equivalently described by the following equation:

$$
\begin{equation*}
\mathcal{V}=\bigcap_{\mathbf{r} \in \mathcal{R}} \mathcal{H}(\mathbf{r}) . \tag{2.6}
\end{equation*}
$$

In other words, the Voronoi cell is also equal to the intersection of half-spaces generated only by the relevant vectors $\mathbf{r} \in \mathcal{R}$. The set $\mathcal{R}$ is by definition the minimal set $S \subseteq \mathcal{L}$ with the property that $\mathcal{V}=\bigcap_{r \in S} \mathcal{H}(\mathbf{r})$ - other vectors do not contribute to the shape of the Voronoi cell, and removing any vector from $\mathcal{R}$ would result in a different, larger enclosed region.

To efficiently describe and store the Voronoi cell of a lattice, it is important to know that $\mathcal{R}$ is finite and cannot be too large. Fortunately the size of $\mathcal{R}$ can be bounded (in the worst-case) as follows; see e.g. [MV10a, Corollary 2.5] for a proof.

Lemma 2.8 (Number of relevant vectors). For arbitrary lattices $\mathcal{L}$, the set $\mathcal{R}$ of relevant vectors satisfies $|\mathcal{R}| \leqslant 2^{\mathrm{d}+1}$.

As a result, a description of the Voronoi cell of a lattice can be stored in $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ memory, by storing all the relevant vectors. An example of a Voronoi cell for a twodimensional lattice, as well as the related relevant vectors, is given in Section 2.6 in Figure 2.1a. On the negative side, note that a storage requirement of the order $2^{\mathrm{d}}$ means it is infeasible to store the exact Voronoi cell of lattices in dimensions higher than e.g. 80. This in contrast to heuristic sieving algorithms, whose space requirement of the order $2^{0.21 \mathrm{~d}}$ means these algorithms can still be used in higher dimensions as well.

## 2.5 - Voronoi cell algorithms

As stated above, a crucial property of Voronoi cells, highlighting their relevance for closest point searching, is that $\mathbf{s} \in \mathcal{L}$ is the closest point to a target vector $t \in \mathbb{R}^{d}$ if and only if $\mathbf{t}-\mathbf{s} \in \mathcal{V}$. Since $\mathbf{t}-\mathbf{s} \in \mathbf{t}+\mathcal{L}$, a common approach of Voronoi cell algorithms for finding closest points to target vectors $t$ is to start with $t$ and gradually move along the coset $\mathbf{t}+\mathcal{L}$ towards the origin (by adding/subtracting lattice vectors to our current vector in the coset $\mathbf{t}+\mathcal{L}$ ). When no shorter vector in $\mathbf{t}+\mathcal{L}$ exists than our current guess $\mathbf{t}^{\prime} \in \mathbf{t}+\mathcal{L}$, we know that $\mathbf{t}^{\prime} \in \mathcal{V}$ and therefore $\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime}$ is the closest lattice point to $\mathbf{t}$.

Building upon work of Sommer, Feder and Shalvi [SFS09], Micciancio and Voulgaris [MV10a] described algorithms for constructing the Voronoi cell of a lattice (or equivalently, the set of $2^{\mathrm{d}+\mathrm{o(d)}}$ relevant vectors of the lattice), and with proven time complexities at most $2^{2 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ this allowed them to solve SVP, CVP and CVPP. Bonifas and Dadush [BD15] later showed how to improve the time complexity for CVPP to only $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$, by bounding the number of iterations in the post-processing stage to poly(d) rather than $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$.

An important technique for finding closest vectors, using the list of relevant vectors to peform the aforementioned procedure of finding a point $\mathbf{t}^{\prime} \in \mathbf{t}+\mathcal{L}$, is the iterative slicer of Sommer-Feder-Shalvi [SFS09] given in Algorithm 2.3. Given a target vector $\mathbf{t}$ and the Voronoi cell of the lattice as input, within a finite number of steps [SFS09, Theorem 1]
this algorithm terminates and finds the closest vector to any target $\mathbf{t} \in \mathbb{R}$. MicciancioVoulgaris later showed that by selecting relevant vectors for reduction in a specific order, the number of iterations can be bounded by $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ [MV10a, Lemma 3.2].

```
Algorithm 2.3 The iterative slicer for finding closest vectors [SFS09]
Require: The relevant vectors \(\mathcal{R} \subset \mathcal{L}\) and a target \(\mathbf{t} \in \mathbb{R}^{\mathrm{d}}\)
Ensure: The algorithm outputs a closest lattice vector \(\mathbf{s} \in \mathcal{L}\) to \(t\)
    Initialize \(\mathbf{t}^{\prime} \leftarrow \mathbf{t}\)
    for each \(\mathbf{r} \in \mathcal{R}\) do
        if \(\left\|\mathbf{t}^{\prime}-\mathbf{r}\right\|<\left\|\mathbf{t}^{\prime}\right\|\) then
            Replace \(\mathbf{t}^{\prime} \leftarrow \mathbf{t}^{\prime}-\mathbf{r}\) and restart the for-loop
        end if
    end for
    return \(\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime}\)
```

By similar techniques as in heuristic lattice sieving (or as in [BD15]), one can bound the number of iterations of this slicer until termination. Given a target $\mathbf{t}$, one can use e.g. Babai rounding on an LLL-reduced basis of the lattice to get an initial guess $\boldsymbol{t}^{\prime} \in \mathbf{t}+\mathcal{L}$ satisfying $\left\|\mathbf{t}^{\prime}\right\| \leqslant 2^{\mathrm{O}}{ }^{(\mathrm{d})} \min _{\mathbf{s} \in \mathbf{t}+\mathcal{L}}\|\mathbf{s}\|$. Then, by only performing reductions whenever $\left\|\mathbf{t}^{\prime} \pm \mathbf{r}\right\|<\gamma\left\|\mathbf{t}^{\prime}\right\|$ for some geometric factor $\gamma=1-1 / \mathrm{d}^{\mathrm{k}}$ for certain $k>1$, one can ensure that the number of iterations is polynomially bounded by $\log _{1 / \gamma}\left\|\mathbf{t}^{\prime}\right\|=\mathrm{O}\left(\mathrm{d}^{1+\mathrm{k}}\right)$. At the same time, due to this geometric factor $\gamma$, after the algorithm terminates we might only have $\boldsymbol{t}^{\prime} \in(1 / \gamma) \mathcal{V}$ instead of $\mathfrak{t}^{\prime} \in \mathcal{V}$. Since $\operatorname{Vol}(\mathcal{V} / \gamma)=\operatorname{Vol}(\mathcal{V}) / \gamma^{d}$, we therefore expect this algorithm to succeed with probability proportional to $\gamma^{\mathrm{d}}=1-\mathrm{O}\left(\mathrm{d}^{1-\mathrm{k}}\right)=1-\mathrm{o}(1)$ over the randomness of $t$. As $k$ increases, the (polynomial) number of iterations increases, while heuristically the success probability becomes overwhelming.

Bonifas and Dadush [BD15] described a different method to bound the number of iterations to $\operatorname{poly}(\mathrm{d})$, by carefully choosing which relevant vectors to use for reduction in each step. Although there is no formal proof that other approaches allow for solving exact CVP as well, in the remainder of this chapter we will assume (heuristically) that the number of iterations of this slicer (until termination) is only poly( $d$ ), for random lattices and average-case target vectors.

## 2.6 -Approximate Voronoi cells

In this section we revisit the preprocessing approach to CVP of [Laa16b], as well as the trend of speeding up these algorithms using nearest neighbor searching. These results can be viewed as a first step towards a practical, heuristic alternative to the Voronoi cell algorithm of Micciancio-Voulgaris [MW15], where instead of constructing the exact Voronoi cell, the preprocessing computes an approximation of it, requiring less time and space to compute and store.

First, our preprocessing step consists of computing a list L of most lattice vectors below a given norm ${ }^{1}$. This preprocessing can be done using e.g. enumeration or sieving. The preprocessed data can best be understood as representing an approximate Voronoi

[^4]cell of the lattice, where the size of L determines how good the approximation is (see Figure 2.1 for an example). Using this approximate Voronoi cell, a CVP instance can then be solved by applying the iterative slicing procedure of [SFS09], with nearest neighbor optimizations to reduce the search costs.

Below we start with a formal definition of approximate Voronoi cells, where as before we write $\mathcal{H}(\boldsymbol{x})$ for half-spaces whose boundaries are orthogonal to $\boldsymbol{x}$ and pass through $\frac{1}{2} x$.

Definition 2.9 (Approximate Voronoi cells). For a lattice $\mathcal{L}$ and a list $\mathrm{L} \subseteq \mathcal{L}$, the approximate Voronoi cell generated by L is defined as:

$$
\begin{equation*}
\mathcal{V}_{\mathrm{L}}:=\bigcap_{\mathbf{r} \in \mathrm{L}} \mathcal{H}(\mathbf{r}) \tag{2.7}
\end{equation*}
$$

Note that $\mathcal{V} \subseteq \mathcal{V}_{\mathrm{L}}$ for any $\mathrm{L} \subseteq \mathcal{L}$, and $\mathcal{V}=\mathcal{V}_{\mathrm{L}}$ if and only if $\mathcal{R} \subseteq \mathrm{L}$ [SFS09, Lemma 5]. Similarly, $\mathcal{R}$ is the smallest set $\mathrm{L} \subseteq \mathcal{L}$ with the property that $\mathcal{V}_{\mathrm{L}}=\mathcal{V}$. To quantify the 'quality' of an approximate Voronoi cell $\mathcal{V}_{\mathrm{L}}$ (or a list L), recall that the volume of the exact Voronoi cell $\mathcal{V}$ is equal to the volume of the lattice: $\operatorname{Vol}(\mathcal{V})=\operatorname{det}(\mathcal{L})$. If $\mathcal{R}$ is not contained in L , then $\mathcal{V}_{\mathrm{L}}$ will have a strictly larger volume, and the following quantity can therefore serve as a guideline as to how well an approximate Voronoi cell $\mathcal{V}_{\mathrm{L}}$ approximates $\mathcal{V}$.

Definition 2.10 (Approximation factor). Given a lattice $\mathcal{L}$ and a list $\mathrm{L} \subseteq \mathcal{L}$, we define the approximation factor $\mathcal{A}_{\mathrm{L}}$ for the cell $\mathcal{V}_{\mathrm{L}}$ generated by L as:

$$
\begin{equation*}
A_{\mathrm{L}}:=\frac{\operatorname{Vol}\left(\mathcal{V}_{\mathrm{L}}\right)}{\operatorname{Vol}(\mathcal{V})} \tag{2.8}
\end{equation*}
$$

Clearly $A_{L} \geqslant 1$ with equality iff $\mathcal{R} \subseteq$ L. If $L$ is very small, $A_{L}$ may be infinite, but as long as $L$ contains a basis of the lattice one has $A_{L}<\infty$ [VB96]. For arbitrary lists $\mathrm{L}, \mathrm{L}^{\prime}$ with $\mathrm{L} \subseteq \mathrm{L}^{\prime} \subseteq \mathcal{L}$ we have $A_{\mathrm{L}^{\prime}} \leqslant A_{\mathrm{L}}$, i.e. if we add vectors to L to form $\mathrm{L}^{\prime}$, the approximation factor either stays the same or decreases.

Compared to [Laa16b], the main improvement of this approach lies in generalizing how similar the approximate Voronoi cell $\mathcal{V}_{\mathrm{L}}$ (generated by the list L ) needs to be to the exact Voronoi cell of the lattice, $\mathcal{V}$. We distinguish two cases below. As sketched in Figure 2.1, a worse approximation leads to a larger approximate Voronoi cell, so $\operatorname{vol}\left(\mathcal{V}_{\mathrm{L}}\right) \geqslant \operatorname{vol}(\mathcal{V})$ with equality iff $\mathcal{V}=\mathcal{V}_{\mathrm{L}}$.
2.6.1-Good approximations. The main result of [Laa16b] for solving CVPP can be summarized in terms of approximate Voronoi cells by the following lemma, stating how big L must heuristically be to obtain approximation factors close to 1 .

Lemma 2.11 (Good approximations). Let L consist of the $\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ shortest vectors of $a$ lattice $\mathcal{L}$, with $\alpha \geqslant \sqrt{2}+\mathrm{o}(1)$. Then heuristically,

$$
\begin{equation*}
A_{\mathrm{L}}=1+\mathrm{o}(1) \tag{2.9}
\end{equation*}
$$

In other words, if $L$ contains the $2^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ shortest lattice vectors of a random lattice $\mathcal{L}$, we expect $\mathcal{V}_{\mathrm{L}}$ to approximate the exact Voronoi cell $\mathcal{V}$ very well. This in contrast with the best proven worst-case bounds, which suggest that up to $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ vectors are needed to accurately represent the Voronoi cell of a lattice.

(a) A tiling of $\mathbb{R}^{2}$ with exact Voronoi cells $\mathcal{V}$ of a lattice $\mathcal{L}$ (red/black points), generated by the set $\mathcal{R}=\left\{\mathrm{r}_{1}, \ldots, \mathrm{r}_{6}\right\}$ of all relevant vectors of $\mathcal{L}$. Here $\operatorname{vol}(\mathcal{V})=\operatorname{det}(\mathcal{L})$.

(b) An overlapping tiling of $\mathbb{R}^{2}$ with approximate Voronoi cells $\mathcal{V}_{\mathrm{L}}$ of the same lattice $\mathcal{L}$, generated by a subset of the relevant vectors, $\mathrm{L}=$ $\left\{\mathrm{r}_{1}, \mathrm{r}_{2}, \mathrm{r}_{4}, \mathrm{r}_{5}\right\} \subset \mathcal{R}$.

Figure 2.1: Exact and approximate Voronoi cells of the same two-dimensional lattice $\mathcal{L}$.
For the exact Voronoi cell $\mathcal{V}$ (Figure 2.1a), the cells around the lattice points form a tiling of $\mathbb{R}^{2}$, covering each point in space exactly once. Given that a point $\mathbf{t}$ lies in the Voronoi cell around $\mathbf{s} \in \mathcal{L}$, we know that $\mathbf{s}$ is the closest lattice point to $t$.
For the approximate Voronoi cell $\mathcal{V}_{\mathrm{L}}$ (Figure 2.1b), the cells around the lattice points overlap, and cover a non-empty fraction of the space by multiple cells. Given that a vector $\mathbf{t}$ lies in an approximate Voronoi cell around a lattice point $\mathbf{s}$, we further do not have the definite guarantee that $\mathbf{s}$ is the closest lattice point to $\mathbf{t}$.

Algorithm 2.4 The heuristic slicer for finding closest vectors [Laa16b]
Require: A list $L \subset \mathcal{L}$ of the $2^{\mathrm{d} / 2+o(d)}$ shortest vectors of $\mathcal{L}$, and a target $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$
Ensure: The algorithm outputs a closest lattice vector $\mathbf{s} \in \mathcal{L}$ to $t$
Initialize $\mathbf{t}^{\prime} \leftarrow \mathbf{t}$
for each $\mathbf{r} \in \mathrm{L}$ do $\quad \triangleright$ NNS speedups can be used here if $\left\|\boldsymbol{t}^{\prime}-\mathbf{r}\right\|<\left\|\boldsymbol{t}^{\prime}\right\|$ then

Replace $\mathbf{t}^{\prime} \leftarrow \mathbf{t}^{\prime}-\mathbf{r}$ and restart the for-loop end if
end for
return $s \leftarrow t-t^{\prime}$

Heuristically, Lemma 2.11 implies that if we use Voronoi cell algorithms for CVP(P), using only the $2^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ shortest lattice vectors as our approximate list of relevant vectors (instead of all $2^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ relevant vectors), the algorithm will still succeed with high probability in returning the actual closest vector to random target vectors. The resulting heuristic slicer, which serves as the algorithm for the query phase of CVPP in [Laa16b], is given in Algorithm 2.4.

Assuming the list L contains the $2^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ shortest vectors of $\mathcal{L}$, it returns the closest vector with high probability. Naively, this algorithm has query time and space complexities of $2^{\mathrm{d} / 2+o(d)}$, but with nearest neighbor search techniques the search for relevant
vectors that can reduce $\boldsymbol{t}^{\prime}$ can be sped up significantly.
2.6.2-Arbitrary approximations. To obtain improved results compared to [Laa16b], we will use the following generalization of Lemma 2.11, providing a heuristic upper bound on the approximation factor $A_{L}$ for lists $L$ containing fewer than $2^{d / 2+o(d)}$ lattice vectors. ${ }^{2}$

Lemma 2.12 (Arbitrary approximations). Let L consist of the $\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ shortest vectors of a lattice $\mathcal{L}$, with $\alpha \in(1.03396, \sqrt{2})$. Then heuristically,

$$
\begin{equation*}
A_{\mathrm{L}} \leqslant\left(\frac{16 \alpha^{4}\left(\alpha^{2}-1\right)}{-9 \alpha^{8}+64 \alpha^{6}-104 \alpha^{4}+64 \alpha^{2}-16}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \tag{2.10}
\end{equation*}
$$

Above, $1.03396 \ldots$ is a root of the polynomial in the denominator. Note that as $\alpha \rightarrow \sqrt{2}$, the ratio approaches 1 , and Lemma 2.12 therefore is a proper generalization of Lemma 2.11 . For $\alpha \downarrow 1.03396 \ldots$, the ratio tends to $\infty$, suggesting that for very small lists our analysis does not provide a proper, meaningful upper bound on the approximation factor - there is no reason to believe that $A_{L}=\infty$ for exponentially large preprocessed lists.

For random target vectors, we heuristically expect the probability of success of finding a closest vector to this target with a preprocessed list $L$ to be approximately $p_{L}=1 / A_{L}$ - assuming a reduced vector returned by the slicer lies uniformly in $\mathcal{V}_{\mathrm{L}}$, the probability that it also lies in $\mathcal{V}$ is proportional to $\operatorname{Vol}(\mathcal{V}) / \operatorname{Vol}\left(\mathcal{V}_{\mathrm{L}}\right)$. With the above result in mind, we can thus generalize the previous heuristic slicer to construct a CVPP algorithm which works with even smaller lists L, but has an exponentially small success probability in the dimension d . This is somewhat unsatisfactory, as an algorithm succeeding with exponentially small success probability is unlikely to be useful in any application. However, similar to e.g. extreme pruning in enumeration [GNR10], as long as the gain in the time (and space) complexity is more than the loss in the success probability, such an algorithm may well turn out to be useful if we can somehow randomize our reduction algorithm.

## 2.7-Randomized slicing

To instantiate Lemma 2.12 with an actual CVPP algorithm succeeding with high probability, ideally we need to be able to rerandomize problem instances such that, if an algorithm succeeds with small probability $p$ in time $T$, we can repeat the algorithm approximately $1 / p$ times to obtain an algorithm succeeding with constant probability in $T / p$ time. The (heuristic) iterative slicer mostly works deterministically ${ }^{3}$, so if an initialized data structure and problem instance fail, running the same slicing algorithm on the same target would likely result in failure again.

To rerandomize problem instances, we will use the following procedure: instead of starting with a single vector $\mathbf{t}^{\prime} \leftarrow \mathbf{t}$ and attempting to reduce it to a vector $\mathbf{t}^{\prime \prime} \in \mathcal{V}$, we use several vectors of the form $\mathfrak{t}^{\prime} \sim D_{t+\mathcal{L}, \mathrm{s}}$ sampled from a discrete Gaussian over the

[^5]coset $\mathbf{t}+\mathcal{L}$ with a well-chosen parameter $s$. This parameter $s$ needs to be chosen small enough so that sampling can be done in polynomial time in the lattice dimension d , and large enough so that the sampled vectors are not too long, and so that the reductions of $t^{\prime}$ to short vectors $t^{\prime \prime}$ do not take too long. To analyze our CVPP method using this sampling procedure, we propose the following heuristic assumption, essentially stating that this rerandomization procedure works perfectly.

Heuristic 2.13 (Randomized slicing). For $\mathrm{L} \subset \mathcal{L}$ and large s ,

$$
\begin{equation*}
\underset{\mathbf{t}^{\prime} \sim \mathrm{Dr}_{\mathbf{t}+\mathcal{L}, \mathrm{s}}}{\operatorname{Pr}}\left[\operatorname{Slice}_{\mathrm{L}}\left(\mathbf{t}^{\prime}\right) \in \mathcal{V}\right] \approx \frac{1}{\mathcal{A}_{\mathrm{L}}} . \tag{2.11}
\end{equation*}
$$

For intuition behind this statement, recall that with a preprocessed list L , a vector $\mathbf{t}^{\prime}$ will ultimately be reduced by the slicer to a vector $\mathbf{t}^{\prime \prime}=\operatorname{Slice}\left(\mathbf{t}^{\prime}\right) \in \mathcal{V}_{\mathrm{L}}$. If $\mathbf{t}^{\prime \prime}$ now also lies in $\mathcal{V}$, which we may heuristically model as a sphere of radius $\lambda_{1}(\mathcal{L})$, then $\mathbf{0}$ is the closest lattice vector to $\mathbf{t}^{\prime \prime} \in \mathbf{t}+\mathcal{L}$, and so $\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime \prime}$ is indeed the closest lattice vector to $t$. However, since $\mathcal{V}_{\mathrm{L}}$ is potentially much larger than $\mathcal{V}$, this may only occur with small probability, and heuristically we essentially assume that $\operatorname{Pr}_{\mathbf{t}^{\prime \prime} \leftarrow \text { Slice }\left(\mathbf{t}^{\prime}\right)}\left[\mathbf{t}^{\prime \prime} \in \mathcal{V} \mid\right.$ $\left.\mathrm{t}^{\prime \prime} \in \mathcal{V}_{\mathrm{L}}\right]=1 / A_{\mathrm{L}}$.

Note that the probability on the left hand side of (2.11) is for arbitrary, fixed target vectors $\mathbf{t}$, and the randomness is purely over the Gaussian sampling of $\mathbf{t}^{\prime} \sim D_{t+\mathcal{L}, \mathrm{s}}-$ we heuristically assume/expect that we can effectively apply this rerandomization procedure to any target vector, rather than e.g. always failing for certain targets and succeeding for other targets. Experiments presented in [DLdW19] indeed suggest that this assumption is justified.

Assuming the above heuristic assumption holds, an algorithm for CVPP follows, by repeating the slicing algorithm on randomly sampled vectors $\mathbf{t}^{\prime} \sim D_{t+\mathcal{L}, s}$. The randomized heuristic slicer that we obtain is given in Algorithm 2.5.

```
Algorithm 2.5 The randomized heuristic slicer for finding closest vectors
Require: A list \(\mathrm{L} \subset \mathcal{L}\) and a target \(\mathbf{t} \in \mathbb{R}^{\mathrm{d}}\)
Ensure: The algorithm outputs a closest lattice vector \(\mathbf{s} \in \mathcal{L}\) to \(t\)
    \(\mathbf{s} \leftarrow \mathbf{0} \quad \triangleright\) Initial guess \(\mathbf{s}\) for closest vector to t
    repeat
        Sample \(\mathbf{t}^{\prime} \sim \mathrm{D}_{\mathbf{t}+\mathcal{L}, \mathrm{s}} \quad \triangleright\) Randomly shift \(\mathbf{t}\) by a vector \(\boldsymbol{v} \in \mathcal{L}\)
        for each \(r \in L\) do
            if \(\left\|\mathbf{t}^{\prime}-\mathbf{r}\right\|<\left\|\mathbf{t}^{\prime}\right\|\) then \(\quad \triangleright\) New shorter vector \(\mathbf{t}^{\prime} \in \mathbf{t}+\mathcal{L}\)
            Replace \(\mathbf{t}^{\prime} \leftarrow \mathbf{t}^{\prime}-\mathbf{r}\) and restart the for-loop
            end if
        end for
        if \(\left\|\mathbf{t}^{\prime}\right\|<\|\mathbf{t}-\mathbf{s}\|\) then
            \(\mathbf{s} \leftarrow \mathbf{t}-\mathbf{t}^{\prime} \quad \triangleright\) New lattice vector \(\mathbf{s}\) closer to \(\mathbf{t}\)
        end if
    until \(s\) is a closest lattice vector to \(t\)
    return \(s\)
```

For randomized slicing, the costs of the algorithm are mostly the same in terms of $\alpha$ as for a single run of the slicer, except that the (expected) time complexity $\mathrm{T}_{2}$ for the
query phase is multiplied by a factor $1 / p$, to account for the expected number of trials necessary to find a closest vector. On the positive side, this means that we do not need to fix $\alpha=\sqrt{2}$ in advance, and can obtain significantly better space complexities, as well as better space-time trade-offs.

## 2.8 - Preprocessing costs

For the preprocessing phase, we need to generate a list of the $\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ lattice vectors of norm at most $\alpha \cdot \lambda_{1}(\mathcal{L})$, and store it in a nearest neighbor data structure to allow for fast searching. This preprocessing step can be done using different methods. In moderate dimensions, the fastest way may be to use lattice enumeration but in high dimensions (as well asymptotically) heuristic lattice sieving methods will lead to the best complexities. As we are mostly interested in obtaining the best asymptotic complexities here, let us consider the preprocessing costs for a sieving-based preprocessing stage.

Recall that with standard heuristic sieving methods, we reduce pairs of lattice vectors if their angle is at most $\theta=\frac{\pi}{3}$, resulting in a list of $\operatorname{size}(\sin \theta)^{-d+o(d)}$. To generate a list of the $\alpha^{d+o(d)}$ shortest lattice vectors of a lattice $\mathcal{L}$ with the GaussSieve, rather than the $(4 / 3)^{\mathrm{d} / 2+o(d)}$ lattice vectors one would normally get, we relax the reduction step in sieving: we reduce a list vector $\boldsymbol{v}$ with another list vector $\boldsymbol{w}$ if and only if their pairwise angle is less than $\theta=\arcsin (1 / \alpha)$, which for vectors $\boldsymbol{v}, \boldsymbol{w}$ of similar norm corresponds to the following condition:

$$
\begin{equation*}
\|\boldsymbol{v}-\boldsymbol{w}\|^{2}<2(1-\cos \theta) \cdot\|\boldsymbol{v}\|^{2}=\left(2-\frac{2}{\alpha} \sqrt{\alpha^{2}-1}\right) \cdot\|\boldsymbol{v}\|^{2} \tag{2.12}
\end{equation*}
$$

This leads to the modified GaussSieve described in Algorithm 2.6. Note that for $\alpha=\sqrt{2}$, the reduction criterion becomes $\|\boldsymbol{v}-\boldsymbol{w}\|<\sqrt{2-\sqrt{2}} \cdot\|\boldsymbol{v}\|$.

Intuitively, Algorithm 2.6 could be interpreted as a relaxed version of standard heuristic sieving approaches. In standard sieving, pairwise reductions are always performed, even if they lead to minor progress in reducing the norms of the vectors. This turns out to lead to the smallest list sizes. By only reducing vectors when significant progress is made in reducing their norms, reductions occur less frequently, leading to larger list sizes before real progress is made. By not always doing reductions in Algorithm 2.6, it takes longer to complete this preprocessing step, but a longer list of lattice vectors is returned. Moreover, by only searching for vectors with very small angles, the speed-ups obtained from applying nearest neighbor techniques become bigger as well.

Note that in Algorithm 2.6, as well as other lattice sieving algorithms in Section 2.2, the stopping criterion is stated as continuing until the list contains a shortest vector. In the literature on lattice sieving, many different stopping criterions have been considered, often involving a bound on the number of "collisions" to the all-zero vector. An alternative stopping criterion here might also be to continue until, say, at least $90 \%$ of the expected number of lattice vectors below a certain norm $\alpha \cdot \lambda_{1}(\mathcal{L})$ have been encountered by the sieve. In reality, the precise termination condition is somewhat irrelevant - at some point during the run, the list will be a very good quality and contain most short vectors, and continuing a bit longer only means that slightly more time is spent on the preprocessing phase, and slightly more of the shortest lattice vectors will be in the preprocessed list for the query phase.

```
Algorithm 2.6 The GaussSieve-based preprocessing phase for solving CVPP
Require: A basis \(B\) of a lattice \(\mathcal{L}(B)\), a parameter \(\alpha \geqslant \sqrt{4 / 3}\)
Ensure: The output list \(\mathrm{L} \subset \mathcal{L}\) contains \(\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}\) vectors of norm at most \(\alpha \cdot \lambda_{1}(\mathcal{L})\)
    Initialize an empty list \(L\) and an empty stack \(S\)
    repeat
        Get a vector \(\boldsymbol{v}\) from the stack (or sample a new one if \(S=\emptyset\) )
        for each \(\boldsymbol{w} \in \mathrm{L}\) do \(\quad \triangleright\) NNS can be used to speed this up
            if \(\|\boldsymbol{v}-\boldsymbol{w}\|^{2}<\left(2-\frac{2}{\alpha} \sqrt{\alpha^{2}-1}\right) \cdot\|\boldsymbol{v}\|^{2}\) then
                Replace \(\boldsymbol{v} \leftarrow \boldsymbol{v}-\boldsymbol{w}\)
            end if
        end for
        for each \(\boldsymbol{w} \in \mathrm{L}\) do
            if \(\|\boldsymbol{w}-\boldsymbol{v}\|^{2}<\left(2-\frac{2}{\alpha} \sqrt{\alpha^{2}-1}\right) \cdot\|\boldsymbol{w}\|^{2}\) then
                Replace \(\boldsymbol{w} \leftarrow \boldsymbol{w}-\boldsymbol{v}\)
                Move \(\boldsymbol{w}\) from the list L to the stack S (unless \(\boldsymbol{w}=\mathbf{0}\) )
            end if
        end for
        if \(\boldsymbol{v} \neq 0\) then
            Add \(\boldsymbol{v}\) to the list L
        end if
    until \(v\) is a shortest vector
    return L
```

The following lemma summarizes the preprocessing costs obtained by using the optimized nearest neighbor techniques from Lemma 2.5.

Lemma 2.14 (Preprocessing complexities). Let $\alpha \in(1, \infty)$ and suppose that $u \in\left(\sqrt{\frac{\alpha^{2}-1}{\alpha^{2}}}, \sqrt{\frac{\alpha^{2}}{\alpha^{2}-1}}\right)$. With Algorithm 2.6, we can heuristically generate a list of the $\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ shortest vectors in a lattice $\mathcal{L}$ with the following space and time complexities $\mathrm{S}_{1}$ and $\mathrm{T}_{1}$.

$$
\begin{align*}
& \mathrm{S}_{1}=\max \left\{\mathrm{S}_{2},\left(\frac{4}{3}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}\right\},  \tag{2.13}\\
& \mathrm{T}_{1}=\max \left\{\mathrm{S}_{2},\left(\frac{3}{2}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}\right\},  \tag{2.14}\\
& \mathrm{S}_{2}=\left(\frac{\alpha}{\alpha-\left(\alpha^{2}-1\right)\left(\alpha u^{2}-2 u \sqrt{\alpha^{2}-1}+\alpha\right)}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} . \tag{2.15}
\end{align*}
$$

Moreover, at the end of the preprocessing step, we have a data structure of size $\mathrm{S}_{2}$ which can answer CVP queries in time $\mathrm{T}_{2}$ as follows:

$$
\begin{equation*}
\mathrm{T}_{2}=\left(\frac{\alpha+\mathrm{u} \sqrt{\alpha^{2}-1}}{-\alpha^{3}+\alpha^{2} u \sqrt{\alpha^{2}-1}+2 \alpha}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \tag{2.16}
\end{equation*}
$$

Observe that reductions between vectors only make sense if vectors get shorter; if $\boldsymbol{v}$ and $\boldsymbol{w}$ have similar norms, then one cannot reduce $\boldsymbol{v}$ with $\boldsymbol{w}$ if their pairwise angle is larger than $\frac{\pi}{3}$. To generate a list with $\alpha^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ short vectors with $\alpha<\sqrt{4 / 3}$, one can just run the algorithm for $\alpha=\sqrt{4 / 3}$ (corresponding to the regular GaussSieve), and afterwards discard lattice vectors which are too long. Alternatively, if one is interested in minimizing the memory complexity, for small values $\alpha$ one could consider using tuple lattice sieving approaches discussed in [BLS16, HK17, HKL18]. We restrict our attention to sieving using pairwise reductions, and we leave a complexity analysis based on tuple reductions to future work.

Note also that $\mathrm{S}_{1}$ and $\mathrm{T}_{1}$ in Lemma 2.14 are lower bounded by the costs for solving SVP, which based on the current best space and time complexities for (pairwise) sieving are $(4 / 3)^{\mathrm{d} / 2+o(d)}$ and $(3 / 2)^{\mathrm{d} / 2+o(d)}$ respectively [BDGL16]. Using tuple sieving [BLS16, HK17, HKL18], it is possible to eliminate this lower bound on $S_{1}$, at the cost of worse preprocessing time complexities - however this further generalization of the complexities goes beyond the scope of this chapter.

## 2.9-CVPP complexities

With the previous results and techniques in place, we are now ready to state a summarising result. For the exact closest vector problem with preprocessing, the improved complexities over [Laa16b] mainly come from the aforementioned randomizations. To illustrate this with a simple example, suppose we run an optimized LDSieve [BDGL16], ultimately resulting in a list of $(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ of the shortest vectors in the lattice, indexed in a nearest neighbor data structure of size $(3 / 2)^{\mathrm{d} / 2+o(d)}$. Asymptotically, using this list as our approximate Voronoi cell, the iterative slicer succeeds with probability $p=(13 / 16)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$ (by (2.10) and (2.11) for $\alpha=\sqrt{4 / 3}$ ), while processing a query with this data structure takes time $(9 / 8)^{\mathrm{d} / 2+o(d)}$ (by (2.16) for $\alpha=\sqrt{4 / 3}, u=1$ ). By repeating a query $1 / p$ times with rerandomizations of the same CVP instance, we obtain the following heuristic complexities for CVPP.

Proposition 2.15 (Standard sieve preprocessing). Using the output of the LDSieve [BDGL16] as the preprocessed list and encompassing data structure, we can heuristically solve CVPP with the following query space and time complexities:

$$
\mathrm{S}=(3 / 2)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \approx 2^{0.292 \mathrm{~d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{T}=(18 / 13)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \approx 2^{0.235 \mathrm{~d}+\mathrm{o}(\mathrm{~d})}
$$

If we use a more general analysis of the approximate Voronoi cell approach, varying over both the nearest neighbor parameters and the size of the preprocessed list, we can obtain even better query complexities. For a memory complexity of $(3 / 2)^{\mathrm{d} / 2+o(d)} \approx$ $2^{0.292 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$, we can achieve a query time complexity of approximately $2^{0.220 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ by using a shorter list of lattice vectors, and a more memory-intensive parameter setting for the nearest neighbor data structure. The following main result summarizes all the asymptotic time-space trade-offs we can obtain for heuristically solving CVPP in the average case.


Figure 2.2: Complexities for randomized slicing. The light blue curves correspond to different values $\alpha$ and different success probabilities $p_{\alpha}$. The right red curve corresponds to $\alpha=\sqrt{2}$ and $p_{\alpha} \approx 1$, i.e., not using randomized slicing as in Section 2.7. Dashed purple curves correspond to fixing the nearest neighbor parameter $u$ and varying $\alpha$. No single curve lies below all others, and the minimum over all curves is depicted by the bottom blue curve.

Theorem 2.16 (Optimized CVPP complexities). Let $\alpha \in(1.03396, \sqrt{2})$ and $u \in\left(\sqrt{\frac{\alpha^{2}-1}{\alpha^{2}}}, \sqrt{\frac{\alpha^{2}}{\alpha^{2}-1}}\right)$. With approximate Voronoi cells we can heuristically solve CVPP with preprocessing space and time $\mathrm{S}_{1}$ and $\mathrm{T}_{1}$, and query space and time $\mathrm{S}_{2}$ and $\mathrm{T}_{2}$, where:

$$
\begin{align*}
& \mathrm{S}_{1}=\max \left\{\mathrm{S}_{2},\left(\frac{4}{3}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}\right\}, \quad \mathrm{T}_{1}=\max \left\{\mathrm{S}_{2},\left(\frac{3}{2}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}\right\}  \tag{2.17}\\
& \mathrm{S}_{2}=\left(\frac{\alpha}{\alpha-\left(\alpha^{2}-1\right)\left(\alpha u^{2}-2 u \sqrt{\alpha^{2}-1}+\alpha\right)}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})},  \tag{2.18}\\
& \mathrm{T}_{2} \leqslant\left(\frac{16 \alpha^{4}\left(\alpha^{2}-1\right)}{-9 \alpha^{8}+64 \alpha^{6}-104 \alpha^{4}+64 \alpha^{2}-16} \cdot \frac{\alpha+u \sqrt{\alpha^{2}-1}}{-\alpha^{3}+\alpha^{2} u \sqrt{\alpha^{2}-1}+2 \alpha}\right)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \tag{2.19}
\end{align*}
$$

The best query complexities $\left(\mathrm{S}_{2}, \mathrm{~T}_{2}\right)$ together form the thick blue curve in Figure 2.2.
For $\alpha=\sqrt{2}$, Theorem 2.16 leads to the exact same complexities as without rerandomizations as in [Laa16b] depicted by the red curve in Figure 2.2. The time-space curve $\mathcal{C}_{\alpha}$ corresponding to $\alpha=\sqrt{4 / 3}$, as well as a few other values $\alpha$, are shown in Figure 2.2. By taking the minimum over all these curves $\left\{\mathcal{C}_{\alpha}\right\}_{\alpha \in(1.03396, \sqrt{2})}$, where curves are defined by varying the parameter $u \in\left(\sqrt{\left(\alpha^{2}-1\right) / \alpha^{2}}, \sqrt{\alpha^{2} /\left(\alpha^{2}-1\right)}\right)$, we obtain the thick blue curve in Figure 2.2. There seems to be no simple expression for this curve; for a particular choice of the space complexity, the best query time complexity $\mathrm{T}_{2}$ can be found by considering all different $\alpha$, and for each $\alpha$ computing the value $u$ such that the space complexity is as desired, and taking the minimum over all these values. Note that due to the condition $\alpha>1.03396$, the curve terminates on the left side at a minimum
space complexity of $1.03396^{\mathrm{d}+\mathrm{o}(\mathrm{d})} \approx 2^{0.0482 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$; with this method we cannot obtain a space complexity $\mathrm{S}_{2}=2^{\mathrm{o}(\mathrm{d})}$ for exact CVPP.
2.9.1-Concrete complexities. Although Theorem 2.16 and Figure 2.2 illustrate how well we expect these methods to scale in high dimensions $d$, it should be stressed that Theorem 2.16 is a purely asymptotic result, with potentially large order terms hidden by the $o(d)$ in the exponents for the time and space complexities. To obtain security estimates for real-world applications, and to assess how fast this algorithm actually solves problems appearing in the cryptanalysis of lattice-based cryptosystems, it therefore remains necessary to perform extensive experiments, and to cautiously try to extrapolate from these results what the real attack costs might be for high dimensions d, necessary to attack actual instantiations of cryptosystems. In [DLdW19] some preliminary experiments were performed to test the practicality of this approach, but further work is still necessary to assess the impact of these results on the concrete hardness of CVPP. We briefly mention some of the experiments from [DLdW19] in the next section.

### 2.10 - Experimental results

Besides the theoretical results mentioned in Section 2.9, with improved heuristic time and space complexities compared to [Laa16b], [DLdW19] also implemented a (sievingbased) CVPP solver using approximate Voronoi cells. For the preprocessing it used a slight modification of a lattice sieve, returning more vectors than a standard sieve, allowing to vary the list size in the experiments. The implementations served two purposes: validating the additional heuristic assumption made, and to see how well the algorithm performs in practice.

To obtain the aforementioned improved asymptotic complexities for solving CVPP, required a new heuristic assumption, stating that if the iterative slicer succeeds with some probability $p$ on a CVP instance $t$, then we can repeat $1 / p$ times with perturbations $\boldsymbol{t}^{\prime} \sim D_{t+\mathcal{L}, s}$ to achieve a high success probability for the same target $\mathbf{t}$. To verify this assumption, the method was implemented and tested on lattices in dimension 50 with a range of randomly chosen targets to see whether, if the probability of success is small, repeating $m$ times will increase the success rate by a factor $m$. Figure 2.3 shows performance metrics for various numbers of trials/repetitions and for varying list sizes. In particular, Figure 2.3a illustrates the increased success probability as the number of repetitions increases, and Figure 2.3c shows that the normalized success probability per trial ${ }^{4}$ seems independent of the number of repetitions. Therefore, the "expected time" metric as illustrated in Figure 2.3b appears to be independent of the number of trials.

Unlike the success probabilities, the time complexity might vary a lot depending on the underlying nearest neighbor data structure. The experiments in Figure 2.3 was used the hyperplane LSH [Cha02] as it was easy to implement and it is also used in the HashSieve [Laa15]. To put the complexities of Figure 2.3b into perspective, we compare the normalized time complexities for CVPP with the complexities of sieving for SVP, which by [Laa16b] are comparable to the costs for CVP. First, we note that the HashSieve algorithm solves SVP in approximately 4 seconds on the same machine. This means that in dimension 50, the expected time complexity for CVPP with the HashSieve (roughly 2

[^6]

Figure 2.3: Experimental results for solving CVPP with randomized slicing in dimension 50. Each data point corresponds to 10000 random target vectors for those parameters.
milliseconds) is approximately 2000 times smaller than the time for solving SVP. To explain this gap, observe that the list size for solving SVP is approximately 4000, and so the HashSieve algorithm needs to perform in the order of 4000 reductions of newly sampled vectors with a list of size 4000 . For solving CVPP, we only need to reduce 1 target vector, with a slightly larger list of 10000 to 15000 vectors. So we save a factor 4000 on the number of reductions, but the searches are more expensive, leading to a speed-up of less than a factor 4000.

For solving SVP or CVP, the HashSieve [Laa15] reports time complexities in dimension d of $2^{0.45 d-19}$ seconds, corresponding to 11 seconds in dimension 50 , i.e. a factor 3 slower than here. This is based on doing $n \approx 2^{0.21 \mathrm{~d}}$ reductions of vectors with the list. If doing only one of these searches takes a factor $2^{0.21 \mathrm{~d}}$ less time, and we take into account that for SVP the time complexity is now a factor 3 less than in [Laa15], then we obtain an estimated complexity for CVPP in dimension $d$ of $2^{0.24 d-19} / 3$, which for $d=50$ corresponds to approximately 2.6 milliseconds. A rough extrapolation would then lead to a time complexity in dimension 100 of only 11 seconds. This however seems to be rather optimistic - preliminary experiments in dimensions 60 and 70 suggest that the
overhead of using a lot of memory may be rather high, as the list size is usually even larger than for standard sieving.

### 2.11-Another few dimensions for free

Ducas [Duc18] showed that in practice, one can effectively use the additional vectors found by lattice sieving to solve a few extra dimensions of SVP "for free". More precisely, by running a lattice sieve in a base dimension $d$, one can solve SVP in dimension $\mathrm{d}^{\prime}=$ $d+\Theta(d / \log d)$ at little additional cost. This is done by taking all vectors returned by a d-dimensional lattice sieve, and running Babai's nearest plane algorithm [Bab86] on all these vectors in the $\mathrm{d}^{\prime}$-dimensional lattice to find short vectors in the full lattice. If $\mathrm{d}^{\prime}$ is close enough to $d$, one of these vectors will then be "rounded" to a shortest vector of the full lattice.

On a high level, Ducas' approach can be viewed as a sieving/enumeration hybrid, where the top part of enumeration is replaced with sieving, and the bottom part is done regularly as in enumeration, which is essentially equivalent to doing Babai rounding [Bab86]. The approach of using a CVPP-solver inside enumeration is in a sense dual to Ducas' idea, as here the bottom part of the enumeration tree is replaced with a (sievinglike) CVPP routine. Since the CVPP complexities of Section 2.9 are strictly better than the best SVP/CVP complexities, we can also gain up to $\Theta(d / \log d)$ dimensions for free as follows:

1. First, we run the CVPP preprocessing on a d-dimensional sublattice of the full lattice of dimension $d^{\prime}=d+\Theta(d / \log d)$. This may for instance take time $2^{0.292 d+o(d)}$ and space $2^{0.208 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ when using the fastest sieve of [BDGL16].
2. Then, we initialize an enumeration tree in the full lattice, and we process the top $k=\varepsilon \cdot d / \log d$ levels as usual in enumeration. This will result in $2^{\Theta(k \log k)}=2^{\Theta(d)}$ target vectors at level $k$, and this requires a similar time complexity of $2^{\Theta(d)}$ to generate all these target vectors.
3. Finally, we take the batch of $2^{\Theta(d)}$ target vectors at level $k$ in the enumeration tree, and we solve CVP for each of them with our approximate Voronoi cell, with query time $2^{0.220 \mathrm{~d}+\mathrm{o}(\mathrm{d})}$ each.
By setting $k=\varepsilon \cdot d / \log d$ as above with small, constant $\varepsilon>0$, the costs for solving SVP or CVP in dimension $\mathrm{d}^{\prime}$ are asymptotically dominated by the costs of the preprocessing step, which is as costly as solving SVP or CVP in dimension d. So similar to [Duc18], asymptotically we also get $\Theta$ (d/log d) dimensions "for free". However, unlike for Ducas' idea, in practice the dimensions are likely not quite as free here, as there is more overhead for doing the CVPP-version of sieving than for Ducas' additional batch of Babai nearest plane calls. This approach is analysed in detail in Chapter 4.

## Chapter 3

## The irreducible vectors of a lattice

This chapter is for all practical purposes identical to the paper The irreducible vectors of a lattice: Some theory and applications [DLdW21] authored jointly with Thijs Laarhoven and Benne de Weger.

## 3.1-Introduction

The need for quantum-resistant cryptography has led to rapid developments in the area of lattice-based cryptography, mainly spurred by the NIST PQ-Crypto competition. Large scale deployment of lattice-based cryptosystems in the near future becomes realistic. This continues to make the deeper understanding of lattice problems an urgent research topic.

In 2010 Micciancio and Voulgaris, based also on previous work [AEVZ02], described deterministic $\tilde{O}\left(2^{2 n}\right)$-time and $\tilde{\mathrm{O}}\left(2^{n}\right)$-space algorithms to solve some of the most important lattice problems (such as SVP, SIVP and CVP) [MV10a] in dimension $n$. This result mainly relies on an algorithm to compute the set of relevant vectors of (the Voronoi cell of) a lattice. Even though this is a very interesting result, the constants in the exponents of time and space complexities of the Micciancio-Voulgaris algorithm make it impractical, even for moderate dimensions.

The set of relevant vectors was first introduced in 1908 by Voronoi [Vor08]. It provides a useful representation of the Voronoi cell of a lattice. Even though the set of relevant vectors seems to hold the key for solving many lattice problems, its expected size makes it impractical. This becomes even more clear when that size is compared to the (time and) space complexity of algorithms used in practice for solving lattice problems such as $\left[\mathrm{ADH}^{+} 19, \mathrm{GNR} 10, \mathrm{CN} 11\right]$.

In this chapter, we introduce a different set of lattice vectors, which appears to serve as a bridge between the provable results relying on the set of relevant vectors and heuristic sieving algorithms [NV08, MV10b, BLS16].

Notions of irreducibility are considered to be fundamental in many areas. Often irreducibility is defined with respect to multiplication. Since a lattice is an additive object, we will however use an additive notion of irreducibility. Clearly the notion of lattice basis could be seen as such a construct, but it has been observed to be a too weak notion to provide, on its own, interesting results for lattice problems. Our new notion of irreducible vectors provides us with a set of lattice vectors, larger than a basis but smaller than the set
of relevant vectors, and possessing interesting properties. To the best of our knowledge this definition is new in the area of lattices.
3.1.1-Contributions. In this chapter we define a notion of irreducibility for a lattice vector. As a first result we show that every irreducible vector of a lattice belongs to the lattice's set of relevant vectors. Hence, the set of irreducible vectors which we denote by $\operatorname{Irr}(\mathcal{L})$ is finite. Additionally, it is shown that the set of irreducible vectors generates the lattice and also contains vectors achieving all the successive minima of the lattice. Finally, the set of irreducible vectors of the root lattices $A_{n}, D_{n}$ and their duals $A_{n}^{*}, D_{n}^{*}$ is examined as they prove to be interesting extreme cases.

As it turns out, the set $\operatorname{Irr}(\mathcal{L})$ can be as big as the set of relevant vectors. In order to get a set of cardinality provably smaller than $2^{n}$, a complete system of irreducible vectors is defined, which is denoted by $\mathrm{P}(\mathcal{L})$. This set inherits the aforementioned properties of the set $\operatorname{Irr}(\mathcal{L})$ and also it is proved that $|P(\mathcal{L})|<2^{0.402 n}$ where $n$ is the rank of the lattice. Heuristically it is expected that $\mathrm{P}(\mathcal{L})$ will have a cardinality of $2^{0.21 n}$. From a computational point of view, it is shown that slightly modified versions of already existing sieving algorithms asymptotically output such a set (modulo sign). This statement is further supported by experimental results. Finally, we discuss the applicability of $\mathrm{P}(\mathcal{L})$ in showing that sieving algorithms like the ones described in [MV10b, BLS16] can be used for tackling SVP, SIVP and computing the kissing number of a lattice. Additionally we discuss the applicability of $\mathrm{P}(\mathcal{L})$ as preprocessing data in a CVPP algorithm which we call "the tuple slicer". The tuple slicer can provide a time-memory trade-off without the use of rerandomisations.
3.1.2 - Notation. We adopt the already introduced notation from Chapter 1 for basic notions regarding lattices and lattice problems. However we point out that in this chapter the dimension of a lattice will be denoted by $n$ instead of $d$. Let $\mathcal{B}(x, r):=\left\{\boldsymbol{y} \in \mathbb{R}^{n} \mid \| \boldsymbol{y}-\right.$ $\boldsymbol{x} \| \leqslant r\}$ denote the closed $n$-dimensional ball with center $\boldsymbol{x}$ and radius $r$. Finally we have the kissing number $\tau_{n}$, defined as the maximum number of equal $n$-dimensional spheres that can be made to touch another central sphere of the same size without intersecting.

## 3.2 - Previous Work

In this section we recall some known results on the set of relevant vectors. This is done for a matter of completeness but also in order to indicate what kind of results we would like to obtain for the set of irreducible vectors which we will define later.

For $\boldsymbol{v} \in \mathcal{L}$ we define $H(v):=\left\{x \in \mathbb{R}^{n} \mid\|x\| \leqslant\|x-v\|\right\}$, to relate the Voronoi cell of a lattice to its relevant vectors.

Proposition 3.1. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. The set of relevant vectors $R(\mathcal{L})$ is the minimal set $\mathrm{L} \subset \mathcal{L}$ such that

$$
\begin{equation*}
\mathcal{V}(\mathcal{L})=\bigcap_{\boldsymbol{v} \in \mathrm{L}} \mathrm{H}(\boldsymbol{v}) . \tag{3.1}
\end{equation*}
$$

In order to get a more practical description of the relevant vectors the following theorem is used.

Theorem 3.2 (Voronoi [Vor08]). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $\boldsymbol{v} \in \mathcal{L} \backslash\{0\}$. Then $\boldsymbol{v} \in \mathrm{R}(\mathcal{L})$ if and only if $\mathbf{0}$ and $\boldsymbol{v}$ are the only closest vectors of $\mathcal{L}$ to $\frac{1}{2} \boldsymbol{v}$.

This implies that

$$
\begin{align*}
\mathrm{R}(\mathcal{L}) & =\left\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \left\lvert\,\left\|\frac{1}{2} \boldsymbol{v}-\boldsymbol{x}\right\|>\left\|\frac{1}{2} \boldsymbol{v}\right\| \forall \boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}, \boldsymbol{v}\}\right.\right\}  \tag{3.2}\\
& =\left\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid\langle\boldsymbol{v}, \boldsymbol{x}\rangle<\|\boldsymbol{x}\|^{2} \forall \boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}, \boldsymbol{v}\}\right\} \tag{3.3}
\end{align*}
$$

Remark 3.3. It holds that $\mathbf{0} \notin \mathrm{R}(\mathcal{L})$. Also note that if $\boldsymbol{v} \in \mathrm{R}(\mathcal{L})$ then $-\boldsymbol{v} \in \mathrm{R}(\mathcal{L})$.
Remark 3.4. The condition $\langle\boldsymbol{v}, \boldsymbol{x}\rangle<\|\boldsymbol{x}\|^{2}$ needs to be checked only for $\boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}\}$ such that $\|\mathbf{x}\|<\|\boldsymbol{v}\|$, because otherwise it is trivially true.

For checking if a vector is relevant, the following lemma is useful.
Lemma 3.5 ([MV10a]). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$, and $\boldsymbol{v} \in \mathcal{L}$. If $\boldsymbol{v} \notin \mathrm{R}(\mathcal{L})$ then there exists $\mathbf{r} \in \mathrm{R}(\mathcal{L})$ such that $\langle\boldsymbol{v}, \mathbf{r}\rangle \geqslant\|\mathbf{r}\|^{2}$.

Also a lower bound for the set $\mathrm{R}(\mathcal{L})$ can be obtained by the following trivial lemma.
Lemma 3.6. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that $S_{1}(\mathcal{L}) \subseteq R(\mathcal{L})$.
Equality in the above lemma holds for a very special type of lattices called root lattices (see [CS98, Chapter 4]).

Theorem 3.7 ([RS96]). $\mathrm{S}_{1}(\mathcal{L})=\mathrm{R}(\mathcal{L})$ iff $\mathcal{L}$ is a root lattice.
The following theorem by Minkowski gives an upper bound on the size of $R(\mathcal{L})$.
Theorem 3.8 (Minkowski [Min11]). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that $|R(\mathcal{L})| \leqslant 2\left(2^{n}-1\right)$.

Apart from an upper bound we can also obtain a lower bound on $|R(\mathcal{L})|$.
Proposition 3.9. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that $\operatorname{Vol}(\mathcal{L})=\operatorname{Vol}(\mathcal{V}(\mathcal{L}))$.
Remark 3.10. For the lattice $\mathbb{Z}^{n}$ is true that $\left|R\left(\mathbb{Z}^{n}\right)\right|=2 n$ (see [CS98]). As the set $R(\mathcal{L})$ needs to have $n$ linearly independent vectors in order the volume of $\mathcal{V}(\mathcal{L})$ to be finite then $2 \mathrm{n} \leqslant|\mathrm{R}(\mathcal{L})|$ is a tight lower bound.

Other properties and results. Finally a property of the set $R(\mathcal{L})$ is that it generates $\mathcal{L}$. The proof of this is rather simple. The Voronoi cell of $\mathcal{L}$ implies a tiling of $\mathbb{R}^{n}$. Thus, every vector in $\mathbb{R}^{n}$ can be reduced to a vector in $\mathcal{V}(\mathcal{L})$ through reductions by elements of $R(\mathcal{L})$. As $\mathbf{0}$ is the only lattice vector in $\mathcal{V}(\mathcal{L})$ it follows that all lattice vectors are reduced to 0 . Therefore, $\mathrm{R}(\mathcal{L})$ spans the entire lattice.

So far we have mentioned a number of properties and definitions on the relevant vectors of a lattice. Computing them is however a different matter. The following result is the current state of the art on this.

Theorem 3.11 (Micciancio-Voulgaris [MV10a]). There exists a deterministic $\tilde{\mathrm{O}}\left(2^{2 n}\right)$-time and $\tilde{\mathrm{O}}\left(2^{n}\right)$-space algorithm which, given an n -rank lattice $\mathcal{L}$ with basis $\mathbf{B}$, outputs the set of relevant vectors.

## 3.3 - Irreducibility of lattice vectors

3.3.1 - The set of irreducible vectors. Inspired by number theoretic notions of (multiplicative) irreducibility, we introduce a similar concept for lattice (additively structured).

Definition 3.12 (Irreducibility). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\}$. The vector $\boldsymbol{v}$ is called k -irreducible iff $\nexists \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{k}} \in \mathcal{L}$ such that $\left\|\boldsymbol{v}_{\mathrm{i}}\right\|<\|\boldsymbol{v}\|$ and $\boldsymbol{v}_{1}+\cdots+\boldsymbol{v}_{\mathrm{k}}=$ $\boldsymbol{v}$. For the special case $\mathrm{k}=2, \boldsymbol{v}$ will be just called irreducible.

Remark 3.13. The definition of k -irreducible vectors implies that if a vector is k -irreducible then it is also $(\mathrm{k}-1)$-irreducible. This observation allows the construction of a chain of subsets based on the notion of irreducibility.

In this chapter we are going to focus on the properties of 2-irreducibility. Further research on the notion of $k$-irreducibility for $k>2$ is left for future research.

Definition 3.14 (Irreducible vectors). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. We define

$$
\begin{equation*}
\operatorname{Irr}(\mathcal{L}):=\{\boldsymbol{v} \in \mathcal{L} \mid \boldsymbol{v} \text { is irreducible }\} . \tag{3.4}
\end{equation*}
$$

Remark 3.15. It holds that $\mathbf{0} \notin \operatorname{Irr}(\mathcal{L})$. Also, if $v \in \operatorname{Irr}(\mathcal{L})$ then $-\boldsymbol{v} \in \operatorname{Irr}(\mathcal{L})$.
The above properties hold for the set of relevant vectors as well and this is not a coincidence as we will see. First we show that this set is not empty, and indeed that it also contains vectors achieving the first successive minimum.

Lemma 3.16. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that $S_{1}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$.
Proof. Let $\boldsymbol{v} \in \mathrm{S}_{1}(\mathcal{L})$. Then clearly $\boldsymbol{v} \neq \mathbf{0}$. Assume that $\boldsymbol{v} \notin \operatorname{Irr}(\mathcal{L})$, so there exist $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{L}$ such that $\left\|\boldsymbol{v}_{i}\right\|<\|\boldsymbol{v}\|$ and $\boldsymbol{v}_{1}+\boldsymbol{v}_{2}=\boldsymbol{v}$. As $\boldsymbol{v} \in \mathrm{S}_{1}(\mathcal{L})$ this implies that $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|<\lambda_{1}(\mathcal{L})$ and thus $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|=0$. Hence, we get $\boldsymbol{v}_{1}=\boldsymbol{v}_{2}=\mathbf{0}$, which contradicts $\boldsymbol{v} \neq \mathbf{0}$.

Remark 3.17. It can be easily checked that Lemma 3.16 would still hold under the notion of $k$-irreducibility for $k>2$. Therefore we can conclude that $k$-irreducibility is not leading to a trivially empty set of vectors for $\mathrm{k}>2$. One may expect that it will also include a lattice basis.

We show that something similar occurs for the rest of the successive minima as well.
Definition 3.18. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $1 \leqslant \mathfrak{i} \leqslant n$. We define $\mathcal{L}_{\lambda}$ to be the sublattice spanned by all the vectors in $\mathcal{L}$ with norm strictly less than $\lambda$.

Proposition 3.19. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$, and $\boldsymbol{v} \in \mathcal{L}$ satisfying $\|\boldsymbol{v}\|=\lambda_{i}:=$ $\lambda_{i}(\mathcal{L})$ for some $1 \leqslant i \leqslant n$. If $\boldsymbol{v} \notin \mathcal{L}_{\lambda_{i}}$ then $\boldsymbol{v}$ is irreducible.

Proof. It has been already proven in Lemma 3.16 that this is true for $i=1$ so we can consider $\mathfrak{i} \geqslant 2$. Assume $\boldsymbol{v} \in \mathcal{L}$ such that $\|\boldsymbol{v}\|=\lambda_{i}(\mathcal{L})$ for some $2 \leqslant i \leqslant n, \boldsymbol{v} \notin \mathcal{L}_{\lambda_{i}}$ and $\boldsymbol{v}$ is not irreducible. Then there exist $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{L}$ such that $\boldsymbol{v}=\boldsymbol{v}_{1}+\boldsymbol{v}_{2}$ and $\left\|\boldsymbol{v}_{\mathrm{j}}\right\|<\|\boldsymbol{v}\|$ for $\mathfrak{j}=1$, 2. Clearly $\boldsymbol{v}_{\mathrm{j}} \neq 0$. As $\left\|\boldsymbol{v}_{\mathrm{j}}\right\|<\|\boldsymbol{v}\|=\lambda_{\mathrm{i}}(\mathcal{L})$ this implies that $\boldsymbol{v}_{\mathrm{j}} \in \mathcal{L}_{\lambda_{i}}$ for $\mathfrak{j}=1,2$. This further implies that $\boldsymbol{v}=\boldsymbol{v}_{1}+\boldsymbol{v}_{2} \in \mathcal{L}_{\lambda_{i}}$, contradiction.

Remark 3.20. Proposition 3.19 points out that a lattice vector achieving a successive minimum is not necessarily irreducible. An enlightening example of such an occasion is the following. Consider the lattice $\mathcal{L}=\mathcal{L}(\mathbf{B})$ generated by the matrix

$$
\mathbf{B}=\left(\begin{array}{ccc}
3 & 0 & 0  \tag{3.5}\\
0 & 4 & 0 \\
0 & 0 & 10
\end{array}\right)
$$

Then $\lambda_{1}(\mathcal{L})=3, \lambda_{2}(\mathcal{L})=4$ and $\lambda_{3}(\mathcal{L})=10$. The vector $v=(6,8,0)$ is such that $\|\boldsymbol{v}\|=\lambda_{3}(\mathcal{L})$ but $\boldsymbol{v}$ is not irreducible as it can be written as a sum of shorter vectors i.e. $\boldsymbol{v}=(6,0,0)+(0,8,0)$. The reason why $v$ fails to be irreducible is that it belongs to the sublattice $\mathcal{L}_{\lambda_{3}}$.

Corollary 3.21. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. For every $\mathfrak{i}=1, \ldots, n$ there exists $a$ vector $\boldsymbol{v} \in \operatorname{Irr}(\mathcal{L})$ such that $\|\boldsymbol{v}\|=\lambda_{i}(\mathcal{L})$.

Proof. By Proposition 3.19 it suffices to show that for every $i=1, \ldots, n$ there exists a vector $\boldsymbol{v} \in \mathcal{L}$ such that $\|\boldsymbol{v}\|=\lambda_{i}(\mathcal{L})$ and $\boldsymbol{v} \notin \mathcal{L}_{\lambda_{i}}$. Assume that for every vector $\boldsymbol{v} \in \mathcal{L}$ such that $\|\boldsymbol{v}\|=\lambda_{i}(\mathcal{L})$ for some fixed $2 \leqslant \mathfrak{i} \leqslant n$ it holds $\boldsymbol{v} \in \mathcal{L}_{\lambda_{i}}$. For convenience we define $\lambda_{0}(\mathcal{L})=0$. Let $k$ be $\min _{1 \leqslant j \leqslant i} j$ such that $\lambda_{j}(\mathcal{L})=\lambda_{i}(\mathcal{L})$ and therefore $\lambda_{k-1}(\mathcal{L})<$ $\lambda_{k}(\mathcal{L})=\lambda_{i}(\mathcal{L})$. Then $\mathcal{L}_{\lambda_{i}}$ has rank $k-1$ as $\lambda_{k-1}(\mathcal{L})<\lambda_{k}(\mathcal{L})$. If $k-1=0$ then we are done as this would imply $\boldsymbol{v}=\mathbf{0}$. If $\mathrm{k}-1 \geqslant 1$ then $\boldsymbol{v}$ belongs to the sublattice containing all the shorter vectors than it, $\mathcal{L}_{\lambda_{i}}$ and this sublattice is of rank $k-1$. Thus any choice of $\mathrm{k}-1$ vectors such that $\max \left\{\left\|\boldsymbol{v}_{1}\right\|, \ldots,\left\|\boldsymbol{v}_{\mathrm{k}-1}\right\|,\|\boldsymbol{v}\|\right\}=\|\boldsymbol{v}\|$ will result in a linearly dependent set. Hence it cannot be that $\lambda_{k}(\mathcal{L})=\|\boldsymbol{v}\|$, contradiction.

Apart from vectors reaching the successive minima, it can be shown that the set $\operatorname{Irr}(\mathcal{L})$ contains a generating set of the lattice as well.

Proposition 3.22 (Irreducible vectors generate). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. There exists a generating set $\mathbf{G}$ of $\mathcal{L}$ such that $\mathbf{G} \subseteq \operatorname{Irr}(\mathcal{L})$.

Proof. We will prove that the set $\operatorname{Irr}(\mathcal{L})$ spans the lattice and therefore it includes a generating set. Let $\boldsymbol{v} \in \mathcal{L}$. If $\nexists \boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{L}$ with $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|<\|\boldsymbol{v}\|$ such that $\boldsymbol{v}_{1}+\boldsymbol{v}_{2}=\boldsymbol{v}$ then $\boldsymbol{v} \in \operatorname{Irr}(\mathcal{L})$. If there exist such $\boldsymbol{v}_{i}$ then write $\boldsymbol{v}=\boldsymbol{v}_{1}+\boldsymbol{v}_{2}$. If the $\boldsymbol{v}_{\mathrm{i}} \in \operatorname{Irr}(\mathcal{L})$ then we are done. If not then further reduce the vectors $\boldsymbol{v}_{\mathrm{i}}$ such that they are written as a sum of two strictly shorter vectors. As in each step the length of the vectors strictly reduces and there is a finite number of lattice points in $\mathcal{B}(\mathbf{0},\|\boldsymbol{v}\|)$, after a finite number of steps we will reach a state where $v=\sum p_{i}$ and $p_{i} \in \operatorname{Irr}(\mathcal{L})$. This concludes the proof.

Given the result of Proposition 3.22 the following conjecture can be formulated.
Conjecture 3.23. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. The set $\operatorname{Irr}(\mathcal{L})$ contains a basis of $\mathcal{L}$.
Our next goal is to derive some more explicit descriptions of the set $\operatorname{Irr}(\mathcal{L})$.
Lemma 3.24. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that

$$
\begin{align*}
\operatorname{Irr}(\mathcal{L}) & =\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall \boldsymbol{x} \in \mathcal{L} \text { with }\|\boldsymbol{x}\|<\|\boldsymbol{v}\| \text { it holds }\|\boldsymbol{v}-\boldsymbol{x}\| \geqslant\|\boldsymbol{v}\|\}  \tag{3.6}\\
& =\left\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall \boldsymbol{x} \in \mathcal{L} \text { with }\|\boldsymbol{x}\|<\|\boldsymbol{v}\| \text { it holds } 2\langle\boldsymbol{v}, \boldsymbol{x}\rangle \leqslant\|\boldsymbol{x}\|^{2}\right\} . \tag{3.7}
\end{align*}
$$

Proof. Let $A=\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall x \in \mathcal{L}$ with $\|\boldsymbol{x}\|<\|\boldsymbol{v}\|$ it holds $\|\boldsymbol{v}-\boldsymbol{x}\| \geqslant\|\boldsymbol{v}\|\}$. Let $\mathbf{p} \in \operatorname{Irr}(\mathcal{L})$ and $\boldsymbol{v} \in \mathcal{L}$ with $\|\boldsymbol{v}\|<\|\mathbf{p}\|$. Then as $\mathbf{p} \in \operatorname{Irr}(\mathcal{L})$ we get $\|\mathbf{p}-\boldsymbol{v}\| \geqslant\|\mathbf{p}\|$ because otherwise $p$ would have a decomposition into two shorter vectors, thus $\boldsymbol{p} \in A$. This gives $\operatorname{Irr}(\mathcal{L}) \subseteq A$. Next, let $\boldsymbol{v} \in A$, and write $\boldsymbol{v}=\boldsymbol{v}_{1}+\boldsymbol{v}_{2}$ for some $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{L}$. If $\left\|\boldsymbol{v}_{1}\right\|<\|\boldsymbol{v}\|$ then as $\boldsymbol{v} \in A$ we get $\left\|\boldsymbol{v}-\boldsymbol{v}_{1}\right\| \geqslant\|\boldsymbol{v}\|$ and hence we do not get a decomposition of $\boldsymbol{v}$ in two shorter vectors. If $\left\|\boldsymbol{v}_{1}\right\| \geqslant\|\boldsymbol{v}\|$ this is trivially true. Thus $\boldsymbol{v} \in \operatorname{Irr}(\mathcal{L})$. This implies equality (3.6) and equality (3.7) is an immediate consequence. This concludes the proof.

Even though this lemma is rather straightforward it implies an interesting result for the set $\operatorname{Irr}(\mathcal{L})$.

Proposition 3.25. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Every irreducible vector of $\mathcal{L}$ is also a relevant vector of $\mathcal{L}$, hence $\operatorname{Irr}(\mathcal{L}) \subseteq R(\mathcal{L})$.

Proof. As we already saw by Theorem 3.2, we can write the set $R(\mathcal{L})$ as $R(\mathcal{L})=\{\boldsymbol{v} \in$ $\left.\mathcal{L} \backslash\{\mathbf{0}\} \mid\langle\boldsymbol{v}, \boldsymbol{x}\rangle<\|\boldsymbol{x}\|^{2} \forall \boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}, \boldsymbol{v}\}\right\}$ and we can further improve that description to

$$
\mathrm{R}(\mathcal{L})=\left\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall \boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}\} \text { with }\|\boldsymbol{x}\|<\|\boldsymbol{v}\| \text { it holds }\langle\boldsymbol{v}, \boldsymbol{x}\rangle<\|\boldsymbol{x}\|^{2}\right\} .
$$

For the set of irreducible vectors we got from Lemma 3.24 that

$$
\operatorname{Irr}(\mathcal{L})=\left\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall x \in \mathcal{L} \text { with }\|\boldsymbol{x}\|<\|\boldsymbol{v}\| \text { it holds } 2\langle\boldsymbol{v}, \boldsymbol{x}\rangle \leqslant\|\boldsymbol{x}\|^{2}\right\}
$$

Thus by carefully checking these two descriptions for the sets $R(\mathcal{L})$ and $\operatorname{Irr}(\mathcal{L})$ it suffices to prove that if $\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\}$ and $\boldsymbol{x} \in \mathcal{L} \backslash\{\mathbf{0}\}$ with $\|\boldsymbol{x}\|<\|\boldsymbol{v}\|$ then $2\langle\boldsymbol{v}, \boldsymbol{x}\rangle \leqslant\|\boldsymbol{x}\|^{2} \Rightarrow$ $\langle\boldsymbol{v}, \boldsymbol{x}\rangle<\|\boldsymbol{x}\|^{2}$.
If $\langle\boldsymbol{v}, \boldsymbol{x}\rangle \leqslant 0$ this is trivially true as $\boldsymbol{x} \neq \mathbf{0}$. Also if $\langle\boldsymbol{v}, \boldsymbol{x}\rangle>0$ then $\langle\boldsymbol{v}, \boldsymbol{x}\rangle<2\langle\boldsymbol{v}, \boldsymbol{x}\rangle$ and the result follows.

Remark 3.26. Combining the result of Lemma 3.16 and Proposition 3.25 we get that $\mathrm{S}_{1}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L}) \subseteq \mathrm{R}(\mathcal{L})$. Therefore $\operatorname{Irr}(\mathcal{L})$ is finite.

We already saw that for the case of root lattices it holds $S_{1}(\mathcal{L})=R(\mathcal{L})$. This implies that for the root lattices it also holds that $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})=R(\mathcal{L})$. Thus, the sets $S_{1}(\mathcal{L})$ and $R(\mathcal{L})$ are tight inclusions of $\operatorname{Irr}(\mathcal{L})$.

We expect that in general though it will hold $S_{1}(\mathcal{L}) \varsubsetneqq \operatorname{Irr}(\mathcal{L}) \varsubsetneqq R(\mathcal{L})$. A question that might be of interest is when and if $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L}) \varsubsetneqq R(\mathcal{L})$ or $S_{1}(\mathcal{L}) \varsubsetneqq \operatorname{Irr}(\mathcal{L})=R(\mathcal{L})$ are possible.

We believe that lattices satisfying either of these properties will be very special and highly symmetric. The reason why we believe this, is that some already well known very special families of lattices satisfy these properties. Namely, in Section 3.6 we will prove the following two theorems.

Theorem 3.27. Let $n \in \mathbb{N}$ with $n \geqslant 5$. Then for the lattice $D_{n}^{*}$ it holds that $S_{1}\left(D_{n}^{*}\right) \varsubsetneqq$ $\operatorname{Irr}\left(D_{n}^{*}\right)=R\left(D_{n}^{*}\right)$. Furthermore $\left|\operatorname{Irr}\left(D_{n}^{*}\right)\right|=2^{n}+2 n$.
Theorem 3.28. Let $n \in \mathbb{N}$ with $n \geqslant 3$. Then for the lattice $A_{n}^{*}$ it holds that $S_{1}\left(A_{n}^{*}\right)=$ $\operatorname{Irr}\left(A_{n}^{*}\right) \varsubsetneqq R\left(A_{n}^{*}\right)$. Furthermore $\left|\operatorname{Irr}\left(A_{n}^{*}\right)\right|=2(n+1)$.

Additionally the famous Leech lattice $\Lambda_{24}$ [CS98, p. 131] satisfies the property $\mathrm{S}_{1}\left(\Lambda_{24}\right)=$ $\operatorname{Irr}\left(\Lambda_{24}\right) \varsubsetneqq \mathrm{R}\left(\Lambda_{24}\right)$. We will actually be able to prove in the next subsection that for every lattice that reaches the kissing number $\tau_{n}$ it holds that $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$.
3.3.2-A complete system of irreducible vectors. The special family of lattices $D_{n}^{*}$ indicates that the set $\operatorname{Irr}(\mathcal{L})$ can become as big as $R(\mathcal{L})$ and actually grow as much in size as $2^{n}$. However, our goal is to obtain a subset of $\operatorname{Irr}(\mathcal{L})$ which is closely related to it but also provably smaller than $2^{n}$.

Definition 3.29. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. We define an equivalence relation in $\operatorname{Irr}(\mathcal{L})$ in the following way.

$$
\begin{equation*}
\text { Let } \boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \operatorname{Irr}(\mathcal{L}) \text { then } \boldsymbol{v}_{1} \sim \boldsymbol{v}_{2} \quad \text { iff } \quad\left\|\boldsymbol{v}_{1}\right\|=\left\|\boldsymbol{v}_{2}\right\| \text {. } \tag{3.8}
\end{equation*}
$$

From each equivalence class we will consider a representative set instead of just one element. We choose it in the following way and we will explain afterwards why.

Definition 3.30. For each equivalence class $S=\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{m}}\right\}$ of $\operatorname{Irr}(\mathcal{L})$ according to (3.8) we choose a subset $\tilde{S} \subseteq S$ such that the following two conditions hold:
(i) If $\boldsymbol{v} \in \tilde{\mathrm{S}}$ then also $-\boldsymbol{v} \in \tilde{\mathrm{S}}$.
(ii) $\tilde{S}$ is a maximal subset of S such that for every pair of vectors $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \tilde{S}$ with $\boldsymbol{v}_{2} \neq-\boldsymbol{v}_{1}$ it holds that $\left\|\boldsymbol{v}_{1}+\boldsymbol{v}_{2}\right\| \geqslant\left\|\boldsymbol{v}_{1}\right\|$.

The main motivation is that the new set of vectors which will be built under these rules will include irreducible vectors whose pairwise angle is "big" as we will prove later. However, there are several details of this definition which should be clarified. First of all, from the definition it follows that for an equivalence class we consider at least two representatives, which is not usually done. The reasons for this are the following.

Initially, for the subset of $\operatorname{Irr}(\mathcal{L})$ which we are trying to define, we would like it to inherit the property of $\operatorname{Irr}(\mathcal{L})$ that if $\boldsymbol{v}$ belongs to it then also $-\boldsymbol{v}$ belongs to it. A second, more important reason is that choosing only one representative per equivalence class could lead to a set that does not even span the lattice (for example in the case of root lattices, or whenever $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$ ).

The second condition of the definition implies that for every element $\boldsymbol{v}$ of a class $S$ which is not included in $\tilde{S}$ there exists a vector $\tilde{\boldsymbol{v}} \in \mathcal{L}$ such that $\|\boldsymbol{v}-\tilde{\boldsymbol{v}}\|<\|\boldsymbol{v}\|$. From this point of view the remaining elements of a class $S$ which are not included in $\tilde{S}$ can be generated by the elements of $\tilde{S}$ plus some strictly shorter vector. In order to ensure that this holds we take $\tilde{S}$ to be maximal. Also by taking $\tilde{S}$ to be maximal we make sure that the set $\tilde{S}$ contains as much information about the class as possible.

Remark 3.31. Choosing a representative set $\tilde{S}$ of a class $S$ can be translated into a graph problem. We define a graph where the set of vertices is the equivalence class, and there exists an edge between two vertices iff the difference of the corresponding vectors is strictly shorter than both of them. Then choosing a set of representatives translates to finding a maximal subset of vertices that are not adjacent, while keeping the symmetry about $\mathbf{0}$. In terms of graph theory this can be phrased as finding a special independent set of the graph. This idea is further analysed in Section 3.7.

Definition 3.32. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. We define a set $\mathrm{P} \subseteq \operatorname{Irr}(\mathcal{L})$ to be a complete system of irreducible vectors of $\mathcal{L}$ if it is of the form:

$$
\begin{equation*}
P=\bigcup_{S \in \operatorname{Irr}(\mathcal{L}) / \sim} \tilde{S} \tag{3.9}
\end{equation*}
$$

Remark 3.33. Below we denote by $\mathrm{P}(\mathcal{L})$ any one of the complete systems of irreducible vectors of $\mathcal{L}$. It is clear that there always exists such a set $\mathrm{P}(\mathcal{L})$ and it is not necessarily unique. In fact, even the size of $\mathrm{P}(\mathcal{L})$ can vary.
Remark 3.34. By the fact that for each class $S$ of $\operatorname{Irr}(\mathcal{L}) / \sim$ we have $\tilde{S} \subseteq S$ we get that $\mathrm{P}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$. Also the class of $\operatorname{Irr}(\mathcal{L}) / \sim$ containing all the shortest vectors i.e. $\mathrm{S}_{1}(\mathcal{L})$ will be entirely included in $\mathrm{P}(\mathcal{L})$ as any pairwise sum of vectors (for non-trivial pairs) in this class will be longer or equally long by definition. Thus we can conclude that

$$
S_{1}(\mathcal{L}) \subseteq P(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L}) \subseteq R(\mathcal{L}) .
$$

We will also give an example in order to illustrate this definition.
Example 3.35. Let $\mathcal{L}=\mathcal{L}(\mathbf{B})$ be the lattice generated by the columns of the matrix

$$
\mathbf{B}=\left(\begin{array}{ccccc}
0 & 0 & 0 & -1 & 3 \\
-1 & -1 & 0 & 1 & 0 \\
0 & 0 & -2 & 1 & 0 \\
1 & -1 & 0 & 0 & 1 \\
0 & 1 & 0 & 2 & 1
\end{array}\right)
$$

We find the sets $S_{1}(\mathcal{L}), P(\mathcal{L}), \operatorname{Irr}(\mathcal{L}), R(\mathcal{L})$.
In fact $\mathbf{B}$ is an LLL-reduced basis [LLL82] of the lattice. By means of enumeration one could verify that $S_{1}(\mathcal{L})=\{ \pm(0,-1,0,1,0)\}$. By running an algorithm that computes the set of relevant vectors like [VB96] in SAGE [TSD19] we get

$$
\begin{aligned}
R(\mathcal{L})=\{ & \pm(0,-1,0,1,0) \\
& \pm(0,-1,0,-1,1) \\
& \pm(0,0,2,0,0), \\
& \pm(-1,0,-1,1,2), \pm(-1,0,1,1,2), \pm(-1,1,-1,0,2), \pm(-1,1,1,0,2), \\
& \pm(-1,1,-1,2,1), \pm(-1,1,1,2,1), \pm(-1,2,-1,1,1), \pm(-1,2,1,1,1), \\
& \pm(3,1,0,0,1), \pm(3,0,0,1,1) \\
& \pm(2,1,-1,1,3), \pm(2,1,1,1,3), \\
& \pm(2,2,-1,2,2), \pm(2,2,1,2,2)\} .
\end{aligned}
$$

(each line has vectors of equal norm). The next step is to find the set of irreducible vectors $\operatorname{Ir}(\mathcal{L})$. We consider the subset of $\mathrm{R}(\mathcal{L})$ containing relevant vectors which cannot be written as a sum of two strictly shorter vectors (by cross-checking with the set of relevant vectors). It turns out that this set just contains all the vectors achieving the successive minima thus it must be that this is $\operatorname{Irr}(\mathcal{L})$.

$$
\begin{aligned}
\operatorname{Irr}(\mathcal{L})=\{ & \pm(0,-1,0,1,0) \\
& \pm(0,-1,0,-1,1) \\
& \pm(0,0,2,0,0) \\
& \pm(-1,0,-1,1,2), \pm(-1,0,1,1,2), \pm(-1,1,-1,0,2), \pm(-1,1,1,0,2) \\
& \pm(3,1,0,0,1), \pm(3,0,0,1,1)\}
\end{aligned}
$$

The set $\operatorname{Irr}(\mathcal{L})$ contains 5 equivalence classes according to the equivalence relation (3.8). We denote them by $C_{i}$ for $i=1, \ldots, 5$. As we can see for the first three of them, computing a set of representatives $\tilde{\mathrm{C}}_{1}, \tilde{\mathrm{C}}_{2}, \tilde{\mathrm{C}}_{3}$ is trivial as in these cases it will be $\tilde{\mathrm{C}}_{1}=\mathrm{C}_{1}, \tilde{\mathrm{C}}_{2}=\mathrm{C}_{2}$ and $\tilde{\mathrm{C}}_{3}=\mathrm{C}_{3}$. The cases of $\mathrm{C}_{4}$ and $\mathrm{C}_{5}$ are more interesting. We start by examining $\mathrm{C}_{5}$ as it contains fewer vectors. We set $\boldsymbol{v}_{1}=(3,1,0,0,1)$ and $\boldsymbol{v}_{2}=(3,0,0,1,1)$. Next we draw the corresponding graph with vertices the $\pm \boldsymbol{v}_{1}, \pm \boldsymbol{\nu}_{2}$ and edges if the pairwise differences are strictly shorter than $\left\|\boldsymbol{\nu}_{1}\right\|$.


Figure 3.1: The graph of the class $\mathrm{C}_{5}$
The graph in Figure 3.1 shows that we can take either $\tilde{C}_{5}=\left\{ \pm \boldsymbol{v}_{1}\right\}$ or $\tilde{\mathrm{C}}_{5}=\left\{ \pm \boldsymbol{v}_{2}\right\}$. We are now going to do the same for the class $\mathrm{C}_{4}$. We set $\boldsymbol{v}_{1}=(-1,0,-1,1,2)$, $v_{2}=(-1,0,1,1,2), v_{3}=(-1,1,-1,0,2), v_{4}=(-1,1,1,0,2)$.


Figure 3.2: The graph of the class $\mathrm{C}_{4}$
The graph in Figure 3.2 shows that we can take $\tilde{C}_{4}=\left\{ \pm \boldsymbol{v}_{i}\right\}$ for any $\mathfrak{i}=1,2,3,4$. Therefore one choice for the set $\mathrm{P}(\mathcal{L})$ is the following.

$$
\begin{aligned}
\mathrm{P}(\mathcal{L})=\{ & \pm(0,-1,0,1,0), \\
& \pm(0,-1,0,-1,1), \\
& \pm(0,0,2,0,0), \\
& \pm(-1,0,-1,1,2), \\
& \pm(3,1,0,0,1)\}
\end{aligned}
$$

Remark 3.36. The above example should not mislead the reader to the assumption that the corresponding graph of each equivalence class will always have at least two connected components. It can happen that the graph of a class is connected. One such example can be derived from the family of lattices examined in Theorem 3.65.

One property of the set $\operatorname{Irr}(\mathcal{L})$ was that it includes a generating set of $\mathcal{L}$. We can show that $\mathrm{P}(\mathcal{L})$ inherits that property.

Proposition 3.37 (Complete system generates). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Then for every $\mathrm{P}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$ there exists a generating set $\mathbf{G}$ of $\mathcal{L}$ such that $\mathrm{G} \subseteq \mathrm{P}(\mathcal{L})$.

Proof. As in the proof of Proposition 3.22 for the set $\operatorname{Irr}(\mathcal{L})$ we will prove that the set $\mathrm{P}(\mathcal{L})$ spans the lattice and therefore it includes a generating set. However, in this case the proof is more technical. Let $\mathrm{P}(\mathcal{L})$ be a complete system of irreducible vectors of $\mathcal{L}$ as defined in (3.9). We have already shown that $\operatorname{Irr}(\mathcal{L})$ is finite as $\operatorname{Irr}(\mathcal{L}) \subseteq R(\mathcal{L})$ and thus we can define $t:=|\operatorname{Irr}(\mathcal{L}) / \sim|$. We further set $C_{i}$ for $i=1, \ldots, t$ to be the equivalence classes in $\operatorname{Irr}(\mathcal{L}) / \sim$. Hence, the set $\mathrm{P}(\mathcal{L})$ can be written as $\mathrm{P}(\mathcal{L})=\cup_{i=1}^{\mathrm{L}} \tilde{\mathrm{C}}_{i}$. Each equivalence class $C_{i}$ contains all irreducible vectors of a specific length $\mu_{i}$, and we can assume that we have ordered the $C_{i}$ according to increasing $\mu_{i}$. We define the following sequence of subsets of $\operatorname{Ir}(\mathcal{L})$ :

$$
A_{i}:=\left(\bigcup_{j=1}^{i-1} C_{i}\right) \cup\left(\bigcup_{j=i}^{t} \tilde{C}_{i}\right) \quad \text { for } \quad i=1, \ldots, t+1
$$

As for every $i$ it holds $\tilde{C}_{i} \subseteq C_{i}$ then it follows that $A_{i}(\mathcal{L}) \subseteq A_{i+1}(\mathcal{L})$ and thus

$$
\mathrm{P}(\mathcal{L})=A_{1} \subseteq A_{2} \subseteq \cdots \subseteq A_{\mathrm{t}} \subseteq A_{\mathrm{t}+1}=\operatorname{Irr}(\mathcal{L})
$$

We will prove by induction that each term of this sequence of sets spans the lattice $\mathcal{L}$. $\underline{\text { Base case } i=t+1}$ : The set $\operatorname{Irr}(\mathcal{L})=A_{t+1}$ spans the lattice as it was already shown in Proposition 3.22.
Induction hypothesis: Assume that it holds for some $i=k$, i.e. $A_{k}$ spans the lattice for some $k \in\{2, \ldots, t+1\}$.
Induction step: Prove that $A_{k-1}$ spans the lattice. By the definition of the sets $A_{i}$ we can conclude that $A_{k-1}=A_{k} \backslash\left(C_{k-1} \backslash \tilde{C}_{k-1}\right)$. By the induction hypothesis it suffices to show that the vectors in $\mathrm{C}_{\mathrm{k}-1} \backslash \tilde{\mathrm{C}}_{\mathrm{k}-1}$ can be generated by the vectors in $A_{k-1}$. Let $\boldsymbol{v} \in \mathrm{C}_{\mathrm{k}-1} \backslash \tilde{\mathrm{C}}_{\mathrm{k}-1}$. As $\boldsymbol{v} \in \mathrm{C}_{\mathrm{k}-1}$ but $\boldsymbol{v} \notin \tilde{\mathrm{C}}_{\mathrm{k}-1}$ this implies that there exists a $\tilde{\boldsymbol{v}} \in \tilde{\mathrm{C}}_{\mathrm{k}-1}$ such that $\|\boldsymbol{v}+\tilde{\boldsymbol{v}}\|<\|\boldsymbol{v}\|$. This holds because $\tilde{\mathrm{C}}_{\mathrm{k}-1}$ is maximal by definition. We set $\boldsymbol{w}=\boldsymbol{v}+\tilde{\boldsymbol{v}}$. Furthermore as $\|\boldsymbol{w}\|<\|\boldsymbol{v}\|$ then $\boldsymbol{w}$ is either irreducible or can be written as a sum of irreducible vectors shorter than $\|\boldsymbol{v}\|$. We use the ordering of the $\mathrm{C}_{i}$. Thus by its definition the set $A_{k-1}$ contains all the vectors in $\operatorname{Irr}(\mathcal{L})$ which are shorter than $\|\boldsymbol{v}\|$. Hence as, $\|\boldsymbol{w}\|<\|\boldsymbol{v}\|$ this implies that $\boldsymbol{w}$ can be generated by the vectors in $A_{k-1}$. So, concluding we wrote $\boldsymbol{v}$ as $\boldsymbol{v}=\boldsymbol{w}-\tilde{\boldsymbol{v}}$ where both $\boldsymbol{w}$ and $\tilde{\boldsymbol{v}}$ belong to $A_{k-1}$. This concludes the proof.

For $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{L}$ we denote by $\vartheta\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)$ the angle formed by $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$.
Proposition 3.38. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$, and $\mathbf{p}_{1}, \mathbf{p}_{2} \in \mathrm{P}(\mathcal{L})$ such that $\mathbf{p}_{1} \neq$ $\pm \mathbf{p}_{2}$. Then it holds that
(i) $\min \left\{\left\|\mathbf{p}_{1} \pm \mathbf{p}_{2}\right\|\right\} \geqslant \max \left\{\left\|\mathbf{p}_{1}\right\|,\left\|\mathbf{p}_{2}\right\|\right\} \quad$ and
(ii) $\left|\cos \vartheta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)\right| \leqslant \frac{1}{2}$.

Proof. (Part i) By Lemma 3.24 we have that

$$
\operatorname{Irr}(\mathcal{L})=\{\boldsymbol{v} \in \mathcal{L} \backslash\{\mathbf{0}\} \mid \forall \boldsymbol{x} \in \mathcal{L} \text { with }\|\boldsymbol{x}\|<\|\boldsymbol{v}\| \text { it holds }\|\boldsymbol{v}-\boldsymbol{x}\| \geqslant\|\boldsymbol{v}\|\}
$$

Let $\mathbf{p}_{1}, \mathbf{p}_{2} \in \mathrm{P}(\mathcal{L})$ such that $\mathbf{p}_{1} \neq \pm \mathbf{p}_{2}$. Without loss of generality we assume that $\left\|\mathbf{p}_{2}\right\| \leqslant\left\|\mathbf{p}_{1}\right\|$. Initially we will prove that $\left\|\mathbf{p}_{1}+\mathbf{p}_{2}\right\| \geqslant \max \left\{\left\|\mathbf{p}_{1}\right\|,\left\|\mathbf{p}_{2}\right\|\right\}$.
Case 1: If $\left\|\mathbf{p}_{2}\right\|<\left\|\mathbf{p}_{1}\right\|$. Then $\mathbf{p}_{1}, \mathbf{p}_{2} \in \operatorname{Irr}(\mathcal{L})$ and they are not in the same class. Using
the description of the Lemma 3.24 with $\boldsymbol{v}=\mathbf{p}_{1} \in \operatorname{Irr}(\mathcal{L})$ and $\boldsymbol{x}=-\mathbf{p}_{2}$ we get $\left\|\mathbf{p}_{1}+\mathbf{p}_{2}\right\| \geqslant$ $\left\|\mathbf{p}_{1}\right\|$. But as $\left\|\mathbf{p}_{2}\right\|<\left\|\mathbf{p}_{1}\right\|$ we can conclude that $\left\|\mathbf{p}_{1}+\mathbf{p}_{2}\right\| \geqslant \max \left\{\left\|\mathbf{p}_{1}\right\|,\left\|\mathbf{p}_{2}\right\|\right\}$.
Case 2: If $\left\|\mathbf{p}_{2}\right\|=\left\|\mathbf{p}_{1}\right\|$. Then $\boldsymbol{p}_{1}, \mathbf{p}_{2} \in \operatorname{Irr}(\mathcal{L})$ and they are in the same class. Let $\mathrm{S} \in \operatorname{Irr}(\mathcal{L}) / \sim$ such that $\mathbf{p}_{1}, \mathbf{p}_{2} \in \mathrm{~S}$. Then as $\mathbf{p}_{1}, \mathbf{p}_{2} \in \mathrm{P}(\mathcal{L})$ we get that $\mathbf{p}_{1}, \mathbf{p}_{2}$ belong to the same $\tilde{S}$. Thus, by the definition of $\tilde{S}$ we can again conclude that $\left\|\mathbf{p}_{1}+\mathbf{p}_{2}\right\| \geqslant$ $\max \left\{\left\|\mathbf{p}_{1}\right\|,\left\|\mathbf{p}_{2}\right\|\right\}$.
The result follows from the fact that for every $\boldsymbol{v} \in \mathrm{P}(\mathcal{L})$ also $-\boldsymbol{v} \in \mathrm{P}(\mathcal{L})$.
(Part ii) Let $\mathbf{p}_{1}, \mathbf{p}_{2} \in \mathrm{P}(\mathcal{L})$ such that $\mathbf{p}_{1} \neq \pm \mathbf{p}_{2}$. Without loss of generality we assume that $\left\|\mathbf{p}_{2}\right\| \leqslant\left\|\mathbf{p}_{1}\right\|$. By part (i) we get that $\left\|\mathbf{p}_{1} \pm \mathbf{p}_{2}\right\| \geqslant\left\|\mathbf{p}_{1}\right\|$. This in turn implies that $2\left|\left\langle\mathbf{p}_{1}, \mathbf{p}_{2}\right\rangle\right| \leqslant\left\|\mathbf{p}_{2}\right\|^{2}$. Hence,

$$
\left|\cos \vartheta\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)\right|=\frac{\left|\left\langle\mathbf{p}_{1}, \mathbf{p}_{2}\right\rangle\right|}{\left\|\mathbf{p}_{1}\right\|\left\|\mathbf{p}_{2}\right\|} \leqslant \frac{\left|\left\langle\mathbf{p}_{1}, \mathbf{p}_{2}\right\rangle\right|}{\left\|\mathbf{p}_{2}\right\|^{2}} \leqslant \frac{1}{2}
$$

We will use the following theorem in order to bound $|\mathrm{P}(\mathcal{L})|$.
Theorem 3.39 ( $[K L 78])$. Let $A\left(n, \phi_{0}\right)$ be the maximal size of any set $C$ of points in $\mathbb{R}^{n}$ such that the angle between any two distinct vectors $\boldsymbol{v}_{i}, \boldsymbol{v}_{j} \in \mathrm{C}$ (denoted $\phi_{\boldsymbol{v}_{i}, \boldsymbol{v}_{j}}$ ) is at least $\phi_{0}$. If $0<\phi_{0}<63^{\circ}$, then for all sufficiently large $n, A\left(n, \phi_{0}\right)=2^{c n}$ for some

$$
\begin{equation*}
c \leqslant-\frac{1}{2} \log _{2}\left(1-\cos \left(\phi_{0}\right)\right)-0.099 \tag{3.10}
\end{equation*}
$$

Proposition 3.40. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. It holds that $|P(\mathcal{L})|<2^{0.402 n}$.
Proof. By using Theorem 3.39 with $\phi_{0}=\frac{\pi}{3}$ (which can be deduced from Proposition 3.38) we get that $|\mathrm{P}(\mathcal{L})|=2^{\mathrm{cn}}$ with $\mathrm{c} \leqslant-\frac{1}{2} \log _{2}\left(1-\cos \left(\frac{\pi}{3}\right)\right)-0.099$. Evaluating the right hand side of this inequality implies the result.

Proposition 3.38 states the same condition that is also satisfied by the output of the GaussSieve algorithm described in [MV10b]. As in the paper describing the GaussSieve algorithm [MV10b] the size of $\mathrm{P}(\mathcal{L})$ can actually be bounded by the kissing number $\tau_{n}$. Following the same arguments as in [MV10b] we can argue that in practice we expect $P(\mathcal{L}) \approx 2^{0.21 n}$ which is a factor 2 smaller in the exponent than the provable bound $|\mathrm{P}(\mathcal{L})|<2^{0.402 n}$.

A result that might be of interest in the search for lattices reaching the kissing number is the following.

Theorem 3.41. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. If the lattice $\mathcal{L}$ is such that it reaches the kissing number $\tau_{n}$ then $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$.

Proof. As the lattice $\mathcal{L}$ reaches the kissing number $\tau_{n}$, that implies $\left|S_{1}(\mathcal{L})\right|=\tau_{n}$. By Proposition 3.38 we can conclude that the angle between any two vectors in $\mathrm{P}(\mathcal{L})$ is at least $\pi / 3$. This is also the minimal possible angle between the centers of two equal n-dimensional spheres which touch another central sphere of the same size without intersecting. Hence $|\mathrm{P}(\mathcal{L})| \leqslant \tau_{n}$. Combining this with $S_{1}(\mathcal{L}) \subseteq \mathrm{P}(\mathcal{L})$ and $\left|S_{1}(\mathcal{L})\right|=\tau_{n}$ implies that $P(\mathcal{L})=S_{1}(\mathcal{L})$. As the set $P(\mathcal{L})$ was build from classes of $\operatorname{Irr}(\mathcal{L})$ and we showed that it actually contains only vectors of norm $\lambda_{1}(\mathcal{L})$ that means that there is only
one class in $\operatorname{Irr}(\mathcal{L}) / \sim$, namely the class of $S_{1}(\mathcal{L})$. But in this class there is no pair of vectors that adds to a shorter one, thus the whole class is included in $\mathrm{P}(\mathcal{L})$. That implies that $\operatorname{Irr}(\mathcal{L})=P(\mathcal{L})=S_{1}(\mathcal{L})$.

Remark 3.42. A similar result for the set $\mathrm{R}(\mathcal{L})$ is not possible. For example for the root lattice $\mathrm{E}_{8}$ reaching the kissing number in dimension 8 it holds $\mathrm{S}_{1}\left(\mathrm{E}_{8}\right)=\mathrm{R}\left(\mathrm{E}_{8}\right)$ but for the Leech lattice $\Lambda_{24}$ it holds that $\mathrm{S}_{1}\left(\Lambda_{24}\right) \varsubsetneqq \mathrm{R}\left(\Lambda_{24}\right)$ (see [CS98]).

## 3.4 - Computation of the set $\mathrm{P}(\mathcal{L})$

In the previous sections we investigated some properties of the set $\mathrm{P}(\mathcal{L})$ and its relation to the set $R(\mathcal{L})$. Ultimately we aim at using this set instead of $R(\mathcal{L})$ due to its provably smaller cardinality. However, in order to actually benefit from this replacement an algorithm that computes $\mathrm{P}(\mathcal{L})$ without using the set $\mathrm{R}(\mathcal{L})$ is needed. The goal of this section is to examine ways of computing the set $\mathrm{P}(\mathcal{L})$.
3.4.1 - The "brute force" approach. If the set $\operatorname{Irr}(\mathcal{L})$ is given then the set $\mathrm{P}(\mathcal{L})$ can be computed by means of a graph-based technique already described in Remark 3.31 and further analysed in Section 3.7. Thus, it suffices to describe an algorithm which computes the set $\operatorname{Irr}(\mathcal{L})$. The naive approach is to use the fact that $\operatorname{Irr}(\mathcal{L}) \subseteq R(\mathcal{L})$. Hence, as a first step one can run the algorithm described in [MV10a] in order to get the set $R(\mathcal{L})$. Then having a superset of $\operatorname{Irr}(\mathcal{L})$ it suffices to remove all the reducible vectors from it. This can be done by iterating through $R(\mathcal{L})$ and checking for each $r \in R(\mathcal{L})$ if there exists a $\boldsymbol{v} \in \mathrm{R}(\mathcal{L})$ such that $\|\boldsymbol{v}\|<\|\mathbf{r}\|$ and $\|\mathbf{r}-\boldsymbol{v}\|<\|\mathbf{r}\|$. If $\mathbf{r} \in \operatorname{Irr}(\mathcal{L})$ then by definition there will not exist a vector $\boldsymbol{v} \in \mathcal{L}$ such that $\|\boldsymbol{v}\|<\|\mathbf{r}\|$ and $\|\mathbf{r}-\boldsymbol{v}\|<\|\mathbf{r}\|$ and thus the algorithm will not discard any of the irreducible vectors. If the vector $\mathbf{r}$ is reducible then we need the following heuristic assumption.

Assumption 3.43. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ with $\operatorname{Irr}(\mathcal{L}) \neq \mathrm{R}(\mathcal{L})$. If $\mathbf{r} \in \mathrm{R}(\mathcal{L}) \backslash$ $\operatorname{Irr}(\mathcal{L})$ then $\exists \boldsymbol{v} \in \mathrm{R}(\mathcal{L})$ such that $\|\boldsymbol{v}\|<\|\mathbf{r}\|$ and $\|\mathbf{r}-\boldsymbol{v}\|<\|\mathbf{r}\|$.

Heuristic assumption 3.43 can be considered as the analogue of Lemma 3.5 for the set $\operatorname{Irr}(\mathcal{L})$. Lemma 3.5 guaranteed that for every non-relevant vector there would exist a relevant vector acting as a "witness" of "non-relevancy". Heuristic assumption 3.43 speculates that for every reducible relevant vector there exists a relevant vector acting as a "witness" of reducibility. This claim can be further supported by the heuristic expectation for the set $R(\mathcal{L})$ to include most of the "short" lattice vectors. Some experimental support can be derived for low dimensional lattices from Table 3.1 and Figure 3.3a.

Remark 3.44. Under Heuristic assumption 3.43 and the result of [MV10a] on computing the set $\mathrm{R}(\mathcal{L})$ we can conclude that computing the set $\operatorname{Irr}(\mathcal{L})$ by "brute-force" can take up to $\tilde{O}\left(2^{2 n}\right)$-time and $\tilde{O}\left(2^{n}\right)$-space. This complexity can serve as an upper bound on the computation of the set $\operatorname{Irr}(\mathcal{L})$. Combining this observation with the discussion in Section 3.7 can give an upper bound in the complexity of computing $\mathrm{P}(\mathcal{L})$. Namely, for lattices which are not extremely structured (i.e. $\max _{S \in \operatorname{Irr}(\mathcal{L}) / \sim}|S|=\operatorname{poly}(\mathfrak{n})$ ) we can conclude that computing $\mathrm{P}(\mathcal{L})$ from $\operatorname{Irr}(\mathcal{L})$ can take $\mathrm{O}(\operatorname{poly}(\mathrm{n})|\operatorname{Irr}(\mathcal{L})|)$ time. Therefore the computation of $\operatorname{Irr}(\mathcal{L})$ dominates the time complexity, leading to an overall upper bound for $\mathrm{P}(\mathcal{L})$ of $\tilde{\mathrm{O}}\left(2^{2 \mathfrak{n}}\right)$-time.

However the approach in the next section could offer a better performance.
function GaussReduce (p, L, S)
while $\exists \boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}:\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\| \leqslant\|\boldsymbol{p}\|$
$\wedge\left\|p-v_{i}\right\| \leqslant\|p\|$ do

$$
\mathrm{p} \leftarrow \mathrm{p}-\boldsymbol{v}_{\mathrm{i}}
$$

end while
while $\exists \boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}:\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|>\|\boldsymbol{p}\|$

$$
\wedge\left\|\boldsymbol{v}_{i}-\mathbf{p}\right\| \leqslant\left\|\boldsymbol{v}_{i}\right\| \text { do }
$$

$$
\mathrm{L} \leftarrow \mathrm{~L} \backslash\left\{\boldsymbol{v}_{i}\right\}
$$

$$
\operatorname{S.push}\left(\boldsymbol{v}_{i}-\mathbf{p}\right)
$$

end while return $p$
end function

```
Algorithm 3.1 The GaussSieve algorithm as described in [MV10b]
```

Algorithm 3.1 The GaussSieve algorithm as described in [MV10b]
Require: A basis B of a lattice $\mathcal{L}(\mathbf{B})$ and a $\mathrm{c}>0$.
Require: A basis B of a lattice $\mathcal{L}(\mathbf{B})$ and a $\mathrm{c}>0$.
Ensure: A list $\mathrm{L} \subset \mathcal{L}$ s.t. $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant \max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$ for all $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathrm{~L}$.
Ensure: A list $\mathrm{L} \subset \mathcal{L}$ s.t. $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant \max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$ for all $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathrm{~L}$.
function GaussSieve(B, c)
function GaussSieve(B, c)
$\mathrm{L} \leftarrow\{\mathbf{0}\}, \mathrm{S} \leftarrow\{ \}, \mathrm{K} \leftarrow 0$
$\mathrm{L} \leftarrow\{\mathbf{0}\}, \mathrm{S} \leftarrow\{ \}, \mathrm{K} \leftarrow 0$
while $K<c$ do
while $K<c$ do
if $S$ is not empty then
if $S$ is not empty then
$v_{\text {new }} \leftarrow S . p o p()$
$v_{\text {new }} \leftarrow S . p o p()$
else
else
$\boldsymbol{v}_{\text {new }} \leftarrow$ SampleGaussian(B)
$\boldsymbol{v}_{\text {new }} \leftarrow$ SampleGaussian(B)
end if
end if
$\boldsymbol{v}_{\text {new }} \leftarrow \operatorname{GaussReduce}\left(\boldsymbol{v}_{\text {new }}, \mathrm{L}, \mathrm{S}\right)$
$\boldsymbol{v}_{\text {new }} \leftarrow \operatorname{GaussReduce}\left(\boldsymbol{v}_{\text {new }}, \mathrm{L}, \mathrm{S}\right)$
if $\boldsymbol{v}_{\text {new }}=\mathbf{0}$ then
if $\boldsymbol{v}_{\text {new }}=\mathbf{0}$ then
$K \leftarrow K+1$
$K \leftarrow K+1$
else
else
$\mathrm{L} \leftarrow \mathrm{L} \cup\left\{\boldsymbol{v}_{\text {new }}\right\}$
$\mathrm{L} \leftarrow \mathrm{L} \cup\left\{\boldsymbol{v}_{\text {new }}\right\}$
end if
end if
end while
end while
end function

```
end function
```

3.4.2-Using the GaussSieve/MinkowskiSieve algorithms. As it was already mentioned in Section 3.3.2, it is expected that the output of the GaussSieve algorithm [MV10b] will be closely related to a set $\mathrm{P}(\mathcal{L})$. This conjecture was motivated by the fact that both sets, $\mathrm{P}(\mathcal{L})$ and the output of the GaussSieve, possess the property $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant$ $\max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$ for any pair of $\boldsymbol{v}_{1} \neq \pm \boldsymbol{\nu}_{2}$ in the set. At this point it should be clarified that for our purposes we will consider a slightly modified version of the GaussSieve algorithm which will be described here.

```
Algorithm 3.2 The modified GaussReduce function
    function PrimeGaussReduce \((\mathbf{p}, \mathrm{L}, \mathrm{S})^{1}\)
        while \(\exists \boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}:\left\|\boldsymbol{v}_{\mathrm{i}}\right\| \leqslant\|\boldsymbol{p}\| \wedge\left\|p \pm \boldsymbol{v}_{\mathrm{i}}\right\|<\|\boldsymbol{p}\|\) do
            if \(\left\|\mathbf{p}+\boldsymbol{v}_{\boldsymbol{i}}\right\|<\|\mathbf{p}\|\) then
                \(\mathrm{p} \leftarrow \mathrm{p}+\boldsymbol{v}_{\mathrm{i}}\)
            else
                \(p \leftarrow p-v_{i}\)
            end if
        end while
        while \(\exists \boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}:\left\|\boldsymbol{v}_{\mathrm{i}}\right\|>\|\boldsymbol{p}\| \wedge\left\|\boldsymbol{v}_{\mathrm{i}} \pm \mathbf{p}\right\|<\left\|\boldsymbol{v}_{\mathrm{i}}\right\|\) do
            \(\mathrm{L} \leftarrow \mathrm{L} \backslash\left\{\boldsymbol{v}_{\mathrm{i}}\right\}\)
            \(\operatorname{S.push}\left(\boldsymbol{v}_{i} \pm \mathrm{p}\right)\)
        end while
        return \(p\)
    end function
```

For our purposes we will use the GaussSieve algorithm 3.1 but with the modified version of the GaussReduce function 3.2. In this way the following conditions are met.
(i) Any irreducible vector which has been added to the GaussSieve list L will never be removed from it.
(ii) Any irreducible vector encountered by the algorithm will be added to L provided that it can extend its class representative set already in L.

Lemma 3.45. The GaussSieve algorithm 3.1 equipped with the function PrimeGaussReduce (Algorithm 3.2) satisfies both properties (i) and (ii).

Proof. (Property i) The only way for a vector $\boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}$ to be removed from the list L is by entering the while loop in line 9 of the PrimeGaussReduce function. Let $\boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}$ and also $\boldsymbol{v}_{i} \in \operatorname{Irr}(\mathcal{L})$. In order for the algorithm to remove $\boldsymbol{v}_{i}$ from $L$ it should encounter another vector $\boldsymbol{p}$ such that $\left\|\boldsymbol{v}_{i}\right\|>\|\boldsymbol{p}\|$ and $\left\|\boldsymbol{v}_{\boldsymbol{i}}-\mathbf{p}\right\|<\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|$ or $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|>\|-\mathbf{p}\|$ and $\left\|\boldsymbol{v}_{\boldsymbol{i}}+\mathbf{p}\right\|<\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|$ which contradicts the irreducibility of $v$.
(Property ii) Assume that the function PrimeGaussReduce is called and in some iteration of the while loop in line $2, p$ becomes such that $p \in \operatorname{Irr}(\mathcal{L})$. In order for $p$ to not be added in $L$ this would mean that $p$ could be further modified by the while loop in line 2. Thus the algorithm should encounter another vector $\boldsymbol{v}_{\mathrm{i}} \in \mathrm{L}$ such that $\left\|\boldsymbol{v}_{\mathrm{i}}\right\| \leqslant\|\boldsymbol{p}\|$ and $\left\|\mathbf{p} \pm \boldsymbol{v}_{i}\right\|<\|\mathbf{p}\|$. The case where $\left\|\boldsymbol{v}_{i}\right\|<\|\mathbf{p}\|$ and $\left\|\mathbf{p} \pm \boldsymbol{v}_{i}\right\|<\|\mathbf{p}\|$ violates the irreducibility of $\mathbf{p}$ and thus can be disregarded. This leaves only one possible case, namely $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|=\|\mathbf{p}\|$ and $\left\|\mathbf{p} \pm \boldsymbol{v}_{\mathrm{i}}\right\|<\|\mathbf{p}\|$. This condition implies that $\boldsymbol{v}_{\mathrm{i}}$ and $\boldsymbol{p}$ belong to the same equivalence class and they are adjacent. Therefore this pair of vectors cannot belong to any set $\mathrm{P}(\mathcal{L})$ of $\mathcal{L}$. Hence $p$ should not be included in $L$ anyway and the algorithm correctly further reduces it.

Remark 3.46. If the PrimeGaussReduce function in line 9 was the same as in the original GaussReduce, then the algorithm could encounter an instance where it would enter the loop with $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|>\|\mathbf{p}\|,\left\|\boldsymbol{v}_{\boldsymbol{i}}-\mathbf{p}\right\|=\left\|\boldsymbol{v}_{\mathrm{i}}\right\|$ and $\boldsymbol{v}_{\mathrm{i}}, \boldsymbol{v}_{\mathrm{i}}-\mathbf{p} \in \operatorname{Irr}(\mathcal{L})$. This could be possible if an equivalence class in $\operatorname{Irr}(\mathcal{L})$ was not trivial. In this case the algorithm would remove the vector $\boldsymbol{v}_{i}$ from the list and add its equivalent $\boldsymbol{v}_{\mathrm{i}}-\mathbf{p}$ to S . As a result for these non-trivial classes the algorithm could behave in a bad way by repetitively removing and adding representatives of the same class.

Remark 3.47. If the PrimeGaussReduce function in line 2 was the same as in the original GaussReduce, then the algorithm could encounter an instance where it would enter the loop with $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\| \leqslant\|\mathbf{p}\|,\left\|\mathbf{p}-\boldsymbol{v}_{\boldsymbol{i}}\right\|=\|\mathbf{p}\|$ and $\mathrm{p}, \mathbf{p}-\boldsymbol{v}_{\boldsymbol{i}} \in \operatorname{Irr}(\mathcal{L})$. Thus, p and $\mathbf{p}-\boldsymbol{v}_{\boldsymbol{i}}$ are equivalent. In case $\left\|\boldsymbol{v}_{i}\right\|<\|\mathbf{p}\|$ then $\mathbf{p}$ and $\mathbf{p}-\boldsymbol{v}_{\mathrm{i}}$ are also adjacent in the class graph and therefore in this case the algorithm would cycle through the adjacent vectors of $\mathbf{p}$. Therefore there is no need to perform a reduction in this case. In case $\left\|\boldsymbol{v}_{\boldsymbol{i}}\right\|=\|\mathbf{p}\|$ then all three $\mathbf{p}, \boldsymbol{v}_{\mathrm{i}}, \mathbf{p}-\boldsymbol{\nu}_{\mathrm{i}}$ are equivalent but not adjacent. Hence in this case the algorithm does not make any progress by replacing $\mathbf{p}$ by $\mathbf{p}-\boldsymbol{v}_{\mathrm{i}}$. Thus, there is no need to perform a reduction in this case as well. ${ }^{2}$

[^7]We consider the GaussSieve algorithm 3.1 equipped with the PrimeGaussReduce function (Algorithm 3.2). We denote by GaussSieve $(\mathcal{L})$ a list of vectors $L$ created by this algorithm and possessing the property that L cannot be further modified by the algorithm. In order to relate the sets GaussSieve $(\mathcal{L})$ and $\mathrm{P}(\mathcal{L})$ we give the following definition.

Definition 3.48. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Given a $\mathrm{P}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$ we define $\mathrm{P}^{+}(\mathcal{L})$ and $\mathrm{P}^{-}(\mathcal{L})$ to be a partition of $\mathrm{P}(\mathcal{L})$ according to sign.

In other words, we take for $\mathrm{P}^{+}(\mathcal{L})$ some subset of $\mathrm{P}(\mathcal{L})$ such that of each pair $\pm \boldsymbol{v} \in$ $\mathrm{P}^{+}(\mathcal{L})$ exactly one is in $\mathrm{P}^{+}(\mathcal{L})$. Of course, there are many choices for $\mathrm{P}^{+}(\mathcal{L})$ and $\mathrm{P}^{-}(\mathcal{L})$, any one will do.

Even though the output of GaussSieve converges to a set which is maximal in $\mathcal{L}$ under the property $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant \max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$, the same is not true in general for the set $\mathrm{P}^{+}(\mathcal{L})$ as shown by experiments (Table 3.1). In particular, we can conclude by Lemma 3.45 that if we allow this modified version of the GaussSieve to run long enough i.e. it samples "enough" vectors, then the output will converge to a set GaussSieve( $\mathcal{L})$, which will contain a $\mathrm{P}^{+}(\mathcal{L})$.

Hence we cannot claim that the output of GaussSieve converges to a set $\mathrm{P}^{+}(\mathcal{L})$ but only to a superset of it. The fact that a $\mathrm{P}^{+}(\mathcal{L})$ is not maximal in $\mathcal{L}$ under the property $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant \max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$ implies the existence of vectors which are not irreducible but they also cannot be reduced by any of the vectors in $\mathrm{P}(\mathcal{L})$.

The definition of the set $\mathrm{P}_{2}(\mathcal{L})$ will help us in bounding the output of the GaussSieve algorithm. Also, the definition of the sets $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ for $\mathrm{k}>2$ will help us in bounding the output of modified versions of "higher" sieving algorithms like the Triple and Quadruple MinkowskiSieve, described in [BLS16].

Definition 3.49. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Given a $P(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$ we define

$$
\mathrm{P}_{2}(\mathcal{L}):=\{\boldsymbol{v} \in \mathcal{L} \mid \nexists \mathbf{p} \in \mathrm{P}(\mathcal{L}) \text { with }\|\mathbf{p}\|<\|\boldsymbol{v}\| \text { and }\|\boldsymbol{v}-\mathbf{p}\|<\|\boldsymbol{v}\|\} .
$$

A first remark on this definition is that as $\mathrm{P}(\mathcal{L}) \subseteq \mathcal{L}$ also $\mathrm{P}(\mathcal{L}) \subseteq \mathrm{P}_{2}(\mathcal{L})$. The output of the (modified) GaussSieve converges to a set GaussSieve $(\mathcal{L})$ including a set $\mathrm{P}^{+}(\mathcal{L})$. Therefore, every $\boldsymbol{v} \in \operatorname{GaussSieve}(\mathcal{L})$ cannot be reduced by any $p \in \mathrm{P}^{+}(\mathcal{L})$ and as GaussSieve $(\mathcal{L}) \subseteq \mathcal{L}$ we can conclude that $\operatorname{Gauss} \operatorname{Sieve}(\mathcal{L})$ can be bounded as follows:

$$
\begin{equation*}
\mathrm{P}^{+}(\mathcal{L}) \subseteq \operatorname{GaussSieve}(\mathcal{L}) \subseteq \mathrm{P}_{2}(\mathcal{L}) \tag{3.11}
\end{equation*}
$$

Under this set inequality GaussSieve $(\mathcal{L})$ can be viewed in the following way. A set GaussSieve $(\mathcal{L})$ can be considered as the closure of a $\mathrm{P}^{+}(\mathcal{L})$ in $\mathrm{P}_{2}(\mathcal{L})$ under the property of Gauss-reduction. In more detail GaussSieve $(\mathcal{L})$ can be viewed as the minimal (according to included vector norms) subset of a $\mathrm{P}_{2}(\mathcal{L})$ including $\mathrm{P}^{+}(\mathcal{L})$ and being a maximal subset of $\mathrm{P}_{2}(\mathcal{L})$ with the property of Gauss-reduction (i.e. $\min \left\{\left\|\boldsymbol{v}_{1} \pm \boldsymbol{v}_{2}\right\|\right\} \geqslant \max \left\{\left\|\boldsymbol{v}_{1}\right\|,\left\|\boldsymbol{v}_{2}\right\|\right\}$ ).

Remark 3.50. It is unclear if the set $\mathrm{P}_{2}(\mathcal{L})$ is a finite or an infinite set. Although we would like to point out one remark that we made in the case that $\mathrm{P}_{2}(\mathcal{L})$ was infinite. If the set $\mathrm{P}_{2}(\mathcal{L})$ contained arbitrarily long lattice vectors, then these vectors would get arbitrarily close to being orthogonal to the entire set $\mathrm{P}(\mathcal{L})$.

Definition 3.51. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $k \in \mathbb{N}$ with $k \geqslant 2$. Given $a$ $\mathrm{P}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$ we define

$$
\mathrm{P}_{\mathrm{k}+1}(\mathcal{L}):=\left\{\boldsymbol{v} \in \mathrm{P}_{\mathrm{k}}(\mathcal{L}) \mid \nexists \boldsymbol{p} \in \mathrm{P}^{(\mathrm{k})}(\mathcal{L}) \text { with }\|\mathbf{p}\|<\|\boldsymbol{v}\| \text { and }\|\boldsymbol{v}-\mathbf{p}\|<\|\boldsymbol{v}\|\right\}
$$

where $\mathrm{P}^{(\mathrm{k})}(\mathcal{L})$ is defined as

$$
\begin{array}{r}
\begin{array}{l}
\bigcup_{\mathfrak{i}=1}^{\lfloor\mathrm{k} / 2\rfloor}\left\{\boldsymbol{v}_{1}+\boldsymbol{v}_{2} \mid \boldsymbol{v}_{1} \in \mathrm{P}^{(\mathrm{i})}(\mathcal{L}), \boldsymbol{v}_{2} \in \mathrm{P}^{(\mathrm{k}-\mathrm{i})}(\mathcal{L}) \text { and }\left\|\boldsymbol{v}_{\mathrm{j}}\right\|\right.
\end{array} \quad<\left\|\boldsymbol{v}_{1}+\boldsymbol{v}_{2}\right\|, \\
\left.\left\|\boldsymbol{v}_{\mathrm{l}}\right\| \leqslant\left\|\boldsymbol{v}_{1}+\boldsymbol{v}_{2}\right\| \text { where }(\mathfrak{j}, l) \in(1,2),(2,1)\right\}
\end{array}
$$

and $\mathrm{P}^{(1)}(\mathcal{L}):=\mathrm{P}(\mathcal{L})$.
Lemma 3.52. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $\mathrm{P}(\mathcal{L})$ be a subset of $\operatorname{Irr}(\mathcal{L})$. Then for the sequence $P_{k}(\mathcal{L})$ given in definition 3.51 it holds that
(i) $\mathrm{P}_{\mathrm{k}+1}(\mathcal{L}) \subseteq \mathrm{P}_{\mathrm{k}}(\mathcal{L})$ for every $\mathrm{k} \geqslant 2$.
(ii) $\lim _{k \rightarrow \infty} P_{k}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$.

So, in one line:

$$
\mathrm{P}_{2}(\mathcal{L}) \supseteq \ldots \supseteq \mathrm{P}_{\mathrm{k}}(\mathcal{L}) \supseteq \mathrm{P}_{\mathrm{k}+1}(\mathcal{L}) \supseteq \ldots \supseteq \operatorname{Irr}(\mathcal{L}) .
$$

Proof. First of all, as we chose a random but fixed $P(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L})$ the sets $P_{k}(\mathcal{L})$ are well-defined. Part (i) of the lemma is an immediate consequence of the $P_{k}(\mathcal{L})$ definition. Initially we show that $\operatorname{Irr}(\mathcal{L}) \subseteq \mathrm{P}_{\mathrm{k}}(\mathcal{L})$ for every $k \geqslant 2$. This follows directly by the definition of $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ and the fact that $\mathrm{P}^{(\mathrm{k})}(\mathcal{L}) \subseteq \mathcal{L}$. By the (recursive) definition of $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ it follows that it includes all vectors $\boldsymbol{v} \in \mathcal{L}$ such that they can not be reduced by any shorter vector in $\cup_{i=1}^{k-1} \mathrm{P}^{(i)}(\mathcal{L})$. Thus for part (iii) of the lemma it suffices to show that $\lim _{k \rightarrow \infty} \cup_{i=1}^{k} \mathrm{P}^{(i)}(\mathcal{L})=\mathcal{L}$. As $\mathrm{P}^{(\mathfrak{i})}(\mathcal{L}) \subseteq \mathcal{L}$ for every $i \geqslant 1$ it follows that $\lim _{k \rightarrow \infty} \cup_{i=1}^{k} \mathrm{P}^{(i)}(\mathcal{L}) \subseteq \mathcal{L}$. It is only left proving the converse inequality. Let $\mathcal{v} \in \mathcal{L}$, it suffices to show that $\exists \mathrm{k} \geqslant 1$ such that $v \in \mathrm{P}^{(\mathrm{k})}(\mathcal{L})$.

A vector $\boldsymbol{v} \in \mathcal{L}$ can be repeatedly reduced as in the proof of Proposition 3.22 until it is written as a sum $v=\sum_{i=1}^{l} p_{i}$ of shorter vectors $p_{i} \in \operatorname{Irr}(\mathcal{L})$ for some $l \geqslant 1$. This decomposition satisfies the recursive condition implied by the definition of the $\mathrm{P}^{(\mathrm{k})}(\mathcal{L})$. If all the vectors $p_{i} \in \operatorname{Irr}(\mathcal{L})$ actually belong to $\mathrm{P}(\mathcal{L})$ then $v \in \mathrm{P}^{(l)}(\mathcal{L})$ and we are done. If there exists some $p_{i} \in \operatorname{Irr}(\mathcal{L}) \backslash \mathrm{P}(\mathcal{L})$ then $p_{i}=\tilde{p}_{i}+\boldsymbol{p}_{\mathrm{i}}^{\prime}$ where $\tilde{p}_{i} \in \mathrm{P}(\mathcal{L})$ and $\left\|\mathbf{p}_{i}^{\prime}\right\|<\left\|\mathbf{p}_{i}\right\|,\left\|\mathbf{p}_{i}\right\|=\left\|\tilde{\mathbf{p}}_{i}\right\|$ by the definition of $\mathrm{P}(\mathcal{L})$. Thus, $\mathbf{p}_{i}^{\prime}$ can be further get decomposed into shorter vectors (like $\boldsymbol{v}$ ) and as $\left\|\boldsymbol{p}_{i}^{\prime}\right\|<\left\|\mathbf{p}_{i}\right\|$ progress was made which implies that this decomposition will finish after finitely many steps as there is a finite number of lattice points in $\mathcal{B}(\mathbf{0},\|\boldsymbol{v}\|)$. Therefore $\boldsymbol{v}$ can be repeatedly reduced until it is written as a sum of vectors in $\mathrm{P}(\mathcal{L})$, concluding the proof.

We are now going to describe the "higher" sieving algorithms which we will consider. We have already mentioned the Triple and the Quadruple MinkowskiSieve described in [BLS16]. The difference between the GaussSieve algorithm and these higher ones lies in the reduction function. Hence, if we equip Algorithm 3.1 with function PrimeMinkowskiReduce (Algorithm 3.3), we get the modified MinkowskiSieve which we are interested in.

```
Algorithm 3.3 The modified MinkowskiReduce function
    function PrimeMinkowskiReduce (p, L, S, k)
        loop \(=\) true
        while loop do
            loop \(=\) false
            if \(k>2\) then
                    PRimeMinkowskiReduce \((\mathbf{p}, \mathrm{L}, \mathrm{S}, \mathrm{k}-1)\)
            end if
            for all \(\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{k}-1}\right\} \subset \mathrm{L}\) s.t. \(\left\|\boldsymbol{v}_{\mathrm{i}}\right\| \leqslant\|\boldsymbol{p}\|\) do
                    for all \(\boldsymbol{w} \in\left\{\sum_{i=1}^{k-1}(-1)^{a_{i}} \boldsymbol{v}_{i} \mid a_{i} \in\{0,1\}\right\}\) do
                    if \(\|\boldsymbol{w}\| \leqslant\|\mathbf{p}\|\) and \(\|\mathbf{p}-\boldsymbol{w}\|<\|\mathbf{p}\|\) then
                    \(\mathrm{p} \leftarrow \mathrm{p}-\boldsymbol{w}\)
                    loop \(=\) true
                    goto next
                    end if
                    end for
            end for
            next:
        end while
        for all \(\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{k}-1}\right\} \subset \mathrm{L}\) with \(\left\|\boldsymbol{v}_{\mathrm{i}}\right\| \leqslant\left\|\boldsymbol{v}_{\mathrm{i}+1}\right\|\) and s.t. \(\left\|\boldsymbol{v}_{\mathrm{k}-1}\right\|>\|\mathbf{p}\|\) do
            for all \(\boldsymbol{w} \in\left\{(-1)^{a_{0}} \boldsymbol{p}+\sum_{i=1}^{k-2}(-1)^{a_{i}} \boldsymbol{v}_{i} \mid a_{i} \in\{0,1\}\right\}\) do
            if \(\|\boldsymbol{w}\|<\left\|\boldsymbol{v}_{\mathrm{k}-1}\right\|\) and \(\left\|\boldsymbol{v}_{\mathrm{k}-1}-\boldsymbol{w}\right\|<\left\|\boldsymbol{v}_{\mathrm{k}-1}\right\|\) then
                \(\mathrm{L} \leftarrow \mathrm{L} \backslash\left\{\boldsymbol{\nu}_{\mathrm{k}-1}\right\}\)
                    S.push \(\left(\boldsymbol{v}_{\mathrm{k}-1}-\boldsymbol{w}\right)\)
            end if
            end for
        end for
        return \(p\)
    end function
```

The modification compared to the description in [BLS16] appears in lines 10 and 21 of Algorithm 3.3, where the extra conditions $\|\boldsymbol{w}\| \leqslant\|\boldsymbol{p}\|$ and $\|\boldsymbol{w}\|<\left\|\boldsymbol{v}_{\mathrm{k}-1}\right\|$ respectively are added. By adding these conditions it is guaranteed to get an output list which will satisfy properties (i) and (ii) like in Lemma 3.45 for the GaussSieve. Hence, based on these properties it can be concluded that the output list of vectors will again contain a set $\mathrm{P}^{+}(\mathcal{L})$. In order to ease our exposition we set the following notation.

Let $k \in \mathbb{N}$ with $k \geqslant 2$. We consider the $k$-MinkowskiSieve algorithm equipped with the function PrimeMinkowskiReduce (Algorithm 3.3). We denote by $\operatorname{MinkowskiSieve}_{\mathrm{k}}(\mathcal{L})$ a list of vectors $L$ created by this algorithm and possessing the property that $L$ cannot be further modified by the algorithm. Note that for $\mathrm{k}=2$ one has $\operatorname{MinkowskiSieve}_{2}(\mathcal{L})=$ GaussSieve (L).

Remark 3.53. The output of the modified $k$-MinkowskiSieve algorithm will not be a list of vectors which will be $k$-Minkowski-reduced if $k>2$ (for the Minkowski-reduced definition see [NS09]). If this was desired, then the lines 10 and 21 of Algorithm 3.3 should be modified
in order to allow reductions by longer vectors as well. For a k-Minkowski-reduced list with $k>4$ lines 9,10 and 20,21 of Algorithm 3.3 should also allow for the coefficients of the vectors $\boldsymbol{v}_{\mathrm{i}}, \mathbf{p}$ and $\boldsymbol{v}_{\mathrm{k}-1}$ to take more values than $\pm 1$ (see for example [NS09, Theorem 2.2.2]).

The "higher" sieving algorithms which we considered by making the generalisation from the GaussSieve towards the MinkowskiSieve will contribute towards an asymptotic computational argument. But first we state a heuristic assumption which we will use.

Assumption 3.54. Consider the k -MinkowskiSieve algorithm equipped with the function PrimeMinkowskiReduce (Algorithm 3.3). Then the output of this algorithm will converge to a set MinkowskiSieve ${ }_{k}(\mathcal{L})$.

Remark 3.55. Heuristic assumption 3.54 actually claims that the $k$-MinkowskiSieve does not diverge or enter an infinite loop. The experimental results in section 3.4.3 (see Figure 3.3) indicate that for $\mathrm{k} \in\{2,3,4\}$ this seems to be a valid assumption. However, this is the only argument we have in favour of this assumption. We leave the investigation for concrete arguments supporting this heuristic assumption as an open problem for future research.

Theorem 3.56. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. We consider the $k$-MinkowskiSieve algorithm equipped with the function PrimeMinkowskiReduce. Under Heuristic Assumption 3.54, as k increases the set MinkowskiSieve $_{\mathrm{k}}(\mathcal{L})$ converges to a set $\mathrm{P}^{+}(\mathcal{L})$.

Proof. In order to simplify the proof and avoid ambiguities we make the following convention. Both sets $\mathrm{P}^{+}(\mathcal{L})$ and MinkowskiSieve ${ }_{\mathrm{k}}(\mathcal{L})$ are defined/constructed in such a way that for a vector $\boldsymbol{v}$ only one of $\pm \boldsymbol{v}$ belongs to the set. This allows many possible choices for these sets. In order to avoid this kind of ambiguities we make the convention that a vector $\boldsymbol{v}$ is included in the aforementioned sets only if its first non-zero coordinate is positive.

Initially we will prove that for every $k \geqslant 2$ there exists a set $\mathrm{P}^{+}(\mathcal{L})$ and a set $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ such that

$$
\begin{equation*}
\mathrm{P}^{+}(\mathcal{L}) \subseteq \text { MinkowskiSieve }_{\mathrm{k}}(\mathcal{L}) \subseteq \mathrm{P}_{\mathrm{k}}(\mathcal{L}) \tag{3.12}
\end{equation*}
$$

Let $k \geqslant 2$ and MinkowskiSieve $_{k}(\mathcal{L})$ be the converging set of an execution of the $k$ MinkowskiSieve. As mentioned before, we can transfer Lemma 3.45 from the case of GaussSieve to the k-MinkowskiSieve algorithm described in this section. This implies that for every MinkowskiSieve ${ }_{k}(\mathcal{L})$ there will exist a set $\mathrm{P}^{+}(\mathcal{L})$ such that $\mathrm{P}^{+}(\mathcal{L}) \subseteq$ MinkowskiSieve $_{k}(\mathcal{L})$. We fix this set $\mathrm{P}^{+}(\mathcal{L})$.

Let $\boldsymbol{v} \in$ MinkowskiSieve $_{k}(\mathcal{L})$ and $\mathbf{p}_{1}, \ldots, \mathbf{p}_{\mathrm{k}-1} \in \mathrm{P}^{+}(\mathcal{L})$ with $\left\|\mathbf{p}_{i}\right\|<\|\boldsymbol{v}\|$. As the set MinkowskiSieve ${ }_{k}(\mathcal{L})$ is $k$-reduced according to the notion implied by Algorithm 3.3 we can conclude that $v$ cannot be reduced by any vector of the form $\sum_{i=1}^{l}(-1)^{a_{i}} \mathbf{p}_{i}$ for $1 \leqslant l \leqslant k-1$. As the vectors $p_{1}, \ldots, \mathbf{p}_{k-1}$ belong to the set MinkowskiSieve ${ }_{k}(\mathcal{L})$ as well, they are $k-1$-reduced. This in turn implies that the vectors of the form $\sum_{i=1}^{l}(-1)^{a_{i}} \boldsymbol{p}_{i}$ belong to the set $\mathrm{P}^{(l)}(\mathcal{L})$ for $1 \leqslant l \leqslant k-1$. This holds for any tuple of $l$ vectors in $\mathrm{P}^{+}(\mathcal{L})$. Hence, the set of vectors emerging from the union of all $\left\{\sum_{i=1}^{l}(-1)^{a_{i}} \mathbf{p}_{i}\right\}$ will be exactly $\mathrm{P}^{(l)}(\mathcal{L})$. This implies that $\boldsymbol{v}$ cannot be reduced by any vector in $\cup_{i=1}^{k-1} \mathrm{P}^{(i)}(\mathcal{L})$. This is equivalent to the condition a vector $\boldsymbol{v}$ has to satisfy according to definition 3.51 in order to belong to $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$. Thus we can conclude that MinkowskiSieve $_{\mathrm{k}}(\mathcal{L})$ is included in the
$\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ implied by the set $\mathrm{P}(\mathcal{L})=\mathrm{P}^{+}(\mathcal{L}) \cup\left(-\mathrm{P}^{+}(\mathcal{L})\right)$. This concludes the first part of the proof.

For the second part of the proof we distinguish between the cases of $\operatorname{Irr}(\mathcal{L})=P(\mathcal{L})$ and $\operatorname{Irr}(\mathcal{L}) \neq P(\mathcal{L})$.
If it holds that $\operatorname{Irr}(\mathcal{L})=P(\mathcal{L})$ then apart from $\mathrm{P}(\mathcal{L})$ being uniquely determined the same holds for the sets $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$. Hence, for every $k \geqslant 2$ the boundary sets in (3.12) are uniquely determined. This enables a direct use of Lemma 3.52. As $k$ increases the set MinkowskiSieve ${ }_{k}(\mathcal{L})$ will be contained in even smaller and smaller sets $P_{k}(\mathcal{L})$ which converge to $\operatorname{Irr}(\mathcal{L})$ according to (i) and (iii) of Lemma 3.52. Therefore for the limit case it could be stated that

$$
\begin{equation*}
\mathrm{P}^{+}(\mathcal{L}) \subseteq \lim _{k \rightarrow \infty} \operatorname{MinkowskiSieve}_{k}(\mathcal{L}) \subseteq \operatorname{Irr}(\mathcal{L}) . \tag{3.13}
\end{equation*}
$$

But we assumed $\operatorname{Irr}(\mathcal{L})=P(\mathcal{L})$ and thus we can conclude that

$$
\lim _{k \rightarrow \infty} \operatorname{MinkowskiSieve}_{\mathrm{k}}(\mathcal{L})=\mathrm{P}^{+}(\mathcal{L})
$$

In order to finish the proof we have to deal with the case $\operatorname{Irr}(\mathcal{L}) \neq \mathrm{P}(\mathcal{L})$. In this case, the sets $\mathrm{P}^{+}(\mathcal{L})$ and $\mathrm{P}_{k}(\mathcal{L})$ used in inequality (3.12) are not uniquely determined and therefore Lemma 3.52 cannot be used directly. In Lemma 3.52 it was shown that given the sequence of $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ implied by any $\mathrm{P}(\mathcal{L})$ then $\lim _{k \rightarrow \infty} \mathrm{P}_{\mathrm{k}}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$. Hence any $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ belongs to a sequence converging to the same limit, $\operatorname{Irr}(\mathcal{L})$. Interchanging terms ( $\mathrm{P}_{\mathrm{k}}(\mathcal{L})$ ) among these sequences does not affect their limit. Therefore, we can again use inequality (3.12) and take limits leading to a result like (3.13). We have to be careful though. The right hand-side limit (i.e. $\operatorname{Irr}(\mathcal{L}))$ is well-defined but the left one can cycle over all choices of $\mathrm{P}^{+}(\mathcal{L})$. This is expected as the limit of the sequence MinkowskiSieve $_{k}(\mathcal{L})$ as $k \rightarrow \infty$ is not unique but depends on the choice of representatives made for each non-trivial class of vectors. For convenience we assume that $\forall \mathrm{k}>\mathrm{k}_{0}$ for some $k_{0}$ this choice stabilises to some random but fixed choice. Thus, we have again reached inequality (3.13).

We examine the sets in inequality (3.13) according to the Gauss-reduced property. Let $k \geqslant 2$, the set MinkowskiSieve ${ }_{k}(\mathcal{L})$ is a set to which the output of the algorithm converges to and also possesses the Gauss-reduced property by construction. This holds for every $k \geqslant 2$ and thus transfers to the limit as well, as $k \rightarrow \infty$. The set $\mathrm{P}^{+}(\mathcal{L})$ is not a maximal subset of $\mathcal{L}$ satisfying the Gauss-reduced property but due to its construction it is maximal in the set $\operatorname{Irr}(\mathcal{L})$. Hence, inequality (3.13) and maximality of $\mathrm{P}^{+}(\mathcal{L})$ in $\operatorname{Irr}(\mathcal{L})$ imply the result.

The conclusion in Theorem 3.56 is supported by the experimental results given in Table 3.1.

Remark 3.57. Theorem 3.56 describes asymptotic behaviour of the modified MinkowskiSieve algorithm with the goal of providing a faster way of computing sets $\mathrm{P}^{+}(\mathcal{L})$. Even though, asymptotically, the algorithm possesses the desired behaviour, this does not make it immediately a computational tool for $\mathrm{P}^{+}(\mathcal{L})$. There are two obstacles towards that goal. The first one is, given a lattice $\mathcal{L}$ in dimension $n$, to find for which $k \geqslant 2$ to run $k$-MinkowskiSieve. This $k$ should not be too high in order to be computationally efficient to run the algorithm. The second problem is finding for how long this k-MinkowskiSieve should run in order to approximate well enough a set MinkowskiSieve ${ }_{k}(\mathcal{L})$.
3.4.3-Experimental results. In this section we provide some experimental results which support our claims in the previous subsections. In particular, as a first step we computed the sets $R(\mathcal{L}), \operatorname{Irr}(\mathcal{L}), P(\mathcal{L})$ for 10 lattices in dimension 20 and afterwards we computed the output of the GaussSieve, the Triple and the Quadruple MinkowskiSieve. In order to generate 10 lattices in dimension 20 we used the Sage computer algebra system [TSD19]. In particular we used Sage's "Hard lattice generator" with the following choice of parameters,

$$
\text { sage.crypto.gen_lattice(type='random', } \left.\mathrm{n}=1, \mathrm{~m}=20, \mathrm{q}=10^{\wedge} 42 \text {, seed }=\text { seed }\right)
$$

and 10 different values of seed. Initially, using the OpenMP parallel implementation build for the projects [FCMP19, CMF19] we computed the set of relevant vectors $R(\mathcal{L})$ for each lattice. On top of this code (which the authors were so kind to provide us) we implemented the method described in Section 3.4.1 and computed the set $\operatorname{Irr}(\mathcal{L})$. As for our experiments the lattices used were generated randomly, they did not possess any specific structure and hence $\mathrm{P}(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$ for all of them. This part of the experiments was performed on a node of the Lisa cluster [SUR19] with a 16 -core CPU $(2.10 \mathrm{GHz})$ and 96 GB of RAM. The computation of the sets $R(\mathcal{L})$ and $\operatorname{Irr}(\mathcal{L})$ using the aforementioned implementation and hardware took about 5.5 seconds per lattice.

Finally, by modifying the already existing sieve implementations in FPLLL [The19a] we computed the output of the GaussSieve, Triple and Quadruple MinkowskiSieve as described in Section 3.4.2 for the same 10 lattices. The modifications which we made to the already existing FPLLL implementations were:

- A vector is allowed to be reduced only by a shorter vector.
- The termination condition is changed to a fixed number of collisions: $5 \cdot 10^{5}$ for the GaussSieve and $10^{5}$ for the Triple and Quadruple MinkowskiSieve. These numbers were chosen to ensure the created list by the algorithm remains unchanged for "many" iterations before the algorithm terminates. These choices seem to not be optimal according to our experimental data and could possibly be further reduced.
This part of the experiments was performed on a Lenovo X250 laptop with 4 Intel Core i3-5010U CPU ( 2.10 GHz ) and 8 GB of RAM. The output of these experiments is summarised in Table 3.1.

Table 3.1 motivates a number of remarks about the involved sets. Initially, the number of relevant vectors observed was indeed close to the expected number $2 \cdot\left(2^{20}-1\right)$. Also, the sets $\operatorname{Irr}(\mathcal{L})$ and $\mathrm{P}(\mathcal{L})$ were equal in all 10 cases, as we had assumed for random lattices without any underlying structure. The size of $\mathrm{P}(\mathcal{L})$ (and $\operatorname{Irr}(\mathcal{L})$ in this case) was observed to be some orders of magnitude smaller than the size of $R(\mathcal{L})$ making it more appealing to use in practice.

The right part of Table 3.1 justifies our idea to try and correlate the output of sieving algorithms with the set of irreducible vectors. Even though we cannot display here the lists of vectors which we computed but rather only their sizes, we observed the following behaviour. The list of vectors output by the GaussSieve contained the set $\mathrm{P}(\mathcal{L})$ in 8 out of the 10 cases and in the other two of them there was only 1 vector missing. This supports our claim the output of GaussSieve converges to a superset of $P(\mathcal{L})$. Also, as we moved to "higher" sieving algorithms like our modified version of the Triple and Quadruple MinkowskiSieve the output of the sieving algorithms approximated even closer the set $\mathrm{P}(\mathcal{L})$. Actually, it is not a coincidence that the numbers in the columns "4-red" and

Table 3.1: The following tables describe the sizes of the lists involved in our experiments with 10 random lattices in dimension 20. The first columns indicate the seed used for the generation of the lattice. The table on the left gives the sizes of the corresponding sets $R(\mathcal{L}), \operatorname{Irr}(\mathcal{L})$ and $P(\mathcal{L})$ for each lattice. The factor 2 is due to the sign symmetry. The table on the right shows the sizes of the lists generated by the modified GaussSieve, Triple and Quadruple MinkowskiSieve.

| Seed | $\|\mathrm{R}(\mathcal{L})\|$ | $\|\operatorname{Irr}(\mathcal{L})\|,\|\mathrm{P}(\mathcal{L})\|$ |
| :---: | :---: | :---: |
| 314 | $2 \cdot 1048361$ | $2 \cdot 66$ |
| 417 | $2 \cdot 1048388$ | $2 \cdot 70$ |
| 849 | $2 \cdot 1048389$ | $2 \cdot 68$ |
| 422 | $2 \cdot 1048349$ | $2 \cdot 67$ |
| 168 | $2 \cdot 1048371$ | $2 \cdot 60$ |
| 84 | $2 \cdot 1048363$ | $2 \cdot 64$ |
| 105 | $2 \cdot 1048375$ | $2 \cdot 62$ |
| 273 | $2 \cdot 1048360$ | $2 \cdot 60$ |
| 390 | $2 \cdot 1048376$ | $2 \cdot 66$ |
| 656 | $2 \cdot 1048372$ | $2 \cdot 71$ |


| Seed | 2-red | 3-red | 4-red |
| :---: | :---: | :---: | :---: |
| 314 | 86 | 77 | 66 |
| 417 | 95 | 80 | 70 |
| 849 | 98 | 85 | 68 |
| 422 | 93 | 74 | 67 |
| 168 | 88 | 69 | 60 |
| 84 | 92 | 75 | 64 |
| 105 | 88 | 74 | 62 |
| 273 | 83 | 68 | 60 |
| 390 | 89 | 76 | 66 |
| 656 | 95 | 79 | 71 |



Figure 3.3: Experimental results on the scaling of size of $\mathrm{P}(\mathcal{L})$ according to the dimension of $\mathcal{L}$. Each point in the graphs corresponds to the average value taken amongst 10 lattices. The labels k -red are used to indicate the modified sieve algorithms described in this chapter and not the ones in the literature [MV10b, BLS16].
$"|\operatorname{Irr}(\mathcal{L})|,|\mathrm{P}(\mathcal{L})|$ " in Table 3.1 differ only by a factor of 2. The output of the Quadruple MinkowskiSieve in all 10 cases gave exactly a set $\mathrm{P}^{+}(\mathcal{L})$ as for every vector $\boldsymbol{v}$ it stores only one of $\pm \boldsymbol{v}$.

Another question which could be investigated experimentally is how the expected size of $\mathrm{P}(\mathcal{L})$ behaves as the dimension of $\mathcal{L}$ increases. In order to develop an intuition about this behaviour we performed a number of experiments in dimensions 20-65, the results of which are shown in Figure 3.3. Like in our experiments in dimension 20 we used the modified OpenMP parallel implementation from [FCMP19, CMF19] and the modified
sieve implementations in FPLLL [The19a]. For each dimension we depict the average value amongst 10 lattices. However, as in this case we dealt with higher dimensions we reduced the number of collisions in the termination condition of the sieve algorithms to

- GaussSieve:
- Triple MinkowskiSieve: 2,500 collisions
- Quadruple MinkowskiSieve: 2,000 collisions.

Therefore the results in Figure 3.3 related to sieving algorithms should only be interpreted as approximations of the algorithm's converging set size. As we will discuss later, estimating the accuracy of this approximation is left for future research. Figure 3.3a illustrates the result of our experiments in dimensions 20-26. We believe that for these "smaller" dimensions the approximations are "more" accurate and that is why we show them separately. Another reason is that running the OpenMP Voronoi implementation beyond these dimensions has a substantial memory requirement (tens of GB).

Computing a least squares fit for the points in the blue curve (which indicates the correct expected values for $|\mathrm{P}(\mathcal{L})|$ under assumption 3.43 ) gives the formula $2^{0.237 n+1.286}$ which closely matches the heuristic expectation for the size of $P(\mathcal{L})$, namely $2^{0.21 n}$. Furthermore Figure 3.3a reveals that the GaussSieve gives only a superset of $P(\mathcal{L})$ even for small dimensions. The Triple and Quadruple MinkowskiSieve are much closer to the blue curve. The difference between the Triple and Quadruple MinkowskiSieve is that the one lies above the blue curve and the other below it. As we already observed in Table 3.1 the Triple MinkowskiSieve will probably remain above it. However the Quadruple MinkowskiSieve possess the potential to reach the "correct" curve asymptotically. Of course this could also be far from the truth for higher dimensions.

In order to put these curves more into perspective we created Figure 3.3b which shows the average output sizes of the GaussSieve and Triple MinkowskiSieve for dimensions 2065. We did not draw the curve of the Quadruple MinkowskiSieve as it also turns out to be quite time costly for dimensions higher than 30. At this point we must emphasise that the used modified sieving algorithms take more time in order to terminate due to the modifications which aim not in solving SVP but computing close approximations of $\mathrm{P}(\mathcal{L})$. For instance the modified Triple MinkowskiSieve in dimension 65 took on average 3 days in order to terminate for each lattice. However this is only the average observed time. Actually one of the ten lattices used proved to be an "easier case", terminating in under 2 hours.

Even though these results provide some intuition on what kind of relation could be expected between the set of irreducible vectors and sieving algorithms, they also imply some questions.

A first question which would be interesting is examining the termination condition for the sieving algorithm. In our experiments we made a specific choice on the number of collisions but this was done by trial and error and could be possibly improved. In other words, we ask for a termination condition, which if it is satisfied by a sieving algorithm (as used in this section) it guarantees that the algorithm has reached a list of vectors which cannot be further modified by the algorithm.

A second question that arises is up to what level of sieving we should get in order to either get exactly a set $\mathrm{P}(\mathcal{L})$ or a "very good" approximation of it. In this case the Quadruple MinkowskiSieve was enough, but this might not be the case for higher dimensional lattices. Thus it would be interesting to know how this index increases relative to
the dimension. So, given some termination condition, how close can a sieving algorithm approximate a set $\mathrm{P}(\mathcal{L})$ ?

If these questions receive an answer it will help in making sieving algorithms a way to either compute exactly or approximately a set $\mathrm{P}(\mathcal{L})$ of a lattice $\mathcal{L}$. This would be very interesting as it will provide a way to compute a set $\mathrm{P}(\mathcal{L})$ (exactly or approximately) without having to compute the set $R(\mathcal{L})$ which is a very costly computation.

## 3.5-Applications of $\mathrm{P}(\mathcal{L})$

Even though the sets $\operatorname{Irr}(\mathcal{L})$ and $\mathrm{P}(\mathcal{L})$ might be of interest in their own, examining their relation to already existing lattice problems and algorithms is a natural question that arises. We choose to focus on the set $\mathrm{P}(\mathcal{L})$ as it seems to be the easier to compute/approximate with existing lattice algorithms.
3.5.1-P(L) in the study of shortest vector(s) problems. The results in Section 3.3 provide some interesting conclusions about the relation of the set $\mathrm{P}(\mathcal{L})$ to well known lattice problems. A first observation in Section 3.3.2 was that $S_{1}(\mathcal{L})$ is included in $\mathrm{P}(\mathcal{L})$. This leads to the following result.

Proposition 3.58. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Computing a set $\mathrm{P}(\mathcal{L})$ provides a solution to the SVP and the kissing number problem.

The relation $S_{1}(\mathcal{L}) \subseteq P(\mathcal{L})$, implies that two classic lattice problems can be solved given a $\mathrm{P}(\mathcal{L})$. Of course this holds for any superset of $\mathrm{P}(\mathcal{L})$ as well. We combine this observation with the inclusion $\mathrm{P}^{+}(\mathcal{L}) \subseteq$ MinkowskiSieve $_{\mathrm{k}}(\mathcal{L})$ for $\mathrm{k} \geqslant 2$ shown in the proof of Theorem 3.56. This provides some extra (heuristic) evidence that some sieving algorithms will indeed output a solution to SVP or the kissing number problem if they run long enough. This is no surprise as sieving algorithms were devised for solving SVP.

Examining the relation of SIVP to the $\operatorname{set} \mathrm{P}(\mathcal{L})$ is probably a more interesting question. By Corollary 3.21 we know that for every $i=1, \ldots, n$ there exists a vector $v \in \operatorname{Irr}(\mathcal{L})$ such that $\|\boldsymbol{v}\|=\lambda_{i}(\mathcal{L})$. The following proposition completes this result.

Proposition 3.59. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$. Computing a set $\mathrm{P}(\mathcal{L})$ provides a solution to the SIVP.

Proof. Let $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n}$ be a set of linearly independent vectors in $\mathcal{L}$ such that $\left\|\boldsymbol{v}_{i}\right\|=\lambda_{i}(\mathcal{L})$ for $i=1, \ldots, n$. We distinguish two cases.
Case 1: $\nexists i \geqslant 2$ such that $\lambda_{1}(\mathcal{L}) \leqslant \lambda_{i-1}(\mathcal{L})<\lambda_{i}(\mathcal{L})=\lambda_{i+1}(\mathcal{L})$. This implies that there exists a $k \geqslant 1$ such that

$$
\lambda_{1}(\mathcal{L})=\cdots=\lambda_{k}(\mathcal{L})<\lambda_{k+1}(\mathcal{L})<\cdots<\lambda_{n}(\mathcal{L}) .
$$

Then by $S_{1}(\mathcal{L}) \subseteq \mathrm{P}(\mathcal{L})$ it follows that $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{k}}$ belong to $\mathrm{P}(\mathcal{L})$. In addition, by Corollary 3.21 and the definition of $\mathrm{P}(\mathcal{L})$ it follows that all the $\boldsymbol{v}_{\mathrm{k}+1}, \ldots, \boldsymbol{v}_{\mathrm{n}}$ will be included in $P(\mathcal{L})$.
Case 2: $\exists \mathfrak{i} \geqslant 2$ such that $\lambda_{1}(\mathcal{L}) \leqslant \lambda_{i-1}(\mathcal{L})<\lambda_{i}(\mathcal{L})=\lambda_{i+1}(\mathcal{L})$. Let $\mathfrak{i} \geqslant 2$ such that the condition holds. We set $k=\max \left\{\mathfrak{j}>\mathfrak{i} \mid \lambda_{i}(\mathcal{L})=\lambda_{j}(\mathcal{L})\right\}$. Hence,

$$
\lambda_{1}(\mathcal{L}) \leqslant \lambda_{i-1}(\mathcal{L})<\lambda_{i}(\mathcal{L})=\lambda_{i+1}(\mathcal{L})=\cdots=\lambda_{k}(\mathcal{L}) .
$$

We will show that $\boldsymbol{v}_{i}, \ldots, \boldsymbol{v}_{\mathrm{k}} \in \mathrm{P}(\mathcal{L})$. Let $\mathfrak{j} \in\{i, \ldots, k\}$ we set $\mathcal{L}_{\lambda_{j}}$ to be the sublattice of $\mathcal{L}$ spanned by all the vectors in $\mathcal{L}$ strictly shorter than $\lambda_{j}$. As $\lambda_{i}(\mathcal{L})=\lambda_{j}(\mathcal{L})$ it follows that $\mathcal{L}_{\lambda_{j}}=\mathcal{L}_{\lambda_{i}}$ which has rank $i-1$. Assume that $\nu_{j} \in \mathcal{L}_{\lambda_{j}}$. Then we would get that the set $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{i-1}, \boldsymbol{v}_{\mathrm{j}}\right\}$ is a set of linearly dependent vectors. Contradiction. Thus $\boldsymbol{v}_{j} \notin \mathcal{L}_{\lambda_{j}}$ and by Proposition 3.19 we get that $\boldsymbol{v}_{j} \in \operatorname{Irr}(\mathcal{L})$. This holds for any $i \leqslant j \leqslant k$ and therefore we get that all $\boldsymbol{v}_{j}$ with $\mathfrak{i} \leqslant \mathfrak{j} \leqslant k$ belong to $\operatorname{Irr}(\mathcal{L})$. In order to show that they also do belong to a $\mathrm{P}(\mathcal{L})$ it suffices to show that for every $\mu, v$ such that $i \leqslant$ $\mu<\nu \leqslant k$ it holds that $\left\|\boldsymbol{v}_{v}-\boldsymbol{v}_{\mu}\right\| \geqslant \lambda_{i}(\mathcal{L})$. Assume that there exist $\mu, v$ such that $i \leqslant \mu<v \leqslant k$ and $\left\|\boldsymbol{v}_{v}-\boldsymbol{v}_{\mu}\right\|<\lambda_{i}(\mathcal{L})$. Then it follows that $\boldsymbol{v}_{v}-\boldsymbol{v}_{\mu} \in \mathcal{L}_{\lambda_{i}}$. The set of vectors $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{\nu}_{i-1}, \boldsymbol{v}_{\mu}, \boldsymbol{v}_{\nu}\right\}$ is a linearly independent set and thus the same holds for $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\boldsymbol{i}-1}, \boldsymbol{v}_{v}-\boldsymbol{v}_{\mu}\right\}$. This implies a set of $\mathfrak{i}$ linearly independent vectors in the lattice $\mathcal{L}_{\lambda_{i}}$ which is of rank $i-1$, contradiction.
Concluding, let $\boldsymbol{v}_{l}$ belong to the considered linearly independent set of vectors achieving the successive minima. If $\left\|\boldsymbol{v}_{l}\right\|=\left\|\boldsymbol{v}_{l+1}\right\|$ or $\left\|\boldsymbol{v}_{l}\right\|=\left\|\boldsymbol{v}_{l-1}\right\|$ then $\boldsymbol{v}_{\mathrm{l}} \in \mathrm{P}(\mathcal{L})$ by the proof in "case 2". If $\left\|\boldsymbol{v}_{\mathrm{l}-1}\right\|<\left\|\boldsymbol{v}_{\mathrm{l}}\right\|<\left\|\boldsymbol{v}_{\mathrm{l}+1}\right\|$ then $\boldsymbol{v}_{\mathrm{l}} \in \mathrm{P}(\mathcal{L})$ by the same argument used in "case 1 ".

Remark 3.60. Obtaining a set of the shortest vector(s), given a set $\mathrm{P}(\mathcal{L})$, amounts to scanning the entire set $\mathrm{P}(\mathcal{L})$ a number of times. Thus, sorting $\mathrm{P}(\mathcal{L})$ can be avoided.
3.5.2-Using $\mathrm{P}(\mathcal{L})$ in CVPP algorithms. One main problem in lattice theory is the closest vector problem. A straightforward way of using the set $\mathrm{R}(\mathcal{L})$ in order to solve CVPP was described in [SFS09]. In that work, an algorithm called the iterative slicer is given which takes as input the set $R(\mathcal{L})$ and a target vector $t$ and outputs a closest lattice vector to $t$ (Algorithm 3.4). The main idea behind this algorithm is to iteratively reduce the target vector $t$ by the relevant vectors until the resulting vector $t^{\prime}$ is contained in the Voronoi cell $\mathcal{V}(\mathcal{L})$ of the lattice. Once this condition is satisfied it is known that $\mathbf{t}-\mathbf{t}^{\prime}$ is a closest lattice point to $t$. This algorithm is shown to terminate after a finite number of iterations.

```
Algorithm 3.4 The iterative slicer [SFS09]
Require: The set \(R(\mathcal{L})\) and a target vector \(t\).
Ensure: A vector \(s \in \mathcal{L}\) closest to \(t\).
    \(\mathbf{t}^{\prime} \leftarrow \mathrm{t}\)
    for every \(\mathbf{r} \in \mathrm{R}(\mathcal{L})\) do
        if \(\left\|\mathbf{t}^{\prime}-\mathbf{r}\right\|<\left\|\mathbf{t}^{\prime}\right\|\) then
            \(\mathbf{t}^{\prime} \leftarrow \mathbf{t}^{\prime}-\mathbf{r}\)
            restart the for loop
        end if
    end for
    \(\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime}\)
    return \(s\)
```

Inspired by the iterative slicer, in [MV10a] an algorithm is described to provably solve the CVPP in $\tilde{\mathrm{O}}\left(2^{2 n}\right)$-time by using the set $\mathrm{R}(\mathcal{L})$ as the preprocessing data. The difference between Algorithm 3.4 and the algorithm in [MV10a] is that the latter selects the relevant vectors in a specific order for reduction. This results in a $\tilde{O}\left(2^{2 n}\right)$-time and $\tilde{O}\left(2^{n}\right)$-space

```
Algorithm 3.5 The tuple slicer
Require: A set \(\mathrm{P}(\mathcal{L})\), a \(\mathrm{C} \in \mathbb{N}\) and a target vector t .
Ensure: A vector \(s \in \mathcal{L}\) closest to \(t\).
    \(\mathbf{t}^{\prime} \leftarrow \mathrm{t}\)
    for \(l=1\) to \(C\) do
        for all \(\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{l}\right\} \subset \mathrm{P}(\mathcal{L})\) do
            \(\boldsymbol{w} \leftarrow \sum_{i=1}^{l} v_{i}\)
            if \(\left\|\mathbf{t}^{\prime}-\boldsymbol{w}\right\|<\left\|\mathbf{t}^{\prime}\right\|\) then
                    \(\mathbf{t}^{\prime} \leftarrow \mathbf{t}^{\prime}-\boldsymbol{w}\)
                    restart the outer for loop
                end if
        end for
    end for
    \(\mathbf{s}=\mathbf{t}-\mathbf{t}^{\prime}\)
    return \(s\)
```

algorithm. This work was further improved in [BD15] by optimising the use of the preprocessing data.

However, using the set $R(\mathcal{L})$ in practice is not convenient due to its expected size of about $2^{n+1}-2$ vectors. One way to reduce the memory requirements could be the use of a compact representation of $R(\mathcal{L})$ like the one described in [HRS19]. In such a scenario a superset of $R(\mathcal{L})$ would be generated on the fly by a CVPP algorithm which would only use a smaller set of vectors in order to generate $R(\mathcal{L})$.

Another way would be to use a subset of $R(\mathcal{L})$ instead of the entire set. Such an approach was introduced in [Laa16b]. In that work an approximate Voronoi cell is defined as the cell implied by a list of short lattice vectors which is potentially a subset of the set $R(\mathcal{L})$. That lead to a heuristic algorithm for CVPP using the approach of MicciancioVoulgaris but with more practical time and space complexities.

We describe a CVPP algorithm (the tuple slicer, Algorithm 3.5) using the set $\mathrm{P}(\mathcal{L})$, and we discuss its advantages and disadvantages against already existing approaches. We distinguish two cases.

If $C=1$ in Algorithm 3.5 then it just uses a subset of $R(\mathcal{L})$. In this case the analysis of the algorithm just follows under the "approximate Voronoi cell" approach where a specific choice has been made on the used subset. The advantage in this case is that it is guaranteed that the used list of vectors is a subset of $R(\mathcal{L})$.

If $C>1$ Algorithm 3.5 behaves similar to the tuple sieving approach in [BLS16]. A vector is reduced not only by a single vector but also by the sums of small tuples of vectors in the used list. Hence, a target vector $t$ is reduced by a superset of $P(\mathcal{L})$. If this superset includes the set $R(\mathcal{L})$ then [SFS09, Lemma 5] guarantees the correctness of the algorithm. This depends on the value of C . We can prove that there always exists a value of $C$ which guarantees the inclusion of $R(\mathcal{L})$ in the generated superset.

Remark 3.61. In line 3 of Algorithm 3.5 it considers sets of vectors $\left\{\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\mathrm{l}}\right\}$ such that $\boldsymbol{v}_{\mathrm{i}} \neq-\boldsymbol{v}_{\mathrm{j}}$ but it could be that $\boldsymbol{v}_{\mathrm{i}}=\boldsymbol{v}_{\mathrm{j}}$.


Figure 3.4: Preliminary experimental results on the success probability of Algorithm 3.5. The algorithm was tested on lattices of dimensions $20,21,22,23,24$. For each dimension the algorithm was tested with input $C=1,2,3$ against 10000 CVP instances. Each of the 10000 CVP blocks was formed by 10 smaller blocks of 1000 CVPs corresponding to 10 lattices. Each point in the graph corresponds to the ratio of correct answers out of the 10000 CVP instances.

Definition 3.62. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $k$ a positive integer. We define

$$
\mathrm{kP}(\mathcal{L})=\left\{\sum_{i=1}^{j} \mathbf{p}_{i} \mid \mathbf{p}_{i} \in \mathrm{P}(\mathcal{L}) \text { and } j \in\{1, \ldots, \mathrm{k}\}\right\} .
$$

Proposition 3.63. Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $\mathrm{P}(\mathcal{L})$ a complete system of irreducible vectors of it. Then there exists a positive integer $n_{0} \in \mathbb{N}$ such that $\mathrm{R}(\mathcal{L}) \subseteq \mathrm{n}_{0} \mathrm{P}(\mathcal{L})$.

Proof. By Proposition 3.37 there exists a generating set $\mathbf{G} \subseteq \mathrm{P}(\mathcal{L})$ with $|\mathbf{G}|=\mathrm{l} \geqslant \mathrm{n}$. Let $\mathbf{r} \in \mathrm{R}(\mathcal{L})$, then there exists an $x \in \mathbb{Z}^{\mathrm{l}}$ such that $\mathbf{G} x=\mathrm{r}$. With $x=\left(x_{1}, \ldots, x_{l}\right)$ set $m_{r}=\|x\|_{1}=\sum_{i=1}^{l}\left|x_{i}\right|$. Then $r \in m_{r} P(\mathcal{L})$. Set $\mathfrak{m}=\max _{r \in R(\mathcal{L})}\left\{m_{r}\right\}$. As $R(\mathcal{L})$ is finite then $m$ is finite and $\forall r \in R(\mathcal{L})$ it holds $r \in m P(\mathcal{L})$.

The used superset is computed on the fly. This allows for a time-memory trade-off. The algorithm loses on time complexity as it examines a larger list of vectors but it gains on the memory requirement as it stores a provably smaller subset of $R(\mathcal{L})$. In more detail the space complexity of the algorithm is proportional to $|\mathrm{P}(\mathcal{L})|$ which can be bounded by $\mathrm{O}\left(\tau_{n}\right)$. The time complexity will depend on the size of $\mathrm{P}(\mathcal{L})$ but also on the parameter C . Following the analysis of [MV10a] we can argue that the time complexity of Algorithm 3.5 will be $\mathrm{O}\left(|\mathrm{P}(\mathcal{L})|^{C} \cdot 2^{n}\right.$ poly $\left.(n)\right)$.

Remark 3.64. From Theorem 3.68 it follows that if Algorithm 3.5 was to be applied to the lattice family $A_{n}^{*}$, it should consider a value of $C$ as high as $(n+1) / 2$ in order for $R\left(A_{n}^{*}\right)$ to be included in the used superset. Therefore, a provable upper bound on C alone will not lead to any good bound for the time complexity of Algorithm 3.5 in a provable setting.

Considering Algorithm 3.5 in a heuristic setting seems to be a more appealing choice. In such a scenario the requirements of the algorithm can be relaxed in mainly two directions. The first one is using an approximation (a superset) of $\mathrm{P}(\mathcal{L})$ instead of the set itself. Hence, the output of the MinkowskiSieve as described in Section 3.4.2 could serve as such a choice. Furthermore, choosing a specific approximation of $\mathrm{P}(\mathcal{L})$ can allow fixing the value of the parameter C in the following way.

By a heuristic result of [Laa16b] we know that if a list L containing $2^{n / 2+o(n)}$ lattice vectors of norm less than $\sqrt{2} \lambda_{1}(\mathcal{L})$ is used as input to the iterative slicer then the success probability of the algorithm is close to 1 . Following this guideline, a value for the parameter $C$ can be chosen in a way that guarantees that the set of all vectors used for reduction in Algorithm 3.5 contains a list of $2^{n / 2+o(n)}$ shortest lattice vectors.

Further options can be examined if it is allowed for the used slicing algorithm to succeed with probability much smaller than 1. In such a case the results in [DLdW19, DLvW20] provide a way of relating the success probability to size of the used preprocessed list and hence in our case $C$.

We briefly experimented on the relation of the success probability of Algorithm 3.5 and the parameter C . The results can be found in Figure 3.4. From these results we get a first indication that the success probability of Algorithm 3.5 increases as the value of C increases. Unfortunately, extending these experiments to moderate dimensions was infeasible, as the exact computation of $\mathrm{P}(\mathcal{L})$ would require hundreds or thousands of GB of RAM (using a "brute force" approach). Therefore, obtaining a specific guideline on how to choose a value for C remains an open question.

## 3.6-Corner cases among $S_{1}(\mathcal{L}), \operatorname{Irr}(\mathcal{L})$ and $R(\mathcal{L})$

In Section 3.3 .1 we posed two questions regarding the set $\operatorname{Irr}(\mathcal{L})$ : if and when the corner cases $S_{1}(\mathcal{L}) \varsubsetneqq \operatorname{Irr}(\mathcal{L})=\mathrm{R}(\mathcal{L})$ and $\mathrm{S}_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L}) \varsubsetneqq \mathrm{R}(\mathcal{L})$ are possible. In this section we will give a partial answer to these questions by examining some already known families of special lattices, the duals of the root lattices $D_{n}$ and $A_{n}$ (see [CS98, Chapter 4]).

For $\mathfrak{n} \in \mathbb{N}$ with $\mathfrak{n} \geqslant 5$ we write ${ }^{3} \mathcal{L}_{n}=2 D_{n}^{*}$. Then a basis of $\mathcal{L}_{n}$ is the following (see [CS98, p. 120])

$$
\begin{equation*}
\mathbf{B}_{n}=\left\{2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant n-1\right\} \cup\left\{1^{n}\right\} \tag{3.14}
\end{equation*}
$$

and $1^{n}$ represents the all- 1 vector.
Theorem 3.65. For every $n \in \mathbb{N}$ with $n \geqslant 5$

$$
\begin{aligned}
& \mathrm{S}_{1}\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant \mathfrak{n}\right\} \text { and } \\
& \operatorname{Irr}\left(\mathcal{L}_{n}\right)=R\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant \mathfrak{n}\right\} \cup\{ \pm 1\}^{n} .
\end{aligned}
$$

Proof. By the definition of the lattice $\mathcal{L}_{n}$ it is clear that $\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n} \subset \mathcal{L}_{n}$. We will prove this theorem in three steps.
The first step is to show that $S_{1}\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant n\right\}$.
The second step will be to show that $R\left(\mathcal{L}_{n}\right) \subseteq\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n}$.
Finally in the third step we will prove that $\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n} \subseteq \operatorname{Irr}\left(\mathcal{L}_{n}\right)$. These

[^8]three steps imply the result as $\operatorname{Irr}\left(\mathcal{L}_{n}\right) \subseteq R\left(\mathcal{L}_{n}\right)$.
The "defining property" of the lattice $\mathcal{L}_{n}$, that if $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathcal{L}_{n}$ then $v_{i} \equiv v_{j}$ $(\bmod 2)$ for all $1 \leqslant i, j \leqslant n$, will be used throughout the proof.
Step 1: Obtaining that $S_{1}\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant n\right\}$ is trivial and is left as an exercise to the reader.
Step 2: Let $\boldsymbol{v} \notin \mathrm{R}\left(\mathcal{L}_{n}\right)$ and $\boldsymbol{v} \neq \mathbf{0}$. Then by Theorem 3.2 we know that there exists a vector $\boldsymbol{x} \in \mathcal{L}_{n} \backslash\{\mathbf{0}, \boldsymbol{v}\}$ such that $\langle\boldsymbol{v}, \boldsymbol{x}\rangle \geqslant\|x\|^{2}$. We will prove that for every vector $\boldsymbol{v} \in \mathcal{L}_{n} \backslash\left(\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n} \cup\{\mathbf{0}\}\right)$ there exists a vector $\boldsymbol{x} \in \mathcal{L}_{n} \backslash\{\mathbf{0}, \boldsymbol{v}\}$ such that $\langle\boldsymbol{v}, \boldsymbol{x}\rangle \geqslant\|x\|^{2}$. This implies the desired property $R\left(\mathcal{L}_{n}\right) \subseteq\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n}$. Let $\boldsymbol{v} \in \mathcal{L}_{n} \backslash\left(\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n} \cup\{\mathbf{0}\}\right)$, we distinguish two cases.
Case 1: Let $\boldsymbol{v}$ be such that $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$ with $v_{i} \equiv 1(\bmod 2)$ for all $v_{i}$. We already showed in step 1 of the proof that the shortest vectors with odd coordinates are the $\{ \pm 1\}^{n}$. As $\boldsymbol{v}$ does not belong to this set, $\left|v_{i}\right| \geqslant 1$ for all $v_{i}$, and there exists at least one $v_{j}$ such that $\left|v_{j}\right| \geqslant 3$. Consider the vector $x=\left(\operatorname{sign}\left(v_{1}\right), \ldots, \operatorname{sign}\left(v_{n}\right)\right)$. This is a valid lattice vector as $x \in\{ \pm 1\}^{n} \subset \mathcal{L}_{n}$ and $x \neq \boldsymbol{v}$ as $\boldsymbol{v} \in \mathcal{L}_{n} \backslash\left(\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n}\right)$. We check the inner product of $\boldsymbol{v}$ and $\boldsymbol{x}$.
$$
\langle v, x\rangle=\sum_{i=1}^{n} \operatorname{sign}\left(v_{i}\right) v_{i}=\sum_{i=1}^{n}\left|v_{i}\right| \geqslant n+2>n=\|x\|^{2}
$$

This proves that $\boldsymbol{v} \notin \mathrm{R}\left(\mathcal{L}_{n}\right)$.
Case 2: Let $\boldsymbol{v}$ be such that $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right)$ with $v_{i} \equiv 0(\bmod 2)$ for all $v_{i}$. As $\boldsymbol{v}$ is a non-zero vector then it has at least one non-zero coordinate, let it be $v_{j}$. Also as $v_{j}$ is even we can conclude that $\left|v_{j}\right| \geqslant 2$. We consider the vector $x=2 \operatorname{sign}\left(v_{j}\right) e_{j}$. This is a valid lattice vector as $x \in\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \subset \mathcal{L}_{n}$ and $x \neq v$ as $v \in \mathcal{L}_{n} \backslash\left(\left\{ \pm 2 e_{i} \mid 1 \leqslant \mathfrak{i} \leqslant\right.\right.$ $\left.n\} \cup\{ \pm 1\}^{n}\right)$. We check the inner product of $v$ and $\boldsymbol{x}$.

$$
\langle v, x\rangle=\sum_{i=1}^{n} x_{i} v_{i}=2 \operatorname{sign}\left(v_{j}\right) v_{j}=2\left|v_{j}\right| \geqslant 4=\|x\|^{2}
$$

This proves that again $\boldsymbol{v} \notin \mathrm{R}\left(\mathcal{L}_{n}\right)$ concluding the proof of the second step.
Step 3: In this step we want to prove that $\left\{ \pm 2 e_{i} \mid 1 \leqslant i \leqslant n\right\} \cup\{ \pm 1\}^{n} \subseteq \operatorname{Irr}\left(\mathcal{L}_{n}\right)$. $\overline{\text { In step }} 1$ we already showed that $S_{1}\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 e_{\mathfrak{i}} \mid 1 \leqslant \mathfrak{i} \leqslant n\right\}$ and we know that $S_{1}\left(\mathcal{L}_{n}\right) \subseteq \operatorname{Irr}\left(\mathcal{L}_{n}\right)$ hence, we only have to show that $\{ \pm 1\}^{n} \subseteq \operatorname{Irr}\left(\mathcal{L}_{n}\right)$. Assume that $\boldsymbol{v} \in\{ \pm 1\}^{n}$ and $\boldsymbol{v} \notin \operatorname{Irr}\left(\mathcal{L}_{n}\right)$. Thus there are two strictly shorter vectors $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ such that $\boldsymbol{v}=\boldsymbol{v}_{1}+\boldsymbol{v}_{2}$. In step 1 of the proof we showed that the vectors in $\{ \pm 1\}^{n}$ are the shortest ones among those with odd coordinates. Therefore as $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ are strictly shorter than $\boldsymbol{v}$ then it must be that they have even coordinates. This implies that $\boldsymbol{v}$ can be written as a sum of vectors with even coordinates. This is a contradiction, as a sum of even numbers is never odd.

As a scaling of a lattice $\mathcal{L}$ has the same properties as $\mathcal{L}$ we get Theorem 3.27 already mentioned in Section 3.3.1.

Theorem 3.66. Let $\mathrm{n} \in \mathbb{N}$ with $\mathrm{n} \geqslant 5$. Then for the lattice $\mathrm{D}_{n}^{*}$ it holds that $\mathrm{S}_{1}\left(\mathrm{D}_{\mathrm{n}}^{*}\right) \varsubsetneqq$ $\operatorname{Irr}\left(D_{n}^{*}\right)=R\left(D_{n}^{*}\right)$. Furthermore $\left|\operatorname{Irr}\left(D_{n}^{*}\right)\right|=2^{n}+2 n$.

This proves that $S_{1}(\mathcal{L}) \varsubsetneqq \operatorname{Irr}(\mathcal{L})=R(\mathcal{L})$ is possible for every dimension $n \geqslant 5$. In order to complete this result from this point of view we give another three lattices, one for each of the dimensions $n=2,3,4$ that possess the same property.

For $\mathfrak{n}=2,3$, 4 we write $\mathcal{L}_{2}=\mathcal{L}\left(\mathbf{B}_{2}\right), \mathcal{L}_{3}=\mathcal{L}\left(\mathbf{B}_{3}\right), \mathcal{L}_{4}=\mathcal{L}\left(\mathbf{B}_{4}\right)$ with $\mathbf{B}_{2}, \mathbf{B}_{3}, \mathbf{B}_{4}$ being

$$
\mathbf{B}_{2}=\left(\begin{array}{ll}
3 & 1  \tag{3.15}\\
0 & 1
\end{array}\right) \quad \mathbf{B}_{3}=\left(\begin{array}{lll}
3 & 0 & 1 \\
0 & 3 & 1 \\
0 & 0 & 1
\end{array}\right) \quad \mathbf{B}_{4}=\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 3 & 0 & 1 \\
0 & 0 & 3 & 1 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

We leave it to the reader to verify our claim for these three lattices.
Our next goal is to derive a similar result for the case $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L}) \varsubsetneqq R(\mathcal{L})$. In order to do so we will use a scaling of the lattices $A_{n}^{*}$.

For $n \in \mathbb{N}$ with $n \geqslant 3$, we write $\mathcal{M}_{n}=(n+1) \mathcal{A}_{n}^{*}$. Then a basis of $\mathcal{M}_{n}$ is formed by the columns of $\mathbf{B}_{\mathrm{n}}$ (see [CS98, p. 115]), where

$$
\mathbf{B}_{\mathrm{n}}=\left(\begin{array}{ccccc}
-\mathrm{n} & 1 & 1 & . & 1  \tag{3.16}\\
1 & -\mathrm{n} & 1 & \cdot & 1 \\
1 & 1 & -\mathrm{n} & \cdot & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & 1 & 1 & \cdot & -\mathrm{n} \\
1 & 1 & 1 & . & 1
\end{array}\right)
$$

is an $(\mathrm{n}+1) \times \mathrm{n}$ matrix.
Remark 3.67. By the given basis $\mathbf{B}_{\mathrm{n}}$ for $\mathcal{M}_{\mathrm{n}}$ we can immediately observe that if $\boldsymbol{v}=$ $\left(v_{1}, v_{2}, \ldots, v_{n+1}\right) \in \mathcal{M}_{n}$ then $v_{i} \equiv v_{j}(\bmod n+1)$. Additionally $\sum_{i=1}^{n+1} v_{i}=0$.

For the next theorem we will adopt the notation $\left(x^{n}, y^{m}\right)$ in order to denote all vectors in $\mathbb{Z}^{n+m}$ containing $n$ coordinates equal to $x$ and $m$ coordinates equal to $y$ in some order.

Theorem 3.68. For every $n \in \mathbb{N}$ with $n \geqslant 3$,

$$
\begin{aligned}
& S_{1}\left(\mathcal{M}_{n}\right)=\operatorname{Irr}\left(\mathcal{M}_{n}\right)=\left\{ \pm\left(-n^{1}, 1^{n}\right)\right\} \text { and } \\
& R\left(\mathcal{M}_{n}\right)=\left\{ \pm\left(\alpha^{\beta},(-\beta)^{\alpha}\right) \mid \beta=n+1-\alpha, 1 \leqslant \alpha \leqslant \frac{n+1}{2}\right\} .
\end{aligned}
$$

Proof. We set $A=\left\{ \pm\left(\alpha^{\beta},(-\beta)^{\alpha}\right) \mid \beta=n+1-\alpha, 1 \leqslant \alpha \leqslant(n+1) / 2\right\}$. Verifying that $A \subseteq \mathcal{M}_{n}$ is left as an exercise to the reader. We will prove this theorem in four steps. The first step is to show that $S_{1}\left(\mathcal{M}_{n}\right)=\left\{ \pm\left(-n^{1}, 1^{n}\right)\right\}$. The second step will be to show that $R\left(\mathcal{M}_{n}\right) \subseteq A$. The third step will be to show that $\operatorname{Irr}\left(\mathcal{M}_{n}\right) \subseteq\left\{ \pm\left(-\mathfrak{n}^{1}, 1^{n}\right)\right\}$ and finally in the fourth step we will show that $A \subseteq R\left(\mathcal{M}_{n}\right)$.
$\underline{\text { Step 1: The vectors }\left\{ \pm\left(-n^{1}, 1^{n}\right)\right\} \text { have squared length } n^{2}+n \text { and hence we get } \lambda_{1}^{2}(\mathcal{L}) \leqslant ~}$ $\overline{n^{2}+n}$. This implies that a vector achieving $\lambda_{1}(\mathcal{L})$ cannot have a coordinate $v_{j}$ such that $\left|v_{j}\right| \geqslant n+1$. Therefore a vector achieving $\lambda_{1}(\mathcal{L})$ belongs to $A$. The squared length of a vector in $A$ is $\beta \alpha^{2}+\alpha \beta^{2}=(n+1) \alpha \beta$ which minimizes for $\alpha=1$.
Step 2: Let $\boldsymbol{v} \in \mathcal{M}_{n} \backslash(\mathcal{A} \cup\{\mathbf{0}\})$ and write it as $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n+1}\right)$. Then there will exist at least one coordinate of $v$, let it be $v_{j}$, such that $\left|v_{j}\right| \geqslant n+1$. This can be proved by a
contradiction argument. Assume that there was no coordinate in $\boldsymbol{v}$ such that $\left|v_{j}\right| \geqslant n+1$ then it would hold that $\left|v_{i}\right| \leqslant n$ for all $1 \leqslant i \leqslant n$ and by the fact that $v_{i} \equiv v_{j}(\bmod n+1)$ we can conclude that there would be at most two possible values for $\left|v_{i}\right|$. But the set $A$ contains all such vectors of the lattice, hence that would imply $v \in A$, contradiction. We set $x$ to be the vector having $\operatorname{sign}\left(v_{j}\right) n$ in the $j$-th position and $-\operatorname{sign}\left(v_{j}\right)$ in all other places. This is a valid lattice vector and $\boldsymbol{x} \neq \boldsymbol{v}$ as $\boldsymbol{v} \in \mathcal{M}_{n} \backslash \mathcal{A}$. We check the inner product of $\boldsymbol{v}$ and $\boldsymbol{x}$ :

$$
\langle v, x\rangle=\sum_{i=1}^{n+1} v_{i} x_{i}=\left|v_{j}\right| n-\operatorname{sign}\left(v_{j}\right) \sum_{\substack{i=1 \\ i \neq j}}^{n+1} v_{i}=\left|v_{j}\right| n+\left|v_{j}\right| \geqslant(n+1)^{2}>\|x\|^{2}
$$

This proves that $\boldsymbol{v} \notin \mathrm{R}\left(\mathcal{M}_{n}\right)$ concluding the proof of the second step.
Step 3: Let $\boldsymbol{v} \in \mathcal{M}_{n} \backslash\left(\left\{ \pm\left(-\mathfrak{n}^{1}, 1^{n}\right)\right\} \cup\{\mathbf{0}\}\right)$ and write it as $\boldsymbol{v}=\left(v_{1}, \ldots, v_{n+1}\right)$. Then we will show that $v$ is reducible. By step 2 of the proof we know that $R\left(\mathcal{M}_{n}\right) \subseteq A$ and as we know that $\operatorname{Irr}\left(\mathcal{M}_{n}\right) \subseteq R\left(\mathcal{M}_{n}\right)$ we can restrict our choice to $v \in A \backslash\left\{ \pm\left(-n^{1}, 1^{n}\right)\right\}$. As $\boldsymbol{v} \in A$ we can write $\boldsymbol{v}= \pm\left(\alpha^{\beta},(-\beta)^{\alpha}\right)$ with $\beta=n+1-\alpha$ for some $1<\alpha \leqslant(n+1) / 2$. By Lemma 3.24 it suffices to find a lattice vector $\boldsymbol{x}$ with $\|\boldsymbol{x}\|<\|\boldsymbol{v}\|$ and such that $2\langle\boldsymbol{v}, \boldsymbol{x}\rangle>$ $\|x\|^{2}$. Let $\gamma=\max \{|\alpha|,|\beta|\}$ and the $j$-th coordinate of $v$ be such that $\left|v_{j}\right|=\gamma$. Consider $x$ to be the vector with $\operatorname{sign}\left(v_{j}\right) n$ in the $j$-th position and $-\operatorname{sign}\left(v_{j}\right)$ in all other places. This is a valid lattice vector and $\|x\|<\|v\|$ as $x \in S_{1}\left(\mathcal{M}_{n}\right)$ but $v \notin S_{1}\left(\mathcal{M}_{n}\right)$. Then

$$
\begin{aligned}
2\langle v, x\rangle & =2 \sum_{i=1}^{n+1} v_{i} x_{i}=2\left(\left|v_{j}\right| n-\operatorname{sign}\left(v_{j}\right) \sum_{\substack{i=1 \\
i \neq j}}^{n+1} v_{i}\right)=2(\gamma n+\gamma) \\
& =2(n+1) \gamma \geqslant(n+1)^{2}>\|x\|^{2}
\end{aligned}
$$

as $\gamma \geqslant(n+1) / 2$. This proves that $\boldsymbol{v} \notin \operatorname{Irr}\left(\mathcal{M}_{n}\right)$ and therefore $\operatorname{Irr}\left(\mathcal{M}_{n}\right) \subseteq\left\{ \pm\left(-n^{1}, 1^{n}\right)\right\}$. Step 4: By [CS92, Theorem 3] and the fact that the vectors $\left(-\mathfrak{n}^{1}, 1^{n}\right)$ form a strictly $\overline{\text { obtuse superbasis of } \mathcal{M}_{n} \text { (see [CS92]) it follows that } A \subseteq R\left(\mathcal{M}_{n}\right) \text { and finally } R\left(\mathcal{M}_{n}\right)=}$ A.

This implies Theorem 3.28 already mentioned in Section 3.3.1.
Theorem 3.69. Let $n \in \mathbb{N}$ with $n \geqslant 3$. Then for the lattice $A_{n}^{*}$ it holds that $S_{1}\left(A_{n}^{*}\right)=$ $\operatorname{Irr}\left(A_{n}^{*}\right) \varsubsetneqq R\left(A_{n}^{*}\right)$. Furthermore $\left|\operatorname{Irr}\left(A_{n}^{*}\right)\right|=2(n+1)$.

This proves that $S_{1}(\mathcal{L})=\operatorname{Irr}(\mathcal{L}) \varsubsetneqq R(\mathcal{L})$ is possible for every dimension $n \geqslant 3$. In order to complete the result from this point of view we give another lattice in dimension $n=2$ that possess the same property: $\mathcal{M}_{2}=\mathcal{L}\left(\mathbf{B}_{2}\right)$, where

$$
\mathbf{B}_{2}=\left(\begin{array}{ll}
4 & 1  \tag{3.17}\\
1 & 4
\end{array}\right)
$$

We leave it to the reader to verify this.

## 3.7-Some graph theoretical aspects

In Section 3.3.2 we introduced the notion of a complete system of irreducible vectors and we gave an example of how the set $\mathrm{P}(\mathcal{L})$ can be computed. In that example the use of graph theoretical tools was demonstrated in order to compute the set $\mathrm{P}(\mathcal{L})$ given the set $\operatorname{Irr}(\mathcal{L})$. A natural question that arises is how costly this step can be.

In order to answer this question a few graph theory definitions are necessary. Graphs will de denoted by $\Gamma=(V, E)$, where $V$ is the set of vertices and $E$ is the set of edges. If $e=\{u, v\} \in E$ then we say that $u$ and $v$ are adjacent.

Definition 3.70 (Independent set). Given a simple graph $\Gamma=(\mathrm{V}, \mathrm{E})$ an independent set is a subset of vertices $\mathrm{U} \subseteq \mathrm{V}$, such that no two vertices in U are adjacent. An independent set is maximal if no vertex can be added without violating independence. An independent set of maximum cardinality is called maximum and its cardinality is denoted by $\alpha(\Gamma)$.

Definition 3.71 (Class graph). Let $\mathcal{L}$ be a full rank lattice in $\mathbb{R}^{n}$ and $S \in \operatorname{Irr}(\mathcal{L}) / \sim$. We define $\Gamma_{\mathcal{L}}(\mathrm{S})$ to be the graph where the set of vertices $\mathrm{V}=\mathrm{S}$ and there exists an edge between $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathrm{~V}$ iff $\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|<\left\|\boldsymbol{v}_{1}\right\|$.

Computing $\mathrm{P}(\mathcal{L})$ out of $\operatorname{Irr}(\mathcal{L})$ amounts to solving a maximal independence set instance in $\Gamma_{\mathcal{L}}(S)$ for every class $S \in \operatorname{Irr}(\mathcal{L}) / \sim$. Therefore the complexity of this task highly depends on the size of the equivalence classes $S \in \operatorname{Irr}(\mathcal{L}) / \sim$ and $|\operatorname{Irr}(\mathcal{L}) / \sim|$. For averagecase lattices the computational step from $\operatorname{Irr}(\mathcal{L})$ to $\mathrm{P}(\mathcal{L})$ should almost always be trivial, i.e. $P(\mathcal{L})=\operatorname{Irr}(\mathcal{L})$, as for all $S \in \operatorname{Irr}(\mathcal{L}) / \sim$ it is expected that $|S|=2$. In these cases the set $P(\mathcal{L})$ is uniquely determined.

However, in case the underlying lattice $\mathcal{L}$ possesses any kind of structure or symmetries it is expected that there will be equivalence classes $S \in \operatorname{Irr}(\mathcal{L}) / \sim$ with $|S|>2$. In these cases the computational task of finding a maximal independent set in the corresponding class graph is not trivial anymore. In such cases the first step is to construct the corresponding graph $\Gamma_{\mathcal{L}}(S)$, which will take time $\mathrm{O}\left(|S|^{2}\right)$. Then, naively computing a maximal independent set (which should always include both $\pm \boldsymbol{v}$ ) will take time $\mathrm{O}(|\mathrm{S}| \mathrm{m})$ where $\mathfrak{m}$ is the number of edges in $\Gamma_{\mathcal{L}}(S)$ but, there are better performing algorithms for this task [Lub86]. If we denote by $h$ the maximum size of a class in $\operatorname{Irr}(\mathcal{L}) / \sim$ then the time complexity of computing $\mathrm{P}(\mathcal{L})$ out of $\operatorname{Irr}(\mathcal{L})$ will scale as $\mathrm{O}\left(\mathrm{h}^{2}|\operatorname{Irr}(\mathcal{L})|\right)$.

Thus if there does not exist a class $S$ with $|S|$ exponential to the dimension $n$ then computing $\mathrm{P}(\mathcal{L})$ out of $\operatorname{Irr}(\mathcal{L})$ will take time $\tilde{\mathrm{O}}(|\operatorname{Irr}(\mathcal{L})|)$. In practice, stumbling upon a lattice $\mathcal{L}$ possessing a class $S \in \operatorname{Irr}(\mathcal{L}) / \sim$ where $|S|$ is exponential to the dimension n is highly unlikely as such a lattice would be extremely structured. For the sake of mathematical curiosity (and nice graph pictures) we briefly investigate such a case of lattices, namely the $\mathcal{L}_{n}$ for $n \geqslant 5$ defined in Section 3.6. For our exposition we will need the following definition.

Definition 3.72 (Cayley graph). Let G be a group and $\mathrm{T} \subseteq \mathrm{G}$ a generating set of G . The Cayley graph of G generated by T , denoted $\operatorname{Cay}(\mathrm{G}, \mathrm{T})$ is the directed graph $\Gamma=(\mathrm{V}, \mathrm{E})$ where $V=G$ and $E=\{(g, g s) \mid g \in G, s \in T\}$.

If $T=T^{-1}(T$ is closed under inversion) then $\operatorname{Cay}(G, T)$ is an undirected graph.


Figure 3.5: The uncoloured Cayley graph $\operatorname{Cay}\left(\mathbb{Z}_{2}^{4}, \varphi\left(\mathrm{~T}_{1}\left(\mathbb{Z}_{2}^{5}\right)\right)\right)$ with generating set $\varphi\left(\mathrm{T}_{1}\left(\mathbb{Z}_{2}^{5}\right)\right)=$ $\{(0,0,0,1),(0,0,1,0),(0,1,0,0),(1,0,0,0),(1,1,1,1)\}$. For convenience, instead of labelling the vertices of the graph by the elements of $\mathbb{Z}_{2}^{4}$, we consider the elements of $\mathbb{Z}_{2}^{4}$ as binary representations and assign the corresponding integer (e.g. ( $1,0,0,0$ ) maps to 8). This graph can be used in order to compute a representative set $\tilde{S}_{2}$ for the class $S_{2}=\{ \pm 1\}^{5}$ in the $\mathcal{L}_{5}=2 D_{5}^{*}$ lattice. One such set is implied by the black vertices of the graph. The graph possesses 40 maximal independent sets of cardinality 4 and 16 maximal independent sets of cardinality 5 (maximum).

In Section 3.6 we saw that $\operatorname{Irr}\left(\mathcal{L}_{n}\right)=\left\{ \pm 2 \mathbf{e}_{\mathfrak{i}} \mid 1 \leqslant \mathfrak{i} \leqslant \mathfrak{n}\right\} \cup\{ \pm 1\}^{n}$. Hence $\operatorname{Irr}\left(\mathcal{L}_{n}\right)$ contains two equivalence classes of sizes $2 n$ and $2^{n}$ respectively. The class $S_{2}:=\{ \pm 1\}^{n}$ which we will study can be viewed as the group $G=\mathbb{Z}_{2}^{n}$. Two elements of $S_{2}$ are connected if their difference is shorter than $\sqrt{n}$, thus it is a sum of less than $n / 4$ elements from the set $\left\{ \pm 2 \boldsymbol{e}_{\mathfrak{i}} \mid 1 \leqslant \mathfrak{i} \leqslant n\right\}$. In turn this implies that two elements of $S_{2}$ are connected in $\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right)$ if they differ by a sign in less than $n / 4$ of their coordinates. Thus we can now use the following observation.

$$
\begin{equation*}
\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right) \cong \operatorname{Cay}\left(G, T_{\lceil n / 4\rceil}(G)\right), \tag{3.18}
\end{equation*}
$$

where $G=\mathbb{Z}_{2}^{n}$ and $T_{\lceil n / 4\rceil}(G):=\{x \in G|1 \leqslant|\operatorname{supp}(x)|<\lceil n / 4\rceil\}$ and $\operatorname{supp}(x)$ denotes the support of $x$. In our case $T_{\lceil n / 4\rceil}(G)=T_{\lceil n / 4\rceil}^{-1}(G)$ and thus $\operatorname{Cay}\left(G, T_{\lceil n / 4\rceil}(G)\right)$ is an undirected graph. ${ }^{4}$ We are interested in the maximal independent sets of the graph $\Gamma_{\mathcal{L}_{n}}\left(\mathrm{~S}_{2}\right)$, but not in all of them. It is additionally required that for every vector $\boldsymbol{v} \in \tilde{S}_{2}$ also $-\boldsymbol{v} \in \tilde{S}_{2}$. This could be phrased as we work "modulo sign". This property can be translated algebraically by working in the quotient group $\mathrm{H}=\mathrm{Z}_{2}^{n} /\langle(1, \ldots, 1)\rangle$ instead of

[^9]$\mathrm{G}=\mathbb{Z}_{2}^{n}$. Using the group isomorphism
\[

$$
\begin{aligned}
\varphi: \mathbb{Z}_{2}^{n} /\langle(1, \ldots, 1)\rangle & \rightarrow \mathbb{Z}_{2}^{n-1} \\
\left(x_{i}\right)_{i=1}^{n}+\langle(1, \ldots, 1)\rangle & \mapsto\left(x_{n}+x_{i}\right)_{i=1}^{n-1}
\end{aligned}
$$
\]

we can transfer the problem to the graph $\Gamma_{\text {sign }}=\operatorname{Cay}\left(\mathbb{Z}_{2}^{n-1}, \varphi\left(T_{\lceil n / 4\rceil}(G)\right)\right)$. Each independent set in $\Gamma_{\text {sign }}$ implies an independent set in $\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right)$ which possesses the extra property of the "sign symmetry". A first remark regarding the set of maximal independent sets of $\Gamma_{\text {sign }}$ is that it is invariant under the group action of $\mathbb{Z}_{2}^{n-1}$. For example, if we consider the graph in Figure 3.5, all 16 maximal independent sets of cardinality 5 can be generated by acting with $\mathbb{Z}_{2}^{4}$ to the given independent set formed by the black vertices.

We briefly experimented with $\Gamma_{\text {sign }}$ for the first few values $n=5,6,7$ in order to get a first indication of how many maximal independent sets such a graph may have and how much their size can vary.

Table 3.2: Using SAGE [TSD19] we computed all possible sizes of a maximal independent set of $\operatorname{Cay}\left(\mathbb{Z}_{2}^{n-1}, \varphi\left(T_{\lceil n / 4\rceil}\left(\mathbb{Z}_{2}^{n}\right)\right)\right)$ for $n=5,6,7$ and the corresponding frequency of these sizes.

| $\mathrm{n}=5$ |  |  |
| :---: | :---: | :---: |
| Cardinality | 4 | 5 |
| Frequency | 40 | 16 |$\quad$| $\mathrm{n}=6$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Cardinality | 6 | 8 | 11 | 16 |  |
| Frequency | 320 | 300 | 32 | 2 |  |


| $\mathrm{n}=7$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cardinality | 8 | 14 | 16 | 17 | 18 | 19 | 20 | 22 |  |
| Frequency | 240 | 1920 | 625548 | 203840 | 67200 | 13440 | 2800 | 64 |  |

As the number of maximal independent sets seems to grow super-exponentially in the dimension $n$ we stopped at $n=7$. Even though experimental results are useful in order to get intuition, theoretical results are those which give the final answer to a question. In our case there are some theoretical results, originating both from graph theory and coding theory which bound the sizes we experimented with.

- Let $\Gamma=(\mathrm{V}, \mathrm{E})$ be a graph with $|\mathrm{V}|=\mathrm{N}$. In [MM65] it is proven that $\Gamma$ can have up to $3^{\mathrm{N} / 3}$ maximal cliques in the worst case, a bound which is tight. Complementary this also proves that a graph $\Gamma$ with N vertices can possess up to $3^{\mathrm{N} / 3}$ maximal independent sets in the worst case.
The results in the same work also imply that the number of different sizes of maximal independent sets is upper bounded by $\mathrm{N}-\log _{2} \mathrm{~N}$ which is shown to be tight in the worst case.
- Let $\Gamma$ be an m-regular graph with $N$ vertices. In [Ros64] it is shown that $\alpha(\Gamma)$ can be upper bounded by $\min \{\lfloor\mathrm{N} / 2\rfloor, N-m\}$. This bound is obtainable. In the same work, a lower bound for $\alpha(\Gamma)$ is given, depending on $m$ and $N$. However this bound is not uniform but depends on number theoretic properties of $\mathrm{N}, \mathrm{m}$. In our case the appropriate lower bound for $\alpha(\Gamma)$ would be $\lceil N /(m+1)\rceil$.
- As the graph family in question, $\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right)$ (and $\Gamma_{\text {sign }}$ ) is specific, better upper bounds can be obtained than the general ones given in [Ros64]. This is achieved with
the use of coding theory [Hop18]. In more detail, $\alpha\left(\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right)\right)=A_{2}(n,\lceil n / 4\rceil)$. This equality enables the use of already known upper bounds on $A_{2}(n,\lceil n / 4\rceil)$ from coding theory such as the Hamming bound [Ham50]. The lower bound implied by [Ros64] for $\alpha\left(\Gamma_{\mathcal{L}_{n}}\left(S_{2}\right)\right)$ is equivalent to the Gilbert-Varshamov bound for $A_{2}(n,\lceil n / 4\rceil)$.


## Chapter 4

## Hybrid lattice algorithms for SVP via CVPP

This chapter is for all practical purposes identical to the paper Sieve, Enumerate, Slice, and Lift: Hybrid Lattice Algorithms for SVP via CVPP [DLdW20] authored jointly with Thijs Laarhoven and Benne de Weger, which was published at Africacrypt 2020.

## 4.1-Introduction

In recent decades, lattice-based cryptography has emerged as a front-runner for building secure and efficient cryptographic primitives in the post-quantum age. For an accurate and reliable deployment of these schemes, it is essential to obtain a good understanding of the hardness of the underlying lattice problems, such as the shortest (SVP) and closest vector problems (CVP).

To date, research on lattice algorithms has resulted in two main flavors of algorithms: enumeration methods, requiring $2^{\mathrm{O}(\mathrm{d} \log \mathrm{d})}$ time and $\mathrm{d}^{\mathrm{O}(1)}$ space to solve hard lattice problems in dimension d [Kan83, FP85, GNR10, AN17]; and sieving methods, running in expected time and space $2^{\mathrm{O}}{ }^{(\mathrm{d})}$ [AKS01, NV08, MV10a, ADRS15]. Just a few years ago, enumeration clearly dominated benchmarks for testing these algorithms in practice [GNR10, CN11, FK15, svp19], but recent improvements to sieving have allowed it to overtake enumeration in practice as well [MV10b, Laa15, BDGL16, Duc18, $\mathrm{ADH}^{+}$19]. Some attempts have also been made to combine the best of both worlds, a.o. resulting in the tuple sieving line of work [BLS16, HK17, HKL18]. A better comprehension of how to exploit the strengths and weaknesses of each method remains an interesting open problem.

A long-standing open problem from e.g. [GNR10,DLdW19] concerns the possibility of speeding up lattice enumeration with a batch-CVP solver: if an efficient algorithm exists that can solve a large number of CVP instances on the same lattice faster than solving each problem separately, then this algorithm can be used to solve the CVP instances appearing implicitly in the enumeration tree faster. For a long time no such efficient batch-CVP algorithms were known, until the recent line of work on approximate Voronoi cells and the randomized slicer [DLdW19, Laa19, DLvW20] showed that, at least in high dimensions, one can indeed solve large batches faster in practice than solving each problem separately. This raises the question whether these new results can be used to instantiate
this conjectured hybrid algorithm and obtain better results, in theory and in practice.
4.1.1-Contributions. In this chapter we study the feasibility of combining recent batch-CVP algorithms with lattice enumeration, and show that we heuristically obtain a $2^{\Theta(d / \log d)}$ speedup and memory reduction for solving SVP compared to the state-of-theart lattice sieve. This improvement is proper, in the sense that this does not hide large order terms: we show that for solving SVP in dimension d, the costs are proportional to those of running a sieve in dimension $d-\Theta(d / \log d)$, making the leading constant explicit, and showing that the remaining overhead is negligible. The hybrid constructions we propose are independent of e.g. the underlying nearest neighbor data structure, and we expect that these and other heuristic improvements can be applied to the hybrid algorithms as well.

Obtaining $\Theta(d / \log d)$ dimensions for free may sound familiar, as Ducas [Duc18] showed that sieving in dimension $d-\Theta(d / \log d)$ implies solving SVP in dimension $d$. As the asymptotic improvement of Ducas is greater than ours, to improve upon his results we need to be able to combine both techniques. The feasibility of such a combined hybrid algorithm relies on Assumption 4.10, which Section 4.5 aims to verify with experiments. Combining both techniques, we asymptotically obtain $0.5305 \mathrm{~d} / \log _{2} \mathrm{~d}$ dimensions for free, compared to Ducas' $0.4150 \mathrm{~d} / \log _{2} \mathrm{~d}$.
4.1.2 - Notation. We adopt the already introduced notation from Chapter 1 for basic notions regarding lattices and lattice problems. We write $D_{t+\mathcal{L}, \mathrm{s}}$ for the discrete Gaussian distribution on $\mathbf{t}+\mathcal{L}$ with probability mass function proportional to $\rho_{\mathrm{s}, \mathbf{t}}(\boldsymbol{x})=\exp (-\pi \| \mathbf{t}-$ $\boldsymbol{x} \|^{2} / s^{2}$ ). For $\boldsymbol{t} \in \mathbb{R}^{\mathrm{d}}$ we define $\mathrm{d}(\mathbf{t}, \mathcal{L}):=\min _{\boldsymbol{v} \in \mathcal{L}}\|\boldsymbol{t}-\boldsymbol{v}\|$, where all norms are Euclidean norms.

## 4.2-Preliminaries

4.2.1-Heuristic Assumptions. For our asymptotic analyses we will rely on a number of common heuristic assumptions, which have often been used throughout the literature and we have introduced in Section 1.2. In particular, we will use the Gaussian heuristic 1.18 and the Geometric Series Assumption 1.20. Using volume arguments, the Gaussian heuristic predicts that $\lambda_{1}(\mathcal{L})=\operatorname{gh}(\mathcal{L})$ where $\operatorname{gh}(\mathcal{L}):=\sqrt{d /(2 \pi e)} \cdot \operatorname{Vol}(\mathcal{L})^{1 / d}$. $(1+o(1))$. For random targets $t \in \mathbb{R}^{d}$, we further expect that $d(t, \mathcal{L})=g h(\mathcal{L}) \cdot(1+o(1))$ with high probability.

In this chapter we will use a slightly different form of the Geometric Series Assumption 1.20 than the one given in Section 1.2. In fact we are interested in a formula relating $\left\|\mathbf{b}_{i}^{*}\right\|$ to $\left\|\mathbf{b}_{1}\right\|$ rather than $\operatorname{Vol}(\mathcal{L})^{1 / d}$, where $\mathbf{b}_{1}$ denotes the first vector in the basis. We emphasise that the basis vectors will be denoted as $\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}$ instead of $\mathbf{b}_{0}, \ldots, \mathbf{b}_{\mathrm{d}-1}$ which was used in Section 1.2. Also, we will ignore the exact formula for $\alpha_{\beta}$ given in Section 1.2. We will use the Geometric Series Assumption in the following form.

Assumption 4.1. Let B be a strongly reduced basis of a lattice $\mathcal{L}$. Then the Gram-Schmidt vectors $\mathbf{b}_{i}^{*}$ satisfy

$$
\begin{equation*}
\left\|\mathbf{b}_{i}^{*}\right\|=\mathrm{q}^{\mathrm{i}-1}\left\|\mathbf{b}_{1}\right\|, \quad \mathrm{q} \in(0,1) . \tag{4.1}
\end{equation*}
$$

The GSA is used in analyzing enumeration and Babai lifting (Sections 4.2.2, 4.2.5).

Assumption 4.2 (Randomized slicer assumption [DLdW19]). Let $s \gg 0$, and let $X_{1}, X_{2}, \cdots \in\{0,1\}$ denote the events that running the iterative slicer on $\boldsymbol{t}_{i} \sim D_{t+\mathcal{L}, \mathrm{s}}$ returns the shortest vector $\mathbf{t}^{\prime} \in \mathbf{t}+\mathcal{L}\left(X_{i}=1\right)$ or not $\left(X_{i}=0\right)$. Then the random variables $X_{i}$ are identically and independently distributed.

This assumption is related to the randomized slicer, discussed in Section 4.2.4.
4.2.2-Lattice Enumeration. For constructing hybrid algorithms for solving SVP, we will combine several existing techniques, the first of which is lattice enumeration. This method, first described in the 1980s [FP85, Kan83] and later significantly improved in practice [GNR10, MW15, AN17], can be seen as a brute-force approach to SVP: every lattice vector can be described as an integer linear combination of the basis vectors, and given some guarantees on the quality of the input basis, this results in bounds on the coefficients of the shortest vector in terms of this basis. The algorithm can be described as a depth-first tree search, requiring $\mathrm{d}^{\mathrm{O}(1)}$ memory and $2^{\mathrm{O}(\mathrm{d} \log \mathrm{d})}$ time. For further details, we refer the reader to e.g. [GNR10, HPS11, LvdPdW12].

For our purposes, what is important to know is that the complexity of (partial) enumeration is proportional to the number of nodes visited in the tree, and that the number of nodes at depth $\mathrm{k}=\mathrm{o}(\mathrm{d})$ for a strongly-reduced d-dimensional lattice basis is $2^{\mathrm{O}(\mathrm{k} \log \mathrm{d})}$. More precisely, we will need the following lemma which can be derived heuristically, based on estimates from [HS07].

Lemma 4.3 (Costs of enumeration [HS07]). Let B be a strongly reduced basis of a lattice. Then the number of nodes $\mathrm{E}_{\mathrm{k}}$ at depth $\mathrm{k}=\mathrm{o}(\mathrm{d}), \mathrm{k}=\mathrm{d}^{1-\mathrm{o}(1)}$, satisfies:

$$
\begin{equation*}
E_{k}=d^{k / 2+o(k)} . \tag{4.2}
\end{equation*}
$$

Enumerating all these nodes can be done in time $\mathrm{T}_{\text {enum }}$ and space $\mathrm{S}_{\text {enum }}$, with:

$$
\begin{equation*}
\mathrm{T}_{\text {enum }}=\mathrm{E}_{\mathrm{k}} \cdot \mathrm{~d}^{\mathrm{O}(1)}, \quad \mathrm{S}_{\text {enum }}=\mathrm{d}^{\mathrm{O}(1)} \tag{4.3}
\end{equation*}
$$

Proof. As a starting point, we take the formula from [HS07, Section 6.2], which was derived using the Gaussian heuristic:

$$
\begin{equation*}
\mathrm{E}_{\mathrm{k}}=\frac{\pi^{\mathrm{k} / 2}}{\Gamma(\mathrm{k} / 2+1)} \cdot \frac{\left\|\mathbf{b}_{1}\right\|^{\mathrm{k}}}{\prod_{i=\mathrm{d}-\mathrm{k}+1}^{\mathrm{d}}\left\|\mathbf{b}_{i}^{*}\right\|} . \tag{4.4}
\end{equation*}
$$

For the gamma function, we can use a very rough version of Stirling's approximation of the form $\Gamma(x)=(x / e)^{x+o(x)}$, which for the first term above gives an asymptotic scaling of $(2 \pi e / k)^{k / 2+o(k)}=k^{-k / 2+o(k)}$. For the terms $\left\|\mathbf{b}_{1}\right\|$ and $\left\|\mathbf{b}_{i}^{*}\right\|$, we apply the geometric series assumption, which implies that $\left\|\mathbf{b}_{i}^{*}\right\|=q^{i-1}\left\|\mathbf{b}_{1}\right\|$ for some $q \in(0,1)$. Using that $\sum_{\text {to: }}^{d}=d-k+1(i-1)=k(2 d-k-1) / 2=k d-o(k d)$ for $k=o(d)$, this reduces the above

$$
\begin{equation*}
E_{k}=k^{-k / 2+o(k)} \cdot q^{-k d+o(k d)} \tag{4.5}
\end{equation*}
$$

Next, we note that for a sufficiently well-reduced basis B, we have $\left\|\mathbf{b}_{1}\right\|=O\left(\lambda_{1}(\mathcal{L})\right)=$ $\mathrm{O}(\sqrt{\mathrm{d}}) \cdot \operatorname{Vol}(\mathcal{L})^{1 / d}$. From the GSA, we then get:

$$
\begin{equation*}
\operatorname{Vol}(\mathcal{L})=\prod_{\mathfrak{i}=1}^{\mathrm{d}}\left\|\mathbf{b}_{\mathfrak{i}}^{*}\right\|=\mathrm{q}^{\mathrm{d}(\mathrm{~d}+1) / 2}\left\|\mathbf{b}_{1}\right\|^{\mathrm{d}}=\mathrm{q}^{\mathrm{d}(\mathrm{~d}+1) / 2} \mathrm{~d}^{-\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \operatorname{Vol}(\mathcal{L}) . \tag{4.6}
\end{equation*}
$$

From this we can conclude that $q=d^{-1 / d+o(1 / d)}$ and $q^{-k d+o(k d)}=d^{k+o(k)}$. From the assumptions that $k=d^{1-o(1)}$ and $k=o(d)$ we then get:

$$
\begin{equation*}
E_{k}=d^{-k / 2+o(k)} \cdot d^{k+o(k)}=d^{k / 2+o(k)} \tag{4.7}
\end{equation*}
$$

As for the time and space complexities of enumeration, as has been noted several times before [FP85, GNR10, AN17] the time complexity is directly proportional to the size of the enumeration tree, while the space complexity is only polynomial in $d$.
4.2.3-Lattice Sieving. Another method for solving SVP, and which will be part of our hybrid algorithms, is lattice sieving. This method dates back to the 2000s [AKS01, NV08, MV10b] and has seen various recent improvements [Laa15,BDGL16,Duc18,HKL18,ADH ${ }^{+}$19] that allowed it to surpass enumeration in the SVP benchmarks [svp19]. This method only requires $2^{\mathrm{O}(\mathrm{d})}$ time to solve SVP in dimension d (compared to $2^{\mathrm{O}(\mathrm{d} \log \mathrm{d})}$ for enumeration), but this comes at the cost of a memory requirement of $2^{\mathrm{O}(\mathrm{d})}$. The algorithm starts out by generating a large number of lattice vectors as simple combinations of the basis vectors, and then proceeds by combining suitable pairs of vectors to form shorter lattice vectors. For additional details, see e.g. [BDGL16, HPS11, LvdPdW12, Laa16a].

In the context of this chapter we will make use of the following result from [BDGL16], which is the current state-of-the-art for (heuristic) lattice sieving in high dimensions d . The statement below is stronger than saying that sieving merely solves SVP, as lattice sieving commonly returns a list of all short lattice vectors within radius approximately $\sqrt{4 / 3} \cdot \lambda_{1}(\mathcal{L})$. This same assumption was used in [Duc18].

Lemma 4.4 (Costs of lattice sieving [BDGL16]). Given a basis B of a lattice $\mathcal{L}$, the LDSieve heuristically returns a list $\mathrm{L} \subset \mathcal{L}$ containing the $(4 / 3)^{\mathrm{d} / 2+o(d)}$ shortest lattice vectors, in time $\mathrm{T}_{\text {sieve }}$ and space $\mathrm{S}_{\text {sieve }}$ with:

$$
\begin{equation*}
\mathrm{T}_{\text {sieve }}=(3 / 2)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{S}_{\text {sieve }}=(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \tag{4.8}
\end{equation*}
$$

With the LDSieve we can therefore solve SVP with the above complexities.
4.2.4-The Randomized Slicer. The third ingredient for our hybrid algorithms is the randomized slicer for solving CVP(P). This algorithm, described in [DLdW19], is an extension of the iterative slicer [SFS09], and follows a procedure of reducing target $\mathbf{t}$ with a list $L \subset \mathcal{L}$ to find shorter vector $\mathbf{t}^{\prime} \in \mathbf{t}+\mathcal{L}$. The goal is to find the shortest vector $\mathbf{t}^{*} \in \mathbf{t}+\mathcal{L}$ by repeatedly reducing $t$ with $L$, since $t-t^{*}$ is the solution to $\operatorname{CVP}(\mathcal{L}, t)$.

We will make use of two separate results from [DLvW20]. These results differ in whether one desires to solve only one or many CVP instances on the same lattice; as shown in [DLvW20], solving many CVP instances simultaneously allows for more efficient memory management, thus allowing to achieve a better overall time complexity for a given space bound. Here $\zeta=-\frac{1}{2} \log _{2}\left(1-\frac{2(1-y)}{1+\sqrt{1-y}}\right)=0.2639 \ldots$ where $y=0.7739 \ldots$ is a root of $p(y)=16 y^{4}-80 y^{3}+120 y^{2}-64 y+9$.

Lemma 4.5 (Costs of the randomized slicer, single target [DLvW20]). Given a list of the $(4 / 3)^{\mathrm{d} / 2+o(d)}$ shortest vectors of a lattice $\mathcal{L}$ and a target $\mathbf{t} \in \mathbb{R}^{\mathrm{d}}$, the randomized slicer solves CVP for t in time $\mathrm{T}_{\text {slice }}$ and space $\mathrm{S}_{\text {slice }}$, with:

$$
\begin{equation*}
\mathrm{T}_{\text {slice }}=2^{\zeta \mathrm{d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{S}_{\text {slice }}=(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} \tag{4.9}
\end{equation*}
$$

Lemma 4.6 (Costs of the randomized slicer, many targets [DLvW20]). Given a list of the $(4 / 3)^{\mathrm{d} / 2+o(d)}$ shortest vectors of a lattice $\mathcal{L}$ and a batch of $n \geqslant(13 / 12)^{\mathrm{d} / 2+o(d)}$ target vectors $\mathbf{t}_{1}, \ldots, \mathbf{t}_{\mathrm{n}} \in \mathbb{R}^{\mathrm{d}}$, the batched randomized slicer solves CVP for all targets $\mathbf{t}_{\mathrm{i}}$ in total time $\mathrm{T}_{\text {slice }}$ and space $\mathrm{S}_{\text {slice }}$, with:

$$
\begin{equation*}
\mathrm{T}_{\text {slice }}=\mathrm{n} \cdot(18 / 13)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{S}_{\text {slice }}=(4 / 3)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{~d})} . \tag{4.10}
\end{equation*}
$$

The amortized time complexity per instance equals $\mathrm{T}_{\text {slice }} / \mathrm{n}=(18 / 13)^{\mathrm{d} / 2+\mathrm{o}(\mathrm{d})}$.
4.2.5 - Babai Lifting. Finally, we will revisit the extension to lattice sieving described in [Duc18], based on Babai's nearest plane algorithm [Bab86]. As observed by Ducas, lattice sieving returns much more information about a lattice than just the shortest vector, and this additional information can be used to obtain a few dimensions for free - to solve SVP in dimension $d$, it suffices to run sieving on a sublattice of dimension $d-\ell$ with $\ell=\Theta(d / \log d)$, and use the resulting list of vectors in this sublattice to find the shortest vector in the full lattice.

Lemma 4.7 (Costs of Babai lifting [Duc18]). Let $\gamma>1$, let $\mathbf{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{\mathrm{d}}\right\}$ be a sufficiently reduced basis of a lattice $\mathcal{L}$, and let $\mathcal{L}^{\prime} \subset \mathcal{L}$ be the sublattice of $\mathcal{L}$ generated by $\mathbf{B}^{\prime}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{\mathrm{d}-\ell}\right\}$, where:

$$
\begin{equation*}
\ell=\frac{2 \mathrm{~d} \log _{2} \gamma}{\log _{2} \mathrm{~d}} \cdot(1+\mathrm{o}(1)) \tag{4.11}
\end{equation*}
$$

Then, given a list $\mathrm{L}^{\prime}$ of the $\gamma^{\mathrm{d}+\mathrm{o}(\mathrm{d})}$ shortest vectors of $\mathcal{L}^{\prime}$, we can find a shortest vector of $\mathcal{L}$ through Babai lifting of $\mathrm{L}^{\prime}$ in time $\mathrm{T}_{\mathrm{lift}}$ and space $\mathrm{S}_{\mathrm{liff}}$ with

$$
\begin{equation*}
\mathrm{T}_{\mathrm{lift}}=\gamma^{\mathrm{d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{S}_{\mathrm{lift}}=\gamma^{\mathrm{d}+\mathrm{o}(\mathrm{~d})} \tag{4.12}
\end{equation*}
$$

For $\gamma=\sqrt{4 / 3}$ this results in $\ell=\mathrm{d} \log _{2}(4 / 3) / \log _{2} \mathrm{~d}$ dimensions for free.

## 4.3-Sieve, Enumerate, Slice, and Lift

Suppose we have a basis $\mathbf{B}=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}\right\}$ of a lattice $\mathcal{L}=\mathcal{L}(\mathbf{B})$, and we split it into two disjoint parts as follows, for some choice $0 \leqslant k \leqslant d$ :

$$
\begin{equation*}
\mathbf{B}=\mathbf{B}_{\text {bot }} \cup \mathbf{B}_{\text {top }}, \quad \mathbf{B}_{\text {bot }}:=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{\mathrm{d}-\mathrm{k}}\right\}, \quad \mathbf{B}_{\text {top }}:=\left\{\mathbf{b}_{\mathrm{d}-\mathrm{k}+1}, \ldots, \mathbf{b}_{\mathrm{d}}\right\} . \tag{4.13}
\end{equation*}
$$

This defines a partition of the lattice $\mathcal{L}=\mathcal{L}_{\text {bot }} \oplus \mathcal{L}_{\text {top }}$ as a direct sum of the two sublattices $\mathcal{L}_{\text {bot }}:=\mathcal{L}\left(\mathbf{B}_{\text {bot }}\right)$ and $\mathcal{L}_{\text {top }}:=\mathcal{L}\left(\mathbf{B}_{\text {top }}\right)$. Let us further denote a solution $\mathbf{s}=\operatorname{SVP}(\mathcal{L})$ as $\mathbf{s}=\mathbf{s}_{\text {bot }}+\mathbf{s}_{\text {top }}$ with $\mathbf{s}_{\text {bot }} \in \mathcal{L}_{\text {bot }}$ and $\mathbf{s}_{\text {top }} \in \mathcal{L}_{\text {top }}$. Finding $\mathbf{s}$ can commonly be described as solving a CVP instance on $\mathcal{L}_{\text {bot }}$ :

$$
\begin{equation*}
\mathbf{s}_{\mathrm{top}} \neq \mathbf{0} \Longrightarrow \mathbf{s}=\mathbf{s}_{\mathrm{top}}-\operatorname{CVP}\left(\mathcal{L}_{\mathrm{bot}}, \mathbf{s}_{\mathrm{top}}\right) \tag{4.14}
\end{equation*}
$$

Note that the case $\mathbf{s}_{\text {top }}=\mathbf{0}$ is in a sense "easy", as then $\mathbf{s}=\operatorname{SVP}\left(\mathcal{L}_{\text {bot }}\right)$. The hardest problem instances occur when $\boldsymbol{s}_{\text {top }} \neq \mathbf{0}$, and this will be our main focus.

Lattice enumeration can be viewed as a procedure for solving SVP based on the above observations: first enumerate all target vectors $t \in \mathcal{L}_{\text {top }}$ that have the potential to satisfy $\mathbf{t}=\mathbf{s}_{\text {top }}$, and then compute $\operatorname{CVP}\left(\mathcal{L}_{\text {bot }}, \mathbf{t}\right)$ for each of these targets through a continued
enumeration procedure on the sublattice $\mathcal{L}_{\text {bot }}$, to see which of them produces the solution to SVP on the full lattice. Observe that lattice enumeration commonly solves each of these CVP instances separately, even though each problem instance can be viewed as a CVP instance on the same lattice $\mathcal{L}_{\text {bot }}$, but with a different target vector $\mathbf{t} \in \mathcal{L}_{\text {top }}$.

As previously outlined in e.g. [GNR10, DLdW19], a truly efficient CVPP algorithm would imply a way to speed up processing all these CVP instances in enumeration; one would first run a one-time preprocessing on the sublattice $\mathcal{L}_{\text {bot }}$, and then solve all the CVP instances at some level $k$ using the preprocessed data as input for the CVP(P) oracle. The initial preprocessing step may be expensive, but these costs can be amortized over the many CVP instances that potentially have to be solved during the enumeration phase. At the time of [GNR10] no good heuristic CVPP algorithm was known, but with the results of [DLdW19, Laa19, DLvW20] we may now finally instantiate the above idea with the ingredients from Sections 4.2.2-4.2.4.
4.3.1-Hybrid 1: Sieve, Enumerate-and-Slice. In the first hybrid, after the preprocessing (sieve) finishes, we compute closest vectors to targets $t \in \mathcal{L}_{\text {top }}$ one vector at a time. This algorithm has two phases, where the second phase combines enumeration with the randomized slicer.

1. Sieve: First, run a lattice sieve on $\mathcal{L}_{\text {bot }}$ to generate a list $\mathrm{L} \subset \mathcal{L}_{\text {bot }}$.
2. Enumerate-and-slice: Then, run a depth-first enumeration in $\mathcal{L}_{\text {top }}$, where for each leaf $\mathbf{t} \in \mathcal{L}_{\text {top }}$ we run the randomized slicer to find the closest vector $\operatorname{CVP}(\mathbf{t}) \in \mathcal{L}_{\text {bot }}$. We keep track of the shortest difference vector $\mathbf{t}-\operatorname{CVP}(\mathbf{t})$, and ultimately return the shortest one as a candidate solution for $\operatorname{SVP}(\mathcal{L}) .{ }^{1}$
To optimize the asymptotic time complexity of this algorithm, note that the cost of enumeration in $\mathcal{L}_{\text {top }}$ is $\mathrm{T}_{\text {enum }}=2^{\mathrm{O}(\mathrm{k} \log \mathrm{d})}$ while the costs of sieving and slicing in $\mathcal{L}_{\text {bot }}$ are $\mathrm{T}_{\text {sieve }}, \mathrm{T}_{\text {slice }}=2^{\mathrm{O}(\mathrm{d}-\mathrm{k})}$. To balance these costs, and minimize the overall time complexity, we will therefore set k as follows:

$$
\begin{equation*}
\mathrm{k}=\frac{\alpha \cdot \mathrm{d}}{\log _{2} \mathrm{~d}}, \quad \text { with } \alpha>0 \text { constant. } \tag{4.15}
\end{equation*}
$$

Using Lemmas 4.3-4.5, optimizing $\alpha$ to obtain the best overall asymptotic time complexity is a straightforward exercise, and we state the result below.

Heuristic result 4.8 (Sieve, enumerate-and-slice). Let $k=\alpha \mathrm{d} / \log _{2} \mathrm{~d}$ with

$$
\begin{equation*}
\alpha<\log _{2}\left(\frac{3}{2}\right)-2 \zeta=0.0570 \ldots . \quad(\zeta \text { as in Lemma 4.5) } \tag{4.16}
\end{equation*}
$$

Let $\mathrm{T}_{1}^{(\mathrm{d})}$ and $\mathrm{S}_{1}^{(\mathrm{d})}$ denote the overall time and space complexities of the sieve, enumerate-and-slice hybrid algorithm in dimension d . Then:

$$
\begin{equation*}
\mathrm{T}_{1}^{(\mathrm{d})}=\mathrm{T}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k})} \cdot(1+\mathrm{o}(1)), \quad \mathrm{S}_{1}^{(\mathrm{d})}=\mathrm{S}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k})} \cdot(1+\mathrm{o}(1)) . \tag{4.17}
\end{equation*}
$$

Proof. For the time complexities, recall that the costs of the individual parts of the algorithm, by Lemmas 4.3-4.5, are given by:

$$
\begin{equation*}
\mathrm{T}_{\text {sieve }}=2^{\frac{1}{2} \log _{2}\left(\frac{3}{2}\right) \mathrm{d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{T}_{\text {enum }}=2^{\frac{\alpha}{2} \mathrm{~d}+\mathrm{o}(\mathrm{~d})}, \quad \mathrm{T}_{\text {slice }}=2^{\left(\frac{\alpha}{2}+\zeta\right) \mathrm{d}+\mathrm{o}(\mathrm{~d})} \tag{4.18}
\end{equation*}
$$

[^10]Clearly $\mathrm{T}_{\text {enum }}=\mathrm{o}\left(\mathrm{T}_{\text {slice }}\right)$ since $\zeta>0$. Now, due to $\alpha<\alpha_{0}=\log _{2}\left(\frac{3}{2}\right)-2 \zeta$, being strictly smaller than the point where $T_{\text {sieve }} \approx T_{\text {slice }}$, we have $T_{\text {slice }}=o\left(T_{\text {sieve }}\right)$ as well, giving a total time complexity of $\mathrm{T}=\mathrm{T}_{\text {sieve }} \cdot(1+\mathrm{o}(1))$. Finally, looking closely, we note that the cost $T_{\text {sieve }}$ actually corresponds to running a standard lattice sieve in dimension $d-k$, which can be done in time $\mathrm{T}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k})}$ as claimed.

For the space complexities, we recall them from Lemmas 4.3-4.5 as follows:

$$
\begin{equation*}
S_{\text {sieve }}=(4 / 3)^{\mathrm{d} / 2+o(d)}, \quad S_{\text {enum }}=\operatorname{poly}(\mathrm{d}), \quad S_{\text {slice }}=(4 / 3)^{\mathrm{d} / 2+o(d)} . \tag{4.19}
\end{equation*}
$$

Since $\alpha<\alpha_{0}$, the time complexity of the enumerate-and-slice procedure is strictly smaller than the cost of the preprocessing phase, and this will remain true even if we use a slightly smaller list as output from the preprocessing phase. So for sufficiently small $\varepsilon>0$, we may therefore choose to use a list $\mathrm{L}^{\prime} \subset \mathrm{L}$ for the enumerate-and-slice phase of size $\left|\mathrm{L}^{\prime}\right|=|\mathrm{L}|^{1-\varepsilon}$, while still maintaining a time complexity $\mathrm{T}_{\text {slice }}=\mathrm{o}\left(\mathrm{T}_{\text {sieve }}\right)$. This guarantees that the overhead caused by the quasilinear-space nearest neighbor data structure, required in the third phase to achieve sublinear search costs, does not impose any overhead in the asymptotic space complexity; the memory required in the third phase will then be of size $S_{\text {slice }}=\left(S_{\text {sieve }}^{1-\varepsilon}\right)^{1+o(1)}=o\left(S_{\text {sieve }}\right)$.

Letting $\alpha \rightarrow \log _{2}\left(\frac{3}{2}\right)-2 \zeta$ in the above result, we get $k \approx 0.0570 \mathrm{~d} / \log _{2} \mathrm{~d}$ with an asymptotic speedup of a factor $2^{0.0167 \mathrm{~d} / \log _{2} \mathrm{~d}}$ and a memory reduction of a factor $2^{0.0118 \mathrm{~d} / \log _{2} \mathrm{~d}}$ compared to running a sieve directly on $\mathcal{L}$. Note that the result does not hide subexponential or even polynomial hidden order terms; the time and space complexities are dominated by the preprocessing costs.

For the heuristic results in the following subsections 4.3.2-4.3.4, analogous derivations can be given to argue that both the time and space complexities are dominated by the initial sieving phase, as long as the parameters $k$ (and $\ell$ ) are below the point where the sieving and slicing (and lifting) become equally expensive. Further note that although the batched slicer has a cost of $(3 / 2)^{d / 2+o(d)}+n \cdot(18 / 13)^{d / 2+o(d)}$ for $n$ targets due to the reinitializations of the costly nearest neighbor data structures [DLvW20], these costs can again be made to be $(3 / 2-\varepsilon)^{d / 2+o(d)}+n^{1-\varepsilon} \cdot(18 / 13)^{d / 2+o(d)}$ by slightly reducing the number of targets and the number of hash tables accordingly.
4.3.2-Hybrid 2: Sieve, Enumerate, Slice. An alternative to the above approach is to separate the enumeration and slicing procedures into two disjoint parts, and run the hybrid algorithm in three phases. The benefit of this approach (cf. Section 4.2.4) is that the batched slicer can then be used to achieve better amortized complexities for CVPP.

1. Sieve: As before, run a lattice sieve on $\mathcal{L}_{\text {bot }}$, to generate a list $\mathrm{L} \subset \mathcal{L}_{\text {bot }}$.
2. Enumerate: Then, enumerate all nodes $t \in \mathcal{L}_{\text {top }}$ at depth $k$ in the enumeration tree, and store them in a list of targets $\mathrm{T} \subset \mathcal{L}_{\text {top }}$.
3. Slice: Finally, use the batched randomized slicer with the list $L$ to solve CVP on $\mathcal{L}_{\text {bot }}$ for all targets $t \in T$, and return the shortest vector $t-\operatorname{CVP}(t)$.
Asymptotically, the additional space required for storing the nodes from the enumeration phase will not play a large role, compared to the memory required for storing the output from the preprocessing phase. On the other hand, by using the improved batch-CVPP slicer of Lemma 4.6 we can use nearest neighbor searching more efficiently, without increasing the memory, leading to a bigger improvement over standard sieving than with the first hybrid algorithm.

Heuristic result 4.9 (Sieve, enumerate, slice). Let $\mathrm{k}=\alpha \mathrm{d} / \log _{2} \mathrm{~d}$ with

$$
\begin{equation*}
\alpha<\log _{2}\left(\frac{13}{12}\right)=0.1154 \ldots \tag{4.20}
\end{equation*}
$$

Let $\mathrm{T}_{2}^{(\mathrm{d})}$ and $\mathrm{S}_{2}^{(\mathrm{d})}$ denote the overall time and space complexities of the batched sieve, enumerate, slice hybrid algorithm in dimension d. Then:

$$
\begin{equation*}
\mathrm{T}_{2}^{(\mathrm{d})}=\mathrm{T}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k})} \cdot(1+\mathrm{o}(1)), \quad \mathrm{S}_{2}^{(\mathrm{d})}=\mathrm{S}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k})} \cdot(1+\mathrm{o}(1)) \tag{4.21}
\end{equation*}
$$

In the limit of $\alpha \rightarrow \log _{2}\left(\frac{13}{12}\right)$ we get $k \approx 0.1154 \mathrm{~d} / \log _{2} \mathrm{~d}$ dimensions for free, leading to an asymptotic speedup of a factor $2^{0.0338 d /} \log _{2} \mathrm{~d}+\mathrm{o}(\mathrm{d} / \log \mathrm{d})$ and a memory reduction of a factor $2^{0.0240 \mathrm{~d} / \log _{2} \mathrm{~d}+\mathrm{o}(\mathrm{d} / \log \mathrm{d})}$ over direct sieving on $\mathcal{L}$.
4.3.3-Hybrid 3: Sieve, Enumerate-and-Slice, Lift. For the third and fourth hybrids, we observe that similar to lattice sieving, the slicer in the previous hybrid algorithms can actually produce much more information about the lattice than just the shortest lattice vector; for other targets $\mathbf{t} \neq \mathbf{s}_{\text {top }}$, as well as for "failed" outputs of the randomized slicer, the slicer will also return many short lattice vectors. This suggests that to get even more dimensions for free, we may be able to combine both hybrids with Babai lifting as outlined in Lemma 4.7.

Instead of splitting the lattice into two parts, we now split the input lattice basis into three parts $\mathbf{B}=\mathbf{B}_{\text {bot }} \cup \mathbf{B}_{\text {mid }} \cup \mathbf{B}_{\text {top }}$, where the three bases $\mathbf{B}_{\text {bot }}:=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{\ell}\right\}$, $\mathbf{B}_{\text {mid }}:=\left\{\mathbf{b}_{\ell+1}, \ldots, \mathbf{b}_{\mathrm{d}-\mathrm{k}}\right\}$, and $\mathbf{B}_{\text {top }}:=\left\{\mathbf{b}_{\mathrm{d}-\mathrm{k}+1}, \ldots, \mathbf{b}_{\mathrm{d}}\right\}$ generate lattices $\mathcal{L}_{\text {bot }}, \mathcal{L}_{\text {mid }}, \mathcal{L}_{\text {top }}$ of dimensions $\ell, d-k-\ell$ and $k$ respectively. For Hybrid 3 we essentially run Hybrid 1 on $\mathcal{L}_{\text {mid }} \oplus \mathcal{L}_{\text {top }}$, and use Babai lifting to deal with the additional $\ell$ dimensions of $\mathcal{L}_{\text {bot }}$. This leads to the following algorithm:

1. Sieve: Run a lattice sieve on $\mathcal{L}_{\text {mid }}$ to generate a list $\mathrm{L} \subset \mathcal{L}_{\text {mid }}$.
2. Enumerate-and-slice: Enumerate all nodes $t \in \mathcal{L}_{\text {top }}$, and repeatedly slice each of them with the list L to find close vectors $\boldsymbol{v} \in \mathcal{L}_{\text {mid }}$. For each pair $\mathbf{t}, \boldsymbol{v}$ add the vector $\mathbf{t}-\boldsymbol{v}$ to an output list $\mathrm{S} \subset \mathcal{L}_{\text {mid }} \oplus \mathcal{L}_{\text {top }}$.
3. Lift: Finally, extend each vector $\mathbf{s}^{\prime} \in S$ to a candidate solution $\mathbf{s} \in \mathcal{L}$ by running Babai's nearest plane algorithm. Return the shortest lifted vector.
As the slicer processes $E_{k}=d^{k / 2+o(k)}=2^{\alpha d / 2+o(d)}$ target vectors, and requires $\rho=$ $(16 / 13)^{\mathrm{d} / 2+o(d)}$ rerandomizations per target for average-case CVP to succeed (see [DLdW19, DLvW20] for details), the slicer outputs $2^{\left(\alpha+\log _{2}(16 / 13)\right) \cdot d / 2+o(d)}$ lattice vectors, and ideally we might hope this list contains, similar to sieving [Duc18], (almost) all lattice vectors of norm at most $\gamma=2^{\left(\alpha+\log _{2}(16 / 13)\right) / 2+o(1)} \cdot \operatorname{gh}(\mathcal{L})$.

Assumption 4.10 (Hybrid assumption ${ }^{2}$ ). The list S , output by the slicer, contains the $2^{\left(\alpha+\log _{2}(16 / 13)\right) \cdot d / 2+\mathrm{o}(\mathrm{d})}$ shortest lattice vectors of $\mathcal{L}_{\text {mid }} \oplus \mathcal{L}_{\text {top }}$.

Assuming that the above heuristic is indeed valid, we derive the following result regarding the asymptotic time and space complexities of the described hybrid algorithm. In Section 4.5 we will revisit this assumption, to study its validity.

[^11]Heuristic result 4.11 (Sieve, enumerate-and-slice, lift). Let $\mathrm{k}=\alpha \mathrm{d} / \log _{2} \mathrm{~d}$ and $\ell=$ $\beta \mathrm{d} / \log _{2} \mathrm{~d}$ with

$$
\begin{equation*}
\alpha<\log _{2}\left(\frac{3}{2}\right)-2 \zeta=0.0570 \ldots, \quad \beta<\log _{2}\left(\frac{24}{13}\right)-2 \zeta=0.3565 \ldots \tag{4.22}
\end{equation*}
$$

Let $\mathrm{T}_{3}^{(\mathrm{d})}$ and $\mathrm{S}_{3}^{(\mathrm{d})}$ denote the time and space complexities of the sieve, enumerate-and-slice, lift hybrid algorithm in dimension d. Then, under Assumption 4.10:

$$
\begin{equation*}
\mathrm{T}_{3}^{(\mathrm{d})}=\mathrm{T}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k}-\ell)} \cdot(1+\mathrm{o}(1)), \quad \mathrm{S}_{3}^{(\mathrm{d})}=\mathrm{S}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k}-\ell)} \cdot(1+\mathrm{o}(1)) \tag{4.23}
\end{equation*}
$$

Observe that the number of dimensions we save compared to a full sieve here is $k+\ell \approx$ $0.4136 \mathrm{~d} / \log _{2} \mathrm{~d}$. Compared to the result of Ducas [Duc18] of $\ell \approx 0.4150 \mathrm{~d} / \log _{2} \mathrm{~d}$ this new hybrid is asymptotically slightly worse than a sieve-and-lift hybrid.
4.3.4-Hybrid 4: Sieve, Enumerate, Slice, Lift. Finally, combining the second hybrid with lifting, as in the third hybrid algorithm above, results in the following optimized hybrid procedure:

1. Sieve: Run a lattice sieve on $\mathcal{L}_{\text {mid }}$ to generate a list $\mathrm{L} \subset \mathcal{L}_{\text {mid }}$.
2. Enumerate: Enumerate all nodes $t \in T \subset \mathcal{L}_{\text {top }}$ at depth $k$ in $\mathcal{L}$.
3. Slice: Run the slicer, with the list $L$ as input, to find close vectors in $\mathcal{L}_{\text {mid }}$ to the targets $\mathbf{t} \in \mathrm{T}$. The result is a list $\mathrm{S} \subset \mathcal{L}_{\text {mid }} \oplus \mathcal{L}_{\text {top }}$.
4. Lift: Finally, extend each vector $\mathbf{s}^{\prime} \in S$ to a candidate solution $\mathbf{s} \in \mathcal{L}$ by running Babai's nearest plane algorithm. Return the shortest lifted vector.
Not only does splitting the enumeration and slicing guarantee that the batched version of the slicer gets better complexities; the smaller resulting value $\alpha$ also means that the number of vectors output by the slicer is larger, which leads to more dimensions for free from the lifting phase. In particular, with the batched slicer the number of vectors output by the slicer is proportional to $(4 / 3)^{d / 2+o(d)}$, and we may get as many dimensions for free in the lifting phase as [Duc18].

Heuristic result 4.12 (Sieve, enumerate, slice, lift). Let $k=\alpha \mathrm{d} / \log _{2} \mathrm{~d}$ and $\ell=\beta \mathrm{d} / \log _{2} \mathrm{~d}$ with

$$
\begin{equation*}
\alpha<\log _{2}\left(\frac{13}{12}\right)=0.1154 \ldots, \quad \beta<\log _{2}\left(\frac{4}{3}\right)=0.4150 \ldots \tag{4.24}
\end{equation*}
$$

Let $\mathrm{T}_{4}^{(\mathrm{d})}$ and $\mathrm{S}_{4}^{(\mathrm{d})}$ denote the time and space complexities of the sieve, enumerate, slice, and lift hybrid algorithm in dimension d. Then, under Assumption 4.10:

$$
\begin{equation*}
\mathrm{T}_{4}^{(\mathrm{d})}=\mathrm{T}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k}-\ell)} \cdot(1+\mathrm{o}(1)), \quad \mathrm{S}_{4}^{(\mathrm{d})}=\mathrm{S}_{\text {sieve }}^{(\mathrm{d}-\mathrm{k}-\ell)} \cdot(1+\mathrm{o}(1)) . \tag{4.25}
\end{equation*}
$$

We again stress that the above result relies on a batched version of the randomized slicer. With this batched hybrid algorithm with lifting, assuming the hybrid assumption holds, we can potentially get up to $k+\ell \approx 0.5305 d / \log _{2}(d)$ dimensions for free, which would improve upon Ducas' $\ell \approx 0.4150 \mathrm{~d} / \log _{2}(\mathrm{~d})$ [Duc18].

An overview of the techniques used in the four hybrids, as well as the number of dimensions for free in each algorithm, is given in Table 4.1. Figure 4.1 presents graphical overviews of the hybrid algorithms described in this section where the horizontal axis depicts the basis vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{\mathrm{d}}$ and the vertical axis corresponds to the time (with algorithms starting from the top and ending at the bottom).
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## Hybrid 3
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Figure 4.1: A high-level description of the hybrid algorithms presented in section 4.3. Hybrids 1 and 3 combine enumeration and slicing, performing the randomized slicing procedure for only one target vector at a time. Hybrids 3 and 4 use the Babai lifting technique from [Duc18]. The asymptotics of the slicer depend on whether targets are processed directly (left) or in batches (right). The lifting can be done directly as well, without affecting the performance of the algorithm.

Table 4.1: An overview of the techniques used in the hybrids, as well as the asymptotic number of dimensions for free for each part and in total (last column). In sufficiently high dimensions, under Assumption 4.10, Hybrid 4 outperforms all other algorithms, by saving up to $0.53 \mathrm{~d} / \log _{2} \mathrm{~d}$ dimensions compared to sieving in the full lattice.

| Algorithm | Sieve | Enum./Slice | Lift | Dimensions for free |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (Batch) |  | $\left(\frac{k}{d} \log _{2} \mathrm{~d}\right)$ | $\left(\frac{\ell}{\mathrm{d}} \log _{2} \mathrm{~d}\right)$ | $\left(\frac{\mathrm{k}+\ell}{\mathrm{d}} \log _{2} \mathrm{~d}\right)$ |
| Full | sieve | $\checkmark$ |  |  |  | - | - |
| [BDGL16] |  |  |  |  | 0.0570 | - | - |
| Hybrid 1 | $\checkmark$ | $\checkmark$ |  |  | 0.0570 |  |  |
| Hybrid 2 | $\checkmark$ |  | $\checkmark$ |  | 0.1154 | - | 0.1154 |
| Hybrid 3 | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | 0.0570 | 0.3566 | 0.4136 |
| SubSieve | $\checkmark$ |  |  | $\checkmark$ | - | 0.4150 | 0.4150 |
| [Duc18] |  |  |  |  |  |  |  |
| Hybrid 4 | $\checkmark$ |  | $\checkmark$ | $\checkmark$ | 0.1155 | 0.4150 | $\mathbf{0 . 5 3 0 5}$ |

## 4.4-Sieve, Enumerate, Slice, Repeat

For the fourth hybrid, under Assumption 4.10 the enumeration and batched slicer together take as input a list of all vectors of norm at most $\sqrt{4 / 3} \cdot \operatorname{gh}\left(\mathcal{L}^{\prime}\right)$ of a suitable sublattice $\mathcal{L}^{\prime} \subset \mathcal{L}$, and output (almost) all lattice vectors of norm at most $\sqrt{4 / 3} \cdot \mathrm{gh}(\mathcal{L})$ of $\mathcal{L}$. This suggests one might replace the initial sieving step on $\mathcal{L}_{\text {mid }}$ by a sieve, enumerate, slice hybrid (Hybrid 2), by splitting $\mathcal{L}_{\text {mid }}=\mathcal{L}_{\text {mid }}^{(1)} \oplus \mathcal{L}_{\text {mid }}^{(2)}$ with $\operatorname{rank}\left(\mathcal{L}_{\text {mid }}^{(2)}\right)=\Theta(\mathrm{d} / \log \mathrm{d})$; running a sieve on $\mathcal{L}_{\text {mid }}^{(1)}$; enumerating $\mathcal{L}_{\text {mid }}^{(2)}$; and then using the slicer to find a list of short vectors $L \subset \mathcal{L}_{\text {mid }}$. Under Assumption 4.10, this substitution of the initial sieve by Hybrid 2 can be repeated many times to obtain $\Theta(d / \log d)$ dimensions for free several times.

As an alternative interpretation, rather than running enumeration on $k$ levels directly, one additional level of nesting suggests we first run the lower $k / 2$ levels of enumeration, lift the resulting target vectors to obtain short vectors in a lattice of rank $d-k / 2$, and then run another $k / 2$ levels of enumeration to find short vectors in the full lattice. Splitting up the enumeration this way decreases the overall enumeration costs and the number of targets for the slicing phases ( $\mathrm{E}_{\mathrm{k} / 2}+\mathrm{E}_{\mathrm{k} / 2} \ll \mathrm{E}_{\mathrm{k}}$ ), but at the same time the list output by the first slicing phase might not be as good for the second slicing phase as what one would get from running a sieve directly; even if Assumption 4.10 is true, likely this still comes at a slight loss in the quality of the list, say in the first order terms.

We finally observe that the same idea of nesting does not seem to work for the sieve, lift hybrid of [Duc18]. Although one could define a "generalized" Babai lifting procedure, lifting targets to all nearby vectors in the higher-rank lattice, from a viewpoint of enumeration we are "missing" some branches in the tree due to L only containing some nodes in the tree at level $d-\ell$. Therefore, if the shortest vector in the lattice is actually in one of those missing branches, then a generalized lifting procedure will not succeed in finding this shortest vector.

Although we will briefly revisit the idea of nesting in the experiments in the next section, we leave a technical study of nesting for future work.

## Nested Hybrid



Figure 4.2: A high-level description of the potential recursive hybrid algorithm, which starts on a lattice $\mathcal{L}_{1}$ of dimension $d-\Theta(d / \log d)$, and then repeatedly lifts the lists $L_{i} \subset \mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{i}$ to lists $L_{i+1} \subset$ $\mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{i+1}$ by enumerating targets $\mathrm{T}_{\mathrm{i}+1} \subset \mathcal{L}_{\mathfrak{i}+1}$ and using the batched slicer with $\mathrm{L}_{i}$ as input to create $L_{i+1}$. Each lattice $\mathcal{L}_{i}$ for $i>1$ has dimension $\Theta(d / \log d)$.

## 4.5-Experimental Results

4.5.1-Verifying Assumption 4.10. To attempt to validate (or disprove) the new heuristic assumption, we performed the following experiment. We used the 60-dimensional SVP challenge lattice with seed 0 [svp19], pre-reduced with BKZ-50 [Sch87], for which $\operatorname{gh}(\mathcal{L}) \approx 2001$ and $\lambda_{1}(\mathcal{L}) \approx 1943$. The black dashed line in Figure 4.3 shows the expected number of lattice points below a certain norm by the Gaussian heuristic (Assumption 1.18). The (barely visible) purple line intersecting this line for high norms shows the actual number of lattice vectors found by a "relaxed" sieve [Laa16b], showing the accuracy of the Gaussian heuristic for large balls.


Figure 4.3: The number of vectors found through a sieve (black) and sieve, enumerate, slice hybrids for $k \in$ $\{1,2,3,4\}$ (orange, green, blue, red) in dimension 60. The dashed black line, and the purple line intersecting it for large norms, indicate the true number of lattice vectors below this norm. The dashed colored lines indicate the lists obtained from running sieving in sublattices of rank $d-k$.

To test Assumption 4.10, we then ran both a standard g 6 k lattice sieve to produce a list $\mathrm{L}_{0}$ (black) [ADH $\left.{ }^{+} 19\right]$; and sieve, enumerate, slice hybrids for $k \in\{1,2,3,4\}$ by (1) running g6k on the ( $\mathrm{d}-\mathrm{k}$ )-dimensional sublattice formed by $\mathbf{b}_{1}, \ldots, \mathbf{b}_{\mathrm{d}-\mathrm{k}}$ to produce a list $L_{k}$, (2) running enumeration up to depth $k$ in the full lattice to obtain targets $T_{k}$, (3) slicing each target $t \in T_{k}$ up to $20 \cdot(16 / 13)^{(d-k) / 2}$ times, to obtain a list $S_{k}$, and (4) plotting the sorted norms of both $L_{k}$ (dashed) and $S_{k} \cup L_{k}$ (solid) in Figure 4.3. These results show that (i) as expected, the preprocessed lists $L_{k}$ in rank $d-k$ become increasingly poor approximations of the sieved list $L_{0}$ as $k$ increases, and (ii) the sliced lists $S_{k} \cup L_{k}$ together form very good approximations to the sieved list $L_{0}$. Note that, at norm $\sqrt{4 / 3} \cdot \operatorname{gh}(\mathcal{L})$, all these lists are quite far off from the prediction by the Gaussian heuristic.

Table 4.2: Experimental results and estimates for the costs of the hybrid algorithms, in dimensions $\mathrm{d} \in$ $\{60,65,70,75,80\}$ and for parameter choices $k \in\{0,1,2,3\}$ as well as the nested hybrid with two iterations of $k=1$. Single-core timings are denoted in milliseconds (ms), seconds (s), minutes (m), hours (h), and days (d). List sizes $|\mathrm{L}|$ and estimates on the required number of rerandomizations $\mathrm{p}_{\mathrm{iter}}^{-1}$ are sometimes given in multiples of one thousand (k). The last column gives estimates for the total time complexities for these algorithms, by adding up the costs for BKZ, sieving, enumeration, and slicing. The case $k=0$ corresponds to running a sieve on the full lattice directly.

| Parameters |  | BKZ | - Sieve - |  | - Enum - |  | $\mathrm{T}_{\mathrm{iter}}^{(\mathrm{d}-\mathrm{k})}$ | $\begin{array}{r} \text { - Slice }- \\ \mathrm{p}_{\text {iter }}^{-1} \end{array}$ | $\mathrm{T}_{\text {slice }}^{(\mathrm{d}-\mathrm{k})}$ | $\begin{aligned} & \text { Total } \\ & \mathrm{T}_{\text {hyb }}^{(\mathrm{d})} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d | k | $\mathrm{T}_{\mathrm{BKZ}}^{(\mathrm{d}-10)}$ | \| L | | $\mathrm{T}_{\text {sieve }}^{(d-k)}$ | \|T| | $\mathrm{T}_{\text {enum }}^{(k)}$ |  |  |  |  |
| 60 | 0 | 4s | 18k | 19s | - | - | - | - | - | 23s |
|  | 1 | 4s | 16k | 16 s | 5 | Os | 3.2 ms | 830 | 13s | 33s |
|  | 2 | 4 s | 13k | 12 s | 30 | Os | 2.7 ms | 530 | 43s | 59s |
|  | 3 | 4s | 12k | 9 s | 155 | Os | 2.4 ms | 760 | 280s | 293s |
|  | $1+1$ | 4s | 13k | 12s | 4 | Os | 3.0 ms | 500 | 6 s | 51 s |
|  |  |  | (16k) | (0s) | 5 | Os | 3.2 ms | 1820 | 29s | 51 s |
| 65 | 0 | 8s | 37k | 78s | - | - | - | - | - | 1 m |
|  | 1 | 8 s | 32k | 57s | 5 | Os | 6.8 ms | 12.5k | 7 m | 8 m |
|  | 2 | 8 s | 28k | 44s | 37 | Os | 6.6 ms | 2.9 k | 12 m | 13 m |
|  | 3 | 8 s | 24k | 36 s | 215 | Os | 5.6 ms | 2.9k | 58 m | 59 m |
|  | $1+1$ | 8s | 28k | 44s | 4 | Os | 6.6 ms | 1.1 k | 0.5 m | 6 m |
|  |  |  | (32k) | (0s) | 5 | Os | 6.8 ms | 6.7 k | 4 m | 6 m |
| 70 | 0 | 1 m | 76k | 5 m | - | - | - | - | - | 6 m |
|  | 1 | 1 m | 65k | 4 m | 6 | 0m | 20 ms | 17k | 35 m | 40 m |
|  | 2 | 1 m | 57k | 3 m | 46 | 0m | 16 ms | 1k | 12 m | 16 m |
|  | 3 | 1 m | 49k | 2 m | 293 | 0m | 13 ms | 6 k | 381m | 384m |
|  | $1+1$ | 1 m | 57k | 3 m | 5 | 0m | 15 ms | 2k | 2 m | 43m |
|  |  |  | (65k) | (0m) | 5 | 0m | 18 ms | 25k | 37 m | 43 m |
| 75 | 0 | 2 m | 155k | 22 m | - | - | - | - | - | 0.4h |
|  | 1 | 2 m | 134k | 16 m | 6 | 0m | 40 ms | 25k | 2h | 2h |
|  | 2 | 2 m | 116k | 11 m | 50 | 0m | 48 ms | 20k | 13h | 14h |
|  | 3 | 2 m | 101k | 8 m | 366 | 0m | 30 ms | 12k | 37h | 37h |
|  | $1+1$ | 2m | 116k | 11 m | 5 | 0m | 35 ms | 4k | 0.2h | $>8 \mathrm{~h}$ |
|  |  |  | (134k) | (0m) | 6 | 0m | 41 ms | $>100 \mathrm{k}$ | $>7 \mathrm{~h}$ | $>8 \mathrm{~h}$ |
| 80 | 0 | 14 m | 320k | 74 m | - | - | - | - | - | 1.5h |
|  | 1 | 14 m | 275k | 58 m | 7 | 0m | 95 ms | $>100 \mathrm{k}$ | $>18 \mathrm{~h}$ | $>20 \mathrm{~h}$ |
|  | 2 | 14 m | 240k | 45 m | 64 | 0m | 74 ms | $>50 \mathrm{k}$ | $>66 \mathrm{~h}$ | $>67 \mathrm{~h}$ |
|  | 3 | 14 m | 205k | 36 m | 506 | 0m | 66 ms | $>50 \mathrm{k}$ | $>19$ d | $>19$ d |

4.5.2-Assessing the Sieve, Enumerate-and-Slice Hybrid. To study the practical performance of these hybrid algorithms, we performed some preliminary experiments in dimensions 60-80, whose results are described in Table 4.2. We describe the setup of the experiments, and discuss the results as well as conclusions that can or cannot be drawn from these results.

BKZ. To start, we used the SVP challenge lattices [svp19] with seed 0 in dimensions $d \in\{60,65,70,75,80\}$. We preprocessed each basis with BKZ with block size $d-10$. In case the shortest vector had a 0 -coefficient for $\mathbf{b}_{\mathrm{d}}$ when expressed in terms of $\mathbf{B}$, we would rerandomize the basis and run BKZ again, to guarantee that the preprocessed lists do not already contain the solution.

Sieve. Next, we used the g6k [The19b] framework to generate sieving lists in dimensions $d-k$, for $k=0,1,2,3$. We disabled the "dimensions for free" from $g 6 k$, to test the pure hybrids for their performance and limit the impact of other factors for now. The case $k=0$ corresponds to sieving in the full lattice, and the timings in dimensions $d-k$
clearly decrease with $k$, as shown in Table 4.2. The resulting vectors were stored in an output file, and their sizes are also given in Table 4.2.

Enumerate. Then, we ran a full enumeration in the full lattice up to depth $k$, to generate the target vectors for the slicer. These were again stored in a separate file for later usage. Note that pruning would reduce the number of targets further, but (1) this would decrease the success probability of the overall algorithm, and (2) rerandomizing the lattice basis to get a high success probability would (naively) require running the costly sieving preprocessing step several times. We therefore restricted experiments to enumeration without pruning.

Slice. Finally, with the sieved list L and target vectors T as input, we identified the target $t \in T$ corresponding to the shortest vector in the lattice, and for this target we ran the randomized slicer with $10^{5}$ trials to estimate the success probability $\mathrm{p}_{\mathrm{iter}}$ of the slicer in finding the shortest vector. Table 4.2 shows the inverse $\mathrm{p}_{\mathrm{iter}}^{-1}$ as well as the average time for each trial, which together with $|\mathrm{T}|$ can then be used to estimate the time for the slicing as $\mathrm{T}_{\text {slice }} \approx|\mathrm{T}| \cdot \mathrm{p}_{\text {iter }}^{-1} \cdot \mathrm{~T}_{\text {iter }}$.

Nested hybrid. We also tested a simple nested hybrid from Section 4.4, with two successive (non-batched) enumerate-and-slice routines in dimension $k=1$. In the first slicing phase, we chose the total number of iterations such that the size of the output list matches the size of a directly sieved list for $k=1$. The rows $k=1+1$ in Table 4.2 suggest this approach compares favorably to $k=2$.

Conclusions. Although the results in Table 4.2 mainly suggest that these hybrid approaches may have a large overhead in practice, we stress that as d grows, the time complexity grows slower than a full sieve. Furthermore, for the slicer we did not use nearest neighbor techniques or batching to reduce the query times. Also, note that as $0.11 \mathrm{~d} / \log _{2} \mathrm{~d}<2$ for $\mathrm{d}<128$ we do not expect to obtain many (additional) dimensions for free in dimensions $60 \leqslant \mathrm{~d} \leqslant 80$. The aforementioned reasons can provide some insight why the speedup was not observed in practice in our experiments.

Code in fplll. As part of this project, we implemented the iterative slicer in fplll [The19a], and we expect this code to be included in the library soon.

## Chapter 5

## Gambling at the Ring's casino: The zeros-guessing game

This chapter contains joint work with Benne de Weger which has not yet been published and was inspired by a talk of Daniel J. Bernstein and Tanja Lange. ${ }^{1}$

## 5.1-Introduction

For a random lattice $\mathcal{L}$, short vectors do not seem to possess any special property apart from being short. In particular, for lattices without an exceptionally small determinant, no assumption can be made on how many small or even zero coordinates they may have. On the other hand, in lattice-based cryptography it is often the case that the secret key is a short vector with relatively many small or zero coordinates (e.g see [HPS98]). In many cases an attacker will be looking for the secret key as a short vector or part of a short vector in a lattice (e.g. see [BG14]). Due to its construction, this short vector will contain some unusually small coordinates. This extra knowledge could serve as an extra tool in the hands of the attacker.

For example, May and Silverman [MS01] discuss the option of guessing a number of coordinates, mainly coordinates of the short secret vector which will be zero. By guessing some of these coordinates, an attacker could decrease the rank of the used lattice, leading to a potentially faster attack. The efficiency of this method depends on the success probability of guessing a pattern correctly and the time complexity of the algorithm used in order to retrieve a short lattice vector. In this chapter we will focus on the "guessing of patterns".

The guessing technique is even more effective for lattices which possess a cyclic structure, meaning that all rotations of a lattice vector also belong to the lattice. Such type of lattices occur for example in the study of the NTRU problem [HPS98] or the Ring-LWE problem (see [BCLv19]), making this a very interesting case study. For the rest of this chapter we focus on such lattices with an underlying cyclic structure.

Let $r$ be the number of zeros to be guessed, which we will take as fixed. We consider a pattern as a set of indices which presumably point to zero coordinates of a vector. For example, by referring to the pattern $\{1,2, \ldots, r\}$ it is implied that the first up to $r$ -

[^12]th coordinate of a vector are being guessed to be zero. As a guess is made, a "success probability" of guessing correctly can be related. Also, a specific pattern could appear once or more than once in a vector if rotations of the vector are allowed. This fact is referred as distinct and multiple winners respectively. In [MS01] the following open problems were mentioned regarding the option of guessing a number of zeros in a secret vector s:

1. Does the pattern $\{1,2, \ldots, r\}$ give the lowest success probability among all patterns of length $r$ ?
2. Which patterns of length $r$ achieve the highest success probability among all patterns of length $r$ ?
3. Among patterns of length $r$, does the pattern $\{1,2, \ldots, r\}$ of consecutive zeros give the fewest distinct winners?
4. What is the average number of distinct winners over all patterns of length $r$ ?
5. What pattern (or patterns) gives the maximum number of distinct winners?
5.1.1-Contributions. In this chapter we examine combinatorial aspects of guessing a pattern of zeros in a secret vector as discussed by May and Silverman in [MS01]. We start by providing further insight into the experimental observation stating that random patterns seem to behave better than the consecutive zeros pattern. We define what we call the index of symmetry of a pattern. We discuss the relevance of this notion to some open problems mentioned in [MS01] as well as its use in aiding the choice of a "good" pattern.

## 5.2 - The consecutive zeros pattern

One of the first questions which emerges when one considers the guessing of zeros game is if the consecutive zeros pattern is a good choice or not. In [MS01] it is mentioned that experimentally it appears that random patterns possess a higher success probability over the consecutive pattern. However this is only an experimental observation. We attempt to make this observation more clear by adding a proven result. We start by computing the success probability of the consecutive zeros pattern $\{1,2, \ldots, r\}$ in a binary vector.

Definition 5.1. Let $N \in \mathbb{Z}_{>0}$ and $x \in \mathbb{Z}_{2}^{N}$. We denote by $x^{(k)}$ the $k$-fold right rotation of $x$.

Definition 5.2. Let $\mathrm{N}, \mathrm{d} \in \mathbb{Z}_{>0}$ with $\mathrm{N} \geqslant \mathrm{d}$. We define

$$
\mathrm{B}_{\mathrm{N}}(\mathrm{~d}):=\left\{x \in \mathbb{Z}_{2}^{\mathrm{N}} \text { with exactly } \mathrm{d} \text { ones }\right\} .
$$

We will use the notation $[n]$ for the set of integers $\{0,1, \ldots, n-1\}$.
Definition 5.3. Let $\mathrm{N}, \mathrm{d} \in \mathbb{Z}_{>0}$ with $\mathrm{N} \geqslant \mathrm{d}$ and $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$. We define

$$
\operatorname{Pat}(\mathbf{a}):=\left\{\mathrm{S} \subseteq[\mathrm{~N}] \mid \exists \mathrm{k} \in[\mathrm{~N}] \text { s.t. } \mathbf{a}_{\mathrm{s}_{i}}^{(\mathrm{k})}=0 \forall \mathrm{~s}_{\mathrm{i}} \in \mathrm{~S}\right\}
$$

Proposition 5.4. Let $\mathrm{N}, \mathrm{d}, \mathrm{r} \in \mathbb{Z}_{>0}$ with $\mathrm{r} \leqslant \mathrm{N}-\mathrm{d}$ and $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$. Then

$$
\operatorname{Pr}([r] \in \operatorname{Pat}(\mathbf{a}))= \begin{cases}1 & \text { if } \mathrm{r}<\lceil\mathrm{N} / \mathrm{d}\rceil \\ \frac{1}{\binom{N-1}{d-1}} \sum_{l=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor}\binom{d}{l}\binom{N-l r-1}{d-1}(-1)^{l+1} & \text { if } r \geqslant\lceil N / d\rceil\end{cases}
$$

Proof. Case $\mathrm{r}<\lceil\mathrm{N} / \mathrm{d}\rceil$ : Let $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$. As $[\mathrm{r}] \in \operatorname{Pat}(\boldsymbol{a})$ requires at least one rotation of $a$ to contain $r$ consecutive zeros in positions $0, \ldots, r-1$, we consider the vector $a$ as a placement of $\mathrm{N}-\mathrm{d} 0 \mathrm{~s}$ and d 1 s on a circle with N positions. That implies that there will always exist a block of consecutive zeros with size $\lceil(N-d) / d\rceil=\lceil N / d\rceil-1$. Assume on the contrary that each substring has at most $\mathrm{r}-1 \leqslant\lceil\mathrm{~N} / \mathrm{d}\rceil-2$ zeros. Together with the d bounding 1 s this covers at most $\mathrm{d}(\lceil\mathrm{N} / \mathrm{d}\rceil-1)<\mathrm{N}$ positions out of N contradicting the assumption.
Case $r \geqslant\lceil N / d\rceil$ : In this case it is not always guaranteed that $[r] \in \operatorname{Pat}(\boldsymbol{a})$. Let $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$, then

$$
\operatorname{Pr}([\mathrm{r}] \in \operatorname{Pat}(\boldsymbol{a}))=\frac{\mid\left\{\boldsymbol{v} \in \mathrm{B}_{\mathrm{N}}(\mathrm{~d}) \text { s.t. }[\mathrm{r}] \in \operatorname{Pat}(\boldsymbol{v})\right\} \mid}{\left|\mathrm{B}_{\mathrm{N}}(\mathrm{~d})\right|}
$$

If for $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$ it holds that $[\mathrm{r}] \in \operatorname{Pat}(\mathbf{a})$, the same holds for all $\boldsymbol{a}^{(k)}$. We define the equivalence relation $\sim$ in $B_{N}(d)$ by $\mathbf{a} \sim \mathbf{b}$ iff $\exists k$ such that $\mathbf{b}=\mathbf{a}^{(k)}$. We denote by M a set of representatives ${ }^{2}$ of $B_{N}(d) / \sim$. Thus we get

$$
\begin{aligned}
\operatorname{Pr}([r] \in \operatorname{Pat}(\boldsymbol{a})) & =\mathrm{N} \frac{\mid\{\boldsymbol{v} \in M \text { s.t. }[\mathrm{r}] \in \operatorname{Pat}(\boldsymbol{v})\} \mid}{\left|\mathrm{B}_{\mathrm{N}}(\mathrm{~d})\right|} \\
& \left.\left.=\frac{\mathrm{N}}{\binom{\mathrm{~N}}{\mathrm{~d}}} \right\rvert\,\{\boldsymbol{v} \in M \text { s.t. }[\mathrm{r}] \in \operatorname{Pat}(\boldsymbol{v})\} \right\rvert\, .
\end{aligned}
$$

We are left with the task to count the elements in the set $A:=\{\boldsymbol{v} \in M$ s.t. $[r] \in \operatorname{Pat}(\boldsymbol{v})\}$. We do consider again vectors in $B_{N}(d)$ as a placement of $N-d 0 s$ and $d 1 s$ on a circle with $N$ positions. For a vector $a \in B_{N}(d)$ to belong to $A$ it should possess at least one block of at least $r$ zeros.
We first consider the "base case" $\lfloor(N-d) / r\rfloor=1$. In this case having more than one block of at least $r$ zeros is not possible, and thus a vector in $A$ will contain exactly one block of at least $r$ zeros. A way to count the number of these vectors is the following. Reserve $r$ zeros, then there are $N-d-r$ zeros and $d$ ones to be placed on a circle of length $N-r$. There are $\binom{N-r}{d}$ ways to do that. As we are interested in choices which are rotation invariant we get $\frac{1}{N-r}\binom{N-r}{d}$. Then it is left to choose one out of the $d$ blocks of zeros in the circle with $\mathrm{N}-\mathrm{r}$ positions and insert the initially reserved block of r zeros. Hence we end up with $|A|=\frac{1}{N-r}\binom{N-r}{d}\binom{d}{1}$.

Then we consider the case $\lfloor(\mathrm{N}-\mathrm{d}) / \mathrm{r}\rfloor>1$. In order to deal with this case we will use an inclusion-exclusion type argument. For $1 \leqslant k \leqslant\lfloor(N-d) / r\rfloor$, we define

$$
m_{k}:=\mid\{v \in A \mid \boldsymbol{v} \text { contains exactly } \mathrm{k} \text { blocks of at least } \mathrm{r} \text { zeros }\} \mid .
$$

This implies that $|A|=\sum_{k=1}^{\lfloor(N-d) / r\rfloor} m_{k}$. Let $1 \leqslant l \leqslant\lfloor(N-d) / r\rfloor$. As a first step of our inclusion-exclusion argument we use the same method as in the "base case" in order to count the number of vectors containing at least $l$ blocks of at least $r$ zeros. Hence, we initially reserve $l \cdot r$ zeros. Then there are $N-d-l r$ zeros and $d$ ones to be placed on a circle of length $N-l r$. There are $\frac{1}{N-l r}\binom{N-l r}{d}$ rotation invariant ways to do that. Then it is left to choose $l$ out of the $d$ blocks of zeros in the circle with $N-\operatorname{lr}$ positions and insert the initially reserved $l$ blocks of $r$ zeros. So we end up with $\frac{1}{N-l r}\binom{N-l r}{d}\binom{d}{l}$ choices. However during the process of counting, for $l \leqslant k \leqslant\lfloor(N-d) / r\rfloor$ we double

[^13]counted by a factor of $\binom{k}{l}$ all cases were there are exactly $k$ blocks of at least $r$ zeros. Therefore it follows that
$$
\frac{1}{N-\operatorname{lr}}\binom{N-l r}{d}\binom{d}{l}=\sum_{k=l}^{\left\lfloor\frac{N-d}{r}\right\rfloor}\binom{k}{l} m_{k}
$$

In order to compute the sum of $\mathfrak{m}_{\mathrm{k}}$ from the weighted sum given above, we consider the alternating sum

$$
\begin{aligned}
\sum_{l=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor} \frac{(-1)^{l+1}}{N-l r}\binom{N-l r}{d}\binom{d}{l} & =\sum_{l=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor}(-1)^{l+1} \sum_{k=l}^{\left\lfloor\frac{N-d}{r}\right\rfloor}\binom{k}{l} m_{k} \\
& =\sum_{k=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor}\left(\sum_{l=1}^{k}\binom{k}{l}(-1)^{l+1}\right) m_{k} \\
& =\sum_{k=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor}-\left((1-1)^{k}-1\right) m_{k} \\
& =\sum_{k=1}^{\left\lfloor\frac{N-d}{r}\right\rfloor} m_{k}=|A|
\end{aligned}
$$

This concludes the proof.
Remark 5.5. For $\boldsymbol{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$ and small r , namely $\mathrm{r}<\lceil\mathrm{N} / \mathrm{d}\rceil$ it was shown that $\operatorname{Pr}([\mathrm{r}] \in$ $\operatorname{Pat}(\mathbf{a}))=1$. However, we can extend this result to any pattern J with $|\mathrm{J}|<\lceil\mathrm{N} / \mathrm{d}\rceil$. For any such J this can be done by considering a bijection from $\mathrm{B}_{\mathrm{N}}(\mathrm{d})$ to $\mathrm{B}_{\mathrm{N}}(\mathrm{d})$ where the elements at indices in $[\mathrm{JJ\mid}]$ are mapped to the indices in J. This could be considered a slight improvement of [MS01, Theorem 1] as it gives an exact result for "small" patterns.

In [MS01, Theorem 1] it was shown that for a randomly chosen pattern $J$ of length $r$ and $\boldsymbol{a} \in B_{N}(d)$ it is expected that

$$
\begin{equation*}
\operatorname{Pr}(J \in \operatorname{Pat}(\mathbf{a})) \approx 1-\left(1-\frac{\binom{\mathrm{N}-\mathrm{r}}{\mathrm{~d}}}{\binom{\mathrm{~N}}{\mathrm{~d}}}\right)^{\mathrm{N}} \tag{5.1}
\end{equation*}
$$

This was also supported by experimental results. As a pattern with a higher success probability could lead to a faster attack, a natural question arises. Which success probability is higher: the one in [MS01, Theorem 1] or the one in Proposition 5.4? Unfortunately, due the complexity of the sum in Proposition 5.4 we were not able to prove a result on this. Therefore we resort to making the following assumption, which is just a more compact algebraic reformulation of the comparison between the formula in Proposition 5.4 and the right part of equation (5.1).

Assumption 5.6. For $\mathrm{N}, \mathrm{d}, \mathrm{r} \in \mathbb{N}$ with $2 \leqslant \mathrm{~d}<\mathrm{N}$ and $\left\lceil\frac{\mathrm{N}}{\mathrm{d}}\right\rceil \leqslant \mathrm{r}<\mathrm{N}-\mathrm{d}$ it holds that

$$
\left(1-\frac{\binom{N-r}{d}}{\binom{N}{d}}\right)^{N} \leqslant \frac{1}{\binom{N-1}{d-1}} \sum_{l=0}^{\left\lfloor\frac{N-d}{r}\right\rfloor}\binom{d}{l}\binom{N-l r-1}{d-1}(-1)^{l}
$$



Figure 5.1: Experimental results on the validity of Heuristic Assumption 5.6. In this example we took $\mathrm{N}=200$ and checked the validity for all pairs ( $d, r$ ) with $2 \leqslant d<N$ and $\left\lceil\frac{N}{d}\right\rceil \leqslant r \leqslant N-d$. Green points indicate that the assumption is true whereas blue points indicate that it is false.

We checked the validity of our assumption experimentally for various triplets ( $N, d, r$ ). In Figure 5.1 the result of one such experiment is shown. We consider it to be a good representative for getting an intuition on the validity of our heuristic assumption.

As it is shown in Figure 5.1 the assumption is false on the diagonal $r=N-d$. However this is not a problem in practice as we would not try to guess all zeros in a vector anyway. Therefore we excluded this corner case from our assumption. However the assumption appears to be false in many cases on the lower boundary of Figure 5.1 as well. This is a different case as these points could correspond to practical values which an attacker might decide to use. Hence, in these cases it is not obvious if using the consecutive zeros pattern or a random pattern is more efficient. This depends on the accuracy of the model in [MS01, Theorem 1] for the success probability in these particular cases. Experimentally it appears that blue points only occur for $r \leqslant 6$. Under this extra restriction Heuristic Assumption 5.6 was found to be always true for $\mathrm{N}<10^{4}$.

This brings us to the following heuristic result, which follows directly by Proposition 5.4 and the Heuristic Assumption 5.6.

Heuristic result 5.7. Let $\mathrm{N}, \mathrm{d} \in \mathbb{Z}_{>0}, \mathbf{a} \in \mathrm{~B}_{\mathrm{N}}(\mathrm{d})$ and $\mathrm{J} \subset[\mathrm{N}]$ chosen randomly such that $|\mathrm{J}|=\mathrm{r}$ with $\left\lceil\frac{\mathrm{N}}{\mathrm{d}}\right\rceil \leqslant \mathrm{r}<\mathrm{N}-\mathrm{d}$. Assuming that [MS01, Theorem 1] accurately predicts the $\operatorname{Pr}(J \in \operatorname{Pat}(\mathbf{a}))$ and the heuristic assumption 5.6 holds, then

$$
\operatorname{Pr}([r] \in \operatorname{Pat}(\mathbf{a})) \leqslant \operatorname{Pr}(J \in \operatorname{Pat}(\mathbf{a})) .
$$

## 5.3 - A pattern's index of symmetry

In this section we define an index of symmetry of a pattern. We attempt to use this notion in order to gain insight into questions 3 and 5 from the introduction. We do that by examining the somewhat dual of questions 3 and 5 . Namely we ask about multiple winners instead of distinct winners, as this appears easier to handle. We will also examine the adequacy of our index of symmetry as a measure aiding in choosing patters with higher success probability.
5.3.1-Multiple winners. By multiple winners we refer to the fact that a pattern may appear more than once in a vector (taking into account rotations). We consider the problem where we try to minimise the number of multiple winners. A pattern J of length $r$ may appear $k$ times in a vector $\boldsymbol{a} \in B_{N}(d)$ as long as $k r-(k-1) \leqslant N-d$ so $k \leqslant(N-d-1) /(r-1)$. Hence, we cannot expect to minimise the maximum number of times a pattern can occur in a vector $\mathbf{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$ below this bound. For a pattern J to occur more than $(N-d-1) /(r-1)$ times in a vector $a \in B_{N}(d)$ it might need to be more symmetric. By that we mean that there exists a rotation of the pattern which partially overlaps with the pattern. We define

$$
\mathrm{S}_{\mathrm{r}}(\mathrm{~N}):=\left\{\left\{x_{i}\right\}_{i=1}^{r} \mid x_{i} \in[N] \text { and } x_{i} \neq x_{j} \text { for } i \neq j\right\} .
$$

Let $J=\left\{x_{i}\right\}_{i=1}^{r} \in S_{r}(N)$ and $g \in \mathbb{Z}_{N}$. We denote as $g J$ the rotation of $J$ by $g$, hence $\mathrm{gJ}=\left\{\mathrm{x}_{\mathrm{i}}+\mathrm{g}(\bmod \mathrm{N})\right\}_{i=1}^{r}$ where representatives $(\bmod \mathrm{N})$ are taken in $[\mathrm{N}]$.

Definition 5.8. Let $\mathrm{N}, \mathrm{r} \in \mathbb{Z}_{>0}$ and $\mathrm{J} \in \mathrm{S}_{\mathrm{r}}(\mathrm{N})$. We define the index of symmetry of the pattern J to be

$$
\eta(J):=\max _{g \in \mathbb{Z}_{\mathrm{N}} \backslash\{0\}}|\mathrm{gJ} \cap \mathrm{~J}|
$$

Remark 5.9. The index $\eta(J)$ of a pattern $J$ does not depend on a specific vector $\mathbf{a} \in \mathrm{B}_{\mathrm{N}}(\mathrm{d})$ but solely on the pattern J.

Proposition 5.10. Let $\mathrm{N}, \mathrm{r} \in \mathbb{Z}_{>0}$ and $\mathrm{J} \in \mathrm{S}_{\mathrm{r}}(\mathrm{N})$ be a pattern. It holds that $\frac{r(r-1)}{N} \leqslant \eta(J) \leqslant r-1$.

Proof. The upper bound follows directly as two patterns can share at most $\mathrm{r}-1$ elements without being identical. For the lower bound we consider a graph theoretical approach. Let $J=\left\{x_{i}\right\}_{i=1}^{r} \in S_{r}(N)$ be a pattern and $g \in \mathbb{Z}_{N} \backslash\{0\}$. We ask for a lower bound to $|\mathrm{gJ} \cap \mathrm{J}|$. But,

$$
\begin{aligned}
|\mathrm{gJ} \cap \mathrm{~J}| & =\left|\left\{x_{i}+\mathrm{g} \quad(\bmod \mathrm{~N})\right\}_{i=1}^{r} \cap\left\{x_{i}\right\}_{i=1}^{r}\right| \\
& =\mid\left\{x_{i} \in \mathrm{~J} \mid \exists x_{j} \in \mathrm{~J} \text { with } x_{i}+\mathrm{g} \equiv \mathrm{x}_{\mathrm{j}} \quad(\bmod \mathrm{~N})\right\} \mid \\
& =\left|\left\{\left(x_{i}, x_{j}\right) \in \mathrm{J} \times \mathrm{J} \mid x_{j}-x_{i} \equiv \mathrm{~g} \quad(\bmod \mathrm{~N})\right\}\right| .
\end{aligned}
$$

Assign the elements of J to the vertices of the complete graph $\mathrm{K}_{r}$. Each edge of the graph corresponds to the fact that we can move from an element in $\mathbb{Z}_{N}$ to another by adding an element in $\mathbb{Z}_{N}$. We map each element $g \in \mathbb{Z}_{N}$ to a color but such that $g$ and $-g$ get the same color. We consider the following edge colouring of the graph $\mathrm{K}_{\mathrm{r}}$. Color the edge $\left(x_{i}, x_{j}\right)$ according to the color corresponding to $x_{i}-x_{j}(\bmod N)$. This is well defined as $x_{i}-x_{j}$ and $x_{j}-x_{i}$ correspond to the same color. It then follows that $|g J \cap J|$ equals to the
number of occurrences of the color corresponding to $g$ and $\eta(J)$ is the maximum among all colors in the graph. The graph has $\binom{r}{2}$ edges and there are at most $\lceil(N-1) / 2\rceil$ colors being used. Therefore the maximum times a color appears is at least $\binom{r}{2} /\lceil(N-1) / 2\rceil$ which implies the result.

Remark 5.11. For the consecutive zeros pattern $[\mathrm{r}]$ it holds that $\eta([r])=r-1$ showing that the upper bound is tight. This also provides a good reason why the consecutive zeros pattern appears to maximize the number of multiple winners. Figure 5.2 provides some indication that by random sampling of patterns we observe an increase of the multiple winners as the value of $\eta(J)$ increases.


Figure 5.2: Experimental results on the maximum number of winners for ( $\mathrm{N}, \mathrm{d}, \mathrm{r}$ ) $=(19,4,6)$. Patterns $J \in S_{r}(N)$ are considered in classes according their value $\eta(J)$. For each such class the graph shows the minimum, average and maximum of the maximum number of times a pattern in the class can occur in a vector of $B_{N}(d)$.
5.3.2 - The distribution of patterns according to $\eta(J)$. Having already defined the index $\eta(J)$ of a pattern $J$, a first question that arises is how are the patterns $J \in S_{r}(N)$ distributed according to this index. Computing this distribution exactly seems to be a hard combinatorial problem. However, it is possible to get an approximation using probabilistic techniques.

Let $Z$ be a random variable modelling the experiment; pick a pattern $J \in S_{r}(N)$ and compute $\eta(J)$. We are going to approximate the probability mass function of $Z$. The index $\eta(J)$ was defined as $\eta(J)=\max _{g \in \mathbb{Z}_{N} \backslash\{0\}}|g J \cap J|$ where $J=\left\{x_{i}\right\}_{i=1}^{r}$. The first step is for some fixed $g \in \mathbb{Z}_{N} \backslash\{0\}$ and for some random $x \in J$ to define a Bernoulli trial of whether $x$ is in $g \mathrm{~J}$ or not. It follows that the success probability is $\operatorname{Pr}(x \in \mathrm{gJ})=\frac{r-1}{\mathrm{~N}}$. Next, let $Y$ be a random variable modelling the experiment; choose a fixed $g \in \mathbb{Z}_{N} \backslash\{0\}$ and a random pattern $J \in S_{r}(N)$, then compute $|g J \cap J|$. The random variable $Y$ is actually counting the number of successes for repeating the aforementioned Bernoulli trial $r$ times. If these Bernoulli trials were independent we could conclude that $Y$ follows a binomial distribution. Therefore, this is the point where from an exact model we will move to an approximation by making the assumption that these Bernoulli trials are actually independent. Under this assumption we can deduce that $\operatorname{Pr}(\mathrm{Y}=\mathrm{k})=\binom{\mathrm{r}}{\mathrm{k}} \mathrm{p}^{\mathrm{k}}(1-\mathrm{p})^{\mathrm{r}-\mathrm{k}}$ where $p=(r-1) / N$.

By the definition of the index $\eta(J)$ we get that $Z=\max _{1 \leqslant i \leqslant N-1} Y_{i}$ where $Y_{i} \sim Y$ and each $Y_{i}$ corresponds to an intersection $|\mathrm{gJ} \cap \mathrm{J}|$ implied by an element in $\mathrm{g} \in \mathbb{Z}_{\mathrm{N}} \backslash\{0\}$. However, the random variable $Z$ could be considered as $Z=\max _{1 \leqslant i \leqslant\lceil(N-1) / 2\rceil} Y_{i}$ rather than $Z=\max _{1 \leqslant i \leqslant N-1} Y_{i}$. This is due to the fact that for a pattern $J$ and $g \in \mathbb{Z}_{N}$ it holds that $|\mathrm{gJ} \cap \mathrm{J}|=|(-\mathrm{g}) \mathrm{J} \cap \mathrm{J}|$. Therefore half of the random variables $Y_{i}$ initially considered in the definition of $Z$ would be redundant. So, for the cumulative distribution function of $Z$ we get that

$$
\begin{align*}
\operatorname{Pr}(Z \leqslant m) & =\prod_{i=1}^{\left\lceil\frac{N-1}{2}\right\rceil} \operatorname{Pr}\left(Y_{i} \leqslant m\right) \\
& =\left(\sum_{k=0}^{m}\binom{r}{k} p^{k}(1-p)^{r-k}\right)^{\left\lceil\frac{N-1}{2}\right\rceil} . \tag{5.2}
\end{align*}
$$

Hence, finally we can get an approximation of $\operatorname{Pr}(\mathbf{Z}=\mathbf{m})$ using the fact that $\operatorname{Pr}(\mathbf{Z}=$ $m)=\operatorname{Pr}(Z \leqslant m)-\operatorname{Pr}(Z \leqslant m-1)$.

This should only be considered as a simplified rough approximation of the distribution of patterns according to the index $\eta(J)$. As we already mentioned, we made an assumption on the random variable Y in order to be able to draw a conclusion. However we cannot predict how much that affects the quality of the approximation neither if it is even possible to get an exact formula if this assumption is not made. Experimental results testing the presented model are shown in Figure 5.3.
5.3.3-Using $\eta(J)$ in practice. In this section we provide experimental results supporting the definition and use of the index $\eta$ in practice. A question already mentioned in Section 5.3.2 is how patterns J of a specific length $r$ in dimension $N$ are distributed according to their value $\eta(J)$. For the experiments we used most values of ( $N, r$ ) from the experiments of [MS01, Section 6] and an extra value of $N$ which is closer to currently used parameters, combined with some values $r>\sqrt{N}$. We selected $r>\sqrt{N}$ in order to ensure that the bound $r(r-1) / N$ is greater than 1 .

Figure 5.3 shows that patterns are mainly concentrated towards the lower bound of $\eta(J)$, namely $\frac{r(r-1)}{N}$. So, sampling patterns randomly will result in patterns with a relatively small index $\eta$. In addition Figure 5.3 provides good evidence that additionally to the upper bound given in Proposition 5.10 being tight, also the lower bound of $\mathfrak{\eta}(J)$ appears to be quite tight. However, we should mention that in practice we observe only patterns with $\eta(J)$ up to roughly $r / 2$ instead of $r-1$.

Finally, Figure 5.3 presents some preliminary experimental results on the accuracy of the model adopted in Section 5.3.2 in order to describe the distribution of patterns according to $\eta(J)$. A first conclusion could be that as $r$ decreases the accuracy of the model improves. Of course this is only an experimental observation. The reason for our model not being exact is an assumption we made in Section 5.3.2, namely that the random variable $Y$ follows a binomial distribution. The random variable $Y$ models $|\mathrm{gJ} \cap \mathrm{J}|$ for a fixed $g \in \mathbb{Z}_{N} \backslash\{0\}$ and a random pattern $J \in S_{r}(N)$. We tested that assumption separately and one set of results is shown in Figure 5.4. ${ }^{3}$ The results in Figure 5.4 suggest that

[^14]

Figure 5.3: Experimental results for the distribution of patterns according to the index $\eta(J)$. For each pair ( $N, r$ ) we sampled 10,000 random patterns of length $r$ in dimension $N$ and plotted the observed distribution (full lines). The dashed lines show the approximation of the distribution considered in Section 5.3.2 for some of the pairs ( $\mathrm{N}, \mathrm{r}$ ).
for smaller values of $r$ the binomial model matches quite closely the behaviour of the random variable Y . However for bigger r there are significant deviations. This behaviour could explain that of the approximations shown in Figure 5.3. Finally we notice that in Figure 5.4 the red curves corresponding to the binomial model seem to have a peak at the same point as the black ones.

Apart from the distribution of patterns according to the index $\eta$, an interesting question is how the success probability of a pattern J relates to its value $\eta(J)$. Patterns with higher success probability could potentially speed-up attacks. In order to investigate this behaviour we performed the following experiments.

For many of the triplets ( $\mathrm{N}, \mathrm{d}, \mathrm{r}$ ) used in [MS01, Section 6] we sampled 10, 000 random patterns of length $r$ and 10 vectors from $B_{N}(d)$. Similarly to [MS01], for each vector we counted how many patterns out of all observed patterns $J$ with $\eta(J)=k$ occurred in


Figure 5.4: Experimental results comparing the probability mass function of the random variable Y defined in Section 5.3.2 to the suggested binomial model. For this experiment we chose $N=251$ and $r=10,30,100$. The black lines indicate the experimentally observed distribution whereas the red ones the suggested binomial model.
the vector. For each triplet ( $N, d, r$ ) and value $k$ of the index $\eta$ this resulted in 10 pairs of index-value-probability. We finally considered the average amongst the 10 pairs as the average success probability of a pattern $J$ with $\eta(J)=k$. As this computation was run on a 48 -core machine we could run this experiment in parallel 48 times. The average of all 48 results is shown in Figures 5.5a, 5.5b, 5.5c.

As the above experiments do only approximate the true behaviour of the success probability of patterns according to the index $\eta$, we also performed some experiments with small parameters. In these cases we were able to go through all patterns of length $r$ instead of just a fraction of them and compute their exact success probability by iterating through all vectors in $\mathrm{B}_{\mathrm{N}}(\mathrm{d})$. The result of only one of the "small" experiments we performed is shown in Figure 5.5d.

Starting with easiest experiment, i.e. Figure 5.5 d we can see that the success probability behaves almost always monotonically (apart from the case $r=4$ and $\eta(J)=1,2$ ). This "almost" monotonic behaviour turned out to occur in more such "small" experiments which we performed with $(N, d)=(13, d)$ and $(N, d)=(11, d)$ for several values of $d$. We do not include all of these results as they all point to the same behaviour.

However, if we examine Figures 5.5a, 5.5b, 5.5c we cannot observe the same nice monotonic behaviour where the maximum is reached for the smallest value of $\eta(J)$. For


Figure 5.5: Experimental results for the success probability of a pattern $J$ with regard to its value $\eta(J)$. The plotted points correspond to the average success probability observed among a set of patterns with the same value of the index $\eta$.
the higher values of ( $\mathrm{N}, \mathrm{d}$ ) used in these experiments the success probability appears to behave more erratically. Even though, there are still some conclusions which can be drawn. It seems that for each value of $r$ the middle section of the curve corresponding to that value does not deviate a lot. Also, in many cases we notice a peak towards the highest values of $\eta(J)$.

The results shown in Figures 5.5a, 5.5b, 5.5c are approximations of the truth and therefore they could be not completely accurate. Extrapolating from observations like the ones in Figure 5.5d (monotonic behaviour) appears to be a dangerous exercise. So, what should an attacker do if he wants to choose patterns J with regard to their value $\eta(J)$ and maximize the success probability?

One strategy would be to perform an experiment like the ones shown in Figures 5.5a, $5.5 \mathrm{~b}, 5.5 \mathrm{c}, 5.5 \mathrm{~d}$ in order to create a profile of the behaviour of the success probability with regard to the index $\eta$. It seems that the curves in Figure 5.5 are not completely flat
for "longer" patterns, thus the index $\eta(J)$ could be of use in the choice of patterns. For example in Figure 5.5a for $r=25$ it appears that patterns with $\eta(J)=13$ have on average a clearly higher success probability than the rest. Computing the value $\eta(J)$ takes time polynomial in N and hence (depending on the desired accuracy of the profile) this should take only negligible time compared to a lattice attack which would have time complexity exponential in N. However, creating a profile of the behaviour of the success probability with regard to the index $\eta$ can be considered a trade-off in a more relaxed setting. This is due to the fact that such a profile would only have to be computed once and then it can be reused in any number of attacks which use the same parameters. Finally, it should be pointed out that computing such profiles is independent of the lattice and for a guessed pattern of length $r$ the dimension of the lattice is reduced from $N$ to $N-r$.

An advantage of this method to just finding some specific pattern is that in this way we identify a whole class of patterns with a presumably higher success probability compared to a randomly chosen pattern. Therefore it will be harder for a lattice creator to generate a lattice whose shortest vector will contain none of the patterns in such a class.

As an attacker, another take-away point of Figure 5.5 is that for "small enough" values of $r$ it appears that the success probability of a pattern $J$ is independent of $\eta(J)$ and close to 1 . Therefore, an attacker can guess a "small enough" pattern for free: i.e. without a loss in the success probability of the lattice attack he will be running. Also, this seems to be independent of $\eta(J)$ thus in this case the attacker does not have to bother with it. Once the length of the pattern grows the success probability decreases, meaning that the lattice attack will have to be repeated for various "guessed" patterns. This actually describes a success probability-time trade-off. Of course, whether the overall performance can be improved depends on the performance of the chosen lattice attack and the success probability induced by the guessed patterns. In addition, guessing patterns could be viewed as a means of achieving a success probability-memory trade-off. If there are hardware limitations (i.e. available memory) an attack could be made feasible, at the cost of a smaller success probability.

## Chapter 6

## Exploiting generalised Ring-LWE lattices

This chapter contains work that is still work in progress.

## 6.1-Introduction

The NTRU cryptosystem introduced by Hoffstein-Pipher-Silverman [HPS98] is one of the most well-known lattice-based cryptography schemes. Thus, it naturally attracted a lot of cryptanalytic attention. One of the research lines explored in the past few years is the so called overstretched NTRU. This line of research focuses on the study of NTRU with a "large" modulus $q$. The motivation behind this line of research is that most attacks against NTRU are better when $q$ is large than when $q$ is small.

The first published works investigating this path were by Albrecht-Bai-Ducas [ABD16] and Cheon-Jeong-Lee [CJL16] in 2016. In these works it was shown that if the modulus q is "large" enough then the underlying algebraic structure of NTRU can be used in order to improve upon already existing attacks at the time. Later, in 2017 KirchnerFouque [KF17] showed that the existence of an unusually dense sublattice (a sublattice of large dimension and small determinant) in the NTRU lattice was the key element for "better" lattice-basis reduction attacks in the regime of "large" q. Improving upon [KF17], Ducas-van Woerden in [DW21] provided improved asymptotic and concrete estimations of what is "large" q.

Therefore, what should be clarified next is the meaning of "large" modulus q . We will follow the same definitions adopted by Ducas-van Woerden in [DW21] for this notion. Namely, the standard regime (not "large" modulus $q$ ) is distinguished from the overstretched regime ("large" modulus q) by classifying according to which event occurs first during strong basis reduction (like BKZ [Sch87]):

- Secret Key Recovery $\left(\mathrm{SKR}_{\kappa}\right)$ : Let $0 \leqslant \kappa<d$ be a fixed position, a vector as short as a secret key vector is inserted in the basis at position $\kappa$.
- Dense Sublattice Discovery ( $\mathrm{DSD}_{\mathrm{K}}$ ): Let $0 \leqslant \kappa<d$ be a fixed position, a vector strictly longer than the secret key but belonging to the dense (secret) sublattice generated by the secret key is inserted in the basis at position K .
In their work [KF17] Kirchner and Fouque showed that asymptotically $q \geqslant n^{2.783+o(1)}$ is already "large" enough (i.e. overstretched) for ternary secrets. However recently Ducas
and van Woerden in [DW21] brought this down to $\mathrm{q} \geqslant \mathrm{n}^{2.484+\mathrm{o}(1)}$ and also provided a concrete analysis of where the fatigue point lies (i.e. the value of $q$ separating the standard regime from the overstretched regime).

The Ring-LWE problem is closely related to NTRU and is also used as a building block in modern lattice-based cryptography. Thus the question arises, if the overstretched concept and corresponding analysis can be applied to the Ring-LWE problem. According to [KF17] the aforementioned analysis is possible for NTRU due to the inherent property of its lattice to contain an unusually dense sublattice of large dimension. However, the Ring-LWE problem is mainly modelled in literature by some lattice which does not possess this crucial property. The assumption that this is the only lattice modelling Ring-LWE, led to some claims (e.g. see [KF17, Section 7]) stating that Ring-LWE cannot get affected by attacks relying on the existence of an unusually dense sublattice. In this chapter we revisit such claims and try to provide evidence of whether they are true or not.
6.1.1-Contributions. In this chapter we adopt a suggestion made in [BCLv19] by Bernstein-Chuengsatiansup-Lange-Vredendaal which leads to a series of lattices modelling Ring-LWE. These lattices are of increasing dimension and symmetry. This underlying symmetry allows the gradual formation of a dense sublattice of relatively large dimension. Hence, the fertile ground for an overstretched case analysis is created.

Initially, we examine the asymptotic requirement (block size) for a DSD event to occur. For our analysis we mainly adopt the techniques from [DW21]. We differ from [DW21] at the heuristic assumption used to model the profile of the basis at the point of detection. In particular, instead of using the ZGSA assumption we opt for the GSA assumption as it appears to be more suitable for the case of Ring-LWE (Figure 6.2). Finally, we compare the asymptotic estimate implied by the DSD analysis to the asymptotic requirement for a SKR event in order to decide the existence of a fatigue point in the case of Ring-LWE. We conclude that under a specific model of comparison for the cost of SKR and DSD events, there does not exist a fatigue point for the case of Ring-LWE. We further support our conclusion by experimental results.

Furthermore, we briefly examine (experimentally) the idea from [BCLv19] within a second framework. Namely, we examine how this larger set of lattices modelling RingLWE could in practice affect the performance of lattice-basis reduction attacks. Using a modification of the implementation from [DW21] we ran experiments where we tried to solve Ring-LWE instances while considering many lattices modelling the same Ring-LWE instance. Our experiments indicate that the best attack performance (success probability, block size) is not reached for the commonly used lattice of rank $2 n+1$.

## 6.2-Preliminaries

6.2.1-Notation. We adopt the already introduced notation from Chapter 1 for basic notions regarding lattices and lattice problems. As lattices are groups, sublattices are defined as subgroups contained in the full lattice and maintaining the additive group structure. For a basis B and $\mathfrak{i} \in\{0,1, \ldots, d-1\}$ we define $\pi_{i}$ as the projection onto the orthogonal complement of $\left\{\mathbf{b}_{0}, \ldots, \mathbf{b}_{i-1}\right\}$. The Gram-Schmidt vectors $\mathbf{b}_{0}^{*}, \ldots, \mathbf{b}_{\mathrm{d}-1}^{*}$ are defined as $\mathbf{b}_{i}^{*}:=\pi_{i}\left(\mathbf{b}_{i}\right)$. The sequence $\left(\left\|\mathbf{b}_{i}^{*}\right\|\right)_{i=0}^{\mathrm{d}-1}$ is called the profile of a basis. We recall that $\operatorname{Vol}(\mathcal{L})=\prod_{i=0}^{\mathrm{d}-1}\left\|\mathbf{b}_{i}^{*}\right\|$. We write $\mathbf{B}_{[l: r)}$ for the matrix $\left[\pi_{l}\left(\mathbf{b}_{l}\right), \ldots, \pi_{l}\left(\mathbf{b}_{r-1}\right)\right]$, and denote the projected sublattice $\mathcal{L}\left(\mathbf{B}_{[l: r)}\right)$ as $\mathcal{L}_{[l: r)}$ when the basis is clear from the
context. If $l=0$, there is no projection involved, thus $\mathcal{L}_{[0: r)}$ is just the sublattice generated by $\left[\mathbf{b}_{0}, \ldots, \mathbf{b}_{r}\right]$.
6.2.2-The Ring-LWE problem and its lattices. Let $q$ be a prime and let $f(X) \in$ $\mathbb{Z}[X]$ be an irreducible polynomial of degree $n$. We set $R=\mathbb{Z}[X] /\langle f(X)\rangle$ and $R_{q}=$ $\mathbb{Z}_{q}[X] /\langle f(X)\rangle$. In order to ease the exposition we will consider the specific case $f(X)=$ $\mathrm{X}^{\mathrm{n}}+1$ with $\mathrm{n}=2^{\text {l }}$, known as the 2 n -th cyclotomic polynomial.

Definition 6.1 (The Ring-LWE Problem). Let $\mathrm{a}, \mathrm{e} \in \mathrm{R}$ with "small" coefficients", sampled according to some distributions $\chi_{1}$ and $\chi_{2}$. Let G be a uniformly random element of $\mathrm{R}_{\mathrm{q}}$ and $A \in R_{q}$ such that $\mathrm{aG}+e=A$ in $\mathrm{R}_{\mathrm{q}}$. Given, $\mathrm{G}, \mathcal{A}$ find a .

This problem can be modelled over $R$ using some lifting from $R_{q}$ such as

$$
\left(\begin{array}{ccc}
q & A & -G \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
r \\
t \\
a
\end{array}\right)=\left(\begin{array}{l}
e \\
t \\
a
\end{array}\right)
$$

for some $r \in R$. Also, in this case $t \in R$ is set to 1 . As a next step, one could further model the problem over $\mathbb{Z}$. In order to do so, it is useful to consider the multiplication matrix $\mathbf{M}(g)$ of a $g \in R$, i.e. the $j$-th column of $M(g)$ is formed by the coefficients of $x^{j} g$. Consider the lattice generated by the columns of the following $(2 n+1) \times(2 n+1)$ matrix:

$$
\left(\begin{array}{ccc}
\mathrm{q} \mathbf{I}_{\mathrm{n}} & \mathbf{A} & \mathbf{M}(-\mathrm{G})  \tag{6.1}\\
\mathbf{0} & 1 & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right)
$$

where $\boldsymbol{A}$ is the coefficient vector of $\boldsymbol{A}$. Then a solution to the Ring-LWE problem is given by a short vector in this lattice. This is a canonical choice for a lattice modeling Ring-LWE, in the spirit of [BG14], but one could also use more "generalised" lattices of dimension up to $3 n$. For example, one can consider the matrix representing the "natural" homogenisation over $\mathbb{Z}$ (6.2), not taking $t \in \mathbb{Z}$ but $t \in \mathbb{Z}^{n}$ :

$$
\left(\begin{array}{ccc}
\mathrm{q} \mathbf{I}_{\mathrm{n}} & \mathbf{M}(A) & \mathbf{M}(-\mathrm{G})  \tag{6.2}\\
\mathbf{0} & \mathbf{I}_{\mathrm{n}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right)
$$

However, this is merely one choice for $\mathbf{t} \in \mathbb{Z}^{n}$. More lattices can be obtained by taking $\mathbf{t} \in$ $\mathbb{Z}^{v}$ with $v \in\{1, \ldots, n\}$. In this way, the number of short vectors representing a solution to the Ring-LWE problem is increasing with $v$, which may help in cryptanalysis. The "extra" vectors representing a solution to the Ring-LWE problem correspond to multiples of ( $e, t, a$ ) by a "small" element in $R$ (i.e. $x^{j}$ ). This implies the use of a more structured lattice at the cost of a higher dimension. If we wished no extra structure in the used lattice we could just use one column out of the middle block of the basis matrix (6.2). Hence, the choice of $v$ can offer a trade-off between the dimension and the amount of structure in the lattice modelling Ring-LWE. This idea was described in [BCLv19, Section 6.3]. Hence, we give the following definition.

[^15]Definition 6.2. Let ( $\mathfrak{n}, \mathrm{q}, \mathrm{G}, \mathrm{A}, \mathrm{a}, \mathrm{e}$ ) be a Ring-LWE instance and $v \in\{1, \ldots, \mathrm{n}\}$. We define the rank $2 \mathrm{n}+v$ Ring-LWE lattice as

$$
\mathcal{L}^{G, A, q, v}:=\left(\begin{array}{ccc}
q \mathbf{I}_{n} & \mathbf{M}(A)_{[0: v)} & \mathbf{M}(-\mathrm{G})  \tag{6.3}\\
\mathbf{0} & \mathbf{I}_{v} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{\mathrm{n}}
\end{array}\right) \cdot \mathbb{Z}^{2 \mathfrak{n + v}},
$$

and its rank $\vee$ (secret) dense sublattice by:

$$
\mathcal{L}^{\mathbf{a}, e}:=\mathbf{B}^{\mathbf{a}, e} \cdot \mathbb{Z}^{v} \subset \mathcal{L}^{\mathbf{G}, \mathrm{A}, \mathbf{q}, v} \text {, where } \mathbf{B}^{\mathrm{a}, e}:=\left(\begin{array}{c}
\mathbf{M}(e)_{[0: v)} \\
\mathbf{I}_{v} \\
\mathbf{M}(\mathbf{a})_{[0: v)}
\end{array}\right) \text {. }
$$

For the ease of exposition we will denote a random column of $\mathbf{B}^{\mathbf{a}, \boldsymbol{e}}$ as $(\mathbf{e}|\mathbf{t}| \mathbf{a})$. The basis $\mathbf{B}^{\mathbf{a}, \boldsymbol{e}}$ is expected to be close to orthogonal and hence the Hadamard bound 6.10 can provide a "good" approximation of $\operatorname{Vol}\left(\mathcal{L}^{\mathrm{a}, \mathrm{e}}\right)$.

Remark 6.3. Instead of choosing the first $v$ columns of $\mathbf{M}(A)$ in order to define $\mathcal{L}^{G, A, q, v,}$ one could also make a random choice of $v$ columns of $\mathbf{M}(A)$. We chose to use the first $v$ columns of $\mathbf{M}(A)$ in the definition of $\mathcal{L}^{\mathbf{G}, A, q, v}$ for the ease of exposition.
6.2.3-Useful definitions, results and assumptions. We start by mentioning some commonly adopted heuristic assumptions in the study of lattices and lattice basis reduction which were introduced in Section 1.2. In particular, we will use the Gaussian heuristic 1.18 and the Geometric Series Assumption 1.20. We also recall the definition of a q-ary lattice.

Definition 6.4 ( $q$-ary lattice). A lattice $\mathcal{L}$ of dimension $d$ is called $q$-ary if for some $q>0$ we have

$$
\mathrm{q} \mathbb{Z}^{\mathrm{d}} \subseteq \mathcal{L} \subseteq \mathbb{Z}^{\mathrm{d}}
$$

Assumption 6.5 (ZGSA). Let B be a basis of a $(2 n+v)$-dimensional $q$-ary lattice $\mathcal{L}$ with n q -vectors. After BKZ- $\beta$ reduction, the profile has the following shape

$$
\left\|\mathbf{b}_{i}^{*}\right\|= \begin{cases}q & \text { if } i \leqslant n-m  \tag{6.4}\\ \sqrt{q} \alpha_{\beta}^{(n-i)} & \text { if } n-m<i<n+m \\ 1 & \text { if } i \geqslant n+m\end{cases}
$$

where $\alpha_{\beta}=(\beta / 2 \pi e)^{1 /(\beta-1)}$ and $m=\frac{1}{2} \log (q)$.
Heuristic assumption 6.5 is the analogue of a similar assumption about NTRU. We refer to [HG07, Section 3.1] and [DW21, Section 2.3] for a more detailed description. The version regarding NTRU was introduced in [DW21] under the name "ZGSA" in order to emphasise the Z-like shape of it. Of course, as it can be seen in Figure 6.1 it is not exactly a Z shape, but we decide to keep the name for the uniformity of notation.

Remark 6.6. The value of $m$ in Heuristic assumption 6.5 can exceed $n$ for big "enough" blocksizes $\beta$. This would break the " $Z$ " shape of the profile, and lead to a profile which would be closer to the prediction of the GSA instead of the ZGSA.


Figure 6.1: An example of the basis' profile for $\mathcal{L} \mathcal{G}, \mathcal{A}, \mathbf{q}, v$ after BKZ reduction with blocksize 10. The shown example corresponds to $\mathrm{n}=128, \mathrm{q}=769$ and $v=1,128$.

Definition 6.7 (BKZ Events). For a progressive BKZ- $\beta$ run (the block size $\beta$ increases progressively) on a Ring-LWE lattice $\mathcal{L}^{\mathrm{G}, \mathrm{A}, \mathrm{q}, \mathrm{v}}$ with dense sublattice $\mathcal{L}^{\mathrm{a}, e}$ we define two events:

1. Secret Key Recovery (SKR): The first time one of the secret keys $(\mathbf{e}|\mathbf{t}| \mathbf{a})$ is inserted into the basis.
2. Dense Sublattice Discovery (DSD): The first time a vector $v \in \mathcal{L}^{\mathrm{a}, e}$ strictly longer than the secret key(s) is inserted into the basis.
We further specify $\mathrm{SKR}_{\mathrm{K}}$ and $\mathrm{DSD}_{\mathrm{K}}$ when the insertion takes place at position K in the basis.
Heuristic result 6.8 (2016 Estimate [ADPS16]). Let $\mathcal{L}$ be a lattice of dimension d and $\boldsymbol{v} \in$ $\mathcal{L}$ be an unusually short vector $\|\boldsymbol{v}\| \ll \operatorname{gh}(\mathcal{L})$. Then under the Geometric Series Assumption $B K Z$ recovers $v$ if

$$
\begin{equation*}
\sqrt{\beta / \mathrm{d}}\|\boldsymbol{v}\|<\alpha_{\beta}^{(2 \beta-\mathrm{d}-1) / 2} \operatorname{Vol}(\mathcal{L})^{1 / \mathrm{d}} \tag{6.5}
\end{equation*}
$$

where $\alpha_{\beta}=(\beta / 2 \pi e)^{1 /(\beta-1)}$.
Lemma 6.9 (Sublattice Volume [DW21]). Let $\mathcal{L}$ be a d-dimensional lattice with basis $\mathbf{b}_{0}, \ldots, \mathbf{b}_{\mathrm{d}-1}$, and consider the sublattice $\mathcal{L}_{[0: s)}$. For any $n$-dimensional sublattice $\mathcal{L}^{\prime} \subset \mathcal{L}$ we have

$$
\begin{equation*}
\operatorname{Vol}\left(\mathcal{L}_{[0: s)} \cap \mathcal{L}^{\prime}\right) \leqslant \operatorname{Vol}\left(\mathcal{L}^{\prime}\right)\left(\min _{J} \prod_{\mathfrak{j} \in \mathrm{J}}\left\|\mathbf{b}_{\mathfrak{j}}^{*}\right\|\right)^{-1} \tag{6.6}
\end{equation*}
$$

where $k:=\operatorname{dim}\left(\mathcal{L}_{[0: s)} \cap \mathcal{L}^{\prime}\right)$ and $J$ ranges over the $(n-k)$-size subsets of $\{s, \ldots, d-1\}$.

Finally we recall the Hadamard bound.
Proposition 6.10 (Hadamard bound). Let $\mathbf{B}$ be $a \mathrm{~d} \times \mathrm{d}$ real matrix with columns $\mathbf{b}_{0}, \ldots, \mathbf{b}_{\mathrm{d}-1}$ then

$$
|\operatorname{det}(\mathbf{B})| \leqslant \prod_{\mathfrak{i}=0}^{\mathrm{d}-1}\left\|\mathbf{b}_{\boldsymbol{i}}\right\|
$$

## 6.3 - Can Ring-LWE get overstretched?

6.3.1 - Dense sublattice detection for Ring-LWE. In order to estimate the minimum block size $\beta$ at which a DSD event occurs in $\mathcal{L}^{G, A, q, v}$, we are going to imitate the analysis of [DW21]. Thus, the first step is to adopt the following claim.

Claim 6.11 (DSD-PT). A tour of BKZ- $\beta$ triggers the DSD event for $\mathcal{L}^{\mathrm{G}, \mathrm{A}, \mathrm{q}, v}$ if

$$
\begin{equation*}
\left\|\pi_{n+l-\beta}(\boldsymbol{v})\right\|<\left\|\mathbf{b}_{n+l-\beta}^{*}\right\|, \tag{6.7}
\end{equation*}
$$

where $\boldsymbol{v}$ is a shortest vector of $\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}$ for some $0<l \leqslant n+v$.
This claim is the analogue of a similar claim used about NTRU in [DW21] and provides a quantification of when a DSD event is triggered. Hence, we are left with the task of estimating the minimum $\beta$ for which the inequality (6.7) holds. Following the analysis of [DW21] the right hand side (i.e. $\left\|\mathbf{b}_{n+l-\beta}^{*}\right\|$ ) could be estimated by the (Z)GSA. On the other hand, the $\left\|\pi_{n+l-\beta}(\boldsymbol{v})\right\|$ can be upper bounded by Minkowski's bound. In order to use Minkowski's bound, the volume of $\mathcal{L}_{[0: n+l)}^{\mathrm{G}, A, q, v} \cap \mathcal{L}^{\mathrm{a}, e}$ is bounded using the following corollary of Lemma 6.9.

Corollary 6.12. Let $\mathcal{L}^{\mathrm{G}, \mathrm{A}, \mathrm{q}, v}$ be a Ring-LWE lattice with dense sublattice $\mathcal{L}^{\mathrm{a}, e}$ of dimension v. If $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}\right)=k$ for some $l \geqslant 0$ then

$$
\begin{equation*}
\operatorname{Vol}\left(\mathcal{L}_{[0: n+l)}^{\mathrm{G}, \mathrm{~A}, \mathrm{q}, v} \cap \mathcal{L}^{\mathrm{a}, e}\right) \leqslant \operatorname{Vol}\left(\mathcal{L}^{\mathrm{a}, e}\right)\left(\prod_{j=2 n+k}^{2 n+v-1}\left\|\mathbf{b}_{j}^{*}\right\|\right)^{-1} \tag{6.8}
\end{equation*}
$$

In order to make use of Corollary 6.12 an estimation of $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{\mathrm{G}, \mathrm{q}, \mathrm{q}} \cap \mathcal{L}^{\mathrm{a}, \mathrm{e}}\right)$ is needed. This dimension does not rely only on the lattice $\mathcal{L}^{\mathrm{G}, A, q, v}$ but also on the basis $\mathbf{B}$ of it being used, as it considers $\mathcal{L}_{[0: n+l)}^{\mathrm{G}, \mathrm{l}, \mathrm{q}, \mathrm{v}}$, which is basis-dependent. As BKZ runs, it modifies the basis of $\mathcal{L}^{G, A, q, v}$ and hence also $\mathcal{L}_{[0: n+l)}^{G, A, q}$. Therefore we can conclude that $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{G, A, q)} \cap\right.$ $\mathcal{L}^{\mathrm{a}, \mathrm{e}}$ ) could vary as BKZ runs. Our goal is to use Corollary 6.12 for the moment at which $B K Z$ detects a vector in $\mathcal{L}^{a, e}$ for the first time. We will make the assumption that just before the detection BKZ will have "mixed" the initial basis vectors to a point that they look like "random" vectors compared to $\mathcal{L}^{\mathrm{a}, \mathrm{e}}$.

Therefore, similarly to [DW21], we will assume that the span of the first 2 n vectors of the basis and that of $\mathcal{L}^{\mathrm{a}, e}$ behave like random 2 n and $v$ dimensional spaces accordingly. Therefore their intersection is expected to be trivial with high probability in the $(2 n+v)$ dimensional space. Hence, if $l \leqslant n$ we can conclude that $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}\right)=0$ and if $l>n$ we get $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}\right)=l-n$.

We performed some preliminary experiments in order to verify this estimation. We varied the parameter $l$ and computed the dimension of the intersection of $\mathcal{L}_{[0: n+l)}^{G, A, q, v}$ with the secret sublattice $\mathcal{L}^{\mathrm{a}, e}$. For $\mathrm{l}<\mathrm{n}$ we observed a series of zeros. Then at roughly $\mathrm{l}=\mathrm{n}$ we noticed the first non-trivial intersection. From that point on, as $l$ was increasing the dimension of the intersection was increasing. Usually increasing $l$ by 1 increased the dimension of the intersection by 1 . In some cases increasing $l$ by 1 would increase the dimension of the intersection by 2 but then in the next step the dimension would stay
the same, "balancing" the overall increase of the dimension. These experiments seem to match our suggested model.

We summarise our claim in the following heuristic assumption.
Assumption 6.13. Let $\mathcal{L}^{\mathrm{G}, \mathrm{A}, \mathrm{q}, v}$ be a Ring-LWE lattice with dense sublattice $\mathcal{L}^{\mathrm{a}, \mathrm{e}}$ of dimension $v$. At the stage when BKZ detects a vector in $\mathcal{L}^{\mathrm{a}, \mathrm{e}}$ for the first time, it holds that $\operatorname{dim}\left(\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}\right)=\max (l-n, 0)$.

Therefore we are interested in the cases $n<l \leqslant n+v$.
Heuristic result 6.14. Let ( $\mathrm{n}, \mathrm{q}, \mathrm{G}, \mathrm{A}, \mathrm{a}, \mathrm{e}$ ) be a Ring-LWE instance with parameters $\mathrm{q}=$ $\Theta\left(n^{2}\right)$ and $\|(\mathbf{e}|\mathbf{t}| \mathbf{a})\|=\mathrm{O}\left(\mathrm{n}^{\mathcal{S}}\right)$. For $1<Q$ and $0<\mathcal{S} \leqslant 1$, the BKZ algorithm with block size $\beta=\mathcal{B} n$ applied to $\mathcal{L}^{\mathcal{G}, A, q, v}$ triggers a DSD event if

$$
\begin{equation*}
\mathcal{B}=\frac{2}{1+\mathcal{Q}-2 \mathcal{S}}+\mathrm{o}(1) \tag{6.9}
\end{equation*}
$$

This is the asymptotically minimum block size for $1 \leqslant v \leqslant n$, and is attained at $v=1$.
Proof. Equation (6.7) provides a sufficient condition for a DSD event to occur. Therefore, following the analysis in [DW21] we will estimate $\ln \left\|\pi_{n+l-\beta}(\boldsymbol{v})\right\|$ and $\ln \left\|\mathbf{b}_{n+l-\beta}^{*}\right\|$. Set $l=\mathrm{Ln}$ and $v=\mathcal{V n}$.
Step 1. We start by estimating $\ln \left\|\pi_{n+l-\beta}(\boldsymbol{v})\right\|$ :

$$
\begin{aligned}
\ln \left\|\pi_{n+l-\beta}(v)\right\| & \approx \ln \sqrt{\frac{\beta}{n+l}}+\ln \|\boldsymbol{v}\| \\
& =\frac{1}{2} \ln \frac{\mathcal{B}}{1+\mathrm{L}}+\ln \|\boldsymbol{v}\| \\
& =\ln \|\boldsymbol{v}\|+\mathrm{O}(1) .
\end{aligned}
$$

In order to bound $\ln \|\boldsymbol{v}\|$ we use Theorem 1.15:

$$
\begin{aligned}
\ln \|\boldsymbol{v}\| & =\ln \left\|\lambda_{1}\left(\mathcal{L}_{[0: n+l)}^{\mathrm{G}, \mathrm{~A}, \mathrm{q}, \boldsymbol{v}} \cap \mathcal{L}^{\mathrm{a}, e}\right)\right\| \\
& \leqslant \frac{1}{2} \ln (\mathrm{l}-\mathrm{n})+\frac{1}{l-n} \ln \operatorname{Vol}\left(\mathcal{L}_{[0: n+\mathfrak{l})}^{\mathrm{G}, \mathrm{~A}, \mathrm{q}, \boldsymbol{v}} \cap \mathcal{L}^{\mathrm{a}, e}\right) \quad \text { (by Cor. 6.12) } \\
& \leqslant \frac{1}{2} \ln (l-\mathfrak{n})+\frac{1}{l-n}\left(\ln \operatorname{Vol}\left(\mathcal{L}^{\mathrm{a}, e}\right)-\ln \left(\prod_{j=n+l}^{2 n+v-1}\left\|\mathbf{b}_{j}^{*}\right\|\right)\right)
\end{aligned}
$$

For $\ln \operatorname{Vol}\left(\mathcal{L}^{\mathrm{a}, \mathrm{e}}\right)$ we use the Hadamard bound and thus we get

$$
\begin{align*}
\ln \|\boldsymbol{v}\| & \leqslant \frac{1}{2} \ln (l-n)+\frac{1}{l-n}\left(\delta v \ln n-\sum_{j=n+l}^{2 n+v-1} \ln \left\|b_{j}^{*}\right\|+O(n)\right)  \tag{6.10}\\
& \leqslant\left(\frac{1}{2}+\frac{\mathcal{S V}}{L-1}\right) \ln n-\frac{1}{(L-1) n} \sum_{j=n+l}^{2 n+v-1} \ln \left\|b_{j}^{*}\right\|+O(1) . \tag{6.11}
\end{align*}
$$

At this point the analysis cannot follow the same path as in the case of NTRU. In particular, if we were to continue the analysis as in [DW21] then we should use the ZGSA in order to estimate the sum of $\ln \left\|\mathbf{b}_{j}^{*}\right\|$. However for the Ring-LWE case the summation starts at $\mathfrak{j}=\mathrm{n}+\mathrm{l}$ with $\mathrm{l}>\mathrm{n}$ which leads to $2 \mathrm{n}<\mathfrak{j}$. According to the ZGSA for $\mathrm{n}+\mathrm{m} \leqslant \mathrm{i}$ it holds that $\ln \left\|\mathbf{b}_{i}^{*}\right\|=0$. As we have assumed a " $Z$ " shape for the profile which implies that $\mathrm{m}<\mathrm{n}$, and that $2 \mathrm{n}<\mathrm{j}$ we conclude that $\mathrm{m}+\mathrm{n}<2 \mathrm{n}<\mathrm{j}$. Therefore, the sum of $\ln \left\|\mathbf{b}_{j}^{*}\right\|$ in (6.11) will be equal to zero. The main problem implied by a trivial sum over $\ln \left\|\mathbf{b}_{j}^{*}\right\|$ is that it actually means that Corollary 6.12 gives a uniform bound to $\operatorname{Vol}\left(\mathcal{L}_{[0: n+l)}^{G, A, q, v} \cap \mathcal{L}^{a, e}\right)$ which is independent of $l$, thus not a bound that can be used to determine the best value (some preliminary experiments verify this). Such a weak bound leads to a loose analysis and therefore it is not useful.

Apart from not being useful, using the ZGSA assumption for the analysis of DSD in Ring-LWE would also not be realistic. This is illustrated by our experimental results (see Figure 6.2). According to our experiments the profile of the basis at the point of detection follows the GSA assumption model instead of the ZGSA assumption model in that there are no flat parts. Hence, we will continue our analysis under the GSA assumption. Thus equation (6.11) gives that

$$
\begin{aligned}
\ln \|\boldsymbol{v}\| \leqslant & \left(\frac{1}{2}+\frac{\mathcal{S V}}{\mathrm{L}-1}\right) \ln n-\frac{1}{(\mathrm{~L}-1) n} \sum_{j=n+l}^{2 n+v-1} \ln \left\|\mathbf{b}_{j}^{*}\right\|+\mathrm{O}(1) \\
\leqslant & \left(\frac{1}{2}+\frac{\mathcal{S V}}{\mathrm{L}-1}\right) \ln n \\
& -\frac{1}{(\mathrm{~L}-1) n} \sum_{j=n+l}^{2 n+v-1}\left[\left(\frac{Q}{2+\mathcal{V}}+\frac{2+\mathcal{V}}{2 \mathcal{B}}-\frac{\mathrm{j}}{\mathcal{B n}}\right) \ln n-j \mathrm{O}\left(\frac{1}{n}\right)\right]+\mathrm{O}(1) \\
\leqslant & \left(\frac{1}{2}+\frac{\mathcal{S V}}{\mathrm{L}-1}\right) \ln n-\frac{1+\mathcal{V}-\mathrm{L}}{\mathrm{~L}-1}\left(\frac{Q}{2+\mathcal{V}}-\frac{\mathrm{L}+1}{2 \mathcal{B}}+\mathrm{o}(1)\right) \ln n+\mathrm{O}(1) \\
\leqslant & {\left[\frac{1}{2}+\frac{\mathcal{S V}}{\mathrm{L}-1}-\frac{1+\mathcal{V}-\mathrm{L}}{\mathrm{~L}-1}\left(\frac{Q}{2+\mathcal{V}}-\frac{\mathrm{L}+1}{2 \mathcal{B}}\right)+o(1)\right] \ln n+\mathrm{O}(1) . }
\end{aligned}
$$

Step 2. Estimating $\ln \left\|\mathbf{b}_{n+l-\beta}^{*}\right\|$.
Estimating this quantity can be done by directly applying the GSA:

$$
\begin{align*}
\ln \left\|\mathbf{b}_{n+l-\beta}^{*}\right\| & =\ln \left(q^{n /(2 n+v)} \alpha_{\beta}^{(2 \beta-2 l+v-1) / 2}\right) \\
& =\frac{n}{2 n+v} \ln q+\frac{2 \beta-2 l+v-1}{2} \ln \alpha_{\beta} \\
& =\left(\frac{Q}{2+v}+\frac{v-2 L}{2 \mathcal{B}}+1\right) \ln n+O(1) \tag{6.12}
\end{align*}
$$

as $\ln \alpha_{\beta}=\frac{\ln n}{\mathcal{B} n}+O\left(\frac{1}{n}\right)$.
Step 3. Comparing the estimations from Step 1 and Step 2.


Figure 6.2: Experimental results on the profile of the basis at the point a DSD event occurs. We ran progressive BKZ with 8 tours on Ring-LWE lattices with $n=64$ and for several values of $q$ and $v$. The secret and error distributions for all instances were chosen to be the Gaussian with $\sigma^{2}=\frac{2}{3}$. The progressive BKZ was allowed to use a maximum block size $\min (n+v, 60)$. For each pair ( $q, v$ ) we tried 20 instances. Each plot represents a randomly chosen profile, out of those cases where DSD occurred before SKR. In all cases the profiles were similar, that is why show only one randomly chosen.

So, considering equation (6.7), a sufficient condition to be satisfied asymptotically is,

$$
\begin{gather*}
\frac{1}{2}+\frac{\mathcal{S V}}{\mathrm{L}-1}-\frac{1+\mathcal{V}-\mathrm{L}}{\mathrm{~L}-1}\left(\frac{Q}{2+\mathcal{V}}-\frac{\mathrm{L}+1}{2 \mathcal{B}}\right) \leqslant \frac{Q}{2+\mathcal{V}}+\frac{\mathcal{V}-2 \mathrm{~L}}{2 \mathcal{B}}+1 \Rightarrow \\
\frac{(2+\mathcal{V})\left(\mathrm{L}^{2}-2 \mathrm{~L}+2 \mathcal{V}+1\right)}{(2+\mathcal{V})(\mathrm{L}-1-2 \mathcal{S} \mathcal{V})+2 \mathcal{V} \mathcal{Q}} \leqslant \mathcal{B} \tag{6.13}
\end{gather*}
$$

under the condition that the denominator is positive, i.e. $\mathcal{S}-Q /(2+\mathcal{V})<(L-1) / 2 \mathcal{V}$. Under this condition and $0<\mathcal{V} \leqslant 1$ and $1 \leqslant L \leqslant 1+\mathcal{V}$ we can minimize the left hand side of inequality (6.13) as a function of $\mathcal{V}$ and L . We set

$$
\mathrm{f}_{\mathcal{Q}, \mathcal{S}}(\mathcal{V}, \mathcal{L})=\frac{(2+\mathcal{V})\left(\mathrm{L}^{2}-2 \mathrm{~L}+2 \mathcal{V}+1\right)}{(2+\mathcal{V})(\mathrm{L}-1-2 \mathcal{S} \mathcal{V})+2 \mathcal{V} \mathcal{Q}}
$$

and study this function in the aforementioned domain. It turns out (see Lemma 6.15) that

$$
\begin{equation*}
\frac{2}{1+\mathcal{Q}-2 \mathcal{S}}<\mathrm{f}_{\mathcal{Q}, \mathcal{S}}(\mathcal{V}, \mathcal{L}) \tag{6.14}
\end{equation*}
$$

and $f_{\mathcal{Q}, \mathcal{S}}(\mathcal{V}, \mathcal{L})$ approaches the lower bound as $\mathcal{V} \rightarrow 0^{+}$.

Lemma 6.15. Let

$$
\mathrm{f}_{\mathrm{Q}, \mathrm{~s}}(\mathcal{V}, \mathrm{~L})=\frac{(\mathcal{V}+2)\left(\mathrm{L}^{2}-2 \mathrm{~L}+2 \mathcal{V}+1\right)}{(\mathcal{V}+2)(\mathrm{L}-2 \mathcal{V} \mathcal{V}-1)+2 \mathcal{V} \mathcal{V}}
$$

on the domain $0<\mathcal{v} \leqslant 1,1 \leqslant L \leqslant 1+\mathcal{V}$, with the denominator being positive, and with $0<\mathcal{S} \leqslant 1, \mathcal{Q}>1$. For all $\mathcal{Q}, \mathcal{S}, \mathcal{V}, L$ with the conditions above, we have

$$
\mathrm{f}_{\mathrm{Q}, \mathrm{~S}}(\mathcal{V}, \mathrm{~L})>\frac{2}{1+\mathcal{Q}-2 S},
$$

where the inequality is strict.
Proof. We write $L=1+x \mathcal{V}$, where $0 \leqslant x \leqslant 1$. Then we get

$$
\mathrm{f}_{Q, S}(\mathcal{V}, 1+x \mathcal{V})=\frac{(\mathcal{V}+2)\left(x^{2} \mathcal{V}+2\right)}{2 \mathcal{Q}-(\mathcal{V}+2)(2 S-x)}
$$

where in numerator and denominator a factor $\mathcal{V}$ has conveniently dropped out. Clearly we have

$$
\mathrm{f}_{\mathrm{Q}, \mathrm{~S}}(\mathcal{V}, 1+x \mathcal{V}) \geqslant \frac{2(\mathcal{V}+2)}{2 \mathcal{Q}-(\mathcal{V}+2)(2 S-1)}
$$

and

$$
\frac{\mathrm{d}}{\mathrm{~d} \mathcal{V}}\left(\frac{2(\mathcal{V}+2)}{2 \mathcal{Q}-(\mathcal{V}+2)(2 S-1)}\right)=\frac{4 Q}{(2 \mathcal{Q}-(\mathcal{V}+2)(2 S-1))^{2}}
$$

is positive, so

$$
\mathrm{f}_{\mathrm{Q}, \mathrm{~S}}(\mathcal{V}, 1+\mathrm{x} \mathcal{V}) \geqslant\left.\frac{2(\mathcal{V}+2)}{2 \mathcal{Q}-(\mathcal{V}+2)(2 \mathcal{S}-1)}\right|_{\mathcal{V}=0}=\frac{2}{1+\mathcal{Q}-2 \mathcal{S}} .
$$

Clearly this lower bound is indeed reached as a limit value for $f_{\mathrm{Q}, \mathrm{s}}(\mathcal{V}, \mathrm{L})$.
Remark 6.16. In Heuristic result 6.14 we chose to focus on Ring-LWE instances with $\mathrm{q}=$ $\Theta\left(\mathrm{n}^{2}\right)$ and $\|(\mathbf{e}|\mathbf{t}| \mathbf{a})\|=\mathrm{O}\left(\mathrm{n}^{\mathcal{S}}\right)$, where $1<2$ and $0<\mathcal{S} \leqslant 1$. This is due to mainly two reasons. Firstly, these choices are interesting from a cryptographic point of view and especially the choice of $\mathcal{S}=1 / 2$ (ternary secrets). Like in the NTRU case, we expect the DSD events to occur for "higher" $q$ and choosing $1<Q$ is also helpful in the proof of inequality (6.14).
6.3.2-The fatigue point. Heuristic result 6.14 implies some direct conclusions on the occurrence of DSD events. In particular, the fact that the minimum block size is reached for $v=1$ implies that in this case the DSD event is "trivial". That is due to the fact that detecting a DSD event with a 1-dimensional secret sublattice will actually result in a SKR event. Namely, the DSD detection will output a multiple of the secret vector. Therefore it should not be expected for $v=1$ to get a DSD event before a SKR event. Also, the results of our experiments (Figure 6.4) suggest that for "small" $v$ and "small" q it is unlikely to witness a DSD event before a SKR event. This is similar to the case of NTRU.

Nevertheless, our experiments in Figure 6.4 do not rule out the case for higher values of q or $v$ to allow a DSD event before a SKR event. For this reason we ran further experiments with $n=64, \mathrm{q} \in\{10007,40009,75011,100003\}$ and $v \in\{30, \ldots, 64\}$ and focused on the order of the two events. Figure 6.3 shows the result of our experiments.


Figure 6.3: Experimental results on the frequency of DSD events occurring before SKR events. We ran progressive BKZ with 8 tours on Ring-LWE lattices with $n=64$ and for several values of $q$ and $v$. The secret and error distribution for all instances was chosen to be the Gaussian with $\sigma^{2}=\frac{2}{3}$. The progressive BKZ was allowed to use a maximum block size $\min (n+v, 60)$. Each point in the graph represents the frequency of DSDs amongst 20 instances.

Two main conclusions can be drawn from Figure 6.3. Initially, it appears that as $q$ increases, also the minimum $v$ increases for which DSD events will start occurring before SKR events. This behaviour could be explained by the fact that as $q$ increases SKR gets "easier" (Figure 6.4d) and thus for DSD to get even "easier" it requires a higher dimensional dense (secret) sublattice, hence a higher $v$. It also seems that as $q$ increases, the maximum frequency with which DSD events occur increases as well. This second observation resembles to the behaviour observed for NTRU in [DW21]. However in the case of Ring-LWE there does not seem to exist a useful fatigue point (i.e. a critical value of $q$ after which DSD can happen before SKR).

In order to discuss a fatigue point in the case of Ring-LWE, the choice of $v$ should also be taken into account. In Figure 6.3 it was shown that for higher values of $q$ and $v$ DSD events can occur before SKR events. A naive definition of a fatigue point in the case of Ring-LWE could be the following: the smallest $q$ for which there exists a $v_{0}$ such that DSD is triggered at a lower block size than SKR for the specific choice of $v$. However, the value of $v_{0}$ could be large and it is not necessary to consider the same value of $v$ when studying SKR and DSD.

As it is shown in Figure 6.4d, for each q, the minimum block size needed for SKR is expected to be achieved for a "small" value of $v$. However, in Figure 6.3 it was made clear that DSD events start to get triggered before SKR only for relatively large values of $v$. Thus, a more accurate definition of a fatigue point would be the following: the smallest $q$ for which the minimum block size needed for DSD over all $v \in\{1, \ldots, n\}$ is smaller than the minimum block size needed for SKR over all $v \in\{1, \ldots, n\}$.

Let ( $n, q, G, A, a, e$ ) be a Ring-LWE instance with parameters $q=\Theta\left(n^{2}\right)$ and $\|(\boldsymbol{e}|\mathbf{t}| \mathbf{a})\|=$ $\mathrm{O}\left(\mathrm{n}^{\mathcal{S}}\right)$, where $1<\mathcal{Q}$ and $0<\mathcal{S} \leqslant 1$. We set $\mathcal{L}_{S K R}=\mathcal{L}^{\mathcal{G}, A, q, v_{0}}$ for some "small" $v_{0}=\mathrm{o}(\mathrm{n})$ to be the lattice used for the SKR (i.e. it requires the minimum block size over all $v \in\{1, \ldots, n\}$ ) and similarly $\mathcal{L}_{\mathrm{DSD}}=\mathcal{L}^{\mathrm{G}, A, q, v_{1}}$ be the lattice used for the DSD, for some $v_{1}$. Thus, for a fatigue point to exist, there should exist values of $q$ for which the
block size needed for SKR in $\mathcal{L}_{S K R}$ is higher than the block size for the DSD in $\mathcal{L}_{\text {DSD }}$. In Heuristic result 6.14 we obtained a minimum block size for DSD. Hence, if there was a fatigue point, the block size needed for SKR in $\mathcal{L}_{\text {SKR }}$ should be at least higher than this minimum.

Under the assumption that $v_{0}=\mathrm{o}(\mathrm{n})$, the $\mathcal{L}_{S K R}$ lattice is of dimension $(2+\mathrm{o}(1)) \mathrm{n}$, it is a q-ary lattice and has $\operatorname{Vol}\left(\mathcal{L}_{\text {SKR }}\right)=q^{n}$. Therefore, we can consider it to asymptotically behave as the NTRU lattice does in [DW21]. In particular, we can directly transfer the asymptotic estimate on the necessary block size for SKR implied by the "2016-estimate". Namely, for $\mathcal{S} \leqslant 1$ we get a block size estimate of $2 Q /(1+Q-\mathcal{S})^{2}$. Hence, for a DSD event to occur at a lower block size than a SKR event, asymptotically it should hold that,

$$
\frac{2}{1+\mathcal{Q}-2 \mathcal{S}}<\frac{2 Q}{(1+\mathcal{Q}-\mathcal{S})^{2}} \Rightarrow Q<-(\mathcal{S}-1)^{2}
$$

which gives a contradiction. Therefore, under the assumption that the best block size for SKR is reached for some $v_{0}=o(n)$ we conclude that there is no useful fatigue point for the case of Ring-LWE.

## 6.4 - Implications for attack performance

Considering a larger family of lattices modelling Ring-LWE could have implications for the performance of known lattice attacks. In particular, the "generalised" lattices which were introduced in Section 6.2.2 are of increasing dimension and symmetry. In Section 6.3 we took advantage of this property in order to describe an analysis of whether Ring-LWE can get overstretched. However, this new trade-off between the dimension of the used lattice and its symmetry yields a new "dimension" in the attack surface of the problem. Therefore, it should be investigated if the best attack to Ring-LWE does lie in the "trivial" case where the used lattice has the minimum dimension but also the minimum symmetry.

Pursuing this line of research we ran a set of experiments. For this purpose, we adapted the implementations of [DW21] ${ }^{3}$ to the case of Ring-LWE. In our experiments we focused on two aspects. The first one concerns the success probability of the algorithm when given specific resources (i.e. block size up to $\min (n+v, 60)$ ), while the second concerns the actual required block size for Secret Key Recovery (SKR). The results of our experiments are shown in Figure 6.4.

However, before we start discussing our findings there is a specific technical detail which we would like to point out. Initially, we tried to run our experiments using BKZ without any restrictions in sage [TSD19] (i.e. progressive, limited number of tours). Without these restrictions the BKZ was "too strong" and could solve all cases, no matter the rank of the lattice. In the implementation from [DW21] the authors built a progressive version of BKZ and also provided the choice of restricting BKZ to a predetermined number of tours. This is a choice that we kept. Apparently, this was a good idea as it "weakened" BKZ and thus the algorithm became more "sensitive" to the actual difficulty of the problem.

Our experiments are divided in two main groups, those with length $n=32$ (Figures $6.4 \mathrm{a}, 6.4 \mathrm{~b}$ ) and those with $\mathrm{n}=64$ (Figures $6.4 \mathrm{c}, 6.4 \mathrm{~d}$ ). For both cases the entries
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Figure 6.4: Experimental results on the performance of progressive BKZ with 8 tours on Ring-LWE with $n=$ 32,64 and for several values of $q$ and $v$. The secret and error distribution for all instances was chosen to be the Gaussian with $\sigma^{2}=\frac{2}{3}$. The progressive BKZ was allowed to use a maximum block size $\min (n+v, 60)$. Each point in all four graphs represents the average amongst 20 instances. On the left (Figures 6.4a and 6.4c) the success probability of the algorithm on Secret Key Recovery (SKR) is shown, whereas on the right (Figures 6.4b and 6.4 d ) the minimum block size at which the SKR occurred is shown. ${ }^{2}$
of the secret and error vector were sampled from the discrete Gaussian distribution with $\sigma^{2}=\frac{2}{3}$. For each $n$, we ran a series of experiments for $q \in\{83,101,149,229,601\}$ and $v \in\{1,2 \ldots 15\}$. Regarding the values of $q$, we decided to stop at $q=601$ as for the aforementioned values of $n, v$ and higher values of $q$ the problem becomes trivial (see Figures 6.4b, 6.4d).

Starting with the case of $n=32$, Figure 6.4 a shows how the success probability of BKZ can be affected by the choice of $v$. The most obvious observation is the overall increase of the success probability as $v$ increases. However, if we focus more closely on the "plots" for each value of $q$, we can see that they interleave. Thus, we cannot conclude in this case that one plot is clearly above another. Nevertheless, it seems that the blue dots $(q=83)$ are above all others for almost all cases. In addition we can observe that for some values of $q$ we do get a zero success probability for $v \leqslant 4$.

In Figure 6.4 b it is shown how the minimum block size for SKR is affected by the choice of $v$. Apparently, for the case ( $n=32$ ), the problem was quite easy when the success probability was greater than zero, as we notice block sizes only in the range $3-5$. Although this is trivial in practice, it is worth noticing that the necessary block size did not significantly increase as the rank of the used lattice (and the success probability) increased.

For the case of $\mathfrak{n}=64$ (Figures $6.4 \mathrm{c}, 6.4 \mathrm{~d}$ ), we get a more clear picture of the effect of $v$ in the performance of the attack. In particular, in Figure 6.4 c we can clearly notice that as $q$ increases the effect of $v$ is getting greater. However, for the case of $n=64$ the effect of $v$ seems to kick in for higher values of $q$ compared to the case $n=32$. In Figure 6.4 d we get a clear picture of how the block size is affected by $v$. In this case the data points behave less erratically compared to the case $n=32$. As it can be seen, the plots for each $q$ are clearly above each other without intersecting. Thus, we notice that as $q$ increases the problem gets easier, like in the case of NTRU. Also, the data suggest that the block size tends to (finally) increase as $v$ increases.

However, it seems that the minimum block size is not reached at $v=1$. Instead, the minimum is reached at some $v \in\{2,3\}$. This supports our intuition, namely that the minimum block size does not lie at $v=1$ but it could also not be reached "too far" from $v=1$ as this would result to higher block sizes. Of course, at this point it would be interesting to get an asymptotic analysis suggesting which is the optimal choice of $v$ which minimizes the block size. However, we chose to focus on this problem from an experimental point of view and leave such an analysis for future work. The only claim we want to make at this point is the following. If the optimal $v$ which minimizes the block size is not $v=1$ (which is suggested by our experiments) then it probably will not be constant, but should increase as $n$ increases.

## Chapter 7

## Conclusions and open problems

As a final chapter of this thesis we summarise research questions and open problems emerging from Chapters 2 through 6.

## 7.1-Research questions on approximate Voronoi cells

In Chapter 2 we studied CVPP in terms of approximate Voronoi cells, and obtained better time and space complexities using randomized slicing, which is similar in spirit to using randomized bases in lattice enumeration [GNR10]. With this approach, an improvement was reached upon previously known complexities for CVPP, both theoretically and experimentally. The main research paths left for future work from Chapter 2 were (i) obtain a tighter asymptotic analysis from the one in Lemma 2.12, (ii) the utilisation of a CVPP solver to build faster hybrid enumeration methods, and (iii) the optimisation of CVPP methods in moderate dimensions, where the performance is studied from a practical point of view instead of an asymptotic one.

Chapter 2 contains the chronologically first work of this thesis. As it turned out, the time between the publication of that work and these lines are being written was enough for the scientific community to deal with two out of the three open questions mentioned above. In particular, the heuristic proof/derivation of Lemma 2.12 turned out to not be tight, as it was later shown by Ducas, Laarhoven and van Woerden in [DLvW20]. In addition, in Chapter 4 of this thesis we studied potential use of a CVPP solver in building faster hybrid algorithms. Thus, it is only problem (iii) of the above paragraph which actually remains open.

## 7.2 - Research questions on irreducible vectors

In Chapter 3 we introduced a notion of irreducible vectors with the belief that it will motivate further research in the field of lattices. In this chapter we focused only on pairwise irreducibility of vectors, even though a definition of higher order irreducibility was also given. In particular pairwise irreducibility appears to have a close relation to lattice sieving algorithms. Thus, it could be that the set $\mathrm{P}(\mathcal{L})$ can provide further insight in this area. An interesting question would be if the usage of the set $\mathrm{P}(\mathcal{L})$ (under some heuristic assumptions on its size) enables the proof of an upper bound on the time complexity of the GaussSieve [MV10b]. Examining the properties and the utility of higher order
irreducibility is left for future research.
The implications of $\mathrm{P}(\mathcal{L})$ in cryptanalytic attacks could be an interesting topic to investigate. The set $\mathrm{P}(\mathcal{L})$ is expected to be affected by an underlying structure in the lattice $\mathcal{L}$. It can thus be expected that structured lattices end up with a smaller set $\mathrm{P}(\mathcal{L})$ than "average-case" lattices. Many of the modern lattice-based cryptosystems possess such underlying structures and hence they could serve as interesting cases to examine from this point of view.

In Section 3.4.1 we argued that computing $\mathrm{P}(\mathcal{L})$ by "brute force" can take up to $\tilde{\mathrm{O}}\left(2^{2 n}\right)$ time. Therefore, this can serve as an upper bound. However, this bound may not be tight as discussed in Section 3.4.2. In Section 3.4.2 modified sieving algorithms were utilised in order to show how to compute $\mathrm{P}(\mathcal{L})$ asymptotically. But the question of how to compute it exactly or approximately in practice remains open. Such a result would also imply the ability to compute a subset of $R(\mathcal{L})$ (of heuristically exponential size) without requiring the set $R(\mathcal{L})$.

The set $\mathrm{P}(\mathcal{L})$ can be used as a tool in proving a behaviour of a lattice algorithm but could also be used by itself (e.g. as preprocessing data of a CVPP algorithm). In Section 3.5 we proposed the use of the "tuple slicer" in order to utilise the set $\mathrm{P}(\mathcal{L})$ in the CVPP framework. However this algorithm introduces a new question, namely what size of tuples should be considered during this algorithm. Figure 3.4 attempts to give some preliminary experimental evidence on this problem. However, a theoretical analysis of this question is left for future work.

Section 3.7 provided some experimental evidence showing that the size of a set $\mathrm{P}(\mathcal{L})$ could vary a lot in some cases. An "average-case" result implying that if the underlying lattice is not "special" then the size of $\mathrm{P}(\mathcal{L})$ cannot vary a lot would be of interest. A potential tool to reaching such a result could be lattice theta functions [Elk09]. This is due to the fact that the coefficients in a lattice's theta function actually represent the number of lattice vectors of a specific length. Therefore this property reveals the connection to the definition of $\mathrm{P}(\mathcal{L})$.

## 7.3-Research questions on hybrid algorithms

In Chapter 4 we examined hybrid lattice algorithms for SVP based on algorithms for CVPP. Our study examined the (heuristic) asymptotic performance of these hybrids as well as their practical performance. However, apart from our results there is a number of questions arising from the research in Chapter 4.

Besides performing more extensive experiments, which may assist in obtaining estimates for the crossover points between these hybrids and plain lattice sieving, open problems arising from Chapter 4 include (i) finding a way to effectively incorporate pruning into the enumeration parts of the proposed hybrids; (ii) further studying the theoretical and practical relevance of the proposed nested hybrid algorithms, and their relation with progressive sieving ideas [Duc18,LM18]; and (iii) finding improvements for CVPP, potentially using a dual distinguisher. After the publication of the work described in Chapter 4, Laarhoven and Walter studied (iii) in their work "Dual lattice attacks for closest vector problems (with preprocessing) [LW21]".

## 7.4-Research questions on guessing patterns

In Chapter 5 we discussed some combinatorial aspects in guessing a pattern of zeros in a lattice vector. In Proposition 5.4 we provided an exact formula for the success probability of the consecutive zeros pattern. This enabled a comparison between the consecutive zeros pattern and random patterns. Even though this comparison is not exact in the sense that the result in [MS01] is approximate, it provides more concrete evidence in what was before just an experimental observation. Therefore we have addressed an interesting special case of question 1 in Section 5.1. Proving Heuristic Assumption 5.6 would make this claim even more robust. However, this task is probably interesting only as an intellectual challenge, as an attacker can always plug in values for $N, d, r$ and check its validity for his case of interest.

By defining the index of symmetry $\eta(J)$ of a pattern J we attempted to provide a concept which would reflect some of its properties, like the maximum number of times it can occur in a vector (multiple winners). Whether or not this concept is an optimal choice remains an interesting open combinatorial problem. What would definitely be very interesting is a theoretical result predicting the success probability of a pattern J with regard to its value $\eta(J)$. This would explain Figure 5.5 and it would make the computation of such profiles unnecessary for attackers.

Finally, in Chapter 5 we described how guessing patterns of zeros can provide a success probability-time trade-off or even a probability-memory trade-off. Testing the potential benefits of such trade-offs in practice with concrete parameters and attacks is left for future research.

## 7.5 - Research questions on Ring-LWE's lattices

In Chapter 6 we investigated how a larger set of lattices could be used in the analysis of the Ring-LWE problem. We mainly focused on applying this idea within the so-called "overstretched" framework. In our study we approached this problem both from a theoretical point of view (heuristic asymptotics) as well as from an experimental point of view. We adopted the approach of [DW21] and studied if Ring-LWE could get overstretched, like in the case of NTRU. Even though we concluded in a negative answer, our result covers this existing gap in the analysis of Ring-LWE.

Additionally, we examined how this larger set of lattices modelling Ring-LWE could affect in practice the performance of lattice reduction attacks. Some preliminary experiments suggested that the optimal choice may not lie at the commonly used lattice of rank $2 n+1$. It would be interesting to get an asymptotic analysis suggesting which lattice modelling Ring-LWE provides the best performance (block size, success probability). Of course, further experiments supporting such an asymptotic analysis would be of interest.

## Summary

## Lattice cryptanalysis: theoretical and practical aspects

Cryptography is of utmost importance in our connected and digitalised world. It enables the secure implementation of many online services which empower the technological development and financial growth of our society. Some examples are online payments, sending emails, sending messages from our phone or having online meetings. Cryptography guarantees the confidentiality, integrity and authenticity of our data against malicious entities while these data are transmitted through an insecure channel (e.g. the internet).

Currently used public-key encryption and digital signature schemes depend on the hardness of mathematical problems, such as the factorization of integers which are the product of two (big) primes, or the discrete logarithm problem. These problems have been studied extensively for the past 45 years and seem to be adequately hard (up to now). However, that could change within the next years or decades. The advent of large scale quantum computers would enable the use of quantum algorithms, breaking these problems extremely faster than the currently used classical algorithms. Under this assumption, it is made clear that a new generation of cryptography has to be designed, based on mathematical problems which should withstand classical as well as quantum attacks. One such option for post-quantum cryptography is lattice-based cryptography.

This thesis is devoted to the study of some lattice problems underlying lattice-based cryptography. The first part of this thesis discusses some theoretical aspects of lattice problems. In particular, in Chapter 2 the use of approximate Voronoi cells is examined in solving the closest vector problem with preprocessing (CVPP). The use of approximate Voronoi cells combined with a so-called randomised slicer results in better time and space complexities for CVPP. Besides that, a notion of irreducibility for lattice vectors is introduced in Chapter 3. It turns out that the set of irreducible vectors of a lattice is a subset of its Voronoi relevant vectors. Apart from this property which allows a connection to already known theory we also notice that there is a close relation to the output of lattice sieving algorithms.

The second part of this thesis is devoted to a more practical study of lattice problems. In Chapter 4 we examine hybrid algorithms for the Shortest Vector Problem (SVP) through ones for the closest vector problem with preprocessing. This idea takes advantage of the work in Chapter 2 and combines it (mainly) with lattice enumeration algorithms. In lattice-based cryptography it is a common practice to choose secret lattice vectors containing many zeros. This fact motivated a study in Chapter 5 of combinatorial aspects in guessing a pattern of zeros in a vector. More precisely, we focus on a comparison between
the consecutive zeros pattern and random patterns while also introducing a potential "measure" of "good" patterns. Finally, one of the widely used building blocks in modern lattice-based cryptography is the Ring-LWE problem. Chapter 6 focuses on this problem and investigates the potential benefits of a "wider" set of lattices modelling Ring-LWE. In more detail, we examine this idea within the so-called "overstretched" framework. Furthermore we investigate the practical implications of this idea within lattice-basis reduction attacks.
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[^0]:    ${ }^{1}$ In some cases even the cryptosystem was assumed to be secret, but such an assumption proved to be unrealistic due to espionage.
    ${ }^{2}$ The key-exchange problem was only solved in 1976 by Diffie and Hellman in their seminal work "New directions in cryptography" [DH76].

[^1]:    ${ }^{3}$ For the reader who would be interested in ENIGMA and the history around it, I recommend visiting https : //www.cryptomuseum.com/crypto/enigma/index.htm. Also, for those who would not like diving into the technical cryptographical details of this machine I suggest the excellent movie "The Imitation Game".

[^2]:    ${ }^{1}$ A lattice $\mathcal{L}$ with $\mathcal{L} \subseteq \mathbb{Q}^{\mathrm{d}}$ can be associated to one $\mathcal{L}^{\prime} \subseteq \mathbb{Z}^{\mathrm{d}}$ by proper scaling which again allows to work with integers.

[^3]:    ${ }^{2}$ Here "small" usually refers to some set like $\{0, \pm 1\}$.

[^4]:    ${ }^{1}$ Heuristically, finding a large fraction of all lattice vectors below a given norm will suffice - one does not necessarily need to run a deterministic preprocessing algorithm to ensure all short lattice vectors are found.

[^5]:    ${ }^{2}$ The heuristic proof/derivation of this result from [DLdW19] is not tight, as it was later shown by Ducas Laarhoven and van Woerden in [DLvW20].
    ${ }^{3}$ Observe that there is some room for randomization within the slicing algorithm itself: if an intermediate vector $\boldsymbol{t}^{\prime}$ can be reduced with two vectors $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathrm{~L}$ to form a shorter vector, one could randomly choose either option for potentially different outcomes of the slicer.

[^6]:    ${ }^{4}$ As the success prob. $q$ for $m$ trials scales as $q=1-(1-p)^{m}$ if each trial independently has success prob. $p$, the success prob. per trial is computed as $p=1-(1-q)^{1 / m}$.

[^7]:    ${ }^{1}$ This version is the one used in [The19a] as well.
    ${ }^{2}$ However, as $\boldsymbol{p}-\boldsymbol{v}_{\mathrm{i}}$ is not adjacent to both $\mathbf{p}$ and $\boldsymbol{v}_{\mathrm{i}}$ an option could be to move $\boldsymbol{p}-\boldsymbol{v}_{\mathrm{i}}$ to the stack S for further consideration later.

[^8]:    ${ }^{3}$ We choose to work with a scaling of $D_{n}^{*}$ as in this way we get a lattice in $\mathbb{Z}^{n}$, which is easier to work with.

[^9]:    ${ }^{4}$ Such type of Cayley graphs are of an interest in coding theory as independent sets of Cay $\left(\mathbb{Z}_{\mathrm{q}}^{n}, \mathrm{~T}_{\mathrm{d}}\left(\mathbb{Z}_{\mathrm{q}}^{n}\right)\right)$ with $\mathrm{T}_{\mathrm{d}}\left(\mathbb{Z}_{\mathrm{q}}^{\mathfrak{n}}\right)=\left\{x \in \mathbb{Z}_{\mathrm{q}}^{n}|1 \leqslant|\operatorname{supp}(\boldsymbol{x})|<\mathrm{d}\}\right.$ correspond to q -ary $(\mathrm{n}, \mathrm{d})$ codes.

[^10]:    ${ }^{1}$ The case $\mathbf{s}_{\text {top }}=\mathbf{0}$ can be handled by checking if $L$ contains an even shorter vector.

[^11]:    ${ }^{2}$ After the paper on which this chapter is based on was published, Léo Ducas and Wessel van Woerden informed us that counterexamples to Assumption 4.10 can be found where $S$ only contains at most an exponentially small fraction of the shortest vectors of $\mathcal{L}_{\text {mid }} \oplus \mathcal{L}_{\text {top }}$. As a result, our results relying on Assumption 4.10 should be seen as optimistic, best-case lower bounds on the true algorithm complexities.

[^12]:    ${ }^{1}$ https://simons.berkeley.edu/talks/successive-minima-type-inequalities

[^13]:    ${ }^{2}$ In combinatorial terms, the set $M$ contains the binary necklaces of length $N$ with exactly $d 1 \mathrm{~s}$.

[^14]:    ${ }^{3}$ We performed the experiment for $\mathrm{N}=167,251,347$ but we only show the case $\mathrm{N}=251$ as the other cases are similar.

[^15]:    ${ }^{1}$ Here "small" usually refers to some set like $\{0, \pm 1\}$.

[^16]:    ${ }^{2}$ Except for a couple of cases for $q=601$, where DSD occurred first.
    ${ }^{3}$ Available at https://github.com/WvanWoerden/NTRUFatigue

