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#### Abstract

We study the problem of simulating a two-user multiple-access channel (MAC) over a multiple access network of noiseless links. Two encoders observe independent and identically distributed (i.i.d.) copies of a source random variable each, while a decoder observes i.i.d. copies of a side-information random variable. There are rate-limited noiseless communication links between each encoder and the decoder, and there is independent pairwise shared randomness between all the three possible pairs of nodes. The decoder has to output approximately i.i.d. copies of another random variable jointly distributed with the two sources and the side information. We are interested in the rate tuples which permit this simulation. This setting can be thought of as a multi-terminal generalization of the point-topoint channel simulation problem studied by Bennett et al. (2002) and Cuff (2013). When the pairwise shared randomness between the encoders is absent, the setting reduces to a special case of MAC simulation using another MAC studied by Haddadpour et al. (2013). We establish that the presence of encoder shared randomness can strictly improve the communication rate requirements. We first show that the inner bound derived from Haddadpour et al. (2013) is tight when the sources at the encoders are conditionally independent given the side-information at the decoder. This result recovers the existing results on point-to-point channel simulation and function computation over such multiterminal networks. We then explicitly compute the communication rate regions for an example both with and without the encoder shared randomness and demonstrate that its presence strictly reduces the communication rates. Inner and outer bounds for the general case are also obtained.
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## I. INTRODUCTION

WHAT is the minimum amount of communication required to create correlation remotely? The channel simulation problem seeks to answer this fundamental question. In the point-to-point formulation, an encoder observing an independent and identically distributed (i.i.d.) source $X^{n}$ with distribution $q_{X}$ sends a message through a noiseless link to a decoder. The decoder has to output $Y^{n}$ such that the total variation distance between the joint distribution on $\left(X^{n}, Y^{n}\right)$ and the i.i.d. joint distribution induced by passing the source $X^{n}$ through a discrete memoryless channel $q_{Y \mid X}$ vanishes asymptotically. This requirement that the synthesized joint distribution be close to the desired i.i.d. joint distribution in total variation distance has been termed as strong coordination [1], which is also the focus of this paper. A source of common randomness accessible to both the encoder and the decoder may assist them in the aforementioned task. This framework was first investigated by Bennett et al. [2] assuming unlimited common randomness, where they established a 'reverse Shannon theorem' to synthesize a noisy channel from a noiseless channel. ${ }^{1}$ It was shown that the minimum communication rate is nothing but the mutual information $I(X ; Y)$ of the joint distribution. Harsha et al. [3] studied the non-asymptotic version of this problem. Winter [4] studied the setting with limited common randomness, albeit only for a certain extremal operating point. Cuff [5] and Bennett et al. [6] independently determined the entire optimal trade-off between communication and shared randomness rates. Later, Wilde et al. [7] obtained a similar trade-off in the quantum information-theoretic setting, generalizing the above result. Yassaee et al. [8] established a similar trade-off for channel simulation in a point-to-point network with side-information at the decoder. Simulation of a channel using another channel (instead of the noiseless communication link) was studied by Haddadpour et al. [9] and Cervia et al. [10]. A weaker form of coordination, namely, empirical coordination, where only the empirical distribution of the sequence of samples is required to be close to the desired distribution, has also been studied in point-to-point networks [1], [8], [11]-[14].

Channel simulation problems may also be thought of as distributed computation of randomized functions.
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Fig. 1. Strong coordination over a multiple-access network. Encoder $j \in$ $\{1,2\}$ on observing the source $X_{j}^{n}$ and shared randomness $S_{0}, S_{j}$ sends a message $M_{j}$ over a noiseless link to the decoder, which has side-information $Z^{n}$. Here $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are i.i.d. with $q_{X_{1} X_{2} Z}$. Also ( $X_{1}^{n}, X_{2}^{n}, Z^{n}$ ), $S_{0}, S_{1}$, and $S_{2}$ are mutually independent. The decoder has to output $Y^{n}$ such that $\left(X_{1 i}, X_{2 i}, Z_{i}, Y_{i}\right), i=1, \ldots, n$, are approximately i.i.d. with $q_{X_{1} X_{2} Z Y \text {. }}$

Distributed computation of (deterministic) functions has received much attention in the computer science literature (see, e.g., [15], [16] and references therein) and the information theory literature [17]-[32]. Two terminal interactive function computation was studied in [18], [19], [21], [22], and [26]. Distributed multi-terminal function computation in a multiple-access network of noiseless links was studied by Körner and Marton [17], Han and Kobayashi [20], Kuzuoka and Watanabe [29], Watanabe [32], and Sefidgaran et al. [30]. Function computation in more general graph networks where a single node seeks to compute a function of the inputs at the other nodes was studied by Appuswamy et al. [27], Kowshik and Kumar [28], and Sefidgaran and Tchamkerten [31]. A related line of work is function computation over multiple-access channels studied by Nazer and Gastpar [23], [24], and Gastpar [25], which, in contrast to the above works, exploit the computation performed by the channel itself. This is fundamentally different from computation over a network of noiseless links where the communication channel does not perform any computation.

There are relatively few conclusive results on channel simulation in multi-terminal networks where possibly randomized functions of the inputs need to be computed. A natural generalization of the point-to-point network to a multi-terminal setting is the cascade network [33], [34]. Satpathy and Cuff [33] considered a cascade network under a secrecy requirement and obtained the optimal trade-off between communication and common randomness rates. Vellambi et al. [34] obtained the optimal rates for specific settings, e.g., when the communication topology matches the coordination structure. Empirical coordination in multi-terminal networks has been studied in [1], [35], and [36].

In this paper, we study multiple access channel simulation (randomized function computation) over a multiple access network of noiseless links. In particular, there are two encoders who share noiseless communication links with a decoder see Figure 1. The two encoders and the decoder observe i.i.d.
copies of the sources $X_{1}$ and $X_{2}$, and the side-information $Z$, respectively, that are generated according to a given distribution $q_{X_{1} X_{2} Z}$. Each encoder has access to a resource of pairwise shared randomness with the decoder. There is another resource of pairwise shared randomness between the encoders. The three pairwise shared randomness resources are independent of each other and also jointly independent of the sources and side information. In addition, the encoders and the decoder may privately randomize. The encoders transmit messages through noiseless links to the decoder, whose output together with the input sources and decoder side-information should be approximately i.i.d. with $q_{X_{1} X_{2} Z Y}$.

The work which is closest to ours is by Haddadpour et al. [37, Sec. IV], who studied simulation of a multiple-access channel from another multiple-access channel, a more general resource than the multiple-access network of noiseless links considered here. The main difference is the presence of shared randomness between the encoders, i.e., $S_{0}$, in our model. Haddadpour et al. [37] obtained an inner bound to the rate-region for their setting. In this work, we investigate the role of this additional shared randomness resource and specifically ask the question: Can this additional pairwise shared randomness resource between the encoders (that is not available to the decoder) strictly improve the communication rate requirements for channel simulation? We answer this question in the affirmative. This complements the results of [5] and [37] which established that shared randomness between encoder(s) and decoder is a useful resource for channel simulation. The configuration of a shared randomness resource between the encoders is reminiscent of the setting of multiple access channels with partially cooperating encoders [38] - see also [39], [40]. However, in the present setting, the encoders are not allowed to cooperate after observing the sources.

The problem of finding the optimal communication rates for computing possibly randomized functions at the decoder in this multiple-access network of noiseless links remains largely open even for the case of independent sources. Sefidgaran and Tchamkerten [31] determined the optimal communication rates for computing deterministic functions ${ }^{2}$ when the sources at the encoders are conditionally independent given the sideinformation at the decoder, i.e., $I\left(X_{1} ; X_{2} \mid Z\right)=0$. Note that Sefidgaran and Tchamkerten [31] in fact studied a more general setting consisting of multiple terminals over a rooted multi-level directed tree, where the multiple-access network of noiseless links is a special case. Atif et al. [41] studied multiple access channel simulation in the presence of three-way common randomness instead of pairwise shared randomness as above and obtained an achievable inner bound. Atif et al. [42] obtained a similar inner bound in the quantum informationtheoretic setting. After the submission of this work, the authors learnt about a concurrent work by Atif et al. [43], which, like [37], considered pairwise shared randomness between each encoder and the decoder (i.e., no encoder shared randomness), and derived inner and outer bounds on the

[^1]rate region. Achievable schemes using algebraic-structured codes exploiting the specific structure of the function to be computed were further explored by Krithivasan and Pradhan [44] and Atif and Pradhan [45], where the latter considered the quantum setting, in the spirit of Körner and Marton [17].

Main Contributions: We analyze the role of pairwise shared randomness in multiple-access channel simulation and establish that the presence of encoder shared randomness can strictly improve the communication rates required.

- First, for the case when the encoder shared randomness is absent, we obtain the optimal trade-off between the communication rates and one of the two remaining shared randomness rates (under sufficiently large other shared randomness rate) when $I\left(X_{1} ; X_{2} \mid Z\right)=0$ (Theorem 3). This recovers the results on point-to-point channel simulation [5], and also shows that the inner bound of Haddadpour et al. [37, Th. 3] is tight for the special case under consideration. When specialized to deterministic function computation, our Theorem 3 also recovers the result of Sefidgaran and Tchamkerten [31] restricted to multiple-access network of noiseless links. However, the techniques used there do not readily generalize to randomized function computation (see the discussion below Theorem 3).
- Next, we explicitly compute the communication rate regions for an example both with and without the encoder shared randomness and show that its presence strictly reduces the communication rates required for coordination (see Example 1 and Section V-A).
- We also derive general inner and outer bounds on the rate region with all the three pairwise shared randomness resources present (Theorems 4, 5, and 6). Our inner bound proofs are mostly in the spirit of Haddadpour et al. [37, Th. 3].
The remainder of this paper is organized as follows. We present our system model in Section II, and give the results for the case when the encoder shared randomness is absent in Section III. In Section IV, we show through an example that the presence of encoder shared randomness can lead to a strict improvement of the communication rate region. General inner and outer bounds on the rate region are presented in Section V. The proofs of our main results are given in Section VI.


## II. System Model

We study the problem of strong coordination of signals in a three-node multiple-access network. There are two encoders with inputs $X_{1}^{n}$ and $X_{2}^{n}$, respectively, and a decoder with side-information $Z^{n}$, where $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are independent and identically distributed (i.i.d.) with distribution $q_{X_{1} X_{2} Z}$, with $X_{1}, X_{2}$, and $Z$ taking values in finite alphabets $\mathcal{X}_{1}, \mathcal{X}_{2}$, and $\mathcal{Z}$, respectively. For $j=1,2$, encoder $j$ and the decoder have access to a pairwise shared randomness $S_{j}$ uniformly distributed on $\left[1: 2^{n R_{0 j}}\right]$. There is another pairwise shared randomness $S_{0}$ between the two encoders that is uniformly distributed on $\left[1: 2^{n R_{00}}\right]$. The random variables $S_{0}, S_{1}$ and $S_{2}$ are independent and also jointly
independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$. Encoder $j \in\{1,2\}$ observes $X_{j}^{n}$ and shared randomness $\left(S_{0}, S_{j}\right)$, and sends a message $M_{j} \in\left[1: 2^{n R_{j}}\right]$ over a noiseless communication link to the decoder. The decoder observes $M_{1}, M_{2}$, in addition to the shared randomness $S_{1}, S_{2}$, and side-information $Z^{n}$. The goal is to output $Y^{n}$ (where $Y_{i}, i=1, \ldots, n$, takes values in a finite alphabet $\mathcal{Y}$ ) which along with the input sources and decoder side-information is approximately distributed according to $q_{X_{1} X_{2} Z Y}^{(n)}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right):=\prod_{i=1}^{n} q_{X_{1} X_{2} Z Y}\left(x_{1 i}, x_{2 i}, z_{i}, y_{i}\right)$ (see Figure 1).

Definition 1: A $\left(2^{n R_{1}}, 2^{n R_{2}}, 2^{n R_{00}}, 2^{n R_{01}}, 2^{n R_{02}}, n\right)$ code consists of two randomized encoders $p^{E_{1}}\left(m_{1} \mid s_{0}, s_{1}, x_{1}^{n}\right)$ and $p^{E_{2}}\left(m_{2} \mid s_{0}, s_{2}, x_{2}^{n}\right)$ and a randomized decoder $p^{D}\left(y^{n} \mid s_{1}, s_{2}, m_{1}, m_{2}, z^{n}\right)$, where $s_{0} \in\left[\begin{array}{lll}1 & : & \left.2^{n R_{00}}\right] \text { and }\end{array}\right.$ $s_{j} \in\left[1: 2^{n R_{0 j}}\right], m_{j} \in\left[1: 2^{n R_{j}}\right], j=1,2$.

The joint distribution of $\left(S_{0}, S_{1}, S_{2}, X_{1}^{n}, X_{2}^{n}, Z^{n}, M_{1}\right.$, $M_{2}, Y^{n}$ ) and the resulting induced joint distribution on $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}\right)$ are respectively given by

$$
\begin{aligned}
& p\left(s_{0}, s_{1}, s_{2}, x_{1}^{n}, x_{2}^{n}, z^{n}, m_{1}, m_{2}, y^{n}\right) \\
& \quad=\frac{1}{2^{n\left(R_{00}+R_{01}+R_{02}\right)}} p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \prod_{j=1}^{2} p^{\mathrm{E}_{j}}\left(m_{j} \mid s_{0}, s_{j}, x_{j}^{n}\right) \\
& \quad \times p^{\mathrm{D}}\left(y^{n} \mid s_{1}, s_{2}, m_{1}, m_{2}, z^{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& p^{\mathrm{ind}}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right) \\
& \quad=\sum_{s_{0}, s_{1}, s_{2}, m_{1}, m_{2}} p\left(s_{0}, s_{1}, s_{2}, x_{1}^{n}, x_{2}^{n}, z^{n}, m_{1}, m_{2}, y^{n}\right)
\end{aligned}
$$

Recall that the total variation between two p.m.f.'s $p_{X}$ and $q_{X}$ on the same alphabet $\mathcal{X}$ is defined as

$$
\left\|p_{X}-q_{X}\right\|_{1} \triangleq \frac{1}{2} \sum_{x \in \mathcal{X}}\left|p_{X}(x)-q_{X}(x)\right|
$$

Definition 2: A rate tuple $\left(R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right)$ is said to be achievable for a distribution $q_{X_{1} X_{2} Z Y}$ if there exists a sequence of $\left(2^{n R_{1}}, 2^{n R_{2}}, 2^{R_{00}}, 2^{n R_{01}}, 2^{n R_{02}}, n\right)$ codes such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|p_{X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}}^{\mathrm{ind}}-q_{X_{1} X_{2} Z Y}^{(n)}\right\|_{1}=0 \tag{1}
\end{equation*}
$$

where $q_{X_{1} X_{2} Z Y}^{(n)}$ is the product distribution given by

$$
q_{X_{1} X_{2} Z Y}^{(n)}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right):=\prod_{i=1}^{n} q_{X_{1} X_{2} Z Y}\left(x_{1 i}, x_{2 i}, z_{i}, y_{i}\right)
$$

Remark 1: If $q_{X_{1} X_{2} Z Y}$ is such that $Y$ is a deterministic function of ( $X_{1}, X_{2}, Z$ ), then the pairwise shared randomness and the private randomness at the encoders and the decoder do not have any effect on the communication rates. In fact, more generally, common randomness available to both the encoders and the decoder does not help to improve communication rates in this case.

Definition 3: The rate region $\mathcal{R}_{\mathrm{MAC} \text {-coord }}$ is the closure of the set of all achievable rate tuples $\left(R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right)$.


Fig. 2. Strong coordination over a multiple-access network with no encoder shared randomness. Encoder $j \in\{1,2\}$ on observing the source $X_{j}^{n}$ and shared randomness $S_{j}$ sends a message $M_{j}$ over a noiseless link to the decoder, which has side-information $Z^{n}$. Here $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are i.i.d. with $q_{X_{1} X_{2} Z}$. Also $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right), S_{1}$, and $S_{2}$ are mutually independent. The decoder has to output $Y^{n}$ such that $\left(X_{1 i}, X_{2 i}, Z_{i}, Y_{i}\right)$, $i=1, \ldots, n$, are approximately i.i.d. with $q_{X_{1} X_{2} Z Y}$.

Let $\mathcal{R}_{\text {MAC-coord, UL- }\left(S_{0}, S_{1}, S_{2}\right)}$ be the rate region when all the three pairwise shared randomness are unlimited, i.e.,

$$
\begin{align*}
& \mathcal{R}_{\mathrm{MAC}-\text { coord, UL- }\left(S_{0}, S_{1}, S_{2}\right)}=\left\{\left(R_{1}, R_{2}\right): \exists R_{00}, R_{01} \text { and } R_{02}\right. \\
& \text { s.t. } \left.\left(R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right) \in \mathcal{R}_{\mathrm{MAC} \text {-coord }}\right\} . \tag{2}
\end{align*}
$$

For purposes of comparison, we separately consider a special case when the encoder shared randomness $S_{0}$ is absent. A code, an achievable rate tuple, and the rate region can be defined analogously. In particular, the code and an achievable rate tuple can be defined similar to Definitions 1 and 2 by removing the respective coordinates containing $R_{00}$ and by treating $S_{0}=\emptyset$. The rate region $\mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}$ is the closure of the set of all achievable rate tuples $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ when $S_{0}$ is absent. Let $\mathcal{R}_{\text {MAC-coord, UL- } S_{2}}^{\mathrm{NO}-S_{0}}$ be the rate region when the shared randomness $S_{2}$ is unlimited, i.e.,

$$
\begin{align*}
& \mathcal{R}_{\text {MAC-coord, UL-S }}^{\text {NO- } S_{0}}=\left\{\left(R_{1}, R_{2}, R_{01}\right): \exists R_{02}\right. \text { s.t. } \\
& \left.\left(R_{1}, R_{2}, R_{01}, R_{02}\right) \in \mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}\right\} . \tag{3}
\end{align*}
$$

The communication rate region $\mathcal{R}_{\mathrm{MAC} \text {-coord, } \mathrm{UL}-\left(S_{1}, S_{2}\right)}^{\mathrm{NO}-\mathrm{S}_{0}}$ is given by $\left\{\left(R_{1}, R_{2}\right): \exists R_{01}\right.$ and $R_{02}$ s.t. $\left(R_{1}, R_{2}, R_{01}, R_{02}\right) \in$ $\left.\mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}\right\}$. The communication rate region can be thought of as the trade-off between the communication rates $R_{1}$ and $R_{2}$ under sufficiently large pairwise shared randomness rates $R_{01}$ and $R_{02}$.

## III. Rate Region With No Encoder Shared Randomness

In this section, we present our results for the special case when the encoder shared randomness $S_{0}$ is absent (see Figure 2). Our main result here is a complete characterization of the rate region $\mathcal{R}_{\text {MAC-coord, UL-S }}^{\mathrm{NO}-\mathrm{S}_{2}}$ when the sources are conditionally independent given the side-information. We first present an inner bound to the rate region $\mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}$ that follows from Haddadpour et al. [37, Th. 3] which studies multiple-access channel simulation using another multipleaccess channel as a resource (instead of a multiple-access network of noiseless links as in this work).

Theorem 1 (Inner Bound With No Encoder Shared Randomness): Given a p.m.f. $q_{X_{1} X_{2} Z Y}$, the rate tuple ( $R_{1}, R_{2}, R_{01}, R_{02}$ ) is in $\mathcal{R}_{\text {MAC-coord }}^{N O-S_{0}}$ if

$$
\begin{aligned}
& R_{1} \geq I\left(U_{1} ; X_{1} \mid U_{2}, Z, T\right) \\
& R_{2} \geq I\left(U_{2} ; X_{2} \mid U_{1}, Z, T\right) \\
& R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right) \\
& R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&-I\left(U_{1} ; U_{2} \mid Z, T\right) \\
& R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&-I\left(U_{1} ; U_{2} \mid Z, T\right) \\
& R_{1}+R_{2}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&+I\left(U_{2} ; X_{2} \mid U_{1}, Z, T\right) \\
& R_{1}+R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&+I\left(U_{1} ; X_{1} \mid U_{2}, Z, T\right) \\
& R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)
\end{aligned}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)= \\
& \quad p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{4}
\end{align*}
$$

such that

$$
\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y \mid t\right)=q\left(x_{1}, x_{2}, z, y\right), \text { for all } t
$$

Remark 2: The inner bound in Theorem 1 without sideinformation $Z$ follows as a corollary of Haddadpour et al. [37, Th. 3]. In particular, let the resource mutiple access channel in [37, Th. 3] consists of two independent channels which can be converted to two noiseless links by operating at the rates of respective channel capacities. The details are analogous to how the inner bound of point-to-point channel simulation using a noiseless link [5] can be recovered from that of point-to-point channel simulation using another channel [37, Th. 1] (see [37, Remark 2]). However, for completeness, we present a proof of Theorem 1 incorporating the sideinformation $Z$ with minor differences to that of [37, Th. 3] in Appendix A.

The intuition behind the auxiliary random variables $U_{1}$ and $U_{2}$ is analogous to the auxiliary random variable in the point-to-point channel simulation setting [5], [6]. In particular, $U_{1}$ and $U_{2}$ may be thought of as quantized versions of the observations $X_{1}$ and $X_{2}$ respectively (with respect to the corresponding shared random variables). The Markov conditions on $U_{1}$ and $U_{2}$ in (4) arises naturally due to the information structure of the problem. We note that the inner bound in Theorem 1 with $Z=\emptyset$ also appears in the concurrent work by Atif et al. [43, Th. 1]. We now provide an outer bound to the region $\mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}$.

Theorem 2 (Outer Bound With No Encoder Shared Randomness): Given a p.m.f. $q_{X_{1} X_{2} Z Y}$, any rate tuple $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ in $\mathcal{R}_{\text {MAC-coord }}^{N O-S_{0}}$ satisfies, for every $\epsilon \in\left(0, \frac{1}{4}\right]$,

$$
\begin{gathered}
R_{1} \geq \max \left\{I\left(U_{1} ; X_{1} \mid Z, T\right)\right. \\
\left.I\left(U_{1} ; X_{1} \mid U_{2}, X_{2}, Z, T\right)\right\} \\
R_{2} \geq \max \left\{I\left(U_{2} ; X_{2} \mid Z, T\right)\right. \\
\left.\quad I\left(U_{2} ; X_{2} \mid U_{1}, X_{1}, Z, T\right)\right\}
\end{gathered}
$$

$$
\begin{aligned}
R_{1}+R_{2} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right) \\
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \\
R_{2}+R_{02} & \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \\
R_{1}+R_{2}+R_{01}+R_{02} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon),
\end{aligned}
$$

with $g(\epsilon)=2 \sqrt{\epsilon}\left(H_{q}\left(X_{1}, X_{2}, Y, Z\right)+\log \frac{\left(\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|\right)}{\epsilon}\right)$ (which tends to 0 as $\epsilon \rightarrow 0$ ), for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)= \\
& \quad p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{1}, u_{2} \mid x_{1}, x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)
\end{aligned}
$$

such that

$$
\begin{array}{r}
p\left(u_{1} \mid x_{1}, x_{2}, z, t\right)=p\left(u_{1} \mid x_{1}, t\right) \\
p\left(u_{2} \mid x_{1}, x_{2}, z, t\right)=p\left(u_{2} \mid x_{2}, t\right) \\
\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon \text { for all } t
\end{array}
$$

When the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$, and the shared randomness rate $R_{02}$ is unlimited, we can show that the inner bound of Theorem 1 is tight by obtaining an outer bound which is strictly stronger than that in Theorem 2 along with cardinality bounds on the auxiliary random variables that allows us to prove the continuity of the outer bound at $\epsilon=0$, thereby completely characterizing the rate region $\mathcal{R}_{\text {MAC-coord, UL-S }}^{\mathrm{NO}-S_{0}}$.

Theorem 3 (Rate Region - Conditionally Independent Sources Given the Side Information): Consider a p.m.f. $q_{X_{1} X_{2} Z Y}$ such that the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$, i.e., $I\left(X_{1} ; X_{2} \mid Z\right)=0$. Then the rate region $\mathcal{R}_{\mathrm{MAC} \text {-coord, UL-S }}^{\mathrm{NO} \mathrm{S}_{2}}$ is given by the set of all rate tuples $\left(R_{1}, R_{2}, R_{01}\right)$ such that

$$
\begin{aligned}
R_{1} & \geq I\left(U_{1} ; X_{1} \mid Z, T\right) \\
R_{2} & \geq I\left(U_{2} ; X_{2} \mid Z, T\right) \\
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)
\end{aligned}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)= \\
& p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{5}
\end{align*}
$$

such that $\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y \mid t\right)=q\left(x_{1}, x_{2}, z, y\right)$, for all $t$, with $\left|\mathcal{U}_{1}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|,\left|\mathcal{U}_{2}\right| \leq\left|\mathcal{U}_{1}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$, and $|\mathcal{T}| \leq 3$.

In Remark 5 (on page 7580), we show that the outer bound implicit in Theorem 3 is strictly stronger than that of Theorem 2 (even after assuming its continuity at $\epsilon=$ 0 ). The non-trivial part in the converse of Theorem 3 is that we single-letterize the distributed protocol in order to obtain a p.m.f. structure matching that of the inner bound in Theorem 1, particularly leveraging the conditional independence of the sources given the side-information. In general, obtaining single-letter forms matching the inner bound is known to be notoriously difficult for distributed source coding problems [46], [47]. It is interesting to note that for the case of deterministic function computation when the sources are
conditionally independent given the side-information, the inner and outer bounds of Sefidgaran and Tchamkerten [31] specialized to the two-user multiple-access network of noiseless links match, analogous to a result of Gastpar [49]. However, for randomized function computation, the inner and outer bounds in Theorems 1 and 2 (again after assuming the continuity of the outer bound at $\epsilon=0$ for the sake of comparison) do not match for sources conditionally independent given sideinformation and we need a strictly stronger outer bound to show Theorem 3. A detailed proof of Theorem 3 is given in Section VI-A. 1 (achievability) and Section VI-B. 3 (converse).

Remark 3: As mentioned earlier (see Remark 1), when $Y$ is a deterministic function of $\left(X_{1}, X_{2}, Z\right)$, pairwise shared randomness (or common randomness shared by all users) does not have any effect on the communication rates. Indeed, the rate constraints in Theorem 3 involving shared randomness rates become redundant as we show in Appendix C. We also show in Appendix C that Theorem 3 reduces to the main result of Sefidgaran and Tchamkerten [31, Th. 3] specialized to the two-user multiple-access network of noiseless links, also reported in [50, Th. 3]. In appendix B, we show that for deterministic function computation, Theorem 1 reduces to Theorem 2 of Sefidgaran and Tchamkerten [31] specialized to the two-user multiple-access network of noiseless links, also reported in [50, Proposition 1].

Remark 4: Theorem 3 recovers the point-to-point channel simulation results [5, Th. II.1], [6, Th. 1], [8, Th. 1] (specialized to a single round of interaction) when $X_{2}=\emptyset$.

Sefidgaran and Tchamkerten [50] already observed that their inner bound (and hence, our Theorem 1, which recovers their inner bound as shown in Appendix B) is not tight, in general. The deterministic function computation problem of Körner and Marton [17] illustrates this (see [51, Example 2]). For computing the mod- 2 sum of binary $X_{1}$ and $X_{2}$ with symmetric input distribution, Körner and Marton [17] showed that structured codes can strictly outperform standard random coding schemes. Achievable schemes using algebraic-structured codes exploiting the specific structure of the function to be computed were further explored by Krithivasan and Pradhan [44] and Atif and Pradhan [45], where the latter considered the quantum setting.

## IV. Encoder Shared Randomness Can Strictly Reduce the Communication Rates

In this section, we show that if the encoders share additional independent randomness (see Figure 1), the communication rates in some cases can be strictly improved, even if the additional randomness is not available to the decoder. This is done via an example for which we first explicitly compute the communication rate region of Theorem 3 when there is no shared randomness between the encoders, assuming sufficiently large pairwise shared randomness rates. Then we show that a rate pair outside this region is achievable in the presence of shared randomness between the encoders.

Example 1: Let $X_{1}=\left(X_{11}, X_{12}\right)$ be a vector of two independent and uniformly distributed binary random variables. Similarly, let $X_{2}=\left(X_{21}, X_{22}\right)$ be another vector of

Fig. 3. The communication rate regions for $X_{k}=\left(X_{k 1}, X_{k 2}\right), k \in\{1,2\}$ ( $X_{11}, X_{12}, X_{21}, X_{22}$ are mutually independent, uniform binary random variables) and $Y=\left(X_{1 J}, X_{2 J}\right)$, where $J$ is uniform on $\{1,2\}$ and independent of $\left(X_{1}, X_{2}\right)$. The region is defined by the constraints $R_{1} \geq 1$, $R_{2} \geq 1$, and $R_{1}+R_{2} \geq 3$ (shown via solid line) when the shared randomness between each encoder and the decoder are of sufficiently large rates. When an additional shared randomness is available between the encoders, the region is defined by the constraints $R_{1} \geq 1$ and $R_{2} \geq 1$ (shown via dotted line) provided the shared randomness between all the three pairs are of sufficiently large rates (see Section V-A).
two independent and uniformly distributed binary random variables independent of $X_{1}$. Consider simulating a channel $q_{Y \mid X_{1} X_{2}}$ with $Y=\left(X_{1 J}, X_{2 J}\right)$, where $J$ is a random variable uniformly distributed on $\{1,2\}$ and independent of $\left(X_{1}, X_{2}\right)$. For simplicity, we let $Z=\emptyset$, i.e. there is no side information at the decoder. Let us assume unlimited rates $R_{01}$ and $R_{02}$.

When there is no additional shared randomness between the encoders, from Theorem 3, the communication rate region $\mathcal{R}_{\text {MAC-coord, UL- }\left(S_{1}, S_{2}\right)}^{\mathrm{NO}-S_{0}}$ is given by the set of all rate pairs ( $R_{1}, R_{2}$ ) such that

$$
\begin{align*}
& R_{1} \geq I\left(U_{1} ; X_{1} \mid T\right),  \tag{6}\\
& R_{2} \geq I\left(U_{2} ; X_{2} \mid T\right), \tag{7}
\end{align*}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, t, u_{1}, u_{2}, y\right)= \\
& \quad p\left(x_{1}\right) p\left(x_{2}\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, t\right) \tag{8}
\end{align*}
$$

satisfying

$$
\begin{equation*}
\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{1}, u_{2}, y \mid t\right)=q\left(x_{1}, x_{2}, y\right) \tag{9}
\end{equation*}
$$

for all $t$. The following proposition (proved at the end of this section) explicitly characterizes the communication rate region for this $q_{X_{1} X_{2} Y}$.

Proposition 1: For the joint distribution $q_{X_{1} X_{2} Y}$ in Example 1, the communication rate region of Theorem 3 under sufficiently large shared randomness rates is equal to the region defined by the constraints $R_{1} \geq 1, R_{2} \geq 1$, and $R_{1}+R_{2} \geq 3$.

Now we show that if there exists an additional source of shared randomness between the encoders, then the rate pair $\left(R_{1}, R_{2}\right)=(1,1)$ is achievable (see Figure 3). In particular, we prove that if this additional shared randomness is of rate at least 1 , then a rate pair $\left(R_{1}, R_{2}\right)=(1,1)$ is achievable under sufficiently large shared randomness rates $R_{01}$ and $R_{02}$. To see this, notice that both the encoders, using a shared randomness of rate 1 , can sample a sequence $W_{1}, W_{2}, \cdots, W_{n}$ i.i.d. distributed on $\{1,2\}$ such that $p_{W}(1)=p_{W}(2)=$ 0.5 and independent of $\left(X_{1}^{n}, X_{2}^{n}\right)$. Now we invoke Theorem 1 with $\left(X_{i}, W\right)$ as the input source to the encoder- $i, i=1,2$.

This implies that a rate pair $\left(R_{1}, R_{2}\right)$ is achievable under sufficiently large shared randomness rates $R_{01}$ and $R_{02}$ if

$$
\begin{aligned}
R_{1} & \geq I\left(U_{1} ; X_{1}, W \mid U_{2}\right) \\
R_{2} & \geq I\left(U_{2} ; X_{2}, W \mid U_{1}\right) \\
R_{1}+R_{2} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, W\right),
\end{aligned}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, w, u_{1}, u_{2}, y\right)= \\
& \quad q\left(x_{1}, x_{2}, w\right) p\left(u_{1} \mid x_{1}, w\right) p\left(u_{2} \mid x_{2}, w\right) p\left(y \mid u_{1}, u_{2}\right) \tag{10}
\end{align*}
$$

It is easy to see that $U_{1}=X_{1 W}$ and $U_{2}=X_{2 W}$ satisfy the conditions on the structure of the probability distribution $p\left(x_{1}, x_{2}, w, u_{1}, u_{2}, y\right)$. This gives

$$
\begin{aligned}
I\left(X_{1 W} ; X_{1}, W \mid X_{2 W}\right) & =1 \\
I\left(X_{2 W} ; X_{2}, W \mid X_{1 W}\right) & =1 \\
I\left(X_{1 W}, X_{2 W} ; X_{1}, X_{2}, W\right) & =2
\end{aligned}
$$

which imply that a rate pair $(1,1)$ is achievable, thereby strictly improving over the rate region without encoder shared randomness, defined by the constraints $R_{1} \geq 1, R_{2} \geq 1$, and $R_{1}+R_{2} \geq 3$.

Remark 5: We remark that the outer bound implicit in Theorem 3 is strictly stronger than that of Theorem 2 (even after assuming its continuity at $\epsilon=0$ ) for the p.m.f. $q_{X_{1} X_{2} Z Y}$ in Example 1. We first observe that that the communication rate pair $(1,1)$ is contained in the outer bound given by Theorem 2 (under unlimited shared randomness rates and the assumption of continuity at $\epsilon=0$ ). To see this, first notice that the choice of $U_{1}=\left(X_{1 J}, J\right), U_{2}=\left(X_{2 J}, J\right)$, where $J$ is a random variable uniformly distributed on $\{1,2\}$ and independent of $\left(X_{1}, X_{2}\right)$, satisfies the conditions on the structure of the p.m.f. in the outer bound of Theorem 2. Now we evaluate the bounds on communication rates in Theorem 2 for this choice of auxiliary random variables.

$$
\begin{aligned}
\max \left\{I\left(X_{1 J}, J ; X_{1}\right), I\left(X_{1 J} ; X_{1} \mid X_{2 J}, J, X_{2}\right)\right\} & =1 \\
\max \left\{I\left(X_{2 J}, J ; X_{2}\right), I\left(X_{2 J} ; X_{2} \mid X_{1 J}, J, X_{1}\right)\right\} & =1 \\
I\left(X_{1 J}, X_{2 J}, J ; X_{1}, X_{2}\right) & =2
\end{aligned}
$$

This implies that a rate pair $\left(R_{1}, R_{2}\right)=(1,1)$ is contained in the outer bound on the communication rate region implied by Theorem 2 (under sufficiently large shared randomness rates and the assumption of continuity at $\epsilon=0$ ). However, by Proposition 1, this rate pair lies outside the communication rate region implied by Theorem 3.

We conclude the section with a proof of Proposition 1.
Proof of Proposition 1: For the achievability, it suffices to show that the corner points $(1,2)$ and $(2,1)$ are in the region defined by (6) - (9). By symmetry, it is enough to show that there exists a p.m.f.

$$
p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=p\left(x_{1}, x_{2}\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}\right)
$$

such that $\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=q\left(x_{1}, x_{2}, y\right)$, $I\left(U_{1} ; X_{1}\right)=2$, and $I\left(U_{2} ; X_{2}\right)=1$. It is easy to see that $U_{1}=X_{1}$ and $U_{2}=\left(J, X_{2 J}\right)$, where $J$ is a random variable uniformly distributed on $\{1,2\}$ and independent of
( $X_{1}, X_{2}$ ), satisfy the conditions on the structure of the joint probability distribution $p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)$. Now $I\left(U_{1} ; X_{1}\right)=$ $H\left(X_{1}\right)=2$ and $I\left(U_{2} ; X_{2}\right)=I\left(J, X_{2 J} ; X_{2}\right)=$ $I\left(X_{2 J} ; X_{2} \mid J\right)=1$.

For the converse, it suffices to show that for any p.m.f. $p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=p\left(x_{1}, x_{2}\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}\right)$ such that $\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=q\left(x_{1}, x_{2}, y\right)$, we have $I\left(U_{1} ; X_{1}\right) \geq 1, I\left(U_{2} ; X_{2}\right) \geq 1$, and $I\left(U_{1} ; X_{1}\right)+I\left(U_{2} ;\right.$ $\left.X_{2}\right) \geq 3$. Consider the p.m.f. in (8) for a fixed value of $t$, i.e.,
$p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=p\left(x_{1}\right) p\left(x_{2}\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}\right)$
such that

$$
\begin{equation*}
\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{1}, u_{2}, y\right)=q\left(x_{1}, x_{2}, y\right) \tag{11b}
\end{equation*}
$$

Note that the independence of $X_{1}$ and $X_{2}$ along with the long Markov chain $U_{1} \rightarrow X_{1} \rightarrow X_{2} \rightarrow U_{2}$ implies the independence of $\left(U_{1}, X_{1}\right)$ and $\left(U_{2}, X_{2}\right)$. The following three cases now arise based on $H\left(X_{1} \mid U_{1}\right)$ and $H\left(X_{2} \mid U_{2}\right)$.

Case 1: $H\left(X_{1} \mid U_{1}\right)=0$,
Case 2: $H\left(X_{2} \mid U_{2}\right)=0$,
Case 3: $H\left(X_{1} \mid U_{1}\right)>0$ and $H\left(X_{2} \mid U_{2}\right)>0$.
Case $1\left(H\left(X_{1} \mid U_{1}\right)=0\right)$ :
We have $I\left(X_{1} ; U_{1}\right)=H\left(X_{1}\right)=2$. Now we prove that $I\left(U_{2} ; X_{2}\right) \geq 1$. We show this by contradiction. Suppose that $I\left(U_{2} ; X_{2}\right)<1$. Then $H\left(X_{2} \mid U_{2}\right)=H\left(X_{2}\right)-I\left(U_{2} ; X_{2}\right)=$ $2-I\left(U_{2} ; X_{2}\right)>1$ and hence there exists a $u_{2}$ with $P\left(U_{2}=\right.$ $\left.u_{2}\right)>0$ such that $p_{X_{2} \mid U_{2}=u_{2}}$ has a support whose size is larger than 2. Notice that the Markov chain $Y \rightarrow\left(X_{1}, U_{2}\right) \rightarrow$ $X_{2}$ holds because

$$
\begin{aligned}
I\left(Y ; X_{2} \mid X_{1}, U_{2}\right) & \leq I\left(Y, U_{1} ; X_{2} \mid X_{1}, U_{2}\right) \\
& =I\left(U_{1} ; X_{2} \mid X_{1}, U_{2}\right)+I\left(Y ; X_{2} \mid U_{1}, U_{2}, X_{1}\right) \\
& \leq I\left(U_{1}, X_{1} ; U_{2}, X_{2}\right)+I\left(Y ; X_{1}, X_{2} \mid U_{1}, U_{2}\right) \\
& =0
\end{aligned}
$$

where the last equality follows because $\left(U_{1}, X_{1}\right)$ is independent of $\left(U_{2}, X_{2}\right)$ and the Markov chain $Y \rightarrow\left(U_{1}, U_{2}\right) \rightarrow$ ( $X_{1}, X_{2}$ ) holds.

Suppose $p_{X_{2} \mid U_{2}=u_{2}}$ has the support which is a superset of $\{(0,0),(1,0),(0,1)\}$. Consider the induced distribution $p_{Y \mid X_{1}=(0,1), U_{2}=u_{2}}$. This is well-defined because $P\left(X_{1}=\right.$ $\left.(0,1), U_{2}=u_{2}\right)>0$ as $X_{1}$ is independent of $U_{2}$ and $P\left(X_{1}=\right.$ $(0,1)), P\left(U_{2}=u_{2}\right)>0$. Since $P\left(X_{2}=(0,1) \mid X_{1}=\right.$ $\left.(0,1), U_{2}=u_{2}\right)=P\left(X_{2}=(0,1) \mid U_{2}=u_{2}\right)>0$ and $Y \rightarrow\left(X_{1}, U_{2}\right) \rightarrow X_{2}$, we have $P\left(Y=(1,0) \mid X_{1}=\right.$ $\left.(0,1), U_{2}=u_{2}\right)=P\left(Y=(0,1) \mid X_{1}=(0,1), U_{2}=\right.$ $\left.u_{2}\right)=0$. Since $P\left(X_{2}=(1,0) \mid X_{1}=(0,1), U_{2}=u_{2}\right)=$ $P\left(X_{2}=(1,0) \mid U_{2}=u_{2}\right)>0$ and $Y \rightarrow\left(X_{1}, U_{2}\right) \rightarrow X_{2}$, we have $P\left(Y=(1,1) \mid X_{1}=(0,1), U_{2}=u_{2}\right)=P(Y=$ $\left.(0,0) \mid X_{1}=(0,1), U_{2}=u_{2}\right)=0$. This is a contradiction since $p_{Y \mid X_{1}=(0,1), U_{2}=u_{2}}$ has to be a probability distribution.

Suppose $p_{X_{2} \mid U_{2}=u_{2}}$ has the support which is a superset of $\{(0,0),(1,1),(0,1)\}$. Since $P\left(X_{2}=(0,0) \mid X_{1}=\right.$ $\left.(0,0), U_{2}=u_{2}\right)=P\left(X_{2}=(0,0) \mid U_{2}=u_{2}\right)>0$ and
$Y \rightarrow\left(X_{1}, U_{2}\right) \rightarrow X_{2}$, we have $P\left(Y=(1,0) \mid X_{1}=\right.$ $\left.(0,0), U_{2}=u_{2}\right)=P\left(Y=(0,1) \mid X_{1}=(0,0), U_{2}=u_{2}\right)=$ $P\left(Y=(1,1) \mid X_{1}=(0,0), U_{2}=u_{2}\right)=0$. Since $P\left(X_{2}=\right.$ $\left.(1,1) \mid X_{1}=(0,0), U_{2}=u_{2}\right)=P\left(X_{2}=(1,1) \mid U_{2}=u_{2}\right)>0$ and $Y \rightarrow\left(X_{1}, U_{2}\right) \rightarrow X_{2}$, we have $P(Y=(0,0) \mid$ $\left.X_{1}=(0,0), U_{2}=u_{2}\right)=0$. This is a contradiction since $p_{Y \mid X_{1}=(0,0), U_{2}=u_{2}}$ is a probability distribution.

The other supports $\{(1,1),(0,1),(1,0)\}$ and $\{(0,0),(1,1)$, $(1,0)\}$ can be analysed in a similar manner to arrive at a contradiction. Hence, $I\left(U_{2} ; X_{2}\right) \geq 1$.

Case $2\left(H\left(X_{2} \mid U_{2}\right)=0\right)$ :
By symmetry, the analysis for this case is similar to that of Case 1.

Case $3\left(H\left(X_{1} \mid U_{1}\right)>0\right.$ and $\left.H\left(X_{2} \mid U_{2}\right)>0\right)$ :
We prove the following claim in Appendix D.
Claim 1: When $H\left(X_{1} \mid U_{1}\right)>0$ and $H\left(X_{2} \mid U_{2}\right)>0$, there exists a $k \in\{1,2\}$ such that for all $u_{1}$ and $u_{2}$ with $P\left(U_{1}=\right.$ $\left.u_{1}\right)>0, P\left(U_{2}=u_{2}\right)>0$, we have $H\left(X_{1 k} \mid U_{1}=u_{1}\right)=0$ and $H\left(X_{2 k} \mid U_{2}=u_{2}\right)=0$.

Claim 1 roughly states that, under Case $3, U_{1}$ and $U_{2}$ always reveal the $k^{\text {th }}$ components of $X_{1}$ and $X_{2}$, respectively, for a fixed $k \in\{1,2\}$. Let us assume $k=1$ without loss of generality, i.e., $U_{i}$ conveys atleast $X_{i 1}$ losslessly, for $i=1,2$. Let $A_{i}$ be the event " $U_{i}$ conveys both $X_{i 1}$ and $X_{i 2}$ losslessly", i.e., for $i=1,2$,

$$
\begin{equation*}
A_{i}=\bigcup_{u_{i}: H\left(X_{i 1} \mid U_{i}=u_{i}\right)=H\left(X_{i 2} \mid U_{i}=u_{i}\right)=0}\left(U_{i}=u_{i}\right) \tag{12}
\end{equation*}
$$

Let, for $i=1,2$,

$$
p_{i}:=P\left(A_{i}\right)=\sum_{\substack{u_{i}:}} P\left(U_{i}=u_{i}\right) .
$$

For $i=1,2$, it follows that $A_{i}^{c}$ is the event " $U_{i}$ conveys only $X_{i 1}$ losslessly" from Claim 1 along with our assumption that $k=1$. Now, in view of the independence of $\left(U_{1}, X_{1}\right)$ and $\left(U_{2}, X_{2}\right)$, it follows that $1-p_{1} p_{2}=1-P\left(A_{1} \cap A_{2}\right)=$ $P\left(A_{1}^{c} \cup A_{2}^{c}\right)$. Notice that this event $A_{1}^{c} \cup A_{2}^{c}$ must be a subset of the event $(J=1)$, otherwise the correctness condition (11b) is violated. Thus we have

$$
\begin{equation*}
1-p_{1} p_{2} \leq P(J=1)=0.5 \tag{13}
\end{equation*}
$$

Also, we have

$$
\begin{align*}
& I\left(U_{1} ; X_{1}\right) \\
& =H\left(X_{1}\right)-H\left(X_{1} \mid U_{1}\right) \\
& =2-\sum_{u_{1}} P\left(U_{1}=u_{1}\right) H\left(X_{1} \mid U_{1}=u_{1}\right) \\
& \stackrel{(a)}{=} 2-\sum_{\substack{u_{1}: \\
H\left(X_{11} \mid U_{1}=u_{1}\right)=0, H\left(X_{12} \mid U_{1}=u_{1}\right)>0}} P\left(U_{1}=u_{1}\right) H\left(X_{1} \mid U_{1}=u_{1}\right) \\
& -\sum_{\substack{u_{1}: \\
H\left(X_{11} \mid \\
H\left(X_{12} \mid U_{1}=u_{1}\right)=0, u_{1}\right)=0}} P\left(U_{1}=u_{1}\right) H\left(X_{1} \mid U_{1}=u_{1}\right) \\
& \geq 2-\sum_{\substack{u_{1}: \\
H\left(X_{11} \mid U_{1}=u_{1}\right)=0, H\left(X_{12} \mid U_{1}=u_{1}\right)>0}} P\left(U_{1}=u_{1}\right) H\left(X_{12} \mid U_{1}=u_{1}\right) \\
& \geq 2-\left(1-p_{1}\right) \\
& =1+p_{1} \text {, } \tag{14}
\end{align*}
$$

where (a) follows from Claim 1 along with our assumption that $k=1$, since $U_{i}$ reveals atleast $X_{i 1}$ losslessly for $i=1,2$. Similarly, we have $I\left(U_{2} ; X_{2}\right) \geq 1+p_{2}$. From (13), we have $p_{1} p_{2} \geq 0.5$. Now since

$$
\begin{equation*}
\min _{\substack{p_{1}, p_{2} \\ 0 \leq p_{1}, p_{2} \leq 1 \text { and } \\ p_{1} p_{2} \geq 0.5}} p_{1}+p_{2}>1 \tag{15}
\end{equation*}
$$

we have $I\left(U_{1} ; X_{1}\right)+I\left(U_{2} ; X_{2}\right) \geq 2+p_{1}+p_{2} \geq 3$. This proves that the communication rate region is equal to the region defined by the constraints $R_{1} \geq 1, R_{2} \geq 1$, and $R_{1}+R_{2} \geq 3$.

## V. Inner and Outer Bounds on the Rate Region

In this section, we present our results for the general setup when a pairwise shared randomness of limited rate $R_{00}$ is present between the encoders (see Figure 1). In addition, for Example 1, we will show that the (achievable) rate region defined by $R_{1} \geq 1, R_{2} \geq 1$ is indeed optimal with sufficiently large pairwise shared randomness rates (all three pairs). We will also exploit common components [52] between the two sources, i.e. random variables $X_{0}$ such that there exist deterministic functions $f_{1}$ and $f_{2}$ with

$$
\begin{equation*}
X_{0}=f_{1}\left(X_{1}\right)=f_{2}\left(X_{2}\right) \text { a.s. } \tag{16}
\end{equation*}
$$

The following theorem provides an inner bound to the region $\mathcal{R}_{\text {MAC-coord. }}$.

Theorem 4 (Inner Bound With Encoder Shared Randomness): Given a p.m.f. $q_{X_{1} X_{2} Z Y}$, the rate tuple ( $\left.R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right)$ is in $\mathcal{R}_{\text {MAC-coord }}$ if

$$
\begin{align*}
& R_{00} \geq H\left(U_{0} \mid X_{0}, T\right)  \tag{17}\\
& R_{1} \geq I\left(U_{1} ; X_{1}, U_{0} \mid U_{2}, Z, T\right)  \tag{18}\\
& R_{2} \geq I\left(U_{2} ; X_{2}, U_{0} \mid U_{1}, Z, T\right)  \tag{19}\\
& R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, U_{0} \mid Z, T\right)  \tag{20}\\
& R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, U_{0}, Y \mid Z, T\right) \\
&-I\left(U_{1} ; U_{2} \mid Z, T\right)  \tag{21}\\
& R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, U_{0}, Y \mid Z, T\right) \\
& \quad-I\left(U_{1} ; U_{2} \mid Z, T\right)  \tag{22}\\
& R_{1}+R_{2}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, U_{0}, Y \mid Z, T\right) \\
&+I\left(U_{2} ; X_{2}, U_{0} \mid U_{1}, Z, T\right)  \tag{23}\\
& R_{1}+R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, U_{0}, Y \mid Z, T\right) \\
& \quad+I\left(U_{1} ; X_{1}, U_{0} \mid U_{2}, Z, T\right)  \tag{24}\\
& R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, U_{0}, Y \mid Z, T\right) \tag{25}
\end{align*}
$$

for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)= \\
& p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{0} \mid x_{0}, t\right) p\left(u_{1} \mid x_{1}, u_{0}, t\right) \\
& \quad \times p\left(u_{2} \mid x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)
\end{aligned}
$$

such that

$$
\sum_{u_{0}, u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z \mid t\right)=q\left(x_{1}, x_{2}, z, y\right), \text { for all } t
$$

The main idea behind the proof is to make use of the shared randomness between the encoders in order to simulate a common description of $X_{0}^{n}$, viz. $U_{0}^{n}$ at both the encoders approximately distributed according to $q_{U_{0}^{n} \mid X_{0}^{n}}^{(n)}\left(u_{0}^{n} \mid x_{0}^{n}\right):=$ $\prod_{i=1}^{n} p_{U_{0} \mid X_{0}}\left(u_{0 i} \mid x_{0 i}\right)$. Then we invoke Theorem 1 with $X_{j}$ replaced by $\left(X_{j}, U_{0}\right)$ for $j \in\{1,2\}$. A detailed proof is given in Section VI-A.2.

We now provide an outer bound to the region $\mathcal{R}_{\text {MAC-coord }}$.
Theorem 5 (Outer Bound With Encoder Shared Randomness): Given a p.m.f. $q_{X_{1} X_{2} Z Y}$, any rate tuple $\left(R_{1}, R_{2}\right.$, $\left.R_{00}, \quad R_{01}, \quad R_{02}\right) \quad$ in $\quad \mathcal{R}_{\text {MAC-coord }}$ satisfies, for every $\epsilon \in\left(0, \frac{1}{4}\right]$,

$$
\begin{aligned}
& R_{1} \geq \max \left\{I\left(U_{1} ; X_{1} \mid U_{0}, Z, T\right)\right. \\
& \left.\quad I\left(U_{1} ; X_{1} \mid U_{0}, U_{2}, X_{2}, Z, T\right)\right\}
\end{aligned}
$$

$$
\begin{equation*}
R_{2} \geq \max \left\{I\left(U_{2} ; X_{2} \mid U_{0}, Z, T\right)\right. \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
\left.I\left(U_{2} ; X_{2} \mid U_{0}, U_{1}, X_{1}, Z, T\right)\right\} \tag{27}
\end{equation*}
$$

$$
\begin{equation*}
R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid U_{0}, Z, T\right) \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \tag{30}
\end{equation*}
$$

$$
R_{00}+R_{1}+R_{01} \geq I\left(U_{0}, U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon)
$$

$$
R_{00}+R_{2}+R_{02} \geq I\left(U_{0}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon)
$$

$$
\begin{equation*}
R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \tag{32}
\end{equation*}
$$

$$
\begin{align*}
R_{00}+R_{1}+R_{2}+R_{01}+ & R_{02}+g(\epsilon)  \tag{33}\\
& \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \tag{34}
\end{align*}
$$

with $g(\epsilon)=2 \sqrt{\epsilon}\left(H_{q}\left(X_{1}, X_{2}, Y, Z\right)+\log \frac{\left(\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|\right)}{\epsilon}\right)$ (which tends to 0 as $\epsilon \rightarrow 0$ ), for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)= \\
& p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{0} \mid t\right) p\left(u_{1}, u_{2} \mid x_{1}, x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{35}
\end{align*}
$$

such that

$$
\begin{align*}
p\left(u_{1} \mid x_{1}, x_{2}, u_{0}, z, t\right) & =p\left(u_{1} \mid x_{1}, u_{0}, t\right)  \tag{36}\\
p\left(u_{2} \mid x_{1}, x_{2}, u_{0}, z, t\right) & =p\left(u_{2} \mid x_{2}, u_{0}, t\right)  \tag{37}\\
\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} & \leq \epsilon \text { for all } t \tag{38}
\end{align*}
$$

A detailed proof is given in Section VI-B.1. Once again, the outer bound in Theorem 5 is only an epsilon rate region, whose continuity at $\epsilon=0$ is unknown.

When the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$, and the shared randomness rates
( $R_{00}, R_{01}, R_{02}$ ) are unlimited, we obtain a potentially stronger outer bound which is also continuous at $\epsilon=0$.

Theorem 6 (Outer Bound - Conditionally Independent Sources Given the Side Information): Consider a p.m.f. $q_{X_{1} X_{2} Z Y}$ such that the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$, i.e., $I\left(X_{1} ; X_{2} \mid Z\right)=0$. Then any rate tuple in $\mathcal{R}_{\text {MAC-coord, UL- }\left(S_{0}, S_{1}, S_{2}\right)}$ satisfies

$$
\begin{aligned}
& R_{1} \geq I\left(U_{0}, U_{1} ; X_{1} \mid Z, T\right) \\
& R_{2} \geq I\left(U_{0}, U_{2} ; X_{2} \mid Z, T\right) \\
& R_{1}+R_{2} \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right)
\end{aligned}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)= \\
& p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) p\left(u_{0} \mid t\right) p\left(u_{1} \mid x_{1}, u_{0}, t\right) p\left(u_{2} \mid x_{2}, u_{0}, t\right) \\
& \quad \times p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{39}
\end{align*}
$$

such that $\sum_{u_{0}, u_{1}, u_{2}} p\left(x_{1}, x_{2}, z, u_{0}, u_{1}, u_{2}, y \mid t\right)=q\left(x_{1}, x_{2}, z, y\right)$, for all $t$, with $\left|\mathcal{U}_{0}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y} \| \mathcal{Z}|, \quad\left|\mathcal{U}_{1}\right| \leq$ $\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|,\left|\mathcal{U}_{2}\right| \leq\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$, and $|\mathcal{T}| \leq 3$.

Notice that the improvement is in the structure of the p.m.f. compared to that of Theorem 5. A detailed proof can be found in Section VI-B.4.

## A. Optimal Region for Example 1 With Unlimited Shared Randomness Between All Three Pairs

Here, we show that in the setting of Example 1, the region $R_{1} \geq 1$ and $R_{2} \geq 1$ is indeed the optimal rate region (not just achievable as shown in Section IV) with unlimited pairwise shared randomness (all three pairs). The achievability can also be inferred from Theorem 4 with the choice of $U_{0}=J$, $U_{1}=X_{1 J}$ and $U_{2}=X_{2 J}$, where $J$ is a random variable uniformly distributed on $\{1,2\}$ and independent of $\left(X_{1}, X_{2}\right)$. To prove the converse, first note that Theorem 6 (with $Z=\emptyset$ ) implies that any achievable rate pair $\left(R_{1}, R_{2}\right)$ must satisfy

$$
\begin{aligned}
R_{1} & \geq I\left(U_{0}, U_{1} ; X_{1} \mid T\right) \\
R_{2} & \geq I\left(U_{0}, U_{2} ; X_{2} \mid T\right) \\
R_{1}+R_{2} & \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid T\right),
\end{aligned}
$$

for some p.m.f.

$$
\begin{aligned}
p\left(x_{1}, x_{2},\right. & \left.t, u_{0}, u_{1}, u_{2}, y\right)=p\left(x_{1}\right) p\left(x_{2}\right) p(t) p\left(u_{0} \mid t\right) \\
& \times p\left(u_{1} \mid x_{1}, u_{0}, t\right) p\left(u_{2} \mid x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, t\right)
\end{aligned}
$$

such that $\sum_{u_{0}, u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y \mid t\right)=q\left(x_{1}, x_{2}, y\right)$, for all $t$.

For the converse, it suffices to show that for any p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y\right)= \\
& \quad p\left(x_{1}\right) p\left(x_{2}\right) p\left(u_{0}\right) p\left(u_{1} \mid x_{1}, u_{0}\right) p\left(u_{2} \mid x_{2}, u_{0}\right) p\left(y \mid u_{1}, u_{2}\right)
\end{aligned}
$$

with $\sum_{u_{0}, u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y\right)=q\left(x_{1}, x_{2}, y\right)$, we have $I\left(U_{0}, U_{1} ; X_{1}\right) \geq 1$ and $I\left(U_{0}, U_{2} ; X_{2}\right) \geq 1$. Equivalently, by
marginalizing away $U_{2}$ and letting $\left(U_{0}, U_{1}\right) \triangleq U$, it suffices to show that for any p.m.f.

$$
p\left(x_{1}, x_{2}, u, y\right)=p\left(x_{1}\right) p\left(x_{2}\right) p\left(u \mid x_{1}\right) p\left(y \mid u, x_{2}\right)
$$

with $\sum_{u} p\left(x_{1}, x_{2}, u, y\right)=q\left(x_{1}, x_{2}, y\right)$, we have $I\left(U ; X_{1}\right) \geq 1$ (The condition $I\left(U_{0}, U_{2} ; X_{2}\right) \geq 1$ can be shown analogously.). This can be established by proving that for each $U=u$ such that $H\left(X_{1} \mid U=u\right)>0$, there exists $k(u) \in\{1,2\}$ such that $H\left(X_{1 k} \mid U=u\right)=0$. Indeed this yields

$$
\begin{align*}
I\left(U ; X_{1}\right) & =H\left(X_{1}\right)-H\left(X_{1} \mid U\right) \\
& =2-\sum_{u} P(U=u) H\left(X_{1} \mid U=u\right) \\
& =2-\sum_{u} P(U=u)\left(H\left(X_{1 k} \mid U=u\right)\right. \\
& \left.\quad+H\left(X_{1 k^{\prime}} \mid U=u, X_{1 k}\right)\right) \\
& \geq 2-\sum_{u} P(U=u)(0+1) \\
& =1 \tag{40}
\end{align*}
$$

We have the following claim.
Claim 2: When $H\left(X_{1} \mid U\right)>0$, for all $u$ with $H\left(X_{1} \mid U=\right.$ $u)>0$ there exists a $k$ in $\{1,2\}$ such that $H\left(X_{1 k} \mid U=u\right)=0$.

Proof of Claim 2: We prove this by contradiction. Suppose $H\left(X_{1 i} \mid U=u\right)>0$, for $i=1,2$. Then the support of $p_{X_{1} \mid U=u}$ has to be a superset of either $\{(0,1),(1,0)\}$ or $\{(0,0),(1,1)\}$. However, it turns out that, the support cannot be a superset of $\{(0,0),(1,1)\}$. To see this, first notice that $P\left(X_{1}=(0,0) \mid U=u, X_{2}=(0,0)\right)=P\left(X_{1}=(0,0) \mid U=\right.$ $u)>0$, where the equality follows from the independence of $\left(U, X_{1}\right)$ and $X_{2}$. Similarly, $P\left(X_{1}=(1,1) \mid U=u, X_{2}=\right.$ $(0,0))>0$. Now since $X_{1 J}-\left(U, X_{2}\right)-X_{1}$, we have $P\left(X_{1 J}=0 \mid U=u, X_{2}=(0,0)\right)=P\left(X_{1 J}=0 \mid U=\right.$ $\left.u, X_{2}=(0,0), X_{1}=(1,1)\right)=0$, where the last equality follows from the correctness of the output $Y=\left(X_{1 J}, X_{2 J}\right)$. Similarly, $P\left(X_{1 J}=1 \mid U=u, X_{2}=(0,0)\right)=P\left(X_{1 J}=\right.$ $\left.1 \mid U=u, X_{2}=(0,0), X_{1}=(0,0)\right)=0$. This is a contradiction since $p_{Y_{1} \mid U=u, X_{2}=(0,0)}$ has to be a probability distribution. The only other possibility is that $p_{X_{1} \mid U=u}$ has a support that is a superset of $\{(0,1),(1,0)\}$. Consider the induced distribution $p_{Y \mid X_{2}=(0,1), U=u}$. This is well-defined because $P\left(X_{2}=(0,1), U=u\right)>0$ as $X_{2}$ is independent of $U$ and $P\left(X_{2}=(0,1)\right), P(U=u)>0$. Since $P\left(X_{1}=\right.$ $\left.(0,1) \mid X_{2}=(0,1), U=u\right)=P\left(X_{1}=(0,1) \mid U=u\right)>0$ and $Y \rightarrow\left(X_{2}, U\right) \rightarrow X_{1}$, we have $P\left(Y=(1,0) \mid X_{2}=\right.$ $(0,1), U=u)=P\left(Y=(0,1) \mid X_{2}=(0,1), U=u\right)=0$. Since $P\left(X_{1}=(1,0) \mid X_{2}=(0,1), U=u\right)=P\left(X_{1}=\right.$ $(1,0) \mid U=u)>0$ and $Y \rightarrow\left(X_{2}, U\right) \rightarrow X_{1}$, we have $P(Y=$ $\left.(1,1) \mid X_{2}=(0,1), U=u\right)=P\left(Y=(0,0) \mid X_{2}=(0,1)\right.$, $U=u)=0$. This is a contradiction since $p_{Y \mid X_{2}=(0,1), U=u}$ has to be a valid probability distribution.

This proves that the optimal communication rate region with unlimited pairwise shared randomness (all three pairs) $\mathcal{R}_{\text {MAC-coord, UL- }\left(S_{0}, S_{1}, S_{2}\right)}$ is indeed defined by the constraints $R_{1} \geq 1$ and $R_{2} \geq 1$.

## VI. Proofs

## A. Achievability Proofs

The proof of Theorem 1 is in Appendix A.

1) Achievability Proof of Theorem 3: Proof: We argue that achievability follows from Theorem 1 by enforcing the constraint $p\left(x_{1}, x_{2}, z\right)=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right)$ along with unlimited shared randomness rate $R_{02}$. In this case, the joint distribution on $\left(X_{1}, X_{2}, Z, T, U_{1}\right.$, $\left.U_{2}, Y\right)$ decomposes as $p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)=$ $p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)$. We first write down the inner bound from Theorem 1 for this case.

$$
\begin{align*}
& R_{1} \geq I\left(U_{1} ; X_{1} \mid U_{2}, Z, T\right) \\
&=I\left(U_{1} ; X_{1} \mid Z, T\right) \\
& R_{2} \geq I\left(U_{2} ; X_{2} \mid U_{1}, Z, T\right) \\
&=I\left(U_{2} ; X_{2} \mid Z, T\right) \\
& R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right) \\
&=I\left(U_{1} ; X_{1} \mid Z, T\right)+I\left(U_{2} ; X_{2} \mid Z, T\right) \\
& R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
& \quad-I\left(U_{1} ; U_{2} \mid Z, T\right) \\
&=I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right) \\
& R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
& \quad-I\left(U_{1} ; U_{2} \mid Z, T\right) \\
&=I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right) \\
& R_{1}+R_{2}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
& \quad+I\left(U_{2} ; X_{2} \mid U_{1}, Z, T\right) \\
&=I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right) \\
& \quad+I\left(U_{2} ; X_{2} \mid Z, T\right) \\
& R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) . \\
& \quad \quad+I(41)
\end{align*}
$$

Notice that the constraints on $R_{1}+R_{2}, R_{1}+R_{2}+R_{01}$ and $R_{1}+R_{2}+R_{02}$ are redundant. This region is an inner bound to $\mathcal{R}_{\mathrm{MAC}}^{\mathrm{NO}-\mathrm{S}_{0}} \mathrm{R}^{2}$. Considering only the constraints that exclude $R_{02}$ completes the achievability of Theorem 3.
2) Proof of Theorem 4: Proof: We prove the achievability for $|\mathcal{T}|=1$, and the rest of the proof follows by using time sharing argument similar to that in Theorem 1 (in particular, see the paragraph after Lemma 8). Firstly, we show that the shared randomness between the encoders can be harnessed to simulate $U_{0}^{n}$ approximately distributed according to $q_{U_{0}^{n} \mid X_{0}^{n}}^{(n)}\left(u_{0}^{n} \mid x_{0}^{n}\right)=\prod_{i=1}^{n} p_{U_{0} \mid X_{0}}\left(u_{0 i} \mid x_{0 i}\right)$. The rate of shared randomness needed here will turn out to be $R_{00} \geq H\left(U_{0} \mid X_{0}\right)$, i.e. the constraint (17) on $R_{00}$ in Theorem 4.


Fig. 4. Implications of soft covering [5].

We make use of the following setup from Cuff [5, Corollary VII.5]. Let $X_{0}^{n}$ be an i.i.d. sequence with distribution $p_{X_{0}}$ and $p_{U_{0} \mid X_{0}} p_{V \mid U_{0}, X_{0}}$ be a memoryless channel. A deterministic encoder $f(\cdot)$ receives both $X_{0}^{n}$ and a uniformly distributed random variable $S_{0} \in\left[1: 2^{n R_{00}}\right]$. Cuff [5] gave the following sufficient condition on the rate $R_{00}$ so that the induced distribution on the channel output in Figure 4 is i.i.d. in the limit of large $n$.

Lemma 1: [5, Corollary VII.5] Let $p_{V^{n}}$ be the induced distribution on the channel output in Figure 4 and $q_{V^{n}}$ be the i.i.d. output distribution specified by $\sum_{u_{0}, x_{0}} p_{X_{0}} p_{U_{0} \mid X_{0}} p_{V \mid U_{0}, X_{0}}$. Then if

$$
\begin{equation*}
R \geq I\left(X_{0}, U_{0} ; V\right)-H\left(X_{0}\right) \tag{42}
\end{equation*}
$$

we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|p_{V^{n}}-q_{V^{n}}\right\|_{1}=0 \tag{43}
\end{equation*}
$$

For our purposes, we take $p_{V \mid U_{0}, X_{0}}$ to be an identity channel i.e. $V=\left(U_{0}, X_{0}\right)$ in Lemma 1. Hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|p_{U_{0}^{n}, X_{0}^{n}}-q_{U_{0}^{n}, X_{0}^{n}}\right\|_{1}=0 \tag{44}
\end{equation*}
$$

provided that $R_{00}$ satisfies

$$
\begin{align*}
R_{00} & \geq I\left(X_{0}, U_{0} ; X_{0}, U_{0}\right)-H\left(X_{0}\right) \\
& =H\left(U_{0} \mid X_{0}\right) . \tag{45}
\end{align*}
$$

Suppose if $\left(X_{1}^{n}, X_{2}^{n}, U_{0}^{n}\right)$ are generated exactly i.i.d., then we can invoke Theorem 1 with $X_{j}$ replaced by $\left(X_{j}, U_{0}\right)$ for $j \in\{1,2\}$ and it can be verified that this exactly yields the eight rate constraints (18)-(25) involving ( $R_{1}, R_{2}, R_{01}, R_{02}$ ) in Theorem 4. Here, we show that the same set of rate constraints suffices even if $\left(U_{0}^{n}, X_{0}^{n}\right)$ are approximately i.i.d. in the sense of (44). All that remains to be shown is that under the rate constraints in Theorem 4, there exists a sequence of codes with an induced p.m.f. on $\left(X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}\right)$ such that the total variation distance between this p.m.f. and the desired i.i.d. p.m.f. $\prod q_{X_{1}, X_{2}, U_{0}, Z, Y}$ vanishes in the limit of large blocklength $n$. This can be argued out as follows.

If $\left(X_{1}^{n}, X_{2}^{n}, U_{0}^{n}\right)$ were exactly i.i.d., by invoking Theorem 1 there exists

$$
\begin{aligned}
& p\left(m_{1}, m_{2}, y^{n} \mid x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}\right) \\
& :=p\left(m_{1} \mid s_{1}, x_{1}^{n}, u_{0}^{n}\right) p\left(m_{2} \mid s_{2}, x_{2}^{n}, u_{0}^{n}\right) p\left(y^{n} \mid m_{1}, m_{2}, s_{1}, s_{2}, z^{n}\right)
\end{aligned}
$$

such that

$$
\begin{equation*}
\left\|p_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-\prod q_{X_{1} X_{2} U_{0} Z Y}\right\|_{1} \leq \epsilon \tag{46}
\end{equation*}
$$

On the other hand, let $\tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}\right)$ be the distribution in which $\left(U_{0}^{n}, X_{0}^{n}\right)$ are approximately i.i.d. in the sense of (44). Let us define

$$
\begin{align*}
& \tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}, m_{1}, m_{2}, y^{n}\right) \\
& \quad:=\tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}\right) \\
& \quad \times p\left(m_{1}, m_{2}, y^{n} \mid x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}\right) . \tag{47}
\end{align*}
$$

Now, the total variation distance of interest can be bounded using triangle inequality as

$$
\begin{align*}
& \left\|\tilde{p}_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-\prod q_{X_{1} X_{2} U_{0} Z Y}\right\|_{1} \\
& \leq\left\|\tilde{p}_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-p_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}\right\|_{1} \\
& \quad \quad+\left\|p_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-\prod q_{X_{1} X_{2} U_{0} Y}\right\|_{1} \\
& \quad \leq\left\|\tilde{p}_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-p_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}\right\|_{1}+\epsilon, \tag{48}
\end{align*}
$$

where (48) follows from (46). Next consider the first term on the RHS of (48).

$$
\begin{align*}
& \left\|\tilde{p}_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-p_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}\right\|_{1} \\
& =\sum_{\substack{x_{1}^{n}, x_{2}^{n}, u_{n}^{n}, z^{n}, y^{n}}} \mid \sum_{\substack{m_{1}, m_{2}, s_{1}, s_{2}}} \tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, y^{n}, m_{1}, m_{2}, s_{1}, s_{2}\right) \\
& -p\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, y^{n}, m_{1}, m_{2}, s_{1}, s_{2}\right) \mid \\
& \stackrel{(a)}{\leq} \sum_{\substack{x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, y^{n}, m_{1}, m_{2}, s_{1}, s_{2}}} \frac{p\left(y^{n}, m_{1}, m_{2} \mid x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}, s_{1}, s_{2}\right)}{2^{n\left(R_{01}+R_{02}\right)}} \\
& \times\left|\tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}\right)-p\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}\right)\right| \\
& =\sum_{x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}}\left|\tilde{p}\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}\right)-p\left(x_{1}^{n}, x_{2}^{n}, u_{0}^{n}, z^{n}\right)\right| \\
& \stackrel{(b)}{\leq} \sum_{x_{1}^{n}, x_{2}^{n}, x_{0}^{n}, u_{0}^{n}, z^{n}} \mid \tilde{p}\left(x_{1}^{n}, x_{2}^{n}, x_{0}^{n}, u_{0}^{n}, z^{n}\right)- \\
& p\left(x_{1}^{n}, x_{2}^{n}, x_{0}^{n}, u_{0}^{n}, z^{n}\right) \mid \\
& =\sum_{x_{1}^{n}, x_{2}^{n}, x_{0}^{n}, u_{0}^{n}, z^{n}} p\left(x_{1}^{n}, x_{2}^{n}, x_{0}^{n}, z^{n}\right)\left|\tilde{p}\left(u_{0}^{n} \mid x_{0}^{n}\right)-p\left(u_{0}^{n} \mid x_{0}^{n}\right)\right| \\
& =\sum_{x_{0}^{n}, u_{0}^{n}}\left|\tilde{p}\left(x_{0}^{n}, u_{0}^{n}\right)-p\left(x_{0}^{n}, u_{0}^{n}\right)\right| \\
& \leq \epsilon \text {, } \tag{49}
\end{align*}
$$

where (a) follows from the triangle inequality and the fact that $S_{1}$ and $S_{2}$ are uniformly distributed on their respective ranges,
(b) follows since $X_{0}$ is a common function of $X_{1}$ and $X_{2}$, and
(49) follows from the statement below (46). From expressions
(48) and (49), we conclude that

$$
\left\|\tilde{p}_{X_{1}^{n}, X_{2}^{n}, U_{0}^{n}, Z^{n}, Y^{n}}-\prod q_{X_{1}, X_{2}, U_{0}, Z, Y}\right\|_{1} \leq 2 \epsilon
$$

## B. Converse Proofs

We will show that Theorem 2 is a direct consequence of Theorem 5, which we prove first.

1) Proof of Theorem 5: Proof: Consider a code that induces a joint distribution on $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}\right)$ such that

$$
\begin{equation*}
\left\|p_{X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}}-q_{X_{1} X_{2} Z Y}^{(n)}\right\|_{1}<\epsilon, \tag{50}
\end{equation*}
$$

for $\epsilon \in\left(0, \frac{1}{4}\right]$. For ease of notation, for a vector $A^{n}$, we write $A_{\sim i} \triangleq\left(A^{i-1}, A_{i+1}^{n}\right)$. Also let $M_{[0: 2]} \triangleq\left(M_{0}, M_{1}, M_{2}\right)$ and $S_{[0: 2]} \triangleq\left(S_{0}, S_{1}, S_{2}\right)$. We quote the following lemmas that will prove useful in the outer bound.

Lemma 2: [10, Lemma 6] Let $p_{X^{n}}$ be such that $\| p_{X^{n}}-$ $q_{X}^{(n)} \|_{1} \leq \epsilon$, where $q_{X}^{(n)}\left(x^{n}\right)=\prod_{i=1}^{n} q_{X}\left(x_{i}\right)$, then

$$
\begin{equation*}
\sum_{i=1}^{n} I_{p}\left(X_{i} ; X_{\sim i}\right) \leq n g_{1}(\epsilon) \tag{51}
\end{equation*}
$$

where $g_{1}(\epsilon)=2 \sqrt{\epsilon}\left(H(X)+\log |\mathcal{X}|+\log \frac{1}{\sqrt{\epsilon}}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$.
Lemma 3: [5, Lemma VI.3] Let $p_{X^{n}}$ be such that $\| p_{X^{n}}-$ $q_{X}^{(n)} \|_{1} \leq \epsilon$, where $q_{X}^{(n)}\left(x^{n}\right)=\prod_{i=1}^{n} q_{X}\left(x_{i}\right)$, then for any RV $T \in[1: n]$ independent of $X^{n}$,

$$
\begin{equation*}
I_{p}\left(T ; X_{T}\right) \leq g_{2}(\epsilon) \tag{52}
\end{equation*}
$$

where $g_{2}(\epsilon)=4 \epsilon\left(\log |\mathcal{X}|+\log \frac{1}{\epsilon}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$.
Notice that for $\epsilon \in\left(0, \frac{1}{4}\right]$, we have $\max \left\{g_{1}(\epsilon), g_{2}(\epsilon)\right\} \leq$ $g(\epsilon):=2 \sqrt{\epsilon}\left(H(X)+\log |\mathcal{X}|+2 \log \frac{1}{\sqrt{\epsilon}}\right)$. So, we can replace $g_{1}(\epsilon)$ and $g_{2}(\epsilon)$ in Lemmas 2 and 3 by $g(\epsilon)$, which also tends to 0 as $\epsilon \rightarrow 0$. Let us consider the first lower bound on $R_{j}$ for $j \in\{1,2\}$ in (26)-(27).

$$
\begin{align*}
n R_{j} & \geq H\left(M_{j}\right) \\
& \geq H\left(M_{j} \mid S_{0}, S_{j}, Z^{n}\right) \\
& \geq I\left(M_{j} ; X_{j}^{n} \mid S_{0}, S_{j}, Z^{n}\right) \\
& \stackrel{(a)}{=} I\left(M_{j}, S_{j} ; X_{j}^{n} \mid S_{0}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{j} ; X_{j i} \mid X_{j, i+1}^{n}, S_{0}, Z_{i}, Z_{\sim i}\right) \\
& \stackrel{(b)}{=} \sum_{i=1}^{n} I\left(M_{j}, S_{j}, X_{j, i+1}^{n}, Z_{\sim i} ; X_{j i} \mid S_{0}, Z_{i}\right) \\
& \geq \sum_{i=1}^{n} I\left(M_{j}, S_{j}, X_{j, i+1}^{n}, Z^{i-1} ; X_{j i} \mid S_{0}, Z_{i}\right) \\
& \stackrel{(c)}{\geq} \sum_{i=1}^{n} I\left(U_{j i} ; X_{j i} \mid U_{0 i}, Z_{i}\right) \\
& \stackrel{(d)}{=} n I\left(U_{j T} ; X_{j T} \mid U_{0 T}, Z_{T}, T\right) \\
& \stackrel{(e)}{=} n I\left(U_{j} ; X_{j} \mid U_{0}, Z, T\right) \tag{53}
\end{align*}
$$

where (a) follows since $S_{j}$ is independent of $\left(S_{0}, X_{j}^{n}, Z^{n}\right)$, (b) follows since $\left(X_{j i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d. and $S_{0}$ is independent of $\left(X_{j}^{n}, Z^{n}\right)$, (c) follows by defining $U_{0 i}=S_{0}, U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$ and $U_{2 i}=$ ( $M_{2}, S_{2}, X_{2, i+1}^{n}$ ), (d) follows by introducing a uniform timesharing random variable $T \in[1: n]$ that is independent of everything else, while (e) follows by defining $U_{0}:=U_{0 T}$, $U_{1}:=U_{1 T}, U_{2}:=U_{2 T}, X_{1}:=X_{1 T}, X_{2}:=X_{2 T}, Y:=Y_{T}$
and $Z:=Z_{T}$. The second lower bound on $R_{1}$ in (26) is obtained as follows.

$$
\begin{align*}
n R_{1} & \geq H\left(M_{1}\right) \\
& \geq H\left(M_{1} \mid X_{2}^{n}, S_{[0: 2]}, Z^{n}\right) \\
& \geq I\left(M_{1} ; X_{1}^{n} \mid X_{2}^{n}, S_{[0: 2]}, Z^{n}\right) \\
& \stackrel{(a)}{=} I\left(M_{[1: 2]} ; X_{1}^{n} \mid X_{2}^{n}, S_{[0: 2]}, Z^{n}\right) \\
& \stackrel{(b)}{=} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1}^{n} \mid S_{0}, X_{2}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1 i} \mid X_{1, i+1}^{n}, S_{0}, X_{2}^{n}, Z^{n}\right) \\
& \stackrel{(c)}{=} \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, \sim i}, Z_{\sim i} ; X_{1 i} \mid S_{0}, X_{2 i}, Z_{i}\right) \\
& \geq \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; X_{1 i} \mid S_{0}, X_{2 i}, Z_{i}\right) \\
& \stackrel{(d)}{=} \sum_{i=1}^{n} I\left(U_{1 i}, U_{2 i} ; X_{1 i} \mid U_{0 i}, X_{2 i}, Z_{i}\right) \\
& \stackrel{(e)}{=} \sum_{i=1}^{n} I\left(U_{1 i} ; X_{1 i} \mid U_{0 i}, U_{2 i}, X_{2 i}, Z_{i}\right) \\
& =n I\left(U_{1 T} ; X_{1 T} \mid U_{0 T}, U_{2 T}, X_{2 T}, Z_{T}, T\right) \\
& =n I\left(U_{1} ; X_{1} \mid U_{0}, U_{2}, X_{2}, Z, T\right) \tag{54}
\end{align*}
$$

where (a) follows from the Markov chain $M_{2} \rightarrow$ $\left(X_{2}^{n}, S_{0}, S_{2}\right) \rightarrow\left(M_{1}, S_{1}, X_{1}^{n}, Z^{n}\right)$, (b) follows since $S_{[1: 2]}$ is independent of $\left(S_{0}, X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$, (c) follows since $S_{0}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and the fact that $\left(X_{1 i}, X_{2 i}, Z_{i}\right)$, $i=1, \cdots, n$ are i.i.d., (d) follows from the identifications $U_{0 i}=S_{0}, U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$ and $U_{2 i}=$ ( $M_{2}, S_{2}, X_{2, i+1}^{n}$ ), while (e) follows from the Markov chain $U_{2 i} \rightarrow\left(U_{0 i}, X_{2 i}\right) \rightarrow\left(X_{1 i}, Z_{i}\right)$. Similarly, we obtain

$$
\begin{equation*}
n R_{2} \geq n I\left(U_{2} ; X_{2} \mid U_{0}, U_{1}, X_{1}, Z, T\right) \tag{55}
\end{equation*}
$$

We next derive the lower bound on $\left(R_{1}+R_{2}\right)$ in (28).

$$
\begin{align*}
& n\left(R_{1}+R_{2}\right) \\
& \geq H\left(M_{[1: 2]}\right) \\
& \geq H\left(M_{[1: 2]} \mid S_{[0: 2]}, Z^{n}\right) \\
& \geq I\left(M_{[1: 2]} ; X_{1}^{n}, X_{2}^{n} \mid S_{[0: 2]}, Z^{n}\right) \\
& \stackrel{(a)}{=} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1}^{n}, X_{2}^{n} \mid S_{0}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1 i}, X_{2 i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, S_{0}, Z^{n}\right) \\
& \stackrel{(b)}{=} \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i} \mid S_{0}, Z_{i}\right) \\
& \geq \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i} \mid S_{0}, Z_{i}\right) \\
& =\sum_{i=1}^{n} I\left(U_{1 i}, U_{2 i} ; X_{1 i}, X_{2 i} \mid U_{0 i}, Z_{i}\right) \\
& =n I\left(U_{1 T}, U_{2 T} ; X_{1 T}, X_{2 T} \mid U_{0 T}, Z_{T}, T\right) \\
& =n I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid U_{0}, Z, T\right), \tag{56}
\end{align*}
$$

where (a) follows since $S_{[1: 2]}$ is independent of $\left(S_{0}, X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ while (b) follows since $\left(X_{1 i}, X_{2 i}, Z_{i}\right)$, $i=1, \ldots, n$, are jointly i.i.d. and $S_{0}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$. We next derive the lower bound on ( $R_{j}+R_{0 j}$ ) for $j \in\{1,2\}$ in (29)-(30).

$$
\begin{align*}
& n\left(R_{j}+R_{0 j}\right) \\
& \geq H\left(M_{j}, S_{j}\right) \\
& \geq H\left(M_{j}, S_{j} \mid Z^{n}\right) \\
& \geq I\left(M_{j}, S_{j} ; X_{1}^{n}, X_{2}^{n}, Y^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{j} ; X_{1 i}, X_{2 i}, Y_{i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{j}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& -\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \stackrel{(a)}{\geq} \sum_{i=1}^{n} I\left(M_{j}, S_{j}, X_{j, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& \stackrel{(b)}{\geq} \sum_{i=1}^{n} I\left(U_{j i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& =n I\left(U_{j T} ; X_{1 T}, X_{2 T}, Y_{T} \mid Z_{T}, T\right)-n g(\epsilon) \\
& =n I\left(U_{j} ; X_{1}, X_{2}, Y \mid Z, T\right)-n g(\epsilon) \text {, } \tag{57}
\end{align*}
$$

where (a) follows since

$$
\begin{align*}
& \sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \quad \leq \sum_{i=1}^{n} I\left(X_{1 \sim i}, X_{2 \sim i}, Y_{\sim i}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i}, Z_{i}\right) \\
& \quad \leq n g(\epsilon) \tag{58}
\end{align*}
$$

by (50) and Lemma 2, while (b) follows from the identifications $U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$ and $U_{2 i}=$ $\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)$.

We next derive the lower bound on $\left(R_{00}+R_{j}+R_{0 j}\right)$ for $j \in\{1,2\}$ in (31)-(32).

$$
\begin{aligned}
& n\left(R_{00}+R_{j}+R_{0 j}\right) \\
& \geq H\left(M_{j}, S_{0}, S_{j}\right) \\
& \geq H\left(M_{j}, S_{0}, S_{j} \mid Z^{n}\right) \\
& \geq I\left(M_{j}, S_{0}, S_{j} ; X_{1}^{n}, X_{2}^{n}, Y^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{0}, S_{j} ; X_{1 i}, X_{2 i}, Y_{i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{0}, S_{j}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \quad-\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \left(\stackrel{(a)}{\geq} \sum_{i=1}^{n} I\left(M_{j}, S_{0}, S_{j}, X_{j, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon)\right.
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(b)}{\geq} \sum_{i=1}^{n} I\left(U_{0 i}, U_{j i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& =n I\left(U_{0 T}, U_{j T} ; X_{1 T}, X_{2 T}, Y_{T} \mid Z_{T}, T\right)-n g(\epsilon) \\
& =n I\left(U_{0}, U_{j} ; X_{1}, X_{2}, Y \mid Z, T\right)-n g(\epsilon), \tag{59}
\end{align*}
$$

where (a) follows from (58), while (b) follows from the identifications $U_{0 i}=S_{0}, U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$ and $U_{2 i}=\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)$. We next derive the lower bound on ( $R_{1}+R_{2}+R_{01}+R_{02}$ ) in (33).

$$
\begin{align*}
& n\left(R_{1}+R_{2}+R_{01}+R_{02}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[1: 2]}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[1: 2]} \mid Z^{n}\right) \\
& \geq I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1}^{n}, X_{2}^{n}, Y^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1 i}, X_{2 i}, Y_{i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& -\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \stackrel{(a)}{\geq} \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& -n g(\epsilon) \\
& =\sum_{i=1}^{n} I\left(U_{1 i}, U_{2 i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& =n I\left(U_{1 T}, U_{2 T} ; X_{1 T}, X_{2 T}, Y_{T} \mid Z_{T}, T\right)-n g(\epsilon) \\
& =n I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-n g(\epsilon) \text {, } \tag{60}
\end{align*}
$$

where (a) follows from (58). We finally derive the lower bound on $\left(R_{00}+R_{1}+R_{2}+R_{01}+R_{02}\right)$ in (34).

$$
\begin{align*}
& n\left(R_{00}+R_{1}+R_{2}+R_{01}+R_{02}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[0: 2]}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[0: 2]} \mid Z^{n}\right) \\
& \geq I\left(M_{[1: 2]}, S_{[0: 2]} ; X_{1}^{n}, X_{2}^{n}, Y^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[0: 2]} ; X_{1 i}, X_{2 i}, Y_{i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[0: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \quad-\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \begin{array}{l}
\geq \\
\begin{array}{l}
(a) \\
\geq
\end{array} \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[0: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
\quad-n g(\epsilon) \\
=
\end{array} \sum_{i=1}^{n} I\left(U_{0 i}, U_{1 i}, U_{2 i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& =n I\left(U_{0 T}, U_{1 T}, U_{2 T} ; X_{1 T}, X_{2 T}, Y_{T} \mid Z_{T}, T\right)-n g(\epsilon) \\
& =n I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-n g(\epsilon),
\end{align*}
$$

where (a) follows from (58).

We now prove the Markov chains $U_{1 i} \rightarrow\left(X_{1 i}, U_{0 i}\right) \rightarrow$ $\left(X_{2 i}, Z_{i}\right), U_{2 i} \rightarrow\left(X_{2 i}, U_{0 i}\right) \rightarrow\left(X_{1 i}, Z_{i}\right),\left(U_{1 i}, U_{2 i}\right) \rightarrow$ $\left(X_{1 i}, X_{2 i}, U_{0 i}\right) \rightarrow Z_{i}$ and $Y_{i} \rightarrow\left(U_{1 i}, U_{2 i}, Z_{i}\right) \rightarrow\left(X_{1 i}\right.$, $\left.X_{2 i}, U_{0 i}\right)$. Note that this implies that the joint p.m.f. satisfies (35)-(37). Recall the auxiliary random variable identifications

$$
\begin{aligned}
& U_{0 i}=S_{0} \\
& U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right), \\
& U_{2 i}=\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)
\end{aligned}
$$

Let us first show that $\left(U_{1 i}, U_{2 i}\right) \rightarrow\left(X_{1 i}, X_{2 i}, U_{0 i}\right) \rightarrow Z_{i}$.

$$
\begin{align*}
& I\left(U_{1 i}, U_{2 i} ; Z_{i} \mid X_{1 i}, X_{2 i}, U_{0 i}\right) \\
& \quad=I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}, S_{0}\right) \\
& \quad \leq I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1 \sim i}, X_{2 \sim i}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}, S_{0}\right) \\
& \quad=I\left(S_{[1: 2]}, X_{1 \sim i}, X_{2 \sim i}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}, S_{0}\right) \\
& \quad+I\left(M_{[1: 2]} ; Z_{i} \mid X_{1}^{n}, X_{2}^{n}, S_{[0: 2]}, Z^{i-1}\right) \\
& \quad \stackrel{(a)}{=} 0+0=0, \tag{62}
\end{align*}
$$

where in (a), the first term is zero since $S_{[0: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the second term is zero because of the Markov chain $M_{[1: 2]} \rightarrow\left(X_{1}^{n}, X_{2}^{n}, S_{[0: 2]}\right) \rightarrow Z^{n}$.
We now show that $U_{1 i} \rightarrow\left(X_{1 i}, U_{0 i}\right) \rightarrow\left(X_{2 i}, Z_{i}\right)$ holds.

$$
\begin{align*}
& I\left(U_{1 i} ; X_{2 i}, Z_{i} \mid X_{1 i}, U_{0 i}\right) \\
& \quad=I\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}, S_{0}\right) \\
& \quad \leq I\left(M_{1}, S_{1}, X_{1 \sim i}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}, S_{0}\right) \\
& \quad=I\left(S_{1}, X_{1 \sim i}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}, S_{0}\right) \\
& \quad+I\left(M_{1} ; X_{2 i}, Z_{i} \mid X_{1}^{n}, S_{1}, Z^{i-1}, S_{0}\right) \\
& \quad \stackrel{(a)}{=} 0+0=0 \tag{63}
\end{align*}
$$

where in (a), the first term is zero since $\left(S_{0}, S_{1}\right)$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the second term is zero because of the Markov chain $M_{1} \rightarrow\left(X_{1}^{n}, S_{0}, S_{1}\right) \rightarrow\left(X_{2}^{n}, Z^{n}\right)$. In a similar fashion, we can show that $U_{2 i} \rightarrow\left(X_{2 i}, U_{0 i}\right) \rightarrow\left(X_{1 i}, Z_{i}\right)$ holds as well. Finally, let us show that $Y_{i} \rightarrow\left(U_{1 i}, U_{2 i}, Z_{i}\right) \rightarrow$ $\left(X_{1 i}, X_{2 i}, U_{0 i}\right)$ is a Markov chain as well.

$$
\begin{aligned}
& I\left(Y_{i} ; X_{1 i}, X_{2 i}, U_{0 i} \mid U_{1 i}, U_{2 i}, Z_{i}\right) \\
& =I\left(Y_{i} ; X_{1 i}, X_{2 i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1}, Z_{i}\right) \\
& \leq I\left(Y_{i}, Z_{i+1}^{n} ; X_{1 i}, X_{2 i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& =I\left(Z_{i+1}^{n} ; X_{1 i}, X_{2 i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& +I\left(Y_{i} ; X_{1 i}, X_{2 i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{n}\right) \\
& \stackrel{(a)}{=} I\left(Z_{i+1}^{n} ; X_{1 i}, X_{2 i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \leq I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i}, S_{0} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \leq I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i}, M_{[1: 2]}, S_{0} \mid S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& =I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i}, S_{0} \mid S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& +I\left(Z_{i+1}^{n} ; M_{[1: 2]} \mid S_{[0: 2]}, X_{1}^{n}, X_{2}^{n}, Z^{i}\right) \\
& \stackrel{(b)}{=} 0+0=0 \text {, }
\end{aligned}
$$

where (a) follows from the Markov chain $Y^{n} \rightarrow$ $\left(M_{[1: 2]}, S_{[1: 2]}, Z^{n}\right) \rightarrow\left(S_{0}, X_{1}^{n}, X_{2}^{n}\right)$, and in (b), the first
term is zero since $S_{[0: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the second term is zero because of the Markov chain $M_{[1: 2]} \rightarrow$ $\left(X_{1}^{n}, X_{2}^{n}, S_{[0: 2]}\right) \rightarrow Z^{n}$. Note that, for all $t \in[1: n]$,

$$
\left\|p_{X_{1 t}, X_{2 t}, Z_{t}, Y_{t} \mid T=t}-q_{X_{1}, X_{2}, Z, Y \mid T=t}\right\|_{1}
$$

$$
\begin{aligned}
& \stackrel{(a)}{\leq}\left\|p_{X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}}-q_{X_{1}, X_{2}, Z, Y}^{(n)}\right\|_{1} \\
& \stackrel{(b)}{<} \epsilon,
\end{aligned}
$$

where (a) follows from [5, Lemma V.1] and the fact that $T$ is independent of all other random variables, while (b) follows from (71). Therefore,

$$
\begin{aligned}
& \left\|p_{X_{1}, X_{2}, Z, Y \mid T=t}-q_{X_{1}, X_{2}, Z, Y \mid T=t}\right\|_{1} \\
& \quad=\left\|p_{X_{1 T}, X_{2 T}, Z_{T}, Y_{T} \mid T=t}-q_{X_{1}, X_{2}, Z, Y \mid T=t}\right\|_{1} \\
& \quad=\left\|p_{X_{1 t}, X_{2 t}, Z_{t}, Y_{t} \mid T=t}-q_{X_{1}, X_{2}, Z, Y \mid T=t}\right\|_{1} \\
& \quad \leq \epsilon .
\end{aligned}
$$

2) Proof of Theorem 2: Proof: Note that by Definitions 2, if $\left(R_{1}, R_{2}, R_{01}, R_{02}\right) \in \mathcal{R}_{\text {MAC-coord }}^{\mathrm{NO}-S_{0}}$, then we have $\left(R_{1}, R_{2}, 0, R_{01}, R_{02}\right) \in \mathcal{R}_{\mathrm{MAC}-\text { coord }}$. In other words, an outer bound for the case without shared randomness between the encoders can be obtained by invoking Theorem 5 with $R_{00}=0$. The proof of the implication would be complete by proving that the resulting outer bound is exactly identical to Theorem 2.

With $R_{00}=0$, Theorem 5 reduces to the set of ( $R_{1}, R_{2}, R_{01}, R_{02}$ ) such that

$$
\begin{array}{r}
R_{1} \geq \max \left\{I\left(U_{1} ; X_{1} \mid U_{0}, Z, T\right),\right. \\
\left.I\left(U_{1} ; X_{1} \mid U_{0}, U_{2}, X_{2}, Z, T\right)\right\} \\
R_{2} \geq \max \left\{I\left(U_{2} ; X_{2} \mid U_{0}, Z, T\right),\right. \\
\left.I\left(U_{2} ; X_{2} \mid U_{0}, U_{1}, X_{1}, Z, T\right)\right\} \\
R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid U_{0}, Z, T\right) \\
R_{1}+R_{01} \geq I\left(U_{0}, U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
R_{2}+R_{02} \geq I\left(U_{0}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right),
\end{array}
$$

for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)= \\
& p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{0} \mid t\right) p\left(u_{1}, u_{2} \mid x_{1}, x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
& p\left(u_{1} \mid x_{1}, x_{2}, u_{0}, z, t\right)=p\left(u_{1} \mid x_{1}, u_{0}, t\right) \\
& p\left(u_{2} \mid x_{1}, x_{2}, u_{0}, z, t\right)=p\left(u_{2} \mid x_{2}, u_{0}, t\right) \\
&\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon \text { for all } t
\end{aligned}
$$

Let us define $U_{j}^{\prime} \triangleq\left(U_{0}, U_{j}\right)$ for $j=1,2$. Using the Markov chains $U_{0} \rightarrow T \rightarrow\left(X_{1}, X_{2}, Z\right), Y \rightarrow\left(U_{1}, U_{2}, Z, T\right) \rightarrow$ $\left(X_{1}, X_{2}, U_{0}\right),\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}, U_{0}, T\right) \rightarrow Z, U_{1} \rightarrow$ $\left(X_{1}, U_{0}, T\right) \rightarrow\left(X_{2}, Z\right)$, and $U_{2} \rightarrow\left(X_{2}, U_{0}, T\right) \rightarrow\left(X_{1}, Z\right)$, the region can be simplified as the set of $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ such that

$$
\begin{aligned}
& R_{1} \geq \max \left\{I\left(U_{1}^{\prime} ; X_{1} \mid Z, T\right)\right. \\
& \left.\quad I\left(U_{1}^{\prime} ; X_{1} \mid U_{2}^{\prime}, X_{2}, Z, T\right)\right\}
\end{aligned}
$$

$$
\begin{array}{r}
R_{2} \geq \max \left\{I\left(U_{2}^{\prime} ; X_{2} \mid Z, T\right),\right. \\
\left.I\left(U_{2}^{\prime} ; X_{2} \mid U_{1}^{\prime}, X_{1}, Z, T\right)\right\} \\
R_{1}+R_{2} \geq I\left(U_{1}^{\prime}, U_{2}^{\prime} ; X_{1}, X_{2} \mid Z, T\right) \\
R_{1}+R_{01} \geq I\left(U_{1}^{\prime} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
R_{2}+R_{02} \geq I\left(U_{2}^{\prime} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}^{\prime}, U_{2}^{\prime} ; X_{1}, X_{2}, Y \mid Z, T\right),
\end{array}
$$

for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{1}^{\prime}, u_{2}^{\prime}, y\right)= \\
& \quad p\left(x_{1}, x_{2}, z\right) p(t) p\left(u_{1}^{\prime}, u_{2}^{\prime} \mid x_{1}, x_{2}, t\right) p\left(y \mid u_{1}^{\prime}, u_{2}^{\prime}, z, t\right)
\end{aligned}
$$

such that

$$
\begin{aligned}
p\left(u_{1}^{\prime} \mid x_{1}, x_{2}, z, t\right) & =p\left(u_{1}^{\prime} \mid x_{1}, t\right) \\
p\left(u_{2}^{\prime} \mid x_{1}, x_{2}, z, t\right) & =p\left(u_{2}^{\prime} \mid x_{2}, t\right) \\
\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} & \leq \epsilon \text { for all } t
\end{aligned}
$$

3) Converse Proof of Theorem 3: Proof: We prove the following lemma later.

Lemma 4: Consider a p.m.f. $q_{X_{1} X_{2} Z Y}$ such that the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$. Then any rate tuple $\left(R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right)$ in $\mathcal{R}_{\text {MAC-coord }}$ satisfies, for every $\epsilon \in\left(0, \frac{1}{4}\right]$,

$$
\begin{align*}
R_{1} & \geq I\left(U_{1} ; X_{1} \mid Z, T\right)  \tag{64}\\
R_{2} & \geq I\left(U_{2} ; X_{2} \mid Z, T\right)  \tag{65}\\
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)-g(\epsilon) \\
R_{2}+R_{02} & \geq I\left(U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right)-g(\epsilon)  \tag{66}\\
R_{1}+R_{2}+R_{01}+R_{02} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon), \tag{67}
\end{align*}
$$

with $g(\epsilon)=2 \sqrt{\epsilon}\left(H_{q}\left(X_{1}, X_{2}, Y, Z\right)+\log \frac{\left(\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|\right)}{\epsilon}\right)$ (which tends to 0 as $\epsilon \rightarrow 0$ ), for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)= \\
& p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{69}
\end{align*}
$$

such that $\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon$ for all $t$.
Notice that Lemma 4 gives an almost matching outer bound to the inner bound in Theorem 1 for $X_{1}$ and $X_{2}$ conditionally independent given $Z$ (see (41)), in the sense that continuity at $\epsilon=0$ is the only difference between them. When the shared randomness rate $R_{02}$ is sufficiently large, we can in fact prove that such a continuity argument holds. We argue this below.

First we prove the following lemma concerning the cardinality bounds on the auxiliary random variables $U_{1}$ and $U_{2}$ under sufficiently large shared randomness rate $R_{02}$. Let $S_{\epsilon}$ denote the set of rate tuples $\left(R_{1}, R_{2}, R_{01}\right)$ that satisfy, for every $\epsilon>0$,

$$
\begin{aligned}
R_{1} & \geq I\left(U_{1} ; X_{1} \mid Z, T\right) \\
R_{2} & \geq I\left(U_{2} ; X_{2} \mid Z, T\right) \\
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)-g(\epsilon)
\end{aligned}
$$

with $g(\epsilon)=2 \sqrt{\epsilon}\left(H_{q}\left(X_{1}, X_{2}, Y, Z\right)+\log \frac{\left(\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|\right)}{\epsilon}\right)$ (which tends to 0 as $\epsilon \rightarrow 0$ ), for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, t, u_{1}, u_{2}, y\right)= \\
& p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) p\left(u_{1} \mid x_{1}, t\right) p\left(u_{2} \mid x_{2}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right) \tag{70}
\end{align*}
$$

such that $\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon$ for all $t$.
Lemma 5: The size of the auxiliary random variable alphabets in $S_{\epsilon}$ can be restricted to:

$$
\begin{aligned}
\left|\mathcal{U}_{1}\right| & \leq\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}| | \mathcal{Y}\right\| \mathcal{Z}\right| \\
\left|\mathcal{U}_{2}\right| & \leq\left|\mathcal{U}_{1}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|, \\
|\mathcal{T}| & \leq 3
\end{aligned}
$$

Proof: See Appendix E.
From Lemmas 4 and 5, the converse for Theorem 3 follows using the continuity of total variation distance and mutual information in the probability simplex along the same lines as [5, Lemma VI.5] and [8, Lemma 6]. It remains to prove Lemma 4.

Proof of Lemma 4: Consider a code that induces a joint distribution on $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}\right)$ such that

$$
\begin{equation*}
\left\|p_{X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}}-q_{X_{1} X_{2} Z Y}^{(n)}\right\|_{1}<\epsilon . \tag{71}
\end{equation*}
$$

Let us first prove the lower bound on $R_{j}$ for $j \in\{1,2\}$ in (64)-(65).

$$
\begin{align*}
n R_{j} & \geq H\left(M_{j}\right) \\
& \geq H\left(M_{j} \mid S_{j}, Z^{n}\right) \\
& \geq I\left(M_{j} ; X_{j}^{n} \mid S_{j}, Z^{n}\right) \\
& \stackrel{(a)}{=} I\left(M_{j}, S_{j} ; X_{j}^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{j}, S_{j} ; X_{j i} \mid X_{j, i+1}^{n}, Z^{n}\right) \\
& \stackrel{(b)}{=} \sum_{i=1}^{n} I\left(M_{j}, S_{j}, Z_{\sim i}, X_{j, i+1}^{n} ; X_{j i} \mid Z_{i}\right) \\
& \geq \sum_{i=1}^{n} I\left(M_{j}, S_{j}, X_{j, i+1}^{n}, Z^{i-1} ; X_{j i} \mid Z_{i}\right) \\
& \stackrel{(c)}{\geq} \sum_{i=1}^{n} I\left(U_{j i} ; X_{j i} \mid Z_{i}\right) \\
& \stackrel{(d)}{=} n I\left(U_{j T} ; X_{j T} \mid Z_{T}, T\right) \\
& \stackrel{(e)}{=} n I\left(U_{j} ; X_{j} \mid Z, T\right), \tag{72}
\end{align*}
$$

where (a) follows since $S_{j}$ is independent of $\left(X_{j}^{n}, Z^{n}\right)$, (b) follows since $\left(X_{j i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., (c) follows by defining $U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$ and $U_{2 i}=\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)$, (d) follows by introducing a uniform time-sharing random variable $T \in[1: n]$ that is independent of everything else, while (e) follows by defining $U_{1}:=U_{1 T}$, $U_{2}:=U_{2 T}, X_{1}:=X_{1 T}, X_{2}:=X_{2 T}, Y:=Y_{T}$ and $Z:=Z_{T}$.

We next derive the lower bound on $\left(R_{1}+R_{01}\right)$ in (66).

$$
\begin{aligned}
& n\left(R_{1}+R_{01}\right) \\
& \geq H\left(M_{1}, S_{1}\right) \\
& \geq H\left(M_{1}, S_{1} \mid X_{2}^{n}, Z^{n}\right)
\end{aligned}
$$

$$
\begin{align*}
& \geq I\left(M_{1}, S_{1} ; X_{1}^{n}, Y^{n} \mid X_{2}^{n}, Z^{n}\right) \\
&= \sum_{i=1}^{n} I\left(M_{1}, S_{1} ; X_{1 i}, Y_{i} \mid X_{1, i+1}^{n}, Y_{i+1}^{n}, X_{2}^{n}, Z^{n}\right) \\
&= \sum_{i=1}^{n} I\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Y_{i+1}^{n}, X_{2 \sim i}, Z_{\sim i} ; X_{1 i}, Y_{i} \mid X_{2 i}, Z_{i}\right) \\
& \quad-\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, Y_{i+1}^{n}, X_{2 \sim i}, Z_{\sim i} ; X_{1 i}, Y_{i} \mid X_{2 i}, Z_{i}\right) \\
&\left(\begin{array}{l}
(a) \\
\geq \\
\sum_{i=1}^{n} I\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1} ; X_{1 i}, Y_{i} \mid X_{2 i}, Z_{i}\right)-n g(\epsilon) \\
= \\
\sum_{i=1}^{n} I\left(U_{1 i} ; X_{1 i}, Y_{i} \mid X_{2 i}, Z_{i}\right)-n g(\epsilon) \\
= \\
= \\
= \\
\\
n I\left(U_{1 T} ; X_{1 T}, Y_{1} ; X_{1}, Y \mid X_{2 T}, Z, T\right)-n g(\epsilon)
\end{array}\right.
\end{align*}
$$

where (a) follows since

$$
\begin{aligned}
& \sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, Y_{i+1}^{n}, X_{2 \sim i}, Z_{\sim i} ; X_{1 i}, Y_{i} \mid X_{2 i}, Z_{i}\right) \\
& \quad \leq \sum_{i=1}^{n} I\left(X_{1 \sim i}, X_{2 \sim i}, Y_{\sim i}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i}, Z_{i}\right) \\
& \quad \leq n g(\epsilon)
\end{aligned}
$$

by (71) and Lemma 2. The bound $n\left(R_{2}+R_{02}\right) \geq$ $I\left(U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right)$ follows in a similar manner.

For the lower bound on $\left(R_{1}+R_{2}+R_{01}+R_{02}\right)$ in (68), we proceed as follows.

$$
\begin{align*}
& n\left(R_{1}+R_{2}+R_{01}+R_{02}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[1: 2]}\right) \\
& \geq H\left(M_{[1: 2]}, S_{[1: 2]} \mid Z^{n}\right) \\
& \geq I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1}^{n}, X_{2}^{n}, Y^{n} \mid Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]} ; X_{1 i}, X_{2 i}, Y_{i} \mid X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z^{n}\right) \\
& =\sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \quad-\sum_{i=1}^{n} I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \begin{array}{l}
\geq \\
\geq
\end{array} \sum_{i=1}^{n} I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \quad-n g(\epsilon) \\
& = \\
& =\sum_{i=1}^{n} I\left(U_{1 i}, U_{2 i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right)-n g(\epsilon) \\
& =n I\left(U_{1 T}, U_{2 T} ; X_{1 T}, X_{2 T}, Y_{T} \mid Z_{T}, T\right)-n g(\epsilon)  \tag{74}\\
& =n I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-n g(\epsilon),
\end{align*}
$$

where (a) follows since

$$
\begin{array}{rl}
\sum_{i=1}^{n} & I\left(X_{1, i+1}^{n}, X_{2, i+1}^{n}, Y_{i+1}^{n}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i} \mid Z_{i}\right) \\
& \leq \sum_{i=1}^{n} I\left(X_{1 \sim i}, X_{2 \sim i}, Y_{\sim i}, Z_{\sim i} ; X_{1 i}, X_{2 i}, Y_{i}, Z_{i}\right) \\
\quad \leq n g(\epsilon)
\end{array}
$$

by (71) and Lemma 2.

We now prove the Markov chains $U_{1 i} \rightarrow X_{1 i} \rightarrow\left(X_{2 i}, Z_{i}\right)$, $U_{2 i} \rightarrow X_{2 i} \rightarrow\left(U_{1 i}, X_{1 i}, Z_{i}\right),\left(U_{1 i}, U_{2 i}\right)-\left(X_{1 i}, X_{2 i}\right)-Z_{i}$, and $Y_{i} \rightarrow\left(U_{1 i}, U_{2 i}, Z_{i}\right) \rightarrow\left(X_{1 i}, X_{2 i}\right)$. Note that this implies that the joint p.m.f. satisfies (70). Recall the auxiliary random variable identifications

$$
\begin{align*}
U_{1 i} & =\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)  \tag{75}\\
U_{2 i} & =\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right) \tag{76}
\end{align*}
$$

Let us first show that $\left(U_{1 i}, U_{2 i}\right) \rightarrow\left(X_{1 i}, X_{2 i}\right) \rightarrow Z_{i}$.

$$
\begin{align*}
& I\left(U_{1 i}, U_{2 i} ; Z_{i} \mid X_{1 i}, X_{2 i}\right) \\
& \quad=I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}\right) \\
& \quad \leq I\left(M_{[1: 2]}, S_{[1: 2]}, X_{1 \sim i}, X_{2 \sim i}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}\right) \\
& \quad=I\left(S_{[1: 2]}, X_{1 \sim i}, X_{2 \sim i}, Z^{i-1} ; Z_{i} \mid X_{1 i}, X_{2 i}\right) \\
& \quad+I\left(M_{[1: 2]} ; Z_{i} \mid X_{1}^{n}, X_{2}^{n}, S_{[1: 2]}, Z^{i-1}\right) \\
& \quad \stackrel{(a)}{=} 0+0=0 \tag{77}
\end{align*}
$$

where in (a), the first term is zero since $S_{[1: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the second term is zero because of the Markov chain $M_{[1: 2]} \rightarrow\left(X_{1}^{n}, X_{2}^{n}, S_{[1: 2]}\right) \rightarrow Z^{n}$. We now show that $U_{1 i} \rightarrow X_{1 i} \rightarrow\left(X_{2 i}, Z_{i}\right)$ is a Markov chain.

$$
\begin{align*}
& I\left(U_{1 i} ; X_{2 i}, Z_{i} \mid X_{1 i}\right) \\
& \quad=I\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}\right) \\
& \quad \leq I\left(M_{1}, S_{1}, X_{1 \sim i}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}\right) \\
& \quad=I\left(S_{1}, X_{1 \sim i}, Z^{i-1} ; X_{2 i}, Z_{i} \mid X_{1 i}\right) \\
& \quad+I\left(M_{1} ; X_{2 i}, Z_{i} \mid X_{1}^{n}, S_{1}, Z^{i-1}\right) \\
& \quad \stackrel{(a)}{=} 0+0=0, \tag{78}
\end{align*}
$$

where in (a), the first term is zero since $S_{1}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the second term is zero because of the Markov chain $M_{1} \rightarrow\left(X_{1}^{n}, S_{1}\right) \rightarrow\left(X_{2}^{n}, Z^{n}\right)$. Next, we show that $Y_{i} \rightarrow\left(U_{1 i}, U_{2 i}, Z_{i}\right) \rightarrow\left(X_{1 i}, X_{2 i}\right)$ is a Markov chain.

$$
\begin{aligned}
& I\left(Y_{i} ; X_{1 i}, X_{2 i} \mid U_{1 i}, U_{2 i}, Z_{i}\right) \\
& \quad=I\left(Y_{i} ; X_{1 i}, X_{2 i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i-1}, Z_{i}\right) \\
& \quad \leq I\left(Y_{i}, Z_{i+1}^{n} ; X_{1 i}, X_{2 i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad=I\left(Z_{i+1}^{n} ; X_{1 i}, X_{2 i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad+I\left(Y_{i} ; X_{1 i}, X_{2 i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{n}\right) \\
& \quad \stackrel{(a)}{=} I\left(Z_{i+1}^{n} ; X_{1 i}, X_{2 i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad \leq I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i} \mid M_{[1: 2]}, S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad \leq I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i}, M_{[1: 2]} \mid S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad=I\left(Z_{i+1}^{n} ; X_{1}^{i}, X_{2}^{i} \mid S_{[1: 2]}, X_{1, i+1}^{n}, X_{2, i+1}^{n}, Z^{i}\right) \\
& \quad+I\left(Z_{i+1}^{n} ; M_{[1: 2]} \mid S_{[1: 2]}, X_{1}^{n}, X_{2}^{n}, Z^{i}\right) \\
& \quad \stackrel{(a)}{=} 0+0=0,
\end{aligned}
$$

where (a) follows from the Markov chain $Y^{n} \rightarrow$ $\left(M_{[1: 2]}, S_{[1: 2]}, Z^{n}\right) \rightarrow\left(X_{1}^{n}, X_{2}^{n}\right)$ and in (b), the first term is zero since $S_{[1: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d., while the
second term is zero because of the Markov chain $M_{[1: 2]} \rightarrow$ $\left(X_{1}^{n}, X_{2}^{n}, S_{[1: 2]}\right) \rightarrow Z^{n}$.

It remains to prove the Markov chain $U_{2 i} \rightarrow X_{2 i} \rightarrow$ ( $\left.U_{1 i}, X_{1 i}, Z_{i}\right)$. Consider the following chain of inequalities.

$$
\begin{align*}
& I\left(U_{2 i} ;\right.\left.U_{1 i}, X_{1 i}, Z_{i} \mid X_{2 i}\right) \\
&= I\left(M_{2}, S_{2}, X_{2, i+1}^{n} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}\right) \\
&= I\left(S_{2}, X_{2, i+1}^{n} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}\right) \\
&+I\left(M_{2} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{2}, X_{2, i}^{n}\right) \\
&= I\left(S_{2}, X_{2, i+1}^{n} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}\right) \\
&+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1} \mid S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}\right) \\
&+I\left(M_{2} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{2}, X_{2, i}^{n}\right) \\
&+I\left(M_{2} ; M_{1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \text { (a) } \\
& \leq 0+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1}, X_{1}^{i-1}, Z^{i-1} \mid S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}\right) \\
&+I\left(M_{2}, X_{2}^{i-1} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{2}, X_{2, i}^{n}\right) \\
&+I\left(M_{2}, X_{2}^{i-1} ; M_{1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
&= I\left(S_{2}, X_{2, i+1}^{n} ; X_{1}^{i-1}, Z^{i-1} \mid S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}\right) \\
&+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1} \mid S_{1}, X_{1}^{n}, Z^{n}, X_{2 i}\right) \\
&+I\left(X_{2}^{i-1} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{2}, X_{2, i}^{n}\right) \\
&+I\left(M_{2} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{2}, X_{2}^{n}\right) \\
&+I\left(X_{2}^{i-1} ; M_{1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
&+I\left(M_{2} ; M_{1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2}^{n}, Z^{i}\right) \\
& \stackrel{(b)}{=} 0+0+0+0+I\left(X_{2}^{i-1} ; M_{1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right)+0 \\
& \leq I\left(X_{2}^{i-1} ; M_{1}, X_{1}^{i-1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
&= I\left(X_{2}^{i-1} ; X_{1}^{i-1} \mid S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
&+I\left(X_{2}^{i-1} ; M_{1} \mid S_{1}, S_{2}, X_{1}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \stackrel{(c)}{=} I\left(X_{2}^{i-1} ; X_{1}^{i-1} \mid Z^{i-1}\right) \\
&+I\left(X_{2}^{i-1} ; M_{1} \mid S_{1}, S_{2}, X_{1}^{n}, X_{2, i}^{n}, Z^{i}\right)  \tag{79}\\
&(\stackrel{d}{=} 0+0=0, \\
&+09)
\end{align*}
$$

where the fact that the first term in (a) and the first and third terms in (b) are zeros, as well as (c), follow since $S_{[1: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=$ $1, \ldots, n$, are jointly i.i.d. The second, fourth and sixth terms in (b) and the second term in (d) are zeros because of the Markov chains $M_{1} \rightarrow\left(X_{1}^{n}, S_{1}\right) \rightarrow\left(S_{2}, X_{2}^{n}, Z^{n}\right)$ and $M_{2} \rightarrow$ $\left(X_{2}^{n}, S_{2}\right) \rightarrow\left(S_{1}, M_{1}, X_{1}^{n}, Z^{n}\right)$. The first term in (d) is zero because $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d. with $q_{X_{1} X_{2}, Z}$ and $I\left(X_{1} ; X_{2} \mid Z\right)=0$. Notice that we also have $\left\|p_{X_{1}, X_{2}, Z, Y \mid T=t}-q_{X_{1}, X_{2}, Z, Y \mid T=t}\right\|_{1} \leq \epsilon$ along the same lines as in the proof of Theorem 5.
4) Proof of Theorem 6: Proof: We prove the following lemma later.

Lemma 6: Consider a p.m.f. $q_{X_{1} X_{2} Z Y}$ such that the random variables $X_{1}$ and $X_{2}$ are conditionally independent given $Z$. Then any rate tuple $\left(R_{1}, R_{2}, R_{00}, R_{01}, R_{02}\right)$ in $\mathcal{R}_{\mathrm{MAC}-\text { coord }}$ satisfies, for every $\epsilon \in\left(0, \frac{1}{4}\right]$,

$$
\begin{aligned}
& R_{1} \geq I\left(U_{0}, U_{1} ; X_{1} \mid Z, T\right) \\
& R_{2} \geq I\left(U_{0}, U_{2} ; X_{2} \mid Z, T\right)
\end{aligned}
$$

$$
\begin{aligned}
& R_{1}+R_{2} \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right) \\
& R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)-g(\epsilon) \\
& R_{2}+R_{02} \geq I\left(U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right)-g(\epsilon) \\
& R_{00}+R_{1}+R_{01} \geq I\left(U_{0}, U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)-g(\epsilon) \\
& R_{00}+R_{2}+R_{02} \geq I\left(U_{0}, U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right)-g(\epsilon) \\
& R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon) \\
& R_{00}+R_{1}+R_{2}+R_{01}+R_{02} \\
& \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right)-g(\epsilon),
\end{aligned}
$$

with $g(\epsilon)=2 \sqrt{\epsilon}\left(H_{q}\left(X_{1}, X_{2}, Y, Z\right)+\log \frac{\left(\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|\right)}{\epsilon}\right)$ (which tends to 0 as $\epsilon \rightarrow 0$ ), for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) \\
& \quad \times p\left(u_{0} \mid t\right) p\left(u_{1} \mid x_{1}, u_{0}, t\right) p\left(u_{2} \mid x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)
\end{aligned}
$$

such that $\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon$ for all $t$.
Notice that Lemma 6 gives an epsilon rate region, whose continuity at $\epsilon=0$ is unknown. When the shared randomness rates $\left(R_{00}, R_{01}, R_{02}\right)$ are sufficiently large, we can in fact prove that such a continuity argument holds. We argue this below.

First we prove the following lemma concerning the cardinality bounds on the auxiliary random variables $U_{0}$, $U_{1}$ and $U_{2}$ under sufficiently large shared randomness rates ( $R_{00}, R_{01}, R_{02}$ ). Let $S_{\epsilon}^{\prime}$ denote the set of rate pairs $\left(R_{1}, R_{2}\right)$ that satisfy, for every $\epsilon>0$,

$$
\begin{aligned}
R_{1} & \geq I\left(U_{0}, U_{1} ; X_{1} \mid Z, T\right) \\
R_{2} & \geq I\left(U_{0}, U_{2} ; X_{2} \mid Z, T\right) \\
R_{1}+R_{2} & \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right)
\end{aligned}
$$

for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, t, u_{0}, u_{1}, u_{2}, y\right)=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p(t) \\
& \quad \times p\left(u_{0} \mid t\right) p\left(u_{1} \mid x_{1}, u_{0}, t\right) p\left(u_{2} \mid x_{2}, u_{0}, t\right) p\left(y \mid u_{1}, u_{2}, z, t\right)
\end{aligned}
$$

such that $\left\|p\left(x_{1}, x_{2}, y, z \mid t\right)-q\left(x_{1}, x_{2}, y, z\right)\right\|_{1} \leq \epsilon$ for all $t$.
Lemma 7: The size of the auxiliary random variable alphabets in $S_{\epsilon}^{\prime}$ can be restricted to:

$$
\begin{aligned}
\left|\mathcal{U}_{0}\right| & \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|, \\
\left|\mathcal{U}_{1}\right| & \leq\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|, \\
\left|\mathcal{U}_{2}\right| & \leq\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|, \\
|\mathcal{T}| & \leq 3 .
\end{aligned}
$$

## Proof: See Appendix F.

From Lemmas 6 and 7, the outer bound in Theorem 6 follows using the continuity of total variation distance and mutual information in the probability simplex along the same lines as [5, Lemma VI.5] and [8, Lemma 6]. It remains to prove Lemma 6.

Proof of Lemma 6: With the same choice of auxiliary random variables as in the proof of Theorem 5, i.e., $U_{0 i}=S_{0}$, $U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right)$, and $U_{2 i}=\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)$, we will show that the Markov chain $U_{2} \rightarrow\left(X_{2}, U_{0}, T\right) \rightarrow$ $\left(U_{1}, X_{1}, Z\right)$ holds when $X_{1} \rightarrow Z \rightarrow X_{2}$. Then in addition to the Markov chains $U_{0} \rightarrow T \rightarrow\left(X_{1}, X_{2}, Z\right)$,
$U_{1} \rightarrow\left(X_{1}, U_{0}, T\right) \rightarrow\left(X_{2}, Z\right),\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}\right.$, $\left.U_{0}, T\right) \rightarrow Z$ and $Y \rightarrow\left(U_{1}, U_{2}, Z, T\right) \rightarrow\left(X_{1}, X_{2}, U_{0}\right)$, we note the following simplifications to the rate constraints in Theorem 5:

$$
\begin{aligned}
& R_{1} \geq \max \left\{I\left(U_{1} ; X_{1} \mid U_{0}, Z, T\right), I\left(U_{1} ; X_{1} \mid U_{0}, U_{2}, X_{2}, Z, T\right)\right\} \\
&=\max \left\{I\left(U_{1} ; X_{1} \mid U_{0}, Z, T\right), I\left(U_{1} ; X_{1} \mid U_{0}, Z, T\right)\right\} \\
&=I\left(U_{0}, U_{1} ; X_{1} \mid Z, T\right) \\
& R_{2} \geq \max \left\{I\left(U_{2} ; X_{2} \mid U_{0}, Z, T\right), I\left(U_{2} ; X_{2} \mid U_{0}, U_{1}, X_{1}, Z, T\right)\right\} \\
&=\max \left\{I\left(U_{2} ; X_{2} \mid U_{0}, Z, T\right), I\left(U_{2} ; X_{2} \mid U_{0}, Z, T\right)\right\} \\
&=I\left(U_{0}, U_{2} ; X_{2} \mid Z, T\right) \\
& R_{1}+R_{2} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid U_{0}, Z, T\right) \\
&=I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z, T\right) \\
& R_{1}+R_{01} \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right), \\
& \\
& R_{2}+R_{02} \geq I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right), \\
& R_{00}+R_{1}+R_{01} \geq I\left(U_{0}, U_{1} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{0}, U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right) \\
& R_{00}+R_{2}+R_{02} \geq I\left(U_{0}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) \\
&=I\left(U_{0}, U_{2} ; X_{2}, Y \mid X_{1}, Z, T\right), \\
& R_{1}+R_{2}+R_{01}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right), \\
& R_{00}+R_{1}+R_{2}+R_{01}+ R_{02} \\
& \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z, T\right) .
\end{aligned}
$$

It remains to prove the Markov chain $U_{2 i} \rightarrow\left(X_{2 i}, U_{0 i}\right) \rightarrow$ ( $U_{1 i}, X_{1 i}, Z_{i}$ ). Recall the choice of auxiliary random variables.

$$
\begin{aligned}
& U_{0 i}=S_{0} \\
& U_{1 i}=\left(M_{1}, S_{1}, X_{1, i+1}^{n}, Z^{i-1}\right) \\
& U_{2 i}=\left(M_{2}, S_{2}, X_{2, i+1}^{n}\right)
\end{aligned}
$$

Consider the following chain of inequalities.

$$
\begin{aligned}
& I\left(U_{2 i} ; U_{1 i}, X_{1 i}, Z_{i} \mid X_{2 i}, U_{0 i}\right) \\
& =I\left(M_{2}, S_{2}, X_{2, i+1}^{n} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}, S_{0}\right) \\
& =I\left(S_{2}, X_{2, i+1}^{n} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}, S_{0}\right) \\
& \quad+I\left(M_{2} ; M_{1}, S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{0}, S_{2}, X_{2, i}^{n}\right) \\
& =I\left(S_{2}, X_{2, i+1}^{n} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid X_{2 i}, S_{0}\right) \\
& \quad+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1} \mid S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}, S_{0}\right) \\
& \quad+I\left(M_{2} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{0}, S_{2}, X_{2, i}^{n}\right) \\
& \quad+I\left(M_{2} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \quad(a) \\
& \leq 0 \\
& \quad+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1}, X_{1}^{i-1}, Z^{i-1} \mid S_{0}, S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}\right) \\
& \quad+I\left(M_{2}, X_{2}^{i-1} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{0}, S_{2}, X_{2, i}^{n}\right) \\
& \quad+I\left(M_{2}, X_{2}^{i-1} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& =I\left(S_{2}, X_{2, i+1}^{n} ; X_{1}^{i-1}, Z^{i-1} \mid S_{0}, S_{1}, X_{1, i}^{n}, Z^{i}, X_{2 i}\right) \\
& \quad+I\left(S_{2}, X_{2, i+1}^{n} ; M_{1} \mid S_{0}, S_{1}, X_{1}^{n}, Z^{n}, X_{2 i}\right) \\
& \quad+I\left(X_{2}^{i-1} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{0}, S_{2}, X_{2, i}^{n}\right) \\
& \quad+I\left(M_{2} ; S_{1}, X_{1, i}^{n}, Z^{i} \mid S_{0}, S_{2}, X_{2}^{n}\right) \\
& \quad+I\left(X_{2}^{i-1} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \quad+I\left(M_{2} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2}^{n}, Z^{i}\right)
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(b)}{=} 0+0+0+0 \\
& \quad+I\left(X_{2}^{i-1} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right)+0 \\
& \leq \\
& \quad I\left(X_{2}^{i-1} ; M_{1}, X_{1}^{i-1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& =I\left(X_{2}^{i-1} ; X_{1}^{i-1} \mid S_{0}, S_{1}, S_{2}, X_{1, i}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \quad+I\left(X_{2}^{i-1} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1}^{n}, X_{2, i}^{n}, Z^{i}\right) \\
& \stackrel{(c)}{=} I\left(X_{2}^{i-1} ; X_{1}^{i-1} \mid Z^{i-1}\right) \\
& \quad+I\left(X_{2}^{i-1} ; M_{1} \mid S_{0}, S_{1}, S_{2}, X_{1}^{n}, X_{2, i}^{n}, Z^{i}\right)  \tag{80}\\
& \stackrel{(d)}{=} 0 \\
& \\
& \quad+0=0
\end{align*}
$$

where the first term in (a), the first and third terms in (b) are zeros and (c) follows since $S_{[0: 2]}$ is independent of $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}\right)$ and $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d. The second, fourth and sixth terms in (b) and the second term in (d) are zeros because of the Markov chains $M_{1} \rightarrow$ $\left(X_{1}^{n}, S_{0}, S_{1}\right) \rightarrow\left(S_{2}, X_{2}^{n}, Z^{n}\right)$ and $M_{2} \rightarrow\left(X_{2}^{n}, S_{0}, S_{2}\right) \rightarrow$ $\left(S_{1}, M_{1}, X_{1}^{n}, Z^{n}\right)$. The first term in (d) is zero because $\left(X_{1 i}, X_{2 i}, Z_{i}\right), i=1, \ldots, n$, are jointly i.i.d. with $q_{X_{1} X_{2}, Z}$ and $I\left(X_{1} ; X_{2} \mid Z\right)=0$.

## Appendix A <br> Proof of Theorem 1

The proof employs the Output Statistics of Random Binning (OSRB) framework developed by Yassaee et al. [53]. In the sequel, we use capital letters (like $P_{X}$ ) to denote random p.m.f.'s (see, e.g., [5], [53]) and lower-case letters (like $p_{X}$ ) to denote non-random p.m.f.'s. We use $p_{\mathcal{A}}^{\mathrm{U}}$ to denote the uniform distribution over the set $\mathcal{A}$. The notation $\approx$ for pmf approximations is adopted from [53] - for two random pmfs $P_{X}$ and $Q_{X}$ on the same alphabet $\mathcal{X}$, we say that $P_{X} \stackrel{\epsilon}{\approx} Q_{X}$ provided $\mathbb{E}\left[\left\|P_{X}-Q_{X}\right\|_{1}\right] \leq \epsilon$. For any two sequences of random p.m.f.'s $P_{X^{(n)}}$ and $Q_{X^{(n)}}$ on $\mathcal{X}^{(n)}$, we write $P_{X^{(n)}} \approx Q_{X^{(n)}}$ if $\lim _{n \rightarrow \infty} \mathbb{E}\left\|P_{X^{(n)}}-Q_{X^{(n)}}\right\|_{1}=0$. Likewise, we use $p_{X} \stackrel{\epsilon}{\approx} q_{X}$ for two (non-random) p.m.f.'s provided $\left\|p_{X}-q_{X}\right\|_{1} \leq \epsilon$. For any two sequences of random pmfs $P_{X^{n}}$ and $Q_{X^{n}}$ on $\mathcal{X}^{n}$, we write $P_{X^{n}} \approx Q_{X^{n}}$ if $\lim _{n \rightarrow \infty} \mathbb{E}\left[\left\|P_{X^{n}}-Q_{X^{n}}\right\|_{1}\right]=0$. Similarly, we write $p_{X^{n}} \approx$ $q_{X^{n}}$ for two sequences of (non-random) p.m.f.'s. We also quote the following results that will prove useful in the proof of Theorem 1, where the first one is a restatement of the OSRB result [54, Th. 1].

Theorem 7: [53, Th. 1] Given a discrete memoryless source $\left(A^{n}, B_{1}^{n}, \cdots, B_{L}^{n}\right) \sim$ i.i.d. with $p_{A, B_{1}, \cdots, B_{L}}$ on $\mathcal{A} \times \prod_{j=1}^{L} \mathcal{B}_{i}$. For $j \in[1: L]$, let $\phi_{j}: \mathcal{B}_{j}^{n} \rightarrow\left[1: 2^{n R_{j}}\right]$ be a random binning in which $\phi_{j}$ maps each sequence of $\mathcal{B}_{j}^{n}$ uniformly and independently to the set $\left[1: 2^{n R_{j}}\right]$. Let $K_{j}=\phi_{j}\left(B_{j}^{n}\right), j \in$ $\{1, \cdots, L\}$. If for each $\mathcal{S} \subseteq[1: L]$, the following constraint

$$
\begin{equation*}
\sum_{t \in \mathcal{S}} R_{t} \leq H\left(B_{\mathcal{S}} \mid A\right) \tag{81}
\end{equation*}
$$

holds, then we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}_{\phi_{1}, \cdots, \phi_{L}}\left[\left\|P_{A^{n}, K_{1}, \cdots, K_{L}}-p_{A^{n}} \prod_{j=1}^{L} p_{K_{j}}^{U}\right\|_{1}\right]=0 \tag{82}
\end{equation*}
$$

where $\mathbb{E}_{\phi_{1}, \cdots, \phi_{L}}$ denotes the expectation over the random binnings, $P_{A^{n}, K_{1}, \cdots, K_{L}}$ is a random p.m.f., and $p_{K_{j}}^{U}$ is the uniform distribution over $\left[1: 2^{n R_{j}}\right]$.

Lemma 8: [53, Lemma 4]

1) If $P_{X^{n}} \approx Q_{X^{n}}$, then $P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx Q_{X^{n}} P_{Y^{n} \mid X^{n}}$. Also if $P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx Q_{X^{n}} Q_{Y^{n} \mid X^{n}}$, then $P_{X^{n}} \approx Q_{X^{n}}$.
2) If $p_{X^{n}} p_{Y^{n} \mid X^{n}} \approx q_{X^{n}} q_{Y^{n} \mid X^{n}}$, then there exists a sequence $x^{n} \in \mathcal{X}^{n}$ such that $p_{Y^{n} \mid X^{n}=x^{n}} \approx q_{Y^{n} \mid X^{n}=x^{n}}$.
3) If $P_{X^{n}} \approx Q_{X^{n}}$ and $P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx P_{X^{n}} Q_{Y^{n} \mid X^{n}}$, then $P_{X^{n}} P_{Y^{n} \mid X^{n}} \approx Q_{X^{n}} Q_{Y^{n} \mid X^{n}}$.
For simplicity, we prove the achievability for $|\mathcal{T}|=1$. The proof with the general time-sharing random variable $T$ then follows using standard time sharing argument outlined below.

Suppose the rate tuples $\boldsymbol{R}^{\prime}:=\left(R_{1}^{\prime}, R_{2}^{\prime}, R_{01}^{\prime}, R_{02}^{\prime}\right)$ and $\boldsymbol{R}^{\prime \prime}:=\left(R_{1}^{\prime \prime}, R_{2}^{\prime \prime}, R_{01}^{\prime \prime}, R_{02}^{\prime \prime}\right)$ are achievable for $q_{X_{1} X_{2} Z Y}$, i.e., there exist p.m.f.'s $p^{\prime}\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right)$ and $p^{\prime \prime}\left(x_{1}, x_{2}\right.$, $\left.z, u_{1}, u_{2}, y\right)$ which together with the rate tuples $\boldsymbol{R}^{\prime}$ and $\boldsymbol{R}^{\prime \prime}$, respectively, satisfy the constraints in Theorem 1 (with $T=\emptyset$ ). For each blocklength $n$, we use the code corresponding to $\boldsymbol{R}^{\prime}$ for the first $\alpha n$ (with $\alpha \in[0,1]$, where $\alpha n$ is an integer) transmissions and use the code corresponding to $\boldsymbol{R}^{\prime \prime}$ for the rest of the transmissions. Let $p_{X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}}$ be the induced distribution with this new code. For ease of notation, let $D \triangleq$ $\left(X_{1}, X_{2}, Z, Y\right)$. Note that the induced distribution decomposes as $p_{D^{n}}=p_{D^{\alpha n}} \cdot p_{D_{\alpha n+1}^{n}}$, where $D_{\alpha n+1}^{n}=\left(D_{\alpha n+1}, \ldots, D_{n}\right)$, because of the independence of the two segments. Then, the overall total variation distance of interest with this new code is given by

$$
\begin{align*}
& \left\|p_{D^{n}}-\prod q_{D}\right\| \\
& \begin{aligned}
&=\left\|p_{D^{\alpha n}} \cdot p_{D_{\alpha n+1}^{n}}-q_{D}^{(n)}\right\| \\
&=\sum_{d^{n}} \mid \mid p_{D^{\alpha n}}\left(d^{\alpha n}\right) p_{D_{\alpha n+1}^{n}}\left(d_{\alpha n+1}^{n}\right) \\
& \quad-q_{D}^{(\alpha n)}\left(d^{\alpha n}\right) q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right) \mid \\
& \leq \sum_{d^{n}} \mid p_{D^{\alpha n}}\left(d^{\alpha n}\right) p_{D_{\alpha n+1}^{n}}\left(d_{\alpha n+1}^{n}\right) \\
& \quad-p_{D^{\alpha n}}\left(d^{\alpha n}\right) q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right) \mid \\
& \quad+\sum_{d^{n}} \mid p_{D^{\alpha n}}\left(d^{\alpha n}\right) q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right) \\
& \quad-q_{D}^{(\alpha n)}\left(d^{\alpha n}\right) q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right) \mid \\
&= \sum_{d_{\alpha n+1}^{n}}\left|p_{D_{\alpha n+1}^{n}}\left(d_{\alpha n+1}^{n}\right)-q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right)\right| \\
& \quad+\sum_{d^{n \alpha}}\left|p_{D^{\alpha n}}\left(d^{\alpha n}\right)-q_{D}^{(\alpha n)}\left(d^{\alpha n}\right)\right| \\
& \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
\end{align*}
$$

where (83) follows by defining $q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right)=$ $\prod_{i=\alpha n+1}^{n} q_{D}\left(d_{i}\right)$, (84) follows by adding and subtracting the term $p_{D^{\alpha n}}\left(d^{\alpha n}\right) q_{D}^{(\alpha n+1: n)}\left(d_{\alpha n+1}^{n}\right)$ for each $d^{n}$ inside the absolute value in (83) and then applying the triangle inequality, and (85) follows because the codes in each of the segments
satisfy (1) with the respective blocklengths. So, the rate tuple $\alpha \boldsymbol{R}^{\prime}+(1-\alpha) \boldsymbol{R}^{\prime \prime}$ is achievable. This handles the case of $|\mathcal{T}|=2$ with $\mathcal{T}=\{1,2\}$ and $p_{T}(1)=1-p_{T}(2)=\alpha$. The generalization to larger alphabets for $T$ follows along similar lines.

We now follow the standard structure of an achievability proof via OSRB. This involves defining two protocols, one each based on random coding and random binning, that induce a joint distribution on the random variables defined during the protocols.

## A. Random Binning Scheme

Let $\left(U_{1}^{n}, U_{2}^{n}, X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}\right)$ be drawn i.i.d. with the joint distribution

$$
p\left(x_{1}, x_{2}, z\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}, z\right)
$$

such that $p\left(x_{1}, x_{2}, z, y\right)=q\left(x_{1}, x_{2}, z, y\right)$. Now we employ the following random binning:

- Generate $\left(S_{1}, M_{1}, F_{1}\right)$ as three uniform binnings of $U_{1}^{n}$ independently, i.e. $S_{1}=\phi_{11}\left(U_{1}^{n}\right) \in\left[1: 2^{n R_{01}}\right], M_{1}=$ $\phi_{12}\left(U_{1}^{n}\right) \in\left[1: 2^{n R_{1}}\right]$ and $F_{1}=\phi_{13}\left(U_{1}^{n}\right) \in\left[1: 2^{n \tilde{R}_{1}}\right]$. Here, $S_{1}$ stands for the pairwise shared randomness between the first encoder and the decoder, $M_{1}$ stands for a message communicated over the noiseless link, while $F_{1}$ is additional shared randomness assumed in OSRB to be eliminated later without disturbing the i.i.d. distribution.
- Likewise, generate $\left(S_{2}, M_{2}, F_{2}\right)$ as three uniform binnings of $U_{2}^{n}$ independently, i.e. $S_{2}=\phi_{21}\left(U_{2}^{n}\right) \in[1$ : $\left.2^{n R_{02}}\right], M_{2}=\phi_{22}\left(U_{2}^{n}\right) \in\left[1: 2^{n R_{2}}\right]$ and $F_{2}=$ $\phi_{23}\left(U_{2}^{n}\right) \in\left[1: 2^{n \tilde{R}_{2}}\right]$.
The receiver uses a Slepian-Wolf decoder to estimate $\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right)$ from $\left(s_{1}, s_{2}, f_{1}, f_{2}, m_{1}, m_{2}, z^{n}\right)$. The corresponding random p.m.f. induced is (the randomness is due to the binning)

$$
\begin{align*}
& P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \\
& =p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) p\left(u_{1}^{n} \mid x_{1}^{n}\right) p\left(u_{2}^{n} \mid x_{2}^{n}\right) p\left(y^{n} \mid u_{1}^{n}, u_{2}^{n}, z^{n}\right) \\
& \quad \times P\left(s_{1}, f_{1}, m_{1} \mid u_{1}^{n}\right) P\left(s_{2}, f_{2}, m_{2} \mid u_{2}^{n}\right) \\
& \quad \times P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right) \\
& =p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) P\left(s_{1}, f_{1}, m_{1}, u_{1}^{n} \mid x_{1}^{n}\right) P\left(s_{2}, f_{2}, m_{2}, u_{2}^{n} \mid x_{2}^{n}\right) \\
& \quad \times P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right) p\left(y^{n} \mid u_{1}^{n}, u_{2}^{n}, z^{n}\right) \\
& = \\
& \quad p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) P\left(s_{1}, f_{1} \mid x_{1}^{n}\right) P\left(u_{1}^{n} \mid s_{1}, f_{1}, x_{1}^{n}\right) P\left(m_{1} \mid u_{1}^{n}\right) \\
& \quad \times P\left(s_{2}, f_{2} \mid x_{2}^{n}\right) P\left(u_{2}^{n} \mid s_{2}, f_{2}, x_{2}^{n}\right) P\left(m_{2} \mid u_{2}^{n}\right) \\
& \quad \times P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right) p\left(y^{n} \mid u_{1}^{n}, u_{2}^{n}, z^{n}\right) \\
& =P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, s_{1}, s_{2}, f_{1}, f_{2}\right) P\left(u_{1}^{n} \mid s_{1}, f_{1}, x_{1}^{n}\right) P\left(m_{1} \mid u_{1}^{n}\right) \\
& \quad \times P\left(u_{2}^{n} \mid s_{2}, f_{2}, x_{2}^{n}\right) P\left(m_{2} \mid u_{2}^{n}\right)  \tag{87}\\
& \quad \times P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right) p\left(y^{n} \mid u_{1}^{n}, u_{2}^{n}, z^{n}\right) .
\end{align*}
$$

where (86) uses the Markov chains $\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}\right) \rightarrow$ $Z, U_{1} \rightarrow X_{1} \rightarrow X_{2} \rightarrow U_{2}, Y \rightarrow\left(U_{1}, U_{2}, Z\right) \rightarrow\left(X_{1}, X_{2}\right)$, and the binning construction.

## B. Random Coding Scheme

We assume that additional shared randomness $F_{j}$ of rate $\tilde{R}_{j}, j \in\{1,2\}$ are available between the respective encoders and the decoder in the main problem. Encoder $j \in\{1,2\}$, knowing $\left(s_{j}, f_{j}, x_{j}^{n}\right)$, generates $u_{j}^{n}$ according to the p.m.f. $P\left(u_{j}^{n} \mid s_{j}, f_{j}, x_{j}^{n}\right)$ (from the previous protocol) and sends the bin index of $u_{j}^{n}$ corresponding to the binning $\phi_{j 2}$ in the previous protocol over the noiseless link to the decoder. The decoder obtains $\left(s_{1}, s_{2}, f_{1}, f_{2}, m_{1}, m_{2}, z^{n}\right)$, and employs the Slepian-Wolf decoder from the previous protocol, i.e. $P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right)$, to estimate $\left(u_{1}^{n}, u_{2}^{n}\right)$. Then it constructs $y^{n}$ according to the distribution $p_{Y^{n} \mid U_{1}^{n}, U_{2}^{n}, Z^{n}}\left(y^{n} \mid \hat{u}_{1}^{n}, \hat{u}_{2}^{n}, z^{n}\right)$. The induced random p.m.f. from this protocol is given by

$$
\begin{align*}
& \hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \\
& =p^{\mathrm{U}}\left(s_{1}\right) p^{\mathrm{U}}\left(f_{1}\right) p^{\mathrm{U}}\left(s_{2}\right) p^{\mathrm{U}}\left(f_{2}\right) p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \\
& \quad \times P\left(u_{1}^{n} \mid s_{1}, f_{1}, x_{1}^{n}\right) P\left(m_{1} \mid u_{1}^{n}\right) \\
& \quad \times P\left(u_{2}^{n} \mid s_{2}, f_{2}, x_{2}^{n}\right) P\left(m_{2} \mid u_{2}^{n}\right) \\
& \quad \times P^{S W}\left(\hat{u}_{1}^{n}, \hat{u}_{2}^{n} \mid s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, z^{n}\right) p\left(y^{n} \mid \hat{u}_{1}^{n}, \hat{u}_{2}^{n}, z^{n}\right) . \tag{88}
\end{align*}
$$

Next we find constraints that imply that the induced p.m.f.'s from the two protocols are almost identical. Then one can restrict attention to the source coding side of the problem (related to the random binning protocol) and investigate the desired properties like vanishing total variation distance.

## C. Analysis of Rate Constraints

We now derive sufficient conditions for the joint statistics of the random variables from the two protocols to be identical. Since $\left(s_{j}, f_{j}\right)$ are the bin indices of $u_{j}^{n}$ for $j \in\{1,2\}$, if we ensure that

$$
\begin{equation*}
R_{01}+\tilde{R}_{1} \leq H\left(U_{1} \mid X_{1}, X_{2}, Z\right)=H\left(U_{1} \mid X_{1}\right) \tag{89}
\end{equation*}
$$

$$
\begin{align*}
R_{01}+\tilde{R}_{1}+R_{02}+\tilde{R}_{2} & \leq H\left(U_{1}, U_{2} \mid X_{1}, X_{2}, Z\right)  \tag{90}\\
& =H\left(U_{1}, U_{2} \mid X_{1}, X_{2}\right) \tag{91}
\end{align*}
$$

(where the equalities in (89)-(91) follow from the Markov chains $U_{1} \rightarrow X_{1} \rightarrow\left(X_{2}, Z\right), U_{2} \rightarrow X_{2} \rightarrow\left(X_{1}, Z\right)$, and $\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}\right) \rightarrow Z$, respectively), then by Theorem 7, we obtain

$$
\begin{align*}
& P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, s_{1}, s_{2}, f_{1}, f_{2}\right) \\
& \quad \approx p^{\mathrm{U}}\left(s_{1}\right) p^{\mathrm{U}}\left(f_{1}\right) p^{\mathrm{U}}\left(s_{2}\right) p^{\mathrm{U}}\left(f_{2}\right) p\left(x_{1}^{n}, x_{2}^{n}, z^{n}\right) \\
& \quad=\hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, s_{1}, s_{2}, f_{1}, f_{2}\right) . \tag{92}
\end{align*}
$$

This in turn results in

$$
\begin{align*}
& P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \\
& \quad \approx \hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \tag{93}
\end{align*}
$$

Note that the condition (91) above is redundant because $H\left(U_{1}, U_{2} \mid X_{1}, X_{2}\right)=H\left(U_{1} \mid X_{1}\right)+H\left(U_{2} \mid X_{2}\right)$ using the Markov chain $U_{1} \rightarrow X_{1} \rightarrow X_{2} \rightarrow U_{2}$.

For the Slepian-Wolf decoder to succeed, we require (by Slepian-Wolf theorem [54], see also [53, Lemma 1])

$$
\begin{align*}
R_{01}+\tilde{R}_{1}+R_{1} & \geq H\left(U_{1} \mid U_{2}, Z\right),  \tag{94}\\
R_{02}+\tilde{R}_{2}+R_{2} & \geq H\left(U_{2} \mid U_{1}, Z\right),  \tag{95}\\
R_{01}+\tilde{R}_{1}+R_{1}+R_{02}+\tilde{R}_{2}+R_{2} & \geq H\left(U_{1}, U_{2} \mid Z\right) . \tag{96}
\end{align*}
$$

This ensures that

$$
\begin{gather*}
P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \\
\approx P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}\right) \\
\times \mathbb{1}\left\{\hat{u}_{1}^{n}=u_{1}^{n}, \hat{u}_{2}^{n}=u_{2}^{n}\right\} . \tag{97}
\end{gather*}
$$

Using (97), (93) and the first and third parts of Lemma 8, we can write the following for the joint probability distribution involving $y^{n}$

$$
\begin{align*}
& \hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}, y^{n}\right) \\
& =\hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, \hat{u}_{1}^{n}, \hat{u}_{2}^{n}\right) \\
& \quad \times p\left(y^{n} \mid \hat{u}_{1}^{n}, \hat{u}_{2}^{n}, z^{n}\right) \\
& \approx P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}\right) \\
& \quad \times \mathbb{1}\left\{\hat{u}_{1}^{n}=u_{1}^{n}, \hat{u}_{2}^{n}=u_{2}^{n}\right\} p\left(y^{n} \mid \hat{u}_{1}^{n}, \hat{u}_{2}^{n}, z^{n}\right) \\
& =P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}\right) \\
& \quad \times \mathbb{1}\left\{\hat{u}_{1}^{n}=u_{1}^{n}, \hat{u}_{2}^{n}=u_{2}^{n}\right\} p\left(y^{n} \mid u_{1}^{n}, u_{2}^{n}, z^{n}\right) \\
& =P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, u_{1}^{n}, u_{2}^{n}, s_{1}, f_{1}, m_{1}, s_{2}, f_{2}, m_{2}, y^{n}\right) \\
& \quad \times \mathbb{1}\left\{\hat{u}_{1}^{n}=u_{1}^{n}, \hat{u}_{2}^{n}=u_{2}^{n}\right\} . \tag{98}
\end{align*}
$$

Thus, using the first part of Lemma 8, we can conclude that

$$
\begin{equation*}
\hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, f_{1}, f_{2}\right) \approx P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, f_{1}, f_{2}\right) \tag{99}
\end{equation*}
$$

We require $\left(X_{1}^{n}, X_{2}^{n}, Z^{n}, Y^{n}\right)$ to be independent of the extra shared randomness $\left(F_{1}, F_{2}\right)$ to eliminate them without disturbing the desired i.i.d. distribution. This can be accomplished by imposing the following conditions according to Theorem 7.

$$
\begin{align*}
\tilde{R}_{1} & \leq H\left(U_{1} \mid X_{1}, X_{2}, Y, Z\right),  \tag{100}\\
\tilde{R}_{2} & \leq H\left(U_{2} \mid X_{1}, X_{2}, Y, Z\right),  \tag{101}\\
\tilde{R}_{1}+\tilde{R}_{2} & \leq H\left(U_{1}, U_{2} \mid X_{1}, X_{2}, Y, Z\right) . \tag{102}
\end{align*}
$$

This ensures that

$$
\begin{equation*}
P\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, f_{1}, f_{2}\right) \approx p^{\mathrm{U}}\left(f_{1}\right) p^{\mathrm{U}}\left(f_{2}\right) p\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right) \tag{103}
\end{equation*}
$$

which along with (99) and the triangle inequality, implies that

$$
\begin{equation*}
\hat{P}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, f_{1}, f_{2}\right) \approx p^{\mathrm{U}}\left(f_{1}\right) p^{\mathrm{U}}\left(f_{2}\right) p\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right) \tag{104}
\end{equation*}
$$

Hence there exists a fixed binning with corresponding pmf $\tilde{p}$ such that if we replace $P$ by $\tilde{p}$ in (88) and denote the resulting pmf by $\hat{p}$, then

$$
\begin{equation*}
\hat{p}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}, f_{1}, f_{2}\right) \approx p^{\mathrm{U}}\left(f_{1}\right) p^{\mathrm{U}}\left(f_{2}\right) p\left(x_{1}^{n}, x_{2}^{n}, y^{n}, z^{n}\right) \tag{105}
\end{equation*}
$$

Now the second part of Lemma 8 allows us to conclude that there exist instances $F_{1}=f_{1}^{*}, F_{2}=f_{2}^{*}$ such that

$$
\begin{equation*}
\hat{p}\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n} \mid f_{1}^{*}, f_{2}^{*}\right) \approx p\left(x_{1}^{n}, x_{2}^{n}, z^{n}, y^{n}\right) \tag{106}
\end{equation*}
$$

Now along with the rate constraints imposed in equations (89) - (90), (94) - (96) and (100) - (102), we also need to impose the non-negativity constraints on all the rates. But it turns out that the constraints $\tilde{R}_{1} \geq 0$ and $\tilde{R}_{2} \geq 0$ are redundant, which can be shown along the lines of [53, Remark 4]. We prove that if ( $\tilde{R}_{1}, \tilde{R}_{2}$ ) are not necessarily all positive and satisfy (89) - (90), (94) - (96) and (100) - (102) along with $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ for some $\left(U_{1}, U_{2}\right)$ such that $\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}\right) \rightarrow Z, U_{1} \rightarrow X_{1} \rightarrow X_{2} \rightarrow U_{2}$ and $Y \rightarrow\left(U_{1}, U_{2}, Z\right) \rightarrow\left(X_{1}, X_{2}\right)$, then there exists $\left(\bar{U}_{1}, \bar{U}_{2}\right)$ with $\left(\bar{U}_{1}, \bar{U}_{2}\right) \rightarrow\left(X_{1}, X_{2}\right) \rightarrow Z, \bar{U}_{1} \rightarrow X_{1} \rightarrow X_{2} \rightarrow \bar{U}_{2}$ and $Y \rightarrow\left(\bar{U}_{1}, \bar{U}_{2}, Z\right) \rightarrow\left(X_{1}, X_{2}\right)$ and $\bar{R}_{1} \geq 0, \bar{R}_{2} \geq 0$ such that $\left(\bar{R}_{1}, \bar{R}_{2}\right)$ along with $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ satisfy (89) - (90), (94) - (96) and (100) - (102) for ( $\left.\bar{U}_{1}, \bar{U}_{2}\right)$ instead of $\left(U_{1}, U_{2}\right)$.

Towards this end, suppose $\tilde{R}_{1}<0$ and $\tilde{R}_{2}<0$. Let ( $W_{1}, W_{2}$ ) be random variables such that $H\left(W_{1}\right)>\left|\tilde{R}_{1}\right|$ and $H\left(W_{2}\right)>\left|\tilde{R}_{2}\right|$. We also assume that $W_{1}$ as well as $W_{2}$ are independent of all the other random variables. Define $\bar{R}_{1}=\tilde{R}_{1}+H\left(W_{1}\right), \bar{R}_{2}=\tilde{R}_{2}+H\left(W_{2}\right)$ and $\bar{U}_{1}=\left(U_{1}, W_{1}\right)$, $\bar{U}_{2}=\left(U_{2}, W_{2}\right)$. Clearly, we have $\bar{R}_{1}, \bar{R}_{2} \geq 0$ and it is easy to see that $\left(\bar{R}_{1}, \bar{R}_{2}\right)$ along with $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$ satisfy (89) - (90), (94) - (96) and (100) - (102) for $\left(\bar{U}_{1}, \bar{U}_{2}\right)$ using the independence of $W_{1}$ and $W_{2}$ from all other random variables and the fact that $\left(\tilde{R}_{1}, \tilde{R}_{2}\right)$ satisfy (89) - (90), (94) - (96) and (100) - (102) along with $\left(R_{1}, R_{2}, R_{01}, R_{02}\right)$. Next suppose $\tilde{R}_{1}<0, \tilde{R}_{2} \geq 0$ - here the proof follows by defining $W_{1}, \bar{R}_{1}$ and $\bar{U}_{1}$ as above and noting that ( $\bar{R}_{1}, \tilde{R}_{2}$ ) along with ( $R_{1}, R_{2}, R_{01}, R_{02}$ ) satisfy (89) - (90), (94) - (96) and (100) - (102) for $\left(\bar{U}_{1}, U_{2}\right)$. The remaining configuration $\tilde{R}_{1} \geq 0, \tilde{R}_{2}<0$ can be dealt similarly. Finally on eliminating $\left(\tilde{R}_{1}, \tilde{R}_{2}\right)$ from equations (89) - (90), (94) - (96) and (100) - (102) by Fourier-Motzkin elimination (FME), we obtain the rate constraints

$$
\begin{align*}
& R_{1} \geq H\left(U_{1} \mid U_{2}, Z\right)-H\left(U_{1} \mid X_{1}, U_{2}, Z\right)=I\left(U_{1} ; X_{1} \mid U_{2}, Z\right),  \tag{107}\\
& R_{2} \geq H\left(U_{2} \mid U_{1}, Z\right)-H\left(U_{2} \mid X_{2}, U_{1}, Z\right)=I\left(U_{2} ; X_{2} \mid U_{1}, Z\right),  \tag{108}\\
& R_{1}+R_{2} \geq H\left(U_{1}, U_{2} \mid Z\right)-H\left(U_{1}, U_{2} \mid X_{1}, X_{2}, Z\right) \\
& =I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right),  \tag{109}\\
& \begin{aligned}
R_{1}+R_{01} & \geq H\left(U_{1} \mid U_{2}, Z\right)-H\left(U_{1} \mid X_{1}, X_{2}, Y, Z\right) \\
& =I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right)-I\left(U_{1} ; U_{2} \mid Z\right),
\end{aligned}  \tag{110}\\
& \begin{aligned}
R_{1}+R_{01} & \geq H\left(U_{1} \mid U_{2}, Z\right)-H\left(U_{1} \mid X_{1}, X_{2}, Y, Z\right) \\
& =I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right)-I\left(U_{1} ; U_{2} \mid Z\right),
\end{aligned} \\
& R_{2}+R_{02} \geq H\left(U_{2} \mid U_{1}, Z\right)-H\left(U_{2} \mid X_{1}, X_{2}, Y, Z\right) \\
& =I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z\right)-I\left(U_{1} ; U_{2} \mid Z\right),  \tag{111}\\
& R_{1}+R_{2}+R_{01} \\
& \geq H\left(U_{1}, U_{2} \mid Z\right)-H\left(U_{2} \mid X_{2}, Z\right)-H\left(U_{1} \mid X_{1}, X_{2}, Y, Z\right) \\
& =I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right)+I\left(U_{2} ; X_{2} \mid U_{1}, Z\right) \text {, }  \tag{112}\\
& R_{1}+R_{2}+R_{02} \\
& \geq H\left(U_{1}, U_{2} \mid Z\right)-H\left(U_{1} \mid X_{1}, Z\right)-H\left(U_{2} \mid X_{1}, X_{2}, Y, Z\right) \\
& =I\left(U_{2} ; X_{1}, X_{2}, Y \mid Z\right)+I\left(U_{1} ; X_{1} \mid U_{2}, Z\right) \text {, } \tag{113}
\end{align*}
$$

$$
\begin{align*}
& R_{1}+R_{2}+R_{01}+R_{02} \\
& \quad \geq H\left(U_{1}, U_{2} \mid Z\right)-H\left(U_{1}, U_{2} \mid X_{1}, X_{2}, Y, Z\right) \\
& \quad=I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z\right) \tag{114}
\end{align*}
$$

Thus when the rate constraints in (107) - (114) are met, there exists a sequence of $\left(2^{n R_{01}}, 2^{n R_{02}}, 2^{n R_{1}}, 2^{n R_{2}}, n\right)$ codes with encoders and decoders as described in the second protocol with the particular realization of binning along with the fixed instances $f_{1}^{*}, f_{2}^{*}$ resulting in vanishing total variation distance.

## Appendix B

## Specialization of Theorem 1 to Deterministic Function Computation

Let $|\mathcal{T}|=1$ for simplicity. When $Y$ is a deterministic function of ( $X_{1}, X_{2}, Z$ ), we note the following simplifications to the rate constraints of Theorem 1 .

$$
\begin{align*}
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right)-I\left(U_{1} ; U_{2} \mid Z\right) \\
& \stackrel{(a)}{=} I\left(U_{1} ; X_{1}, X_{2} \mid Z\right)-I\left(U_{1} ; U_{2} \mid Z\right) \\
& =I\left(U_{1} ; X_{1}, X_{2} \mid U_{2}, Z\right)-I\left(U_{1} ; U_{2} \mid X_{1}, X_{2}, Z\right) \\
& \stackrel{(b)}{=} I\left(U_{1} ; X_{1} \mid U_{2}, Z\right) \tag{115}
\end{align*}
$$

where (a) follows since $Y$ is determined by $\left(X_{1}, X_{2}, Z\right)$ while (b) follows from the Markov chains $U_{1} \rightarrow X_{1} \rightarrow\left(U_{2}, X_{2}, Z\right)$ and $U_{2} \rightarrow X_{2} \rightarrow\left(U_{1}, X_{1}, Z\right)$. Similarly, it follows that

$$
\begin{equation*}
R_{2}+R_{02} \geq I\left(U_{2} ; X_{2} \mid U_{1}, Z\right) \tag{116}
\end{equation*}
$$

Furthermore, we note that

$$
\begin{align*}
R_{1}+R_{2}+R_{01} & \geq I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right)+I\left(U_{2} ; X_{2} \mid U_{1}, Z\right) \\
& \stackrel{(a)}{=} I\left(U_{1} ; X_{1}, X_{2} \mid Z\right)+I\left(U_{2} ; X_{2} \mid U_{1}, Z\right) \\
& \stackrel{(b)}{=} I\left(U_{1} ; X_{1}, X_{2} \mid Z\right)+I\left(U_{2} ; X_{1}, X_{2} \mid U_{1}, Z\right) \\
& =I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right), \tag{117}
\end{align*}
$$

where (a) follows since $Y$ is determined by $\left(X_{1}, X_{2}, Z\right)$ while (b) follows from the Markov chain $U_{2} \rightarrow X_{2} \rightarrow\left(U_{1}, X_{1}, Z\right)$. Similarly, it follows that

$$
\begin{equation*}
R_{1}+R_{2}+R_{02} \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right) \tag{118}
\end{equation*}
$$

Finally, we note that

$$
\begin{align*}
R_{1}+R_{2}+R_{01}+R_{02} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2}, Y \mid Z\right) \\
& =I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right) \tag{119}
\end{align*}
$$

Thus when $Y$ is a deterministic function of $\left(X_{1}, X_{2}, Z\right)$, the rate constraints involving the shared randomness rates $R_{01}$ and $R_{02}$ become redundant in Theorem 1. Hence, the region simplifies to the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{aligned}
R_{1} & \geq I\left(U_{1} ; X_{1} \mid U_{2}, Z\right) \\
R_{2} & \geq I\left(U_{2} ; X_{2} \mid U_{1}, Z\right) \\
R_{1}+R_{2} & \geq I\left(U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right),
\end{aligned}
$$

for some p.m.f.

$$
p\left(x_{1}, x_{2}, z, u_{1}, u_{2}\right)=p\left(x_{1}, x_{2}, z\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right)
$$

such that $H\left(Y \mid U_{1}, U_{2}, Z\right)=0$. This is precisely the inner bound of [31, Th. 2] specialized to the multiple-access network where the condition $H\left(Y \mid U_{1}, U_{2}, Z\right)=0$, in conjunction with the structure of the p.m.f., is expressed in an alternate form involving graph entropy using [51, Lemma 3].

## Appendix C

## Specialization of Theorem 3 to Deterministic Function Computation

Let $|\mathcal{T}|=1$ again for simplicity. The joint distribution in (70) is such that $\left(U_{1}, X_{1}\right) \rightarrow Z \rightarrow\left(U_{2}, X_{2}\right)$ is a Markov chain. This leads to the following simplification to the rate constraints involving shared randomness when $Y$ is a deterministic function of $\left(X_{1}, X_{2}, Z\right)$, say, $Y=f\left(X_{1}, X_{2}, Z\right)$.

$$
\begin{aligned}
I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) & =I\left(U_{1} ; X_{1}, X_{2}, Y \mid Z\right) \\
& =I\left(U_{1} ; X_{1}, X_{2} \mid Z\right) \\
& =I\left(U_{1} ; X_{1} \mid Z\right) .
\end{aligned}
$$

This simplification renders the bound on $R_{1}+R_{01}$ in Theorem 3 redundant. Hence, the region simplifies to the set of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying

$$
\begin{aligned}
& R_{1} \geq I\left(U_{1} ; X_{1} \mid Z\right) \\
& R_{2} \geq I\left(U_{2} ; X_{2} \mid Z\right)
\end{aligned}
$$

for some p.m.f.

$$
\begin{aligned}
& p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right)= \\
& \quad p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}, z\right)
\end{aligned}
$$

such that $H\left(Y \mid U_{1}, U_{2}, Z\right)=0$. This is the rate region in [31, Th. 3] specialized to the multiple-access network where it is expressed in an alternate form involving graph entropies, which follows by using [51, Proof of Th. 3].

## Appendix D <br> Proof of Claim 1

It suffices to restrict attention to realizations $u_{1}, u_{2}$ for which $H\left(X_{1} \mid U_{1}=u_{1}\right)>0$ and $H\left(X_{2} \mid U_{2}=u_{2}\right)>0$. We prove the claim in three steps.
Step 1: We prove that under Case 3 , for any $u_{1}$ with $P\left(U_{1}=u_{1}\right)>0$, there exists a $k \in\{1,2\}$ such that $H\left(X_{1 k} \mid U_{1}=u_{1}\right)=0$.
Step 2: Then for any $u_{2}$ with $P\left(U_{2}=u_{2}\right)>0$, for the $k$ from Step 1, we show that $H\left(X_{2 k} \mid U_{2}=u_{2}\right)=0$.
Step 3: Finally, for any $u_{1}^{\prime}$ with $u_{1}^{\prime} \neq u_{1}$ and $P\left(U_{1}=u_{1}^{\prime}\right)>0$, for the $k$ from Step 1, we prove that $H\left(X_{1 k} \mid U_{1}=u_{1}^{\prime}\right)=0$.

Step 1: We prove this by contradiction. Suppose $H\left(X_{1 i} \mid U_{1}=u_{1}\right)>0$, for $i=1,2$. This implies that the support of $p_{X_{1} \mid U_{1}=u_{1}}$ cannot be of the form $\left\{b_{1}, b_{2}\right\},\left\{\left(b_{1}, b_{2}\right),\left(b_{1}, 1-b_{2}\right)\right\},\left\{\left(b_{1}, b_{2}\right),\left(1-b_{1}, b_{2}\right)\right\}$, for $b_{1}, b_{2} \in\{0,1\}$. The remaining possibility is that the support has to be a superset of either $\{(0,1),(1,0)\}$ or $\{(0,0),(1,1)\}$. In the sequel, we use the independence of $\left(U_{1}, X_{1}\right)$ and $\left(U_{2}, X_{2}\right)$, and the Markov chain $Y \rightarrow\left(U_{1}, U_{2}\right) \rightarrow\left(X_{1}, X_{2}\right)$ repeatedly. Consider a $u_{2}$ such that $P\left(U_{2}=u_{2}\right)>0$. It turns out that the support cannot be a superset of $\{(0,0),(1,1)\}$. To see this, first notice that $P\left(X_{1}=(0,0) \mid U_{1}=u_{1}, U_{2}=\right.$ $\left.u_{2}\right), P\left(X_{1}=(1,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$. Now since
$X_{1 J}-\left(U_{1}, U_{2}\right)-X_{1}$, we have $P\left(X_{1 J}=0 \mid U_{1}=u_{1}, U_{2}=\right.$ $\left.u_{2}\right)=P\left(X_{1 J}=0 \mid U_{1}=u_{1}, U_{2}=u_{2}, X_{1}=(1,1)\right)=0$, where the last equality follows from the correctness of output $Y=\left(X_{1 J}, X_{2 J}\right)$. Similarly, $P\left(X_{1 J}=1 \mid U_{1}=u_{1}, U_{2}=\right.$ $\left.u_{2}\right)=P\left(X_{1 J}=1 \mid U_{1}=u_{1}, U_{2}=u_{2}, X_{1}=(0,0)\right)=0$. This is a contradiction since $p_{X_{1 J} \mid U_{1}=u_{1}, U_{2}=u_{2}}$ has to be a probability distribution. The only other possibility is that the support of $p_{X_{1} \mid U_{1}=u_{1}}$ is a superset of $\{(0,1),(1,0)\}$. Since $H\left(X_{2} \mid U_{2}\right)>0$, there exists a $u_{2}$ with $P\left(U_{2}=u_{2}\right)>$ 0 such that $H\left(X_{2} \mid U_{2}=u_{2}\right)>0$. So, either exactly one or both of $H\left(X_{21} \mid U_{2}=u_{2}\right)$ and $H\left(X_{22} \mid U_{2}=u_{2}\right)$ will be strictly positive. Suppose exactly one of them is strictly positive. Without loss of generality, suppose $H\left(X_{21} \mid U_{2}=\right.$ $\left.u_{2}\right)>0$, i.e., $P\left(X_{21}=0 \mid U_{2}=u_{2}\right), P\left(X_{21}=1 \mid U_{2}=\right.$ $\left.u_{2}\right)>0$ and $H\left(X_{22} \mid U_{2}=u_{2}\right)=0$. Also, assume that $P\left(X_{22}=1 \mid U_{2}=u_{2}\right)=1$. Consider the probability distribution $p_{Y \mid U_{1}=u_{1}, U_{2}=u_{2}}$. This is well defined because $P\left(U_{1}=u_{1}, U_{2}=u_{2}\right)>0$ as $U_{1}$ is independent of $U_{2}$ and $P\left(U_{1}=u_{1}\right), P\left(U_{2}=u_{2}\right)>0$. From the above we have the following.
$P\left(X_{1}=(0,1), X_{2}=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$ which implies that $P\left(Y=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$.
$P\left(X_{1}=(1,0), X_{2}=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$ which implies that $P\left(Y=(0,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$.

This is a contradiction since $p_{Y \mid U_{1}=u_{1}, U_{2}=u_{2}}$ has to be a probability distribution. Now suppose both $H\left(X_{21} \mid U_{2}=u_{2}\right)$ and $H\left(X_{22} \mid U_{2}=u_{2}\right)$ are strictly positive. Since $Y_{2}:=$ $X_{2 J} \in\left\{X_{21}, X_{22}\right\}$, the only possibility is that $p_{X_{2} \mid U_{2}=u_{2}}$ has a support that is a superset of $\{(0,1),(1,0)\}$. Then we have the following.
$P\left(X_{1}=(0,1), X_{2}=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$ which implies that $P\left(Y=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$.
$P\left(X_{1}=(0,1), X_{2}=(1,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$ which implies that $P\left(Y=(0,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$.

This is a contradiction since $p_{Y \mid U_{1}=u_{1}, U_{2}=u_{2}}$ has to be a probability distribution. Thus, we have, under Case 3, if $H\left(X_{1} \mid U_{1}=u_{1}\right)>0$, then there exists a $k \in\{1,2\}$ such that $H\left(X_{1 k} \mid U_{1}=u_{1}\right)=0$.

Step 2: Note that there exists $u_{1}$ with $P\left(U_{1}=u_{1}\right)>0$ such that $H\left(X_{1} \mid U_{1}=u_{1}\right)>0$ since $H\left(X_{1} \mid U_{1}\right)>0$. So, by the discussion in Step 1, there exists a $k$ such that $H\left(X_{1 k} \mid U_{1}=\right.$ $\left.u_{1}\right)=0$. Note that $H\left(X_{1 k^{\prime}} \mid U_{1}=u_{1}\right)>0$, where $k^{\prime}=3-k$, since $H\left(X_{1} \mid U_{1}=u_{1}\right)>0$. Similarly, there exists $u_{2}$ with $P\left(U_{2}=u_{2}\right)>0$ such that $H\left(X_{2} \mid U_{2}=u_{2}\right)>0$. Now we show that $H\left(X_{2 k} \mid U_{2}=u_{2}\right)=0$. We prove this by contradiction. Suppose $H\left(X_{2 k} \mid U_{2}=u_{2}\right)>0$. Then in view of the above discussion, we have $H\left(X_{2 k^{\prime}} \mid U_{2}=u_{2}\right)=0$. Without loss of generality, let $k=1$, i.e., $k^{\prime}=2$. Note that $p_{X_{12}, X_{21} \mid U_{1}=u_{1}, U_{2}=u_{2}}=p_{X_{12} \mid U_{1}=u_{1}} \cdot p_{X_{21} \mid U_{2}=u_{2}}$ has full support since $H\left(X_{12} \mid U_{1}=u_{1}\right), H\left(X_{21} \mid U_{2}=u_{2}\right)>0$. Also, assume that $P\left(X_{11}=0 \mid U_{1}=u_{1}\right)=1$ and $P\left(X_{22}=0 \mid U_{2}=\right.$ $\left.u_{2}\right)=1$ (other choices can be dealt similarly). Consider the probability distribution $p_{Y \mid U_{1}=u_{1}, U_{2}=u_{2}}$. Then we have the following.
$P\left(X_{1}=(0,1), X_{2}=(1,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=$ $P\left(X_{12}=1, X_{21}=1 \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$, which implies that $P\left(Y=(0,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ since we have the Markov chain $Y-\left(U_{1}, U_{2}\right)-\left(X_{1}, X_{2}\right)$.
$P\left(X_{1}=(0,0), X_{2}=(0,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=$ $P\left(X_{12}=0, X_{21}=0 \mid U_{1}=u_{1}, U_{2}=u_{2}\right)>0$, which implies that $P\left(Y=(0,1) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ and $P\left(Y=(1,0) \mid U_{1}=u_{1}, U_{2}=u_{2}\right)=0$ since we have the Markov chain $Y-\left(U_{1}, U_{2}\right)-\left(X_{1}, X_{2}\right)$.

This is a contradiction since $p_{Y \mid U_{1}=u_{1}, U_{2}=u_{2}}$ has to be a probability distribution.

Step 3: Now suppose that there exists a $u_{1}^{\prime}$ with $u_{1}^{\prime} \neq u_{1}$ and $P\left(U_{1}=u_{1}^{\prime}\right)>0$ such that $H\left(X_{1} \mid U_{1}=u_{1}^{\prime}\right)>0$. Since there is a $u_{2}$ such that $H\left(X_{2 k} \mid U_{2}=u_{2}\right)=0$, by the same argument as above (reversing the roles of 1 and 2 ), we have $H\left(X_{1 k} \mid U_{1}=u_{1}^{\prime}\right)=0$. This completes the proof of Claim 1.

## Appendix E

## Proof of Lemma 5

The cardinality bound $|\mathcal{T}| \leq 3$ on the time-sharing random variable $T$ can be obtained using standard arguments based on the support lemma [55, Appendix C]. ${ }^{3}$ We now focus on cardinality bounds for $U_{1}$ and $U_{2}$. Consider the region $S_{\epsilon}$ with $|\mathcal{T}|=1:$

$$
\begin{align*}
R_{1} & \geq I\left(U_{1} ; X_{1} \mid Z\right)  \tag{120}\\
R_{2} & \geq I\left(U_{2} ; X_{2} \mid Z\right)  \tag{121}\\
R_{1}+R_{01} & \geq I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)-g(\epsilon) \tag{122}
\end{align*}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right) \\
& \quad=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}, z\right) \tag{123}
\end{align*}
$$

such that

$$
\begin{equation*}
\left\|\sum_{u_{1}, u_{2}} p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right)-q\left(x_{1}, x_{2}, z, y\right)\right\| \leq \epsilon \tag{124}
\end{equation*}
$$

Call this region $\mathcal{C}$. We now show that the auxiliary cardinalities can be restricted to $\left|\mathcal{U}_{1}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y} \| \mathcal{Z}|$ and $\left|\mathcal{U}_{2}\right| \leq$ $\left|\mathcal{U}_{1}\left\|\mathcal{X}_{1}| | \mathcal{X}_{2}| | \mathcal{Y}\right\| \mathcal{Z}\right|$ via the perturbation argument of [56]. This is done in two steps.

- Step 1: We prove that

$$
\begin{equation*}
\mathcal{C}=\text { Closure }\left(\bigcup_{K_{1}, K_{2} \geq 0} \mathcal{C}^{K_{1}, K_{2}}\right) \tag{125}
\end{equation*}
$$

where the region $\mathcal{C}^{K_{1}, K_{2}}$ for positive integers $K_{1}, K_{2}$ is given by the union of rate triples ( $R_{1}, R_{2}, R_{01}$ ) satisfying (120)-(122) over random variables $\left(U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ with cardinality bounds $\left|\mathcal{U}_{1}\right| \leq K_{1} \&\left|\mathcal{U}_{2}\right| \leq K_{2}$ and having a joint p.m.f.

[^2]$p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}, z\right)$ such that $\left\|p\left(x_{1}, x_{2}, z, y\right)-q\left(x_{1}, x_{2}, z, y\right)\right\| \leq \epsilon$.

- Step 2: If $\left|\mathcal{U}_{1}\right| \leq K_{1}$ and $\left|\mathcal{U}_{2}\right| \leq K_{2}$ for some constants $K_{1}, K_{2}$, we show that the auxiliary cardinalities can be brought down to $\left|\mathcal{U}_{1}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$ and $\left|\mathcal{U}_{2}\right| \leq$ $\left|\mathcal{U}_{1}\left\|\mathcal{X}_{1}\right\| \mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|$.
Proof Step 1: It suffices to show that any rate triple $\left(R_{1}, R_{2}, R_{01}\right) \in \mathcal{C}$ is a limit point of the set $\underset{K_{1}, K_{2} \geq 0}{\bigcup} \mathcal{C}^{K_{1}, K_{2}}$. Firstly, if $\left(R_{1}, R_{2}, R_{01}\right) \in \mathcal{C}$, then random variables ( $\left.U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ satisfying (120)-(122) exist such that their joint p.m.f. is of the form (123) and (124) holds. Assume that $\mathcal{U}_{j}=\{1,2, \cdots\}$ for $j=1,2$. Define modified versions $\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$ of random variables $\left(U_{1}, U_{2}\right)$ taking values in $\{1,2, \cdots, m\} \cup \mathcal{X}_{1}$ and $\{1,2, \cdots, m\} \cup \mathcal{X}_{2}$ respectively, where $m$ is an integer. The alphabet cardinalities of $\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$ are $m+\left|\mathcal{X}_{1}\right|$ and $m+\left|\mathcal{X}_{2}\right|$ respectively. Let the conditional p.m.f. of $U_{j}^{\prime}$ given $X_{j}$ for $j \in\{1,2\}, x_{j} \in \mathcal{X}_{j}$ be specified as follows:

$$
\begin{align*}
p_{U_{j}^{\prime} \mid X_{j}}\left(i \mid x_{j}\right) & =p_{U_{j} \mid X_{j}}\left(i \mid x_{j}\right), i=\{1,2, \cdots, m\}  \tag{126}\\
p_{U_{j}^{\prime} \mid X_{j}}\left(x_{j}^{\prime} \mid x_{j}\right) & =0 \forall x_{j}^{\prime} \neq x_{j}  \tag{127}\\
p_{U_{j}^{\prime} \mid X_{j}}\left(x_{j} \mid x_{j}\right) & =\operatorname{Pr}\left(U_{j}>m \mid X_{j}=x_{j}\right)=\sum_{i=m+1}^{\infty} p_{U_{j} \mid X_{j}}\left(i \mid x_{j}\right) . \tag{128}
\end{align*}
$$

From the definitions in (126)-(128) and the fact that the original random variables $\left(U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ satisfy $U_{1} \rightarrow$ $X_{1} \rightarrow\left(U_{2}, X_{2}, Z\right)$ and $U_{2} \rightarrow X_{2} \rightarrow\left(U_{1}, X_{1}, Z\right)$, it follows that the Markov chains $U_{1}^{\prime} \rightarrow X_{1} \rightarrow\left(U_{2}^{\prime}, X_{2}, Z\right)$ and $U_{2}^{\prime} \rightarrow$ $X_{2} \rightarrow\left(U_{1}^{\prime}, X_{1}, Z\right)$ hold as well.

To define $p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$, consider new auxiliary random variables $\left(U_{1}^{\prime \prime}, U_{2}^{\prime \prime}\right)$ whose alphabets are the same as that of ( $U_{1}, U_{2}$ ), and their conditional p.m.f. given $U_{j}^{\prime}$ for $j \in\{1,2\}$ is specified as follows:

- If $U_{j}^{\prime} \in\{1,2, \cdots, m\}$, then $U_{j}^{\prime \prime}=U_{j}^{\prime}$, i.e.,

$$
\begin{equation*}
p_{U_{j}^{\prime \prime} \mid U_{j}^{\prime}}^{\prime}(i \mid i)=1, i=1,2, \cdots, m . \tag{129}
\end{equation*}
$$

- Otherwise, let

$$
\begin{align*}
& p_{U_{j}^{\prime \prime} \mid U_{j}^{\prime}}\left(i \mid x_{j}\right)= \\
& \begin{cases}\operatorname{Pr}\left(U_{j}=i \mid X_{j}=x_{j}, U_{j}>m\right), & i=m+1, m+2, \cdots \\
0, & i=1,2, \cdots, m\end{cases} \tag{130}
\end{align*}
$$

Note that we have

$$
\begin{align*}
& \sum_{u_{j}^{\prime}} p_{U_{j}^{\prime} \mid X_{j}}\left(u_{j}^{\prime} \mid x_{j}\right) p_{U_{j}^{\prime \prime} \mid U_{j}^{\prime}}\left(u_{j}^{\prime \prime} \mid u_{j}^{\prime}\right) \\
&=p_{U_{j} \mid X_{j}}\left(u_{j}^{\prime \prime} \mid x_{j}\right), u_{j}^{\prime \prime} \in \mathcal{U}_{j}, x_{j} \in \mathcal{X}_{j}, j=1,2 \tag{131}
\end{align*}
$$

Further, let

$$
\begin{equation*}
p_{Y \mid U_{1}^{\prime \prime}, U_{2}^{\prime \prime}, Z}\left(y \mid u_{1}, u_{2}, z\right)=p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}, u_{2}, z\right) \tag{132}
\end{equation*}
$$

The conditional distribution $p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$ is defined as

$$
\begin{align*}
& p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}\left(y \mid u_{1}^{\prime}, u_{2}^{\prime}, z\right) \\
& =\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{U_{1}^{\prime \prime} \mid U_{1}^{\prime}}\left(u_{1}^{\prime \prime} \mid u_{1}^{\prime}\right) p_{U_{2}^{\prime \prime} \mid U_{2}^{\prime}}\left(u_{2}^{\prime \prime} \mid u_{2}^{\prime}\right) p_{Y \mid U_{1}^{\prime \prime}, U_{2}^{\prime \prime}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right) \\
& =\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{U_{1}^{\prime \prime} \mid U_{1}^{\prime}}\left(u_{1}^{\prime \prime} \mid u_{1}^{\prime}\right) p_{U_{2}^{\prime \prime} \mid U_{2}^{\prime}}\left(u_{2}^{\prime \prime} \mid u_{2}^{\prime}\right) p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right) . \tag{133}
\end{align*}
$$

From the definitions in (130)-(133) and the fact that the original random variables $\left(U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ satisfy $Y \rightarrow\left(U_{1}, U_{2}, Z\right) \rightarrow\left(X_{1}, X_{2}\right)$, it follows that the Markov chain $Y \rightarrow\left(U_{1}^{\prime}, U_{2}^{\prime}, Z\right) \rightarrow\left(X_{1}, X_{2}\right)$ holds as well. Due to these Markov constraints, the joint distribution of $\left(U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z\right)$ is $p_{U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z}=$ $p_{X_{1}, X_{2}, Z} p_{U_{1}^{\prime} \mid X_{1}} p_{U_{2}^{\prime} \mid X_{2}} p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$. On marginalizing away $\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$ from $p_{U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z}$, we obtain the p.m.f. $p_{X_{1}, X_{2}, Y, Z}$, which can be seen as follows.

$$
\begin{align*}
& \sum_{u_{1}^{\prime}, u_{2}^{\prime}}\left(p_{X_{1}, X_{2}, Z}\left(x_{1}, x_{2}, z\right) p_{U_{1}^{\prime} \mid X_{1}}\left(u_{1}^{\prime} \mid x_{1}\right) p_{U_{2}^{\prime} \mid X_{2}}\left(u_{2}^{\prime} \mid x_{2}\right)\right. \\
& \left.\quad \times p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}\left(y \mid u_{1}^{\prime}, u_{2}^{\prime}, z\right)\right) \\
& =\sum_{u_{1}^{\prime}, u_{2}^{\prime}} p_{X_{1}, X_{2}, Z}\left(x_{1}, x_{2}, z\right) p_{U_{1}^{\prime} \mid X_{1}}\left(u_{1}^{\prime} \mid x_{1}\right) p_{U_{2}^{\prime} \mid X_{2}}\left(u_{2}^{\prime} \mid x_{2}\right) \\
& \left(\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{U_{1}^{\prime \prime} \mid U_{1}^{\prime}}\left(u_{1}^{\prime \prime} \mid u_{1}^{\prime}\right) p_{U_{2}^{\prime \prime} \mid U_{2}^{\prime}}\left(u_{2}^{\prime \prime} \mid u_{2}^{\prime}\right) p_{Y \mid U_{1}^{\prime \prime}, U_{2}^{\prime \prime}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right)\right) \\
& =\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{X_{1}, X_{2}, Z}\left(x_{1}, x_{2}, z\right)\left(\sum_{u_{1}^{\prime}} p_{U_{1}^{\prime} \mid X_{1}}\left(u_{1}^{\prime} \mid x_{1}\right) p_{U_{1}^{\prime \prime} \mid U_{1}^{\prime}}\left(u_{1}^{\prime \prime} \mid u_{1}^{\prime}\right)\right) \\
& \left(\sum_{u_{2}^{\prime}} p_{U_{2}^{\prime} \mid X_{2}}\left(u_{2}^{\prime} \mid x_{2}\right) p_{U_{2}^{\prime \prime} \mid U_{2}^{\prime}}\left(u_{2}^{\prime \prime} \mid u_{2}^{\prime}\right)\right) p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right) \\
& \stackrel{(a)}{=} \sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{X_{1}, X_{2}, Z}\left(x_{1}, x_{2}, z\right) p_{U_{1} \mid X_{1}}\left(u_{1}^{\prime \prime} \mid x_{1}\right) p_{U_{2} \mid X_{2}}\left(u_{2}^{\prime \prime} \mid x_{2}\right) \\
& \quad p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right)  \tag{135}\\
& =p_{X_{1}, X_{2}, Y, Z}\left(x_{1}, x_{2}, y, z\right),
\end{align*}
$$

where (a) follows from (131). Hence $p_{U_{1}^{\prime} U_{2}^{\prime} X_{1} X_{2} Y Z}$ satisfies (124).

It follows that the joint distribution of the random variables ( $U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z$ ) converges to the the joint distribution of $\left(U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ in the limit $m \rightarrow \infty$. As a result, the mutual information terms $I\left(U_{1}^{\prime} ; X_{1} \mid Z\right), I\left(U_{2}^{\prime} ; X_{2} \mid Z\right)$ and $I\left(U_{1}^{\prime} ; X_{1}, Y \mid X_{2}, Z\right)$ converge to $I\left(U_{1} ; X_{1} \mid Z\right), I\left(U_{2} ; X_{2} \mid Z\right)$ and $I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)$ respectively. Hence, we conclude that the given rate triple $\left(R_{1}, R_{2}, R_{01}\right)$ is a limit point of the set $\bigcup_{K_{1}, K_{2} \geq 0} \mathcal{C}^{K_{1}, K_{2}}$.

Proof Step 2: It suffices to consider an optimization of the weighted sum term $\lambda_{1} I\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I\left(U_{2} ; X_{2} \mid Z\right)+$ $\lambda_{3} I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)$ for non-negative reals $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and find new auxiliary random variables whose cardinalities are bounded while not increasing the weighted sum and preserving the conditions (123) and on (124) on $p\left(x_{1}, x_{2}, u_{1}, u_{2}, y, z\right)$.

For a given $p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$, consider the perturbation defined by
$p_{\epsilon}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)=p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right)$.
For $p_{\epsilon}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ to be a valid p.m.f., we require that $\left(1+\epsilon \phi\left(u_{1}\right)\right) \geq 0$ for all $u_{1}$, and $\sum_{u_{1}} p\left(u_{1}\right) \phi\left(u_{1}\right)=0$. Furthermore, we will consider perturbations $\phi\left(u_{1}\right)$ such that

$$
\begin{align*}
& \mathbb{E}\left[\phi\left(U_{1}\right) \mid X_{1}=x_{1}, X_{2}=x_{2}, Y=y, Z=z\right] \\
& =\sum_{u_{1}} p\left(u_{1} \mid x_{1}, x_{2}, y, z\right) \phi\left(u_{1}\right)=0, \forall x_{1}, x_{2}, y, z \tag{136}
\end{align*}
$$

Observe that such a non-zero perturbation satisfying (136) (which also implies $\sum_{u_{1}} p\left(u_{1}\right) \phi\left(u_{1}\right)=0$ ) exists as long as $\left|\mathcal{U}_{1}\right|>\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$, since the null-space of the constraints has rank at most $\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|$. For sufficiently small values of $|\epsilon|$, we also have $\left(1+\epsilon \phi\left(u_{1}\right)\right) \geq 0$ for all $u_{1}$. Note that this perturbation preserves the distribution of $\left(X_{1}, X_{2}, Y, Z\right)$, i.e., $p\left(x_{1}, x_{2}, y, z\right)$. This follows since

$$
\begin{align*}
& p_{\epsilon}\left(x_{1}, x_{2}, y, z\right)=\sum_{u_{1}, u_{2}} p_{\epsilon}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right) \\
& =\sum_{u_{1}, u_{2}} p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \\
& =p\left(x_{1}, x_{2}, y, z\right) \\
& \quad\left\{\sum_{u_{1}} p\left(u_{1} \mid x_{1}, x_{2}, y, z\right)+\epsilon \sum_{u_{1}} p\left(u_{1} \mid x_{1}, x_{2}, y, z\right) \phi\left(u_{1}\right)\right\} \\
& =p\left(x_{1}, x_{2}, y, z\right) \tag{137}
\end{align*}
$$

where the last step follows from (136).
We now show that the perturbed distribution $p_{\epsilon}(\cdot)$ preserves the structure of the p.m.f. in (123). To see this, note that

$$
\begin{align*}
& p_{\epsilon}\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right) \\
& =p\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \\
& =p\left(x_{1}\right) p\left(z \mid x_{1}\right)\left\{p\left(u_{1} \mid x_{1}\right)\left(1+\epsilon \phi\left(u_{1}\right)\right)\right\} p\left(x_{2} \mid z\right) p\left(u_{2} \mid x_{2}\right) \\
& \quad p\left(y \mid u_{1}, u_{2}, z\right) \tag{138}
\end{align*}
$$

Marginalizing away $Z, X_{2}, U_{2}, Y$, we have

$$
\begin{equation*}
p_{\epsilon}\left(x_{1}, u_{1}\right)=p\left(x_{1}\right) p\left(u_{1} \mid x_{1}\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \tag{139}
\end{equation*}
$$

Since $p_{\epsilon}\left(x_{1}\right)=p\left(x_{1}\right)$ (by (137)), we have $p_{\epsilon}\left(u_{1} \mid x_{1}\right)=$ $p\left(u_{1} \mid x_{1}\right)\left(1+\epsilon \phi\left(u_{1}\right)\right)$. Thus,

$$
\begin{align*}
& p_{\epsilon}\left(x_{1}, x_{2}, z, u_{1}, u_{2}, y\right) \\
& \quad=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p_{\epsilon}\left(u_{1} \mid x_{1}\right) p\left(u_{2} \mid x_{2}\right) p\left(y \mid u_{1}, u_{2}, z\right) \tag{140}
\end{align*}
$$

which is of the form (123).
Now if the distribution $p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ minimizes $\lambda_{1} I\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)$, then for any valid perturbation, we must have the extremality condition:

$$
\begin{align*}
& \frac{d}{d \epsilon}\left(\lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)\right. \\
& \left.\quad+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)\right)\left.\right|_{\epsilon=0}=0 \tag{141}
\end{align*}
$$

where the subscript $\epsilon$ in the mutual information terms is used to denote that these are evaluated under the perturbed
distribution $p_{\epsilon}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$. We examine the weighted sum term under the perturbed distribution $p_{\epsilon}(\cdot)$.

$$
\begin{align*}
& \lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) \\
& =\lambda_{1}\left(H_{\epsilon}\left(X_{1}, Z\right)-H_{\epsilon}(Z)+H_{\epsilon}\left(U_{1}, Z\right)-H_{\epsilon}\left(U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(H_{\epsilon}\left(X_{2}, Z\right)-H_{\epsilon}(Z)+H_{\epsilon}\left(U_{2}, Z\right)-H_{\epsilon}\left(U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(H_{\epsilon}\left(X_{1}, X_{2}, Y, Z\right)-H_{\epsilon}\left(X_{2}, Z\right)+H_{\epsilon}\left(U_{1}, X_{2}, Z\right)\right. \\
& \text { - } \left.H_{\epsilon}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right) \\
& \stackrel{(a)}{=} \lambda_{1}\left(H\left(X_{1}, Z\right)-H(Z)+H_{\epsilon}\left(U_{1}, Z\right)-H_{\epsilon}\left(U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(H\left(X_{2}, Z\right)-H(Z)+H_{\epsilon}\left(U_{2}, Z\right)-H_{\epsilon}\left(U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(H\left(X_{1}, X_{2}, Y, Z\right)-H\left(X_{2}, Z\right)+H_{\epsilon}\left(U_{1}, X_{2}, Z\right)\right. \\
& \left.-H_{\epsilon}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right) \\
& \stackrel{(b)}{=} \lambda_{1}\left(H\left(X_{1}, Z\right)-H(Z)+H\left(U_{1}, Z\right)+\epsilon H_{\phi}\left(U_{1}, Z\right)\right. \\
& -\left[\sum_{u_{1}, z} p\left(u_{1}, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \log \left(1+\epsilon \phi\left(u_{1}\right)\right)\right] \\
& \text { - } H\left(U_{1}, X_{1}, Z\right)-\epsilon H_{\phi}\left(U_{1}, X_{1}, Z\right) \\
& \left.+\left[\sum_{u_{1}, x_{1}, z} p\left(u_{1}, x_{1}, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \log \left(1+\epsilon \phi\left(u_{1}\right)\right)\right]\right) \\
& +\lambda_{2}\left(H\left(X_{2}, Z\right)-H(Z)+H_{\epsilon}\left(U_{2}, Z\right)-H_{\epsilon}\left(U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(H\left(X_{1}, X_{2}, Y, Z\right)-H\left(X_{2}, Z\right)+H\left(U_{1}, X_{2}, Z\right)+\right. \\
& \epsilon H_{\phi}\left(U_{1}, X_{2}, Z\right)- \\
& {\left[\sum_{u_{1}, x_{2}, z} p\left(u_{1}, x_{2}, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \log \left(1+\epsilon \phi\left(u_{1}\right)\right)\right]} \\
& -H\left(U_{1}, X_{1}, X_{2}, Y, Z\right)-\epsilon H_{\phi}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)+ \\
& \left.\left[\sum_{u_{1}, x_{1}, x_{2}, y, z} p\left(u_{1}, x_{1}, x_{2}, y, z\right)\left(1+\epsilon \phi\left(u_{1}\right)\right) \log \left(1+\epsilon \phi\left(u_{1}\right)\right)\right]\right) \\
& \stackrel{(c)}{=} \lambda_{1}\left(I\left(U_{1} ; X_{1} \mid Z\right)+\epsilon H_{\phi}\left(U_{1}, Z\right)-\epsilon H_{\phi}\left(U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(H\left(X_{2}, Z\right)-H(Z)+H_{\epsilon}\left(U_{2}, Z\right)-H_{\epsilon}\left(U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)+\epsilon H_{\phi}\left(U_{1}, X_{2}, Z\right)\right. \\
& \left.-\epsilon H_{\phi}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right), \tag{142}
\end{align*}
$$

where (a) follows since the joint distribution of $\left(X_{1}, X_{2}, Y, Z\right)$ is preserved from (137), while in (b) we have defined

$$
\begin{aligned}
& H_{\phi}\left(U_{1}, Z\right)=-\sum_{u_{1}, z} p\left(u_{1}, z\right) \phi\left(u_{1}\right) \log p\left(u_{1}, z\right) \\
& H_{\phi}\left(U_{1}, X_{1}, Z\right)=-\sum_{u_{1}, x_{1}, z} p\left(u_{1}, x_{1}, z\right) \phi\left(u_{1}\right) \log p\left(u_{1}, x_{1}, z\right) \\
& H_{\phi}\left(U_{1}, X_{1}, X_{2}, Y, Z\right) \\
& =-\sum_{u_{1}, x_{1}, x_{2}, y, z} p\left(u_{1}, x_{1}, x_{2}, y, z\right) \phi\left(u_{1}\right) \log p\left(u_{1}, x_{1}, x_{2}, y, z\right),
\end{aligned}
$$

and (c) follows from the fact that all the sums in the square brackets are equal.

Note that from (140),

$$
\begin{equation*}
p_{\epsilon}\left(u_{2}, x_{2}, z\right)=p\left(u_{2}, x_{2}, z\right) \tag{143}
\end{equation*}
$$

Hence it follows that

$$
\begin{align*}
H_{\epsilon}\left(U_{2}, X_{2}, Z\right) & =H\left(U_{2}, X_{2}, Z\right)  \tag{144}\\
H_{\epsilon}\left(U_{2}, Z\right) & =H\left(U_{2}, Z\right) \tag{145}
\end{align*}
$$

Substituting (144) and (145) into (142), the weighted sum becomes

$$
\begin{align*}
& \lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) \\
& =\lambda_{1}\left(I\left(U_{1} ; X_{1} \mid Z\right)+\epsilon H_{\phi}\left(U_{1}, Z\right)-\epsilon H_{\phi}\left(U_{1}, X_{1}, Z\right)\right) \\
& \quad+\lambda_{2} I\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3}\left(I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)\right. \\
& \left.\quad+\epsilon H_{\phi}\left(U_{1}, X_{2}, Z\right)-\epsilon H_{\phi}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right) . \tag{146}
\end{align*}
$$

Now we apply the first derivative condition (141) to (146). This yields

$$
\begin{align*}
& \lambda_{1}\left(H_{\phi}\left(U_{1}, Z\right)-H_{\phi}\left(U_{1}, X_{1}, Z\right)\right) \\
& \quad+\lambda_{3}\left(H_{\phi}\left(U_{1}, X_{2}, Z\right)-H_{\phi}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right)=0 \tag{147}
\end{align*}
$$

Substituting (147) into (146), we obtain

$$
\begin{aligned}
& \lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) \\
& =\lambda_{1} I\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) .
\end{aligned}
$$

Thus if $p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ attains the minimum of the weighted sum rate, then the latter is preserved for any valid perturbation $p_{\epsilon}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ that satisfies (136). Now we choose $\epsilon$ such that

$$
\min _{u_{1}}\left(1+\epsilon \phi\left(u_{1}\right)\right)=0
$$

and let $u_{1}=u_{1}^{*}$ attain this minimum. Clearly, $p_{\epsilon}\left(u_{1}^{*}\right)=0$, and hence there exists an $U_{1}$ with cardinality at most $\left|\mathcal{U}_{1}\right|-1$ such that $\lambda_{1} I\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right)$ is preserved. We can proceed by induction until $\left|\mathcal{U}_{1}\right|=$ $\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}|\|\mathcal{Y}\| \mathcal{Z}|\right.\right.$. When this happens, we are no longer guaranteed the existence of a non-trivial $\phi\left(u_{1}\right)$ satisfying (136). Hence we can restrict the cardinality to $\left|\mathcal{U}_{1}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$.

We next perturb $U_{2}$. For a given $p\left(x_{1}, x_{2}, u_{1}, u_{2}, y, z\right)$, consider another perturbation defined by
$p_{\epsilon}^{\prime}\left(x_{1}, x_{2}, u_{1}, u_{2}, y, z\right)=p\left(x_{1}, x_{2}, u_{1}, u_{2}, y, z\right)\left(1+\epsilon \phi^{\prime}\left(u_{2}\right)\right)$.
We require that $\left(1+\epsilon \phi^{\prime}\left(u_{2}\right)\right) \geq 0$ for all $u_{2}$, and $\sum_{u_{2}} p\left(u_{2}\right) \phi^{\prime}\left(u_{2}\right)=0$. Furthermore, let $\phi^{\prime}\left(u_{2}\right)$ be such that

$$
\begin{align*}
& \mathbb{E}\left[\phi^{\prime}\left(U_{2}\right) \mid U_{1}=u_{1}, X_{1}=x_{1}, X_{2}=x_{2}, Y=y, Z=z\right] \\
& =\sum_{u_{2}} p\left(u_{2} \mid u_{1}, x_{1}, x_{2}, y, z\right) \phi^{\prime}\left(u_{2}\right)=0, \forall u_{1}, x_{1}, x_{2}, y, z \tag{148}
\end{align*}
$$

Such a non-zero perturbation satisfying (148) exists as long as $\left|\mathcal{U}_{2}\right|>\left|\mathcal{U}_{1}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y} \| \mathcal{Z}|$. Again, it can be verified that $p_{\epsilon}^{\prime}(\cdot)$ preserves $p\left(x_{1}, x_{2}, y, z\right)$ as well as the structure of the p.m.f. in (123). We examine the weighted sum term under the perturbed distribution $p_{\epsilon}^{\prime}(\cdot)$.

$$
\begin{aligned}
& \lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) \\
& =\lambda_{1}\left(H\left(X_{1}, Z\right)-H(Z)+H_{\epsilon}\left(U_{1}, Z\right)-H_{\epsilon}\left(U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(H\left(X_{2}, Z\right)-H(Z)+H_{\epsilon}\left(U_{2}, Z\right)-H_{\epsilon}\left(U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(H\left(X_{1}, X_{2}, Y, Z\right)-H\left(X_{2}, Z\right)+H_{\epsilon}\left(U_{1}, X_{2}, Z\right)\right. \\
& \left.\quad-H_{\epsilon}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right) \\
& \stackrel{(a)}{=} \lambda_{1}\left(H\left(X_{1}, Z\right)-H(Z)+H_{\epsilon}\left(U_{1}, Z\right)-H_{\epsilon}\left(U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(I\left(U_{2} ; X_{2} \mid Z\right)+\epsilon H_{\phi^{\prime}}\left(U_{2}, Z\right)-\epsilon H_{\phi^{\prime}}\left(U_{2}, X_{2}, Z\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& +\lambda_{3}\left(H\left(X_{1}, X_{2}, Y, Z\right)-H\left(X_{2}, Z\right)+H_{\epsilon}\left(U_{1}, X_{2}, Z\right)\right. \\
& \left.\quad-H_{\epsilon}\left(U_{1}, X_{1}, X_{2}, Y, Z\right)\right) \tag{149}
\end{align*}
$$

where in (a) we have defined $H_{\phi^{\prime}}\left(U_{2}, X_{2}, Z\right)=$ $-\sum_{u_{2}, x_{2}, z} p\left(u_{2}, x_{2}, z\right) \phi^{\prime}\left(u_{2}\right) \log p\left(u_{2}, x_{2}, z\right)$. Consider the p.m.f. of $\left(U_{1}, X_{1}, X_{2}, Y, Z\right)$ under the perturbation $p_{\epsilon}^{\prime}(\cdot)$.
$p_{\epsilon}^{\prime}\left(u_{1}, x_{1}, x_{2}, y, z\right)=\sum_{u_{2}} p_{\epsilon}^{\prime}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$
$=\sum_{u_{2}} p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)\left(1+\epsilon \phi^{\prime}\left(u_{2}\right)\right)$
$=p\left(u_{1}, x_{1}, x_{2}, y, z\right)\left\{1+\epsilon \sum_{u_{2}} p\left(u_{2} \mid u_{1}, x_{1}, x_{2}, y, z\right) \phi^{\prime}\left(u_{2}\right)\right\}$
$\stackrel{(a)}{=} p\left(u_{1}, x_{1}, x_{2}, y, z\right)$,
where (a) follows from (148). Hence it follows that the terms $H_{\epsilon}\left(U_{1}, X_{1}, X_{2}, Y, Z\right), H_{\epsilon}\left(U_{1}, X_{2}, Z\right), H_{\epsilon}\left(U_{1}, Z\right)$ and $H_{\epsilon}\left(U_{1}, X_{1}, Z\right)$ are preserved under $p_{\epsilon}^{\prime}(\cdot)$. Hence, the weighted sum in (149) becomes

$$
\begin{align*}
& \lambda_{1} I_{\epsilon}\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I_{\epsilon}\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) \\
& =\lambda_{1} I\left(U_{1} ; X_{1} \mid Z\right)+\lambda_{2}\left(I\left(U_{2} ; X_{2} \mid Z\right)+\epsilon H_{\phi^{\prime}}\left(U_{2}, Z\right)\right. \\
& \left.\quad-\epsilon H_{\phi^{\prime}}\left(U_{2}, X_{2}, Z\right)\right)+\lambda_{3} I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z\right) . \tag{150}
\end{align*}
$$

Now we apply the first derivative condition to (150). This yields

$$
\begin{equation*}
\lambda_{2}\left(H_{\phi^{\prime}}\left(U_{2}, Z\right)-H_{\phi^{\prime}}\left(U_{2}, X_{2}, Z\right)\right)=0 . \tag{151}
\end{equation*}
$$

Substituting (151) into (150), it follows that the weighted sum is preserved. Thus if $p\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ attains the minimum of the weighted sum rate, then the latter is preserved for any valid perturbation $p_{\epsilon}^{\prime}\left(u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ that satisfies (148). Now the proof is completed by choosing $\epsilon$ such that $\min _{u_{2}}\left(1+\epsilon \phi^{\prime}\left(u_{2}\right)\right)=0$ and the cardinality of $U_{2}$ drops by 1 . We can proceed by induction until $\left|\mathcal{U}_{2}\right|=\left|\mathcal{U}_{1}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$.

## Appendix F

Proof of Lemma 7
Since the arguments are along the same lines as Appendix E, we only outline the differences below. Again, the cardinality bound on $T$ can be obtained using the support lemma [55, Appendix C], and we focus on cardinality bounds for $U_{0}$, $U_{1}$ and $U_{2}$. Let $\mathcal{C}^{\prime}$ denote the region in $S_{\epsilon}^{\prime}$ with $|\mathcal{T}|=1$, i.e., the collection of $\left(R_{1}, R_{2}\right)$ such that:

$$
\begin{align*}
R_{1} & \geq I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)  \tag{152}\\
R_{2} & \geq I\left(U_{0}, U_{2} ; X_{2} \mid Z\right)  \tag{153}\\
R_{1}+R_{2} & \geq I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right), \tag{154}
\end{align*}
$$

for some p.m.f.

$$
\begin{align*}
& p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)=p(z) p\left(x_{1} \mid z\right) p\left(x_{2} \mid z\right) p\left(u_{0}\right) \\
& \quad \times p\left(u_{1} \mid x_{1}, u_{0}\right) p\left(u_{2} \mid x_{2}, u_{0}\right) p\left(y \mid u_{1}, u_{2}, z\right) \tag{155}
\end{align*}
$$

such that

$$
\begin{equation*}
\left\|\sum_{u_{0}, u_{1}, u_{2}} p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)-q\left(x_{1}, x_{2}, y, z\right)\right\| \leq \epsilon \tag{156}
\end{equation*}
$$

As before, we use the perturbation argument of [56], and the proof is in two steps.
$\left.\begin{array}{l}\text { - Step 1: We prove that } \mathcal{C}^{\prime} \quad= \\ \text { Closure }\left(\underset{K_{0}, K_{1}, K_{2} \geq 0}{\bigcup} \mathcal{C}^{\prime} K_{0}, K_{1}, K_{2}\right.\end{array}\right)$, where the region $\mathcal{C}^{\prime K_{0}, K_{1}, K_{2}}$ for positive integers $K_{0}, K_{1}, K_{2}$ is given by the union of rate pairs $\left(R_{1}, R_{2}\right)$ satisfying (152)-(154) over $\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ with cardinality bounds $\left|\mathcal{U}_{0}\right| \leq K_{0},\left|\mathcal{U}_{1}\right| \leq K_{1} \&\left|\mathcal{U}_{2}\right| \leq K_{2}$ and having a joint p.m.f.

$$
\begin{aligned}
& p(z) p\left(x_{1}\right) p\left(x_{2}\right) p\left(u_{0}\right) p\left(u_{1} \mid x_{1}, u_{0}\right) p\left(u_{2} \mid x_{2}, u_{0}\right) \\
& \quad \times p\left(y \mid u_{1}, u_{2}, z\right)
\end{aligned}
$$

such that

$$
\left\|p\left(x_{1}, x_{2}, y, z\right)-q\left(x_{1}, x_{2}, y, z\right)\right\| \leq \epsilon
$$

- Step 2: If $\left|\mathcal{U}_{0}\right| \leq K_{0},\left|\mathcal{U}_{1}\right| \leq K_{1}$ and $\left|\mathcal{U}_{2}\right| \leq K_{2}$ for some constants $K_{0}, K_{1}, K_{2}$, we show that the auxiliary cardinalities can be brought down to $\left|\mathcal{U}_{0}\right| \leq$ $\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|,\left|\mathcal{U}_{1}\right| \leq\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$ and $\left|\mathcal{U}_{2}\right| \leq$ $\left|\mathcal{U}_{0}\left\|\mathcal{X}_{1}\right\| \mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|$.
Proof Step 1: We show that any rate pair $\left(R_{1}, R_{2}\right) \in$ $\mathcal{C}^{\prime}$ is a limit point of the set $\bigcup_{K_{0}, K_{1}, K_{2}>0} \mathcal{C}^{\prime K_{0}, K_{1}, K_{2}}$. Firstly, if $\left(R_{1}, R_{2}\right) \in \mathcal{C}^{\prime}$, then random variables $\left(U_{0}, U_{1}, U_{2}, X_{1}\right.$, $\left.X_{2}, Y, Z\right)$ satisfying (152)-(154) exist such that their joint p.m.f. is of the form (155) and (156) holds. Assume that $\mathcal{U}_{j}=$ $\{1,2, \cdots\}$ for $j=0,1,2$. Define a modified version $U_{0}^{\prime}$ of the random variable $U_{0}$ with p.m.f. specified as:

$$
p_{U_{0}^{\prime}}(i)= \begin{cases}p_{U_{0}}(i), & i=\{1,2, \cdots, m\}  \tag{157}\\ \operatorname{Pr}\left(U_{0}>m\right), & i=m+1\end{cases}
$$

where $m$ is an integer. The alphabet of $U_{0}^{\prime}$ is $\mathcal{U}_{0}^{\prime}=$ $\{1,2, \cdots, m+1\}$. Likewise, define modified versions $\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$ of random variables $\left(U_{1}, U_{2}\right)$ taking values in $\{1,2, \cdots, m\} \cup$ $\mathcal{X}_{1} \cup\left(\mathcal{X}_{1} \times \mathcal{U}_{0}^{\prime}\right)$ and $\{1,2, \cdots, m\} \cup \mathcal{X}_{2} \cup\left(\mathcal{X}_{2} \times \mathcal{U}_{0}^{\prime}\right)$ respectively. The alphabet cardinalities of $\left(U_{1}^{\prime}, U_{2}^{\prime}\right)$ are $m+\left|\mathcal{X}_{1}\right|+(m+$ 1) $\left|\mathcal{X}_{1}\right|$ and $m+\left|\mathcal{X}_{2}\right|+(m+1)\left|\mathcal{X}_{2}\right|$ respectively. Let the conditional p.m.f. of $U_{j}^{\prime}$ given $\left(X_{j}, U_{0}^{\prime}\right)$ for $j \in\{1,2\}$, $x_{j} \in \mathcal{X}_{j}$ be specified as:

$$
\begin{align*}
& p_{U_{j}^{\prime} \mid X_{j}, U_{0}^{\prime}}\left(i \mid x_{j}, u_{0}^{\prime}\right) \\
& =p_{U_{j} \mid X_{j}, U_{0}}\left(i \mid x_{j}, u_{0}^{\prime}\right), u_{0}^{\prime} \in\{1,2, \cdots, m\}, i \in\{1,2, \cdots, m\} \tag{158}
\end{align*}
$$

$p_{U_{j}^{\prime} \mid X_{j}, U_{0}^{\prime}}\left(\left(x_{j}, u_{0}^{\prime}\right) \mid x_{j}, u_{0}^{\prime}\right)$
$=\sum_{i=m+1}^{\infty} p_{U_{j} \mid X_{j}, U_{0}}\left(i \mid x_{j}, u_{0}^{\prime}\right), u_{0}^{\prime} \in\{1,2, \cdots, m\}$,
$p_{U_{j}^{\prime} \mid X_{j}, U_{0}^{\prime}}\left(x_{j} \mid x_{j}, m+1\right)=1$,
$p_{U_{j}^{\prime} \mid X_{j}, U_{0}^{\prime}}(\cdot \mid \cdot, \cdot)=0$, otherwise.
As before, to define $p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$, consider new auxiliary random variables $\left(U_{1}^{\prime \prime}, U_{2}^{\prime \prime}\right)$ whose alphabets are the same as that of $\left(U_{1}, U_{2}\right)$. Let the conditional p.m.f. $p_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid U_{1}^{\prime}, U_{2}^{\prime}}$ be specified as follows:

- If $U_{j}^{\prime} \in\{1,2, \ldots, m\} \cup\left(\mathcal{X}_{j} \times \mathcal{U}_{0}\right), j=1,2$, then, we define

$$
\begin{align*}
P_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid U_{1}^{\prime}, U_{2}^{\prime}} & \left(u_{1}^{\prime \prime}, u_{2}^{\prime \prime} \mid u_{1}^{\prime}, u_{2}^{\prime}\right) \\
& =P_{U_{1}^{\prime \prime} \mid U_{1}^{\prime}}\left(u_{1}^{\prime \prime} \mid u_{1}^{\prime}\right) \cdot P_{U_{2}^{\prime \prime} \mid U_{2}^{\prime}}\left(u_{2}^{\prime \prime} \mid u_{2}^{\prime}\right) \tag{162}
\end{align*}
$$

where

$$
\begin{gather*}
p_{U_{j}^{\prime \prime} \mid U_{j}^{\prime}}(i \mid i)=1, i=1,2, \cdots, m . \\
p_{U_{j}^{\prime \prime} \mid U_{j}^{\prime}}\left(k \mid\left(x_{j}, i\right)\right)= \\
\begin{cases}\operatorname{Pr}\left(U_{j}=k \mid X_{j}=x_{j}, U_{0}=i, U_{j}>m\right), & k \geq m+1 \\
0, & k=1,2, \cdots, m\end{cases} \tag{164}
\end{gather*}
$$

- Note that, otherwise, $U_{0}^{\prime}=m+1$ and hence, $U_{1}^{\prime} \in \mathcal{X}_{1}$ and $U_{2}^{\prime} \in \mathcal{X}_{2}$. For this case, we define

$$
\begin{align*}
& p_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid U_{1}^{\prime}, U_{2}^{\prime}}\left(u_{1}, u_{2} \mid x_{1}, x_{2}\right)= \\
& \sum_{u_{0}} \operatorname{Pr}\left(U_{0}=u_{0} \mid U_{0}>m\right) p_{U_{1} \mid X_{1}, U_{0}}\left(u_{1} \mid x_{1}, u_{0}\right) \\
& \quad p_{U_{2} \mid X_{2}, U_{0}}\left(u_{2} \mid x_{2}, u_{0}\right) \tag{165}
\end{align*}
$$

It is easy to verify that

$$
\begin{equation*}
p_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid X_{1}, X_{2}}\left(u_{1}, u_{2} \mid x_{1}, x_{2}\right)=p_{U_{1}, U_{2} \mid X_{1}, X_{2}}\left(u_{1}, u_{2} \mid x_{1}, x_{2}\right) \tag{166}
\end{equation*}
$$

Further, let

$$
p_{Y \mid U_{1}^{\prime \prime}, U_{2}^{\prime \prime}, Z}\left(y \mid u_{1}, u_{2}, z\right)=p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}, u_{2}, z\right)
$$

. The conditional distribution $p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$ is defined as

$$
\begin{align*}
& p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}\left(y \mid u_{1}^{\prime}, u_{2}^{\prime}, z\right) \\
& =\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid U_{1}^{\prime}, U_{2}^{\prime}}\left(u_{1}^{\prime \prime}, u_{2}^{\prime \prime} \mid u_{1}^{\prime}, u_{2}^{\prime}\right) p_{Y \mid U_{1}^{\prime \prime}, U_{2}^{\prime \prime}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right)  \tag{167}\\
& =\sum_{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}} p_{U_{1}^{\prime \prime}, U_{2}^{\prime \prime} \mid U_{1}^{\prime}, U_{2}^{\prime}}\left(u_{1}^{\prime \prime}, u_{2}^{\prime \prime} \mid u_{1}^{\prime}, u_{2}^{\prime}\right) p_{Y \mid U_{1}, U_{2}, Z}\left(y \mid u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, z\right) \tag{168}
\end{align*}
$$

The above definitions preserve all the Markov chains associated with the original p.m.f. As a result, the joint distribution of $\left(U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z\right)$ factors according to $p_{U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z}=p_{X_{1}, X_{2}, Z} p_{U_{0}^{\prime}} p_{U_{1}^{\prime} \mid X_{1}, U_{0}^{\prime}}$ $p_{U_{2}^{\prime} \mid X_{2}, U_{0}^{\prime}} p_{Y \mid U_{1}^{\prime}, U_{2}^{\prime}, Z}$. On marginalizing away $\left(U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}\right)$ from $p_{U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z}$, we may verify that we obtain the p.m.f. $p_{X_{1}, X_{2}, Y, Z}$.

It follows that the joint distribution of the random variables $\left(U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}, X_{1}, X_{2}, Y, Z\right)$ converges to the the joint distribution of $\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Y, Z\right)$ in the limit $m \rightarrow \infty$. As a result, the mutual information terms $I\left(U_{0}^{\prime}, U_{1}^{\prime} ; X_{1} \mid Z\right), \quad I\left(U_{0}^{\prime}, U_{2}^{\prime} ; X_{2} \mid Z\right)$ and $I\left(U_{0}^{\prime}, U_{1}^{\prime}, U_{2}^{\prime}, ; X_{1}, X_{2} \mid Z\right)$ converge to $I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)$, $I\left(U_{0}, U_{2} ; X_{2} \mid Z\right)$ and $I\left(U_{0}, U_{1}, U_{2}, ; X_{1}, X_{2} \mid Z\right)$ respectively.

Hence, we conclude that the given rate pair $\left(R_{1}, R_{2}\right)$ is a limit point of the set $\bigcup_{K_{0}, K_{1}, K_{2} \geq 0} \mathcal{C}^{\prime K_{0}, K_{1}, K_{2}}$.

Proof Step 2: As in Appendix E, it suffices to consider an optimization of the weighted sum term $\lambda_{1} I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+$ $\lambda_{2} I\left(U_{0}, U_{2} ; X_{2} \mid Z\right)+\lambda_{3} I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right)$ for nonnegative reals $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and find new auxiliary random variables whose cardinalities are bounded while not increasing the weighted sum. For a given $p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)$, consider the perturbation defined by

$$
\begin{aligned}
p_{\epsilon}\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)= & p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right) \\
& \times\left(1+\epsilon \phi\left(u_{0}\right)\right)
\end{aligned}
$$

For $p_{\epsilon}\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)$ to be a valid p.m.f., we require that $\left(1+\epsilon \phi\left(u_{0}\right)\right) \geq 0$ for all $u_{0}$, and $\sum_{u_{0}} p\left(u_{0}\right) \phi\left(u_{0}\right)=0$. Furthermore, we will consider perturbations $\phi\left(u_{0}\right)$ such that

$$
\begin{align*}
& \mathbb{E}\left[\phi\left(U_{0}\right) \mid X_{1}=x_{1}, X_{2}=x_{2}, Y=y, Z=z\right] \\
& =\sum_{u_{0}} p\left(u_{0} \mid x_{1}, x_{2}, y, z\right) \phi\left(u_{0}\right)=0, \forall x_{1}, x_{2}, y, z \tag{169}
\end{align*}
$$

Observe that such a non-zero perturbation satisfying (169) exists as long as $\left|\mathcal{U}_{0}\right|>\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$. Similar to Appendix E, it can be shown verified that this perturbation preserves $p\left(x_{1}, x_{2}, y, z\right)$ as well as the structure of the p.m.f. in (155).

We examine the weighted sum term under $p_{\epsilon}(\cdot)$.

$$
\begin{align*}
& \lambda_{1} I_{\epsilon}\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{0}, U_{2} ; X_{2} \mid Z\right) \\
& \quad+\lambda_{3} I_{\epsilon}\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right) \\
& = \\
& \lambda_{1}\left(H\left(X_{1} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{1}, Z\right)-H_{\epsilon}\left(U_{0}, U_{1}, X_{1}, Z\right)\right) \\
& + \\
& +\lambda_{2}\left(H\left(X_{2} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{2}, Z\right)-H_{\epsilon}\left(U_{0}, U_{2}, X_{2}, Z\right)\right) \\
& + \\
& \quad \lambda_{3}\left(H\left(X_{1}, X_{2} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{1}, U_{2}, Z\right)\right. \\
& \left.\quad-H_{\epsilon}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right) \\
& \stackrel{(a)}{=} \lambda_{1}\left(I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\epsilon H_{\phi}\left(U_{0}, U_{1}, Z\right)\right. \\
& \left.\quad-\epsilon H_{\phi}\left(U_{0}, U_{1}, X_{1}, Z\right)\right)  \tag{170}\\
& + \\
& \quad \lambda_{2}\left(I\left(U_{0}, U_{2} ; X_{2} \mid Z\right)+\epsilon H_{\phi}\left(U_{0}, U_{2}, Z\right)\right. \\
& \left.\quad-\epsilon H_{\phi}\left(U_{0}, U_{2}, X_{2}, Z\right)\right)+\lambda_{3}\left(I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right)\right. \\
& \left.\quad+\epsilon H_{\phi}\left(U_{0}, U_{1}, U_{2}, Z\right)-\epsilon H_{\phi}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right)
\end{align*}
$$

where in (a) we have defined

$$
\begin{aligned}
& H_{\phi}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right) \\
& \quad=-\sum_{u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z} p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z\right) \phi\left(u_{0}\right) \\
& \quad \log p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z\right)
\end{aligned}
$$

Now we apply the first derivative condition to (170). This yields

$$
\begin{align*}
& \lambda_{1}\left(H_{\phi}\left(U_{0}, U_{1}, Z\right)-H_{\phi}\left(U_{0}, U_{1}, X_{1}, Z\right)\right) \\
& +\lambda_{2}\left(H_{\phi}\left(U_{0}, U_{2}, Z\right)-H_{\phi}\left(U_{0}, U_{2}, X_{2}, Z\right)\right) \\
& +\lambda_{3}\left(H_{\phi}\left(U_{0}, U_{1}, U_{2}, Z\right)-H_{\phi}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right)=0 \tag{171}
\end{align*}
$$

Substituting (171) into (170), it follows that the weighted sum is preserved. Thus if $p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ attains the minimum of the weighted sum rate, then the latter is preserved for any valid perturbation $p_{\epsilon}\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ that satisfies (169). Now we choose $\epsilon$ such that $\min _{u_{0}}\left(1+\epsilon \phi\left(u_{0}\right)\right)=0$ and let $u_{0}=u_{0}^{*}$ attain this minimum. This makes $p_{\epsilon}\left(u_{0}^{*}\right)=0$, and the cardinality of $U_{0}$ can be reduced by one. We can proceed by induction until $\left|\mathcal{U}_{0}\right|=\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$. Hence we can restrict the cardinality to $\left|\mathcal{U}_{0}\right| \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$.

We next perturb $U_{1}$. For a given $p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)$, consider another perturbation defined by

$$
\begin{aligned}
p_{\epsilon}^{\prime}\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right)= & p\left(x_{1}, x_{2}, u_{0}, u_{1}, u_{2}, y, z\right) \\
& \times\left(1+\epsilon \phi^{\prime}\left(u_{1}\right)\right)
\end{aligned}
$$

We require that $\left(1+\epsilon \phi^{\prime}\left(u_{1}\right)\right) \geq 0$ for all $u_{1}$, and $\sum_{u_{1}} p\left(u_{1}\right) \phi^{\prime}\left(u_{1}\right)=0$. Furthermore, let $\phi^{\prime}\left(u_{1}\right)$ be such that

$$
\begin{align*}
& \mathbb{E}\left[\phi^{\prime}\left(U_{1}\right) \mid U_{0}=u_{0}, X_{1}=x_{1}, X_{2}=x_{2}, Y=y, Z=z\right] \\
& =\sum_{u_{1}} p\left(u_{1} \mid u_{0}, x_{1}, x_{2}, y, z\right) \phi^{\prime}\left(u_{1}\right)=0, \forall u_{0}, x_{1}, x_{2}, y, z \tag{172}
\end{align*}
$$

Such a non-zero perturbation satisfying (172) exists as long as $\left|\mathcal{U}_{1}\right|>\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\left\|\mathcal{X}_{2}\right\| \mathcal{Y} \| \mathcal{Z}\right|$. Again, it can be verified that $p_{\epsilon}^{\prime}(\cdot)$ preserves $p\left(x_{1}, x_{2}, y, z\right)$ as well as the structure of the p.m.f. in (155).

We examine the weighted sum term under the perturbed distribution $p_{\epsilon}^{\prime}(\cdot)$.

$$
\begin{align*}
\lambda_{1} & I_{\epsilon}\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{0}, U_{2} ; X_{2} \mid Z\right) \\
\quad & +\lambda_{3} I_{\epsilon}\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right) \\
= & \lambda_{1}\left(H\left(X_{1} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{1}, Z\right)-H_{\epsilon}\left(U_{0}, U_{1}, X_{1}, Z\right)\right) \\
+ & \lambda_{2}\left(H\left(X_{2} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{2}, Z\right)-H_{\epsilon}\left(U_{0}, U_{2}, X_{2}, Z\right)\right) \\
+ & \lambda_{3}\left(H\left(X_{1}, X_{2} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{1}, U_{2}, Z\right)\right. \\
\quad & \left.-H_{\epsilon}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right) \\
\stackrel{(a)}{=} & \lambda_{1}\left(I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, Z\right)\right. \\
& \left.-\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, X_{1}, Z\right)\right) \\
+ & \lambda_{2}\left(H\left(X_{2} \mid Z\right)+H_{\epsilon}\left(U_{0}, U_{2}, Z\right)-H_{\epsilon}\left(U_{0}, U_{2}, X_{2}, Z\right)\right) \\
+ & \lambda_{3}\left(I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right)+\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, Z\right)\right. \\
\quad & \left.-\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right) \tag{173}
\end{align*}
$$

where in (a) we have defined

$$
\begin{aligned}
& H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right) \\
& \quad=-\sum_{u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z} p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z\right) \phi^{\prime}\left(u_{1}\right) \\
& \quad \log p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, z\right)
\end{aligned}
$$

Consider the p.m.f. of $\left(U_{0}, U_{2}, X_{2}, Z\right)$ under the perturbation $p_{\epsilon}^{\prime}(\cdot)$.

$$
\begin{aligned}
& p_{\epsilon}^{\prime}\left(u_{0}, u_{2}, x_{2}, z\right)=\sum_{u_{1}, x_{1}, y} p_{\epsilon}^{\prime}\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right) \\
& =\sum_{u_{1}, x_{1}, y} p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)\left(1+\epsilon \phi^{\prime}\left(u_{1}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =p\left(u_{0}, u_{2}, x_{2}, z\right)\left\{1+\epsilon \sum_{u_{1}} p\left(u_{1} \mid u_{0}, u_{2}, x_{2}, z\right) \phi^{\prime}\left(u_{1}\right)\right\} \\
& \stackrel{(a)}{=} p\left(u_{0}, u_{2}, x_{2}, z\right)\left\{1+\epsilon \sum_{u_{1}} p\left(u_{1} \mid x_{2}, u_{0}\right) \phi^{\prime}\left(u_{1}\right)\right\} \\
& \stackrel{(b)}{=} p\left(u_{0}, u_{2}, x_{2}, z\right)
\end{aligned}
$$

where (a) follows since $U_{2} \rightarrow\left(X_{2}, U_{0}\right) \rightarrow\left(U_{1}, X_{1}, Z\right)$, while (b) follows from (172). Hence it follows that

$$
\begin{align*}
H_{\epsilon}\left(U_{0}, U_{2}, X_{2}, Z\right) & =H\left(U_{0}, U_{2}, X_{2}, Z\right)  \tag{174}\\
H_{\epsilon}\left(U_{0}, U_{2}, Z\right) & =H\left(U_{0}, U_{2}, Z\right) \tag{175}
\end{align*}
$$

Substituting (174) and (175) into (173), the weighted sum becomes

$$
\begin{align*}
& \lambda_{1} I_{\epsilon}\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\lambda_{2} I_{\epsilon}\left(U_{0}, U_{2} ; X_{2} \mid Z\right) \\
& \quad+\lambda_{3} I_{\epsilon}\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right) \\
&= \lambda_{1}\left(I\left(U_{0}, U_{1} ; X_{1} \mid Z\right)+\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, Z\right)\right. \\
&\left.\quad-\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, X_{1}, Z\right)\right) \\
&+ \lambda_{2} I\left(U_{0}, U_{2} ; X_{2} \mid Z\right)+\lambda_{3}\left(I\left(U_{0}, U_{1}, U_{2} ; X_{1}, X_{2} \mid Z\right)\right. \\
&+\left.\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, Z\right)-\epsilon H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right) \tag{176}
\end{align*}
$$

Now we apply the first derivative condition to (176). This yields

$$
\begin{align*}
& \lambda_{1}\left(H_{\phi^{\prime}}\left(U_{0}, U_{1}, Z\right)-H_{\phi^{\prime}}\left(U_{0}, U_{1}, X_{1}, Z\right)\right)+ \\
& \lambda_{3}\left(H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, Z\right)-H_{\phi^{\prime}}\left(U_{0}, U_{1}, U_{2}, X_{1}, X_{2}, Z\right)\right)=0 . \tag{177}
\end{align*}
$$

Substituting (177) into (176), it follows that the weighted sum is preserved. Thus if $p\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ attains the minimum of the weighted sum rate, then the latter is preserved for any valid perturbation $p_{\epsilon}^{\prime}\left(u_{0}, u_{1}, u_{2}, x_{1}, x_{2}, y, z\right)$ that satisfies (172). Now the proof is completed by choosing $\epsilon$ such that $\min _{u_{1}}\left(1+\epsilon \phi^{\prime}\left(u_{1}\right)\right)=0$ and the cardinality of $U_{1}$ drops by 1 . We can proceed by induction until $\left|\mathcal{U}_{1}\right|=$ $\left|\mathcal{U}_{0}\left\|\mathcal{X}_{1}\right\| \mathcal{X}_{2}\|\mathcal{Y}\| \mathcal{Z}\right|$. The same argument can be repeated to make $\left|\mathcal{U}_{2}\right| \leq\left|\mathcal{U}_{0}\right|\left|\mathcal{X}_{1}\right|\left|\mathcal{X}_{2}\right||\mathcal{Y}||\mathcal{Z}|$ as well.
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[^0]:    ${ }^{1}$ Referring to Shannon's channel coding theorem as the simulation of a noiseless channel using a noisy channel.

[^1]:    ${ }^{2}$ It turns out that shared randomness does not aid in deterministic function computation - see Remark 1.

[^2]:    ${ }^{3}$ It suffices for the alphabet $\mathcal{T}$ to have 3 elements to preserve $I\left(U_{1} ; X_{1} \mid Z, T\right), I\left(U_{2} ; X_{2} ; \mid Z, T\right)$, and $I\left(U_{1} ; X_{1}, Y \mid X_{2}, Z, T\right)$, thereby preserving the rate region.

