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Abstract—The increasing connection of distributed energy
resources (DERs) to low-voltage (LV) power grids challenges the
operation of both connected LV grids and upstream medium-
voltage (MV) grids, through power flow via the MV/LV trans-
formers. Handling the coupling between MV and LV grids calls
for combined MV-LV network operation models. This study
develops various optimization-based models, built respectively on
sequential, integrated, and decentralized control architectures.
A new objective function is also designed to attain fairer DER
curtailment strategies. For the decentralized architecture, this
study explores the generalized Benders decomposition (GBD) and
two augmented Lagrangian relaxation (ALR)-based approaches:
the alternating direction method of multipliers (ADMM) and
the auxiliary problem principle (APP). Computational results
based on open-source Simbench networks show reduced power
curtailment from the integrated architecture compared to the
sequential one. For decentralization, GBD already shows supe-
rior convergence performance compared to ADMM and APP
under moderate accuracy requirements. Under higher accuracy
requirements, GBD maintains fast convergence, while ADMM
and APP fail to converge in a reasonable number of iterations.

Index Terms—Distribution system management, integrated
MV-LV network operation, decentralized optimization

I. INTRODUCTION

The increasing penetration of distributed energy resources
(DERs) such as photovoltaics (PVs) to low-voltage (LV) power
grids not only challenges the safety of LV grids, causing
voltage issues and asset congestion but also that of upstream
medium-voltage (MV) grids, through power flow via the MV-
LV transformers. Widely in the literature, the operation of
MV and LV grids has been separately optimized without
considering their mutual impact. However, as MV and down-
stream LV grids are managed by the same distribution system
operators (DSOs), the combined operation optimization of MV
and LV grids is possible. Based on different communication
structures between MV and LV grids, this study develops and
compares three control architectures, including a) sequential:
MV and LV grids are separately optimized with one iteration
of information exchange on boundary variables; b) integrated:
MV and LV grids are simultaneously optimized in a central

This project is funded by TKI Energie from the ’Toeslag voor Topconsortia
voor Kennis en Innovatie (TKI)’ from the ministry of Economical Affairs and
Climate, under reference 1821401.

platform; c) decentralized: MV and LV grids are separately
optimized with multiple iterations of information exchange.

Few studies in the literature have considered the combined
operation of MV and LV grids. In [1], the authors proposed
dynamic import/export limits for prosumers to ensure network
constraints are satisfied. In [2], advanced conservation voltage
reduction schemes were discussed. In [3], different fair PV
curtailment schemes were studied. These studies [1]–[3] are
all built on the integrated architecture. There is a lack of
discussion and comparison of different control architectures
in the literature. For example, it is not clear how much benefit
the integrated architecture can bring to DSOs and end-users
compared to the sequential one.

Moreover, managing all DERs on a central unit can be com-
putationally challenging and unreliable, especially when deal-
ing with large grids. Privacy concerns can also arise. Decen-
tralized approaches tend to better tackle large-scale problems.
However, this needs to be further investigated in the context.
To achieve decentralized optimization, the alternating direction
method of multiplier (ADMM) has been adopted in [4] to
determine PV setpoints for combined MV-LV networks. The
generalized Benders decomposition (GBD) has also been ap-
plied under the context of integrated transmission-distribution
grids [5], and integrated electricity-gas systems [6]. However,
there is a lack of empirical comparison between the ALR
and GBD approaches in the literature. As pointed out in [7],
numerical simulations are key for understanding their practical
performance. Such comparison between ALR and the KKT-
based decentralized approaches for the DC-OPF problem was,
nevertheless, made in [8].

Concerning the objective function design for distribution
system management, minimizing power losses and minimizing
generation curtailment are commonly seen in the literature. As
generation curtailment in LV grids is generally not financially
compensated, fairness among end-users with different gener-
ation capacities is also an important consideration. Although
the proposed PV curtailment schemes in [3] lead to improved
fairness, a large increase in PV curtailment is seen in their case
study. The authors in [9] presented a logarithmic objective
function for improved fairness, which however requires a
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piecewise-linear approximation for implementation in modern
solvers. This study proposes a simple yet effective quadratic
objective function design that considers both minimizing gen-
eration curtailment and improving fairness. As seen in [3],
fairness for PV curtailment can be defined in different ways.
This study focuses on the proportional fairness which requires
all generation units to have similar curtailment ratios with
respect to their forecasted generation.

To summarize, this paper focuses on the combined MV-
LV network operation, making contributions to the objective
function design, comparing control architectures, and simulat-
ing the practical performance of algorithms for implementing
the decentralized architecture. Specifically:
• This study compares three different control architectures

for the combined MV-LV network optimization. The
discussion and comparison of architectures for combined
MV-LV network operation are missing in the literature.
The benefit of the integrated architecture compared to the
sequential one is quantified in a case study. This facilitates
DSOs to employ a suitable architecture when considering
the combined MV-LV network operation.

• To address the lack of empirical comparison between
different decentralization approaches, numerical tests are
conducted for two ALR-based approaches (ADMM and
APP) and GBD for implementing the decentralized ar-
chitecture, which is key for understanding their practical
performance and applicability.

• A simple yet effective quadratic objective function is pro-
posed which combines the ideas of minimized generation
curtailment and improved fairness.

The remainder of this paper is organized as follows:
Section II presents a mathematical model for distribution
network modeling and the new objective function design.
Section III elaborates on the three control architectures and
the decentralized operation strategies based on GBD, ADMM,
and APP, respectively. A case study and simulation results are
reported in Section IV. Section V concludes this study.

II. INTEGRATED MV-LV NETWORK MODELING

A. Distribution Network Modeling

An integrated MV-LV network operation model is presented
in this section. To represent power flow relations, the lin-
earized branch flow model [10] is adopted for both MV and
LV networks, which is built on the assumption that branch
losses are negligible compared to branch power flow. For the
investigated distribution networks, branch losses account for
on average around 0.5% of branch power flow, which leads to
highly accurate results for the developed model. The model is
formulated as (1). Notations are provided in Table I.

pgj − p
d
j =

∑
k:j→k

Pjk −
∑
i:i→j

Pij ,∀j ∈ N (1a)

qgj − q
d
j =

∑
k:j→k

Qjk −
∑
i:i→j

Qij ,∀j ∈ N (1b)

TABLE I
NOTATION FOR OPTIMIZATION MODEL.

Notation Physical meaning Unit
N , E, T Collections of nodes, cables, transformers -
Parameters
p̃gj Forecasted power generation for node j MW
pdj , q

d
j Active/reactive power demand for node j MW

rij , xij Resistance/reactance between node i and j Ω

v
min/max
j Min/max voltage magnitude squared of node j (kV )2

Smax
ij Max apparent power between node i and j MVA
Sg
j Generation unit capacity at node j MVA
φ Maximum phase angle rad
τ Transformer turns ratio -
Variables
pgj , q

g
j Active/reactive power generation for node j MW

Dependent
Pij , Qij Active/reactive power flow from node i to j MW
vj Voltage magnitude squared of node j (kV )2

vj = vi − 2 (rijPij + xijQij) ,∀(i, j) ∈ E (1c)

vj = τ2vi − 2 (rijPij + xijQij) ,∀(i, j) ∈ T (1d)

P 2
ij +Q2

ij ≤ (Smaxij )2,∀(i, j) ∈ E ∪ T (1e)

vminj ≤ vj ≤ vmaxj ,∀j ∈ N (1f)

pgj ≤ p̃
g
j ,∀j ∈ N (1g)

(pgj )
2 + (qgj )2 ≤ (Sgj )2,∀j ∈ N (1h)

− tanφ p
g
j ≤ q

g
j ≤ tanφ p

g
j ,∀j ∈ N (1i)

Constraints (1a)-(1b) represent active and reactive power
balance for all nodes. Constraints (1c)-(1d) dictate the voltage
relation across cables and transformers. Grid limits are en-
forced in (1e)-(1f), pertaining to thermal limits of grid assets
and statutory voltage limits respectively. Constraints (1g)-(1i)
concern individual generators, enforcing, respectively, power,
capacity, and power factor limits.

B. Objective Function Design

For distribution system management, the objective function
can take various forms, such as minimizing losses. This study
focuses on minimizing generation curtailment to minimize the
impact on end-users while keeping grid safety. A straight-
forward implementation is through (2a), which minimizes
total curtailment throughout the grid. However, such formu-
lation can result in unfair power curtailment, as validated in
Section IV, penalizing largely end-users located at the end of
distribution feeders. Moreover, with the linear objective func-
tion, the optimal solution can be non-unique, which may raise
additional issues when implementing such control decisions.

minimize
pgj ,q

g
j ,∀j∈N

∑
j∈N

(p̃gj − p
g
j ) (2a)

minimize
pgj ,q

g
j ,∀j∈N

∑
j∈N

[
(p̃gj − p

g
j )

2/p̃gj

]
(2b)

In this regard, a simple yet effective quadratic objective
function (2b) is proposed to improve the proportional fairness



in this study. The reasoning behind this formulation is that for
generators with higher curtailment percentages, the marginal
costs for curtailing additional power are higher. For generators
with the same curtailment percentage, the marginal costs
for curtailing additional power are the same, thus pushing
all generators to a similar curtailment percentage. This is
demonstrated through the first-order derivative in (3). While
for the linear objective function, the marginal costs are the
same for generators with different curtailment percentages,
which are derived from its constant derivative. This objective
function is thus not able to penalize generators with lower
curtailment percentages. Besides the fairness consideration,
with the quadratic hence strongly convex objective function,
a unique optimal solution is admitted for the model.

d
[
(p̃gj − p

g
j )

2/p̃gj

]
−dpgj︸ ︷︷ ︸

Minus for power curtailment

= 2 (p̃gj − p
g
j )/p̃

g
j︸ ︷︷ ︸

Curtailment percentage

(3)

III. CONTROL ARCHITECTURES

A. Overview of Control Architectures

To consider the coupling between MV and LV grids, this
study develops and compares three control architectures for the
combined MV-LV system management. Table II summarizes
their characteristics. To simplify the formulation, the optimiza-
tion model is re-written in a compact form as (4), where
(x, z) are decision variables for the MV grid, (yi, wi) are
decision variables for the LV grid indexed i. The variables are
distinguished such that z = [z1, z2, ...] and wi are respectively
boundary variables for the MV grid and LV grids, which are
variables shared by MV and LV grids at the connection points
between them. f(·) and gi(·) are their respective objective
functions, while Ω and Ψi are their respective feasible regions.
The corresponding dual variables are represented as λi. The
last constraint, which couples the MV and LV grids, represents
the duplicated boundary variables at the MV side of the
MV-LV transformers, such that zi = wi = [Pi, Qi, vi],
denoting respectively, active power flow, reactive power flow,
and squared voltage magnitude.

minimize
x,z,yi,wi

f(x, z) +
∑
i gi(yi, wi)

subject to (x, z) ∈ Ω
(yi, wi) ∈ Ψi,∀i
zi = wi : λi,∀i

(4)

1) Integrated: The integrated architecture is a direct im-
plementation of the model (4), in which the topology of the
integrated grid and generation/load profiles are collected in a
central unit. The model (4) is formulated and handled by a
solver. The optimized control decisions are then dispatched to
individual generators. Due to the convexity of the model (4),
this can generally achieve a globally optimal solution.

2) Sequential: The sequential architecture represents a hier-
archical optimization scheme, in which the MV grid first takes
LV grids as lumped nodes using aggregated generation/load
profiles and an aggregated generation capacity and runs its

TABLE II
COMPARISON OF INTEGRATED, SEQUENTIAL, AND DECENTRALIZED

ARCHITECTURES.

Architectures Integrated Sequential Decentralized
Optimality Yes No Yes
Decentralized No Yes Yes
Communication 1 iteration 1 iteration multiple iterations

Computation Fast (small scale),
slow (large scale) Very Fast Fast (large scale),

slow (small scale)

optimization model. Following this, the boundary variables
zi are dispatched to individual LV grids. The LV grids then
manage their assets to follow the boundary variables as closely
as possible while minimizing their costs. This is implemented
by augmenting the LV grids’ objective functions with extra
penalty terms ρ‖wi − zi‖2 penalizing the difference between
the dispatched boundary variables zi and their own decisions
on boundary variables wi, where ρ is a large positive pa-
rameter. When the LV grids accurately follow the dispatched
boundary variables, i.e. wi = zi, this procedure gives a feasible
but usually non-optimal solution to (4).

3) Decentralized: The decentralized architecture is built on
the observation that the MV grid and LV grids are weakly
coupled, through the MV-LV transformers, modeled as the
duplicated boundary variables. In the following sections, two
augmented Lagrangian relaxation-based schemes and the gen-
eralized Benders decomposition approach are developed for
the decentralized implementation of the problem (4). Due to
convexity and strong duality (from the weak Slater’s condition)
of the problem (4), these decentralized schemes generally
converge to the globally optimal solution, thus achieving the
same results as the integrated architecture. Their scalability
to tackle large-scale instances has also been demonstrated in
different case studies [11], [12]. Detailed implementation of
these decentralization approaches is presented below.

B. Augmented Lagrangian Relaxation

maximize
λi

{
minimize

(x,z)∈Ω,(yi,wi)∈Ψi

f(x, z) +
∑
i

gi(yi, wi)

+
∑
i

λi(zi − wi) +
∑
i

1

2
ρi‖zi − wi‖2︸ ︷︷ ︸

Augmented term

}
(5)

The augmented Lagrangian relaxation is based on the La-
grangian relaxation, but deals with an extra quadratic penalty
term for better convergence properties [11]. This is equivalent
to adding the augmented term in the objective function of (4),
which does not change its solution, due to the last constraint.
The dual problem of (4) is given in (5), with the extra
augmented term. Without the augmented term, when fixing
λi, the inner minimization problem can be solved separately
for the MV and LV grids. With the subgradient method to
update λi, this forms the foundation of the dual decomposition.
ADMM and APP are two approaches to handle the augmented
term and to make the inner minimization problem again



Algorithm 1: Implementation of ADMM and APP

Initialize: λ(1)
i , ρ

(1)
i , w

(0)
i , z

(0)
i , k ← 0, primal residual

r
(0)
i , dual residual s(0)

i , µ← 10, τ ← 2,
tolerance ε← 10−4/10−6, kmax ← 1000

1 while
(
min(‖r(k)

i ‖, ‖s
(k)
i ‖) > ε and k < kmax

)
do

2 k ← k + 1;
3 if ADMM then
4 x(k), z(k) ← argmin

(x,z)∈Ω

f(x, z) +
∑
i λ

(k)
i zi +∑

i
1
2ρ

(k)
i ‖zi − w

(k−1)
i ‖2;

5 y
(k)
i , w

(k)
i ← argmin

(yi,wi)∈Ψi

gi(yi, wi)− λ(k)
i wi +

1
2ρ

(k)
i ‖z

(k)
i − wi‖2;

6 else if APP then
7 x(k), z(k) ←

argmin
(x,z)∈Ω

f(x, z)+
∑
i λ

(k)
i zi+

∑
i ρ

(k)
i (z

(k−1)
i −

w
(k−1)
i )zi +

∑
i ρ

(k)
i ‖zi − z

(k−1)
i ‖2;

8 y
(k)
i , w

(k)
i ← argmin

(yi,wi)∈Ψi

gi(yi, wi)− λ(k)
i wi −∑

i ρ
(k)
i (z

(k−1)
i − w(k−1)

i )wi +
∑
i ρ

(k)
i ‖wi −

w
(k−1)
i ‖2;

9 end
10 r

(k)
i ← z

(k)
i − w(k)

i , s
(k)
i ← ρ

(k)
i (w

(k)
i − w

(k−1)
i );

11 λ
(k+1)
i ← λ

(k)
i + ρ

(k)
i (z

(k)
i − w(k)

i );
12 if ‖r(k)

i ‖ > µ‖s(k)
i ‖ then ρ

(k+1)
i ← τρ

(k)
i ;

13 else if ‖s(k)
i ‖ > µ‖r(k)

i ‖ then ρ
(k+1)
i ← ρ

(k)
i /τ ;

14 else ρ
(k+1)
i ← ρ

(k)
i ;

15 end

separable. ADMM is based on updating boundary variables
in an alternating fashion, while APP linearizes the augmented
term at the current iterate and adds quadratic separable terms.
Detailed implementation of ADMM and APP is shown in
Algorithm 1, covering steps of primary variable update, primal
and dual residual calculation, dual variable update, and penalty
parameter update which follows the practice in [11].

C. Generalized Benders Decomposition

The generalized Benders decomposition is a generalization
of the classic Benders decomposition to support handling
nonlinear subproblems [13]. The approach applies to an op-
timization problem in the case when fixing some variables,
also known as the complicating variables, the problem can be
solved separately. In this study, when fixing the boundary vari-
ables at the MV/LV interfaces, the LV grids can be separately
optimized. The essence of GBD is projecting the subproblems
on the boundary variables zi, deriving vi(zi) and Ω(zi), which
are respectively, the optimal value of the i-th subproblem’s
objective function as a function of the boundary variables, and
the set of boundary variables such that the subproblems are
feasible. Explicit expressions of vi(zi) and Ω(zi) are generally
not available. GBD handles this by systematically deriving a

Algorithm 2: Implementation of GBD
Initialize: k ← 0, lower bound LB, upper bound UB,

tolerance ε← 10−4/10−6, kmax ← 1000
1 while

(
UB − LB > ε and k < kmax

)
do

2 k ← k + 1;

3 x(k), z(k), LBD
(k)
i ←

{
argmin
(x,z)∈Ω

f(x, z) +

∑
i LBDi s. t. optimality cuts; feasibility cuts

}
; /* Master problem */

4 LB ← f(x(k), z(k)) +
∑
i LBD

(k)
i ;

5 Solve
{

minimize
(yi,wi)∈Ψi

gi(yi, wi) s. t. wi ≤ z(k)
i : λi

}
; /* Subproblems */

6 if optimal then
7 Acquire primal/dual solution: y(k)

i , w
(k)
i , λ

(k)
i ;

8 Add an optimality cut to master probelm:
LBDi ≥ gi(y(k)

i , w
(k)
i ) + (λ

(k)
i )T (w

(k)
i − zi)

9 else if infeasible then
10 Solve

{
minimize
(yi,wi)∈Ψi

α s. t. wi ≤ z(k)
i +α1 : λi

}
;

11 Acquire primal/dual solution: w(k)
i , λ

(k)
i ;

12 Add a feasibility cut to master problem:
(λ

(k)
i )T (w

(k)
i − zi) ≤ 0

13 end
14 if All subproblems are optimal then
15 UB ← f(x(k), z(k)) +

∑
i gi(y

(k)
i , w

(k)
i )

16 end
17 end

Fig. 1. Benders decomposition: using optimality cuts and feasibility cuts to
approximate objective function and feasible region.

series of affine cuts, known as the optimality cuts and the
feasibility cuts, shown in Fig. 1. With more such cuts, vi(zi)
and Ω(zi) are better approximated, eventually allowing us
to derive an accurate solution. The implementation process
is elaborated in Algorithm 2. Reference [13] elaborates on
the idea of projection and provides the formal derivation of
optimality and feasibility cuts.

IV. CASE STUDY

A. Case Description

To evaluate the proposed objective function, compare dif-
ferent control architectures and investigate the practical per-



Fig. 2. Test network topology: 3 LV networks connected to a MV feeder.

TABLE III
COMPARISON BETWEEN LINEAR, LOGARITHMIC, AND QUADRATIC

OBJECTIVE FUNCTIONS. RESULTS AVERAGED FOR THE 22 TIME STEPS.

Objective Total curtail.
(kWh)

Mean curt.
ratio (%)

Std. dev.
(%)

Compute.
time (s)

Linear 2819.7 26.3 36.7 5.1
Logarithmic [9] 2819.8 19.2 10.8 5.5
Quadratic 2820.3 19.2 10.4 5.1

formance of different decentralization approaches, a case
study based on the open-source Simbench project data [14]
is conducted. Fig. 2 shows the network topology, which is
constructed with one MV rural network feeder (13 nodes) and
three LV rural networks (14, 96, and 128 nodes respectively).
Considered distributed generators include two wind farms (1.7
and 4 MW respectively) in the MV network and rich PVs in
LV networks. For easier comparison between different control
architectures, this study focuses on addressing overvoltage
and congestion problems from distributed generators through
curtailing their power generation and reactive power com-
pensation from themselves. Time series load and generation
profiles are also available in the Simbench project. The fol-
lowing modifications are made to the test network: 1) The PV
penetration level for LV2 and LV3 is scaled up to 80%; 2)
The PV capacities for LV3 are doubled; 3) For nodes 8-13 in
the MV feeder, the total PV capacity is also doubled; 4) The
transformer capacities for LV2/LV3 are increased to 630 kVA.
These modifications are made to simulate a futuristic high PV
penetration scenario, which can easily result in grid congestion
problems. Simulation results are reported as follows. The data
and code are available on a Github repository [15].

B. Simulation Results

1) Objective Function Design: The quadratic objective
function design is tested on the integrated architecture to solve
congestion and voltage problems occurring in the simulated
grid, along with the linear and the logarithmic one developed
in [9]. Fig. 3 shows the distribution of generation curtailment
ratios among end-users for 22 time steps when grid congestion
occurs. The quadratic objective function design shows consid-
erable improvement in the proportional fairness compared to
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Fig. 3. Distribution of generation curtailment ratios among end-users for
linear, logarithmic, and quadratic objective functions.

TABLE IV
COMPARISON BETWEEN SEQUENTIAL AND INTEGRATED ARCHITECTURES.

Integrated Sequential Ratio
Total curtailment (kWh) 2820.3 2981.1 1.06
Maximum MV voltage (pu) 1.050 1.049 1.00
Maximum LV voltage (pu) 1.09 1.09 1.00
Maximum cable loading (%) 96.8 95.8 0.99
Maximum transformer loading (%) 97.7 97.8 1.00

the linear one, as seen by the smaller spread of curtailment
ratios. A slight improvement is also seen compared to the
logarithmic one, which is validated in Table III where the
quadratic design leads to the smallest standard deviation of
generation curtailment ratios. It is important to note that both
the logarithmic and quadratic objectives result in negligible
increases in total energy curtailment, by 0.004% and 0.02%
respectively. Concerning the computational performance, the
quadratic design is as fast as the linear one, while the loga-
rithmic one takes an extra 7.8% of time due to its need for
piecewise linearization. A larger network and a larger dataset
are seen as necessary in future work to further compare the
logarithmic and the quadratic one concerning fairness im-
provement and computation. Nevertheless, this case study has
shown the quadratic design’s satisfactory performance while
retaining the advantage of a straightforward implementation.

2) Integrated & Sequential Control Architectures: This
section compares the sequential and integrated control archi-
tectures. Fig. 4 shows that both the integrated and sequential
architectures can fully remove the overvoltage and congestion
issues occurring in the grid due to high renewable generation
at all time steps. Table IV demonstrates their similar impact
on the grid. However, the integrated architecture allows 5.7%
less generation curtailment due to that it achieves a globally
optimal solution, while the sequential architecture generally
results in a feasible but non-optimal solution.



TABLE V
COMPARISON BETWEEN DIFFERENT DECENTRALIZATION APPROACHES. RESULTS AVERAGED FOR THE 22 TIME STEPS.

Moderate accuracy: ε = 10−4 High accuracy: ε = 10−6

Decentralization Integrated GBD ADMM APP GBD ADMM APP
Curtailment (kWh) 2820.3 2823.4 2824.4 2835.5 2820.9 2823.2 2824.4
Relative error (%) - 0.11 0.15 0.54 0.02 0.10 0.15
No. of iterations - 16 56 124 20 566 1000
Computation (s) 5.1 37.5 75.1 166.2 44.4 649.3 1291.3
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Fig. 4. Voltage, cable loading, and transformer loading throughout the
simulated day. Each line corresponds to a bus, a cable, or a transformer.

3) Decentralized Optimization: The last section deals with
the practical performance of different approaches applicable to
building the decentralized architecture. Table V summarizes
their performance under both moderate and high accuracy
requirements. It is seen that all approaches generate highly
accurate results, giving a maximum 0.54% error in terms
of total energy curtailment. With moderate accuracy require-
ments, all approaches can converge, where GBD already shows
faster convergence than ADMM and APP. However, with
higher accuracy requirements, GBD maintains fast conver-
gence, requiring 4 extra iterations to converge on average,
while ADMM and APP fail to converge within the 1000
iteration limit in many time steps. It is also noticed that
all decentralization approaches are significantly slower than
the integrated architecture. However, with a larger network, a
larger dataset and the exploitation of parallel computing tech-
niques in future work, computational advantages are expected
for the decentralized architecture.

V. CONCLUSIONS

This study focuses on the combined MV-LV network oper-
ation, making contributions to the objective function design,
comparing control architectures, and simulating the practical
performance of different approaches for implementing the
decentralized architecture. Based on a case study with 1 MV
feeder and 3 LV networks, it is shown that the quadratic
objective function design ensures minimized while fairer gen-
eration curtailment. Comparing the sequential and integrated
architectures, both can solve network issues, while the in-

tegrated architecture can reduce generation curtailment by
5.7%. For implementing the decentralized architecture, GBD
already shows faster convergence with moderate accuracy
requirements than ADMM and APP. With higher accuracy
requirements, GBD requires a few extra iterations to converge,
while ADMM and APP fail to converge in a reasonable
number of iterations. It is recommended for future work to
test the objective function design, control architectures, and
decentralization approaches on a large network and a larger
dataset to validate and generalize these findings.
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