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Abstract  

 

rtificial neural networks (ANN) have been employed in a plethora of appli-

cations, specifically for complicated problems the conventional modelling 

cannot easily solve, such as feature extraction, image classification, time series 

prediction and system optimization. However, the extraction of adequate infor-

mation from databases remains still a challenge as it requires enormous power 

and processing time, if artificial neural network models run on conventional elec-

tronics. For this reason, electronics community is now busy developing non-von 

Neumann computing architectures to enable information processing with an en-

ergy efficiency down to a few pJ per operation. However, the processing speed 

of ANN is still constrained to few GHz.  

Neuromorphic photonics is an emerging research field that develops an alter-

native approach to electronics with the attempt to set a milestone in increasing 

computing speed and decreasing energy efficiency using photons, instead of elec-

trons. The advantages of the parallel nature of light are now being exploited via 

photonic integrated neural networks based on coherent field summation and/or 

wavelength-division multiplexing (WDM) optical power addition based schemes 

to facilitate the massive parallel computation in ANN. However, crosstalk, noise 

accumulation, insertion losses and low dynamic range prevent further scalability. 

Moreover, recent works on neuromorphic photonics has been relying on hybrid 

integrated linear and nonlinear functions, requiring extra chip-to-chip connec-

tions, or involving electro-optical conversions, preventing further scalability of 

photonic neural networks. This thesis demonstrates the implementation and in-

vestigation of scalable photonic integrated deep neural networks which utilizes 

semiconductor optical amplifier (SOA) technology. 

InP integration technology has enabled sophisticated photonics circuit design, 

co-integrating both passive and active elements. SOA is a commonly used com-

ponent in optical switches to reach high scalability by compensating the wave-

guide loss. We adopted this technology for neuromorphic photonics to enable 

high weighting dynamic range and provide optical signal gain on chip. To this 

end, a photonic feed-forward neural network is demonstrated via an 8×8 Indium 

Phosphide (InP) cross-connect chip, where up to 8 linear neurons (weighted 

A 
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addition circuits) are integrated on-chip, based on SOA and array waveguide grat-

ing (AWG) technologies. The exploitation of these technologies as neural net-

work is evaluated by implementing a trained 3-layer photonic deep neural net-

work to solve the Iris flower classification problem. Prediction accuracy of 85.8% 

is achieved, with respect to the 95% accuracy obtained via a computer. A com-

prehensive analysis of the error evolution in our system reveals that the electri-

cal/optical and digital-to-analog conversions dominate the error contribution, 

bringing down the overall accuracy, and suggests that an all-optical approach is 

preferable for future neuromorphic computing hardware design.  

In order to study the influence of the optical crosstalk from AWG and the wave-

guide loss, as well as to identify margins for further scalability per layer and en-

ergy savings, the same neural network structure is numerically simulated. The 

weighted addition operation is analysed as a function of the optical crosstalk and 

the number of inputs (colours). The optical crosstalk results in high errors for the 

linear operation, while a larger number of channels helps improve performance. 

The Iris flower classification is simulated using the same neural network structure 

as in the experiments. The analysis of the prediction error as a function of the 

optical crosstalk per layer suggests that the first layer performance has a higher 

impact on the final accuracy.   

To enhance the scalability and computing speed of photonic integrated ANN, 

instead of utilizing a hybrid or electro-optical conversion scheme, an all-optical 

neuron has been demonstrated to enable tens of GHz processing speed. Specifi-

cally, a wavelength converter is exploited as nonlinear function, based on cross-

gain modulation in SOA, and co-integrated with the previously verified SOA- 

and AWG-based linear unit on a single chip. The impact of fully monolithically 

integrated linear and nonlinear functions on the neuron output is investigated as 

a function of the number of synapses/neuron and data rate. The monolithically 

integrated neuron shows better accuracy than the corresponding hybrid device at 

the same data rate, which is built with photonic integrated linear unit and discrete 

optical nonlinear function. This all-optical neuron scheme is then used to simulate 

a 2-layer photonic deep neural network with 64 inputs, 64 neurons at the hidden 

layer and 10 neurons at the output layer for handwritten digit classification, show-

ing an 89.5% best-case accuracy at 10 GS/s.  

Furthermore, the energy consumption is studied for the synaptic operation, 

considering the full end-to-end system, which includes the transceivers, the opti-

cal neural network and the electrical control part. This investigation shows that 

when the number of synapses/neuron is >18, the energy per operation is <20 pJ, 

six times higher than when considering only the optical neural network. In addi-

tion, the computation speed of this 2-layer all-optical neural network (AONN) 
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system is 47 TMAC/s, 2.5 times faster than state-of-the-art GPUs, while the en-

ergy efficiency is 12 pJ/MAC, 2 times better. This result underlines the im-

portance of scaling photonic integrated neural networks on chip.   

For the scalability investigation, a model of the noise evolution is proposed for 

cascaded SOA-based AONNs, including an extended analysis of the noise from 

the SOAs and wavelength converter. The model is derived from the noise figure 

estimation and the use of the small-signal method. We demonstrate and simulate 

the scalability of SOA-based AONN by tuning the optical signal to noise ratio 

(OSNR) at the neuron input. Experimental results have been used to calibrate the 

noise evolution model and thereafter to investigate the depth of the AONN. We 

believe this model will be a valid reference also for the photonic community 

working on optical switching based on a series of linear and nonlinear SOAs. The 

exploitation of multiple and interconnected all-optical neurons (AONs) is emu-

lated to be capable of establishing a 12-input/neuron 12-neuron/layer arbitrary 

layer number all-optical neural network, with a final normalized root mean square 

error < 0.1, with optimized input signal power at -20 dBm per channel, for a chan-

nel spacing of 100 GHz and a gain bandwidth of 32 nm, which can be provided 

by the recent on-chip SOA. 

Moreover, a free-space CNN system is implemented to evaluate its ultimate 

performance for reduce the computing complexity and identify the role of possi-

ble photonic integration. Specifically, the photonic integrated InP cross-connect 

chip is explored to implement a small-scale convolutional neural network (CNN), 

by utilizing time-, space- and wavelength-multiplexing schemes, including the 

cycling properties of the AWG. With 10 Gbaud/s input modulation speed, a 64 

SOA filter stage is capable of processing 16 WDM inputs from two free space 

ranges for a speed of 10.24 TMAC/s, which is 8 times faster than state-of-the-art 

cross-bar architectures, while it is possible to be reconfigured even in the nano-

second range. The AWG-SOA-AWG structure paves the way to ultra-fast pho-

tonic integrated CNN accelerators. 

Furthermore, an alternative approach for all-optical neural networks with co-

herent schemes is discussed to enable dense photonic integration, for which some 

novel designs are envisioned and their realization is considered on a higher re-

fractive index contrast platform. The mentioned photonic neural networks are 

benchmarked with respect to the state-of-the-art neuromorphic engines, including 

electronics and photonics, in terms of computing power, footprint and energy ef-

ficiency. The presented SOA-based neural network on InP generic technology 

does not win in footprint, but it can still guarantee the same performance as con-

ventional electronics with 7 nm CMOS process. In addition, a perspective neuro-

morphic computing structure is developed, employing a 3-dimensional (3D) 
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integration scheme and exploiting best-in-class available technologies. Here, InP 

technology, and specifically InP nano-photonics, still play a key role, together 

with ultra-low loss propagation platforms and novel phase changing materials. 

With its estimated compactness, ultra-high efficiency and lossless interconnec-

tivity, a 3D neuromorphic photonic engine is foreseen to allow peta-scale com-

putation and ultra-low latency and is expected to shape the future of neuromor-

phic computing. 
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Chapter 1  

Introduction  

This chapter introduces the challenges of computing and data processing in terms 

of scalability, speed and power consumption. To address these challenges, Non-

von Neumann structure is utilized to increase the computing speed and the energy 

efficiency. Neuromorphic computing is recognized to be one of the most efficient 

ways to carry out fast computation. Neuromorphic photonics is an emerging re-

search field that exploits the intrinsic parallelism of light to increase computing 

speed and energy efficiency, comparing to electronic. This dissertation will focus 

on photonic artificial neural networks (ANN) which, owing to their versatile na-

ture, can find application in data features extraction and image classification, in 

time series prediction and system optimization problems, to mention few of them. 

Photonic neural networks have been so far implemented considering both coher-

ent and wavelength division multiplexing (WDM) approaches. After an introduc-

tion to neuromorphic computing and its state-of-the-art, these two architectural 

approaches will be introduced in this chapter to motivate my work on all-optical 

neural networks and architecture, as well as to highlight the innovative aspects of 

this thesis. 

1.1. The Demand of Computing Power 

We are creating every day nearly half of the information of the human genome 

on this planet, i.e. about 2.5 Exabytes of data, and every year we keep generating 

more than what we have created in the past. The total annual global IP traffic is 

estimated to reach 4.8 Zettabyte per year by 2022 [1]. This exponential increase 

of data generation in the world is leading to new paradigms in data processing, 

analytics, exploration and utilization, and is now heavily supported by artificial 

intelligence. While conventional computing technologies and architectures have 
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been successful for decades, they are now limiting advances and sustainability in 

a computer-hungry world. 

Device integration in microprocessor chips has been making a steady progress 

at the pace of Moore’s law: the number of transistors per chip has been doubling 

every two years on average during the last four decades. But Moore’s law has 

been coming to an end: while it is actually still true that we are able to double the 

number of transistors per chip every year, the clock frequency of processors has 

levelled off after 2008, when Dennard’s scaling law appeared to have broken 

down. In fact, while Dennard anticipated that both voltage and current would have 

scaled proportionally with feature size, or similarly that the power would have 

scaled proportionally with the area, leading to a doubling of performance per watt 

about every 2 years, actually at smaller sizes, current leakage causes the chip to 

heat up, preventing further increasing of the clock frequencies. Multiple proces-

sors have then helped sustain a steady growth of performance gains by parallel 

computation, but at the expense of energy consumption. Very soon, however, this 

new technological trend has faced another issue: the throughput limitation gov-

erned by Amdahl’s law. In fact, in a multi-core setting, only fractions of the inte-

grated circuit can actually be active at any given point in time without violating 

power constraints, which means that no effective major gains in performance 

have been reached since then (see Fig. 1.1), creating the so-called “computational 

gap” between the amount of data generated and the actual available resources to 

Fig. 1.1 Highlight of the increased demand for compute power, and the ‘computing gap’ 

between the generated data and computing power since 2008. [2],[3]. 
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compute them [2],[3]. This urges us to reinvent our core technologies from the 

fundamental level through to the architectural level to finally deliver an abun-

dance of computational power.  

There is a strong motivation in the microelectronics community behind explor-

ing novel technology frontiers in the “post-Moore era [4]”. The International 

Technology Roadmap for Semiconductors (ITRS) has already emphasized that 

the trend for increased performance via “miniaturization” will continue anyhow 

(More Moore approach), eventually trading performance against power, but sus-

tained by the incorporation of new materials and new transistor concepts. At the 

same time, a functional diversification of semiconductor-based devices will be 

carried out, where non-digital functionalities will be added (More than Moore 

approach) to facilitate the interconnection with the external world and to power 

up the overall system, to complement the digital processing and the storage func-

tionalities. This approach will contribute further to the miniaturization of elec-

tronic systems, even not at the same rate as before. The co-integration of different 

technologies to achieve the desired performance gain sees, among other technol-

ogies, integrated photonics playing a major role within this roadmap [5]. Alterna-

tive solutions are also sought to extend the CMOS roadmap, where nanotechnol-

ogy is exploited to replace conventional planar MOSFETs [6] and supplement 3D 

stacked nanophotonic deployments [7]. In this case, we talk about the Beyond 

Moore strategy, which also includes purpose-built processors that accelerate ap-

plication-specific tasks (such as the Tensor Processing Units from Google, 

Graphics Processing Units, FPGAs, ASICs, etc.) [8]. These accelerators rely on 

a very large number of smaller processors where workloads can be broken down 

and parallelized to run computational demanding applications. However, in mi-

croelectronics, the achievable data throughput is eventually limited by the same 

electrical interconnections, as skin effect, dielectric loss, and wiring density ex-

acerbate power dissipation [9]. This, in turn, forces most of the hardware to stay 

in idle mode, waiting for the data to be fetched by the memory, to minimize the 

memory–processor communication energy costs. There is no doubt that any rev-

olutionary chip technology that supplants conventional silicon electronics will 

certainly have to be interconnect- and memory-centric [10].

1.2. Neuromorphic Electronics 

With the continuous advances in microelectronics, supercomputers – the core of 

the information processing – are now able to execute around hundreds of Peta 

FLOPS/s (floating point operations/s) [11], but at the impractical cost of about 
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tens of millions of watts. Our brain, in comparison, is able to perform about the 

same order of operations but consuming only 20W [12]. Designing future hard-

ware circuitry by getting inspiration from brain connectivity promises to offer a 

real opportunity to overcome the limitations of conventional electronics. New 

computing paradigms of non-von Neumann architectures have, therefore, begun 

to unfold, attracting renewed interests during the last decade and leading to the 

development of a plethora of machines based on novel computing architectures 

[2], such as neuromorphic or other biologically inspired architectures.  

With the diminishing returns on Moore’s law and the rise of deep learning (DL) 

to prominence in 2012, the computing industry has started to rapidly move from 

a programming- to a learning-era [13]. Spurred by the digital energy efficiency 

wall and following the neuroscience-focused approach, which aims to replicate 

fundamentals of biological neural circuits in dedicated hardware, important ad-

vances has been made in neuromorphic and DL accelerator ASICs. Some notable 

examples are IBM’s TrueNorth [14],  SpiNNaker [15],  Intel’s Loihi [16], Neu-

rogrid [17], and HiCANN [18]. These have been built to bring the power effi-

ciency down to few pJ (picoJoule) per MAC (Multiply-ACcumulate) operation. 

These large neuromorphic machines are based on the spiking architectural model: 

being more complex, these models are still not fully understood, unlike the more 

advanced Deep Learning models. The rich DL model portfolio can be indeed uti-

lized in digital GPU and TPU engines, as well as in the constantly growing num-

ber of emerging artificial neural network (ANN)-based analogue electronic AI 

chipsets.  

Deep-learning-focused approaches, on the other hand, begin with an end-ap-

plication in mind and aim to construct hardware that efficiently realizes a solution, 

while eliminating as much of the complexity of biological neural networks as 

possible. Deep learning has attracted much attention because it is particularly 

good at learning from unstructured data by using artificial layered neural net-

works, which makes it potentially very useful for real world applications. Com-

putational architectures based on the interconnectivity of multiple neurons are 

called artificial neural networks. Deep neural networks are the quintessential deep 

learning models. These are feedforward models, in the sense that information 

flows through layers of artificial neurons in one unique direction, from the input 

toward the output, where the outputs of one layer are fed to the next layer as inputs, 

and are able to run inference, prior to being trained. In Fig. 1.2, a comparison 

between a biological neuron and an artificial neuron is shown. The same neuron 

is then embedded with many others for the construction of a feed-forward artifi-

cial neural network.  
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An artificial neuron represents the basic operation unit in a neural network. In 

our work, we refer to the McCulloch-Pitts neuron model [20], which is commonly 

implemented in an artificial neural network (ANN), like a deep neural network. 

Then the operation executed by a neuron is modelled as 𝑦 = 𝜑(∑𝑊𝑖𝑥𝑖 + 𝑏), 
where φ is the activation function, xi is the i-th element of the input vector, wi is 

the weight factor for the input value xi and b is the bias. We call the linear term 

∑𝑊𝑖𝑥𝑖 weighted addition. For a layer of M interconnected neurons, the output of 

these neurons can be expressed in vector form: 𝒚 = 𝜑(𝑾 ∙ 𝒙 + 𝒃), where 𝒙 is an 

input vector with N elements, 𝑾 is the 𝑁 ×𝑀 weight matrix, b is a bias vector 

with M elements and 𝒚 is a vector made of M outputs.  

Among the most powerful DL hardware, we name the GPU-based DL acceler-

ators hardware favoured due to their high compute and memory density as well 

as an established hardware and software ecosystems [21],[22], allowing at the 

same time for footprint-energy efficiency improvements by ∼7 orders of magni-

tude on average [23],[24]. In parallel to the digital approach, there is a constantly 

growing number of emerging artificial neural network (ANN)-based analogue 

electronic artificial intelligence (AI) chipsets that, following the technology 

trends in neuromorphic computing, tend to collocate processing and memory to 

minimize the memory–processor communication energy costs. The most exciting 

emerging AI hardware architectures, designed to avoid digital bottlenecks, are the 

analogue crossbar approaches [25]–[27], since they achieve parallelism, in-

memory computing, and analogue computing at the same time. Mythic’s archi-

tecture [28], for example, can yield high accuracy inference applications within a 

remarkable energy efficiency of just 0.5 pJ/MAC. These advances follow all 

plethora of extensively investigated memristive devices based on a variety of 

physical processes that go from phase changing to spin torque transfer, which 

have yielded a number of interesting approaches for high-density storage and 

computing [29]-[31]. 

Even if the implementation of neuromorphic approach is visibly bringing to 

quite some outstanding record energy efficiencies and computation speeds, we 

see that neuromorphic electronics is already struggling offering the desired data 

throughput at the neuron level: artificial neural networks rely on dense intercon-

nectivity between neurons, but closely spaced wires experience bandwidth-dis-

tance trade-offs due to resistor-capacitor (RC) parasitic effects, with current ma-

chines hardly exceeding GHz clock frequencies, so that further scaling in compu-

tational speed and throughput will result in side effects as a huge energy con-

sumption [32],[33]. Neuromorphic processing for high-bandwidth applications 

requires about GHz operation per neuron, which calls for a fundamentally differ-

ent technology approach [34]. A future-proof solution that could dominate this 
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landscape for many years should obviously rely on the best-performing and top-

efficient technology and architectural mixture that can support the complete DL 

learning model portfolio. 

1.3. Neuromorphic Photonics 

Neuromorphic photonics rises as a new research field [35], which aims to transfer 

the well-known high-bandwidth and low-energy interconnect credentials of pho-

tonic circuitry to the area of neuromorphic platforms. In contrast to electronics, 

there is negligible energy overhead for moving light encoded information within 

the photonic processor, which enables unprecedented circuit interconnectivity 

and speed. Moreover, photonic engines are bit-rate agnostic, offering the right 

credentials toward bit-rate-transparent operation that can relax the delicate trade-

off between speed and power consumption. On top of that, photonic integration 

technology has reached now a maturity level where high-performance sophisti-

cated integrated circuits are made available [36],[37]. Only the combination of 

the complementary advantages of photonics and electronics and their synergic 

co-design will enable processing systems with high efficiency, high interconnec-

tivity, and extremely high bandwidth for the postulation of the new field of neu-

romorphic photonics at the nexus between photonics and neural network pro-

cessing models. Breakthrough proof-of-concept experimental photonic AI plat-

forms [38]-[40] have recently started appearing, initially exploiting the maturity 

of the CMOS silicon photonics industry and shaping a potential path toward in-

tegrating multiple photonic neurons on the same silicon chip. Building on these 

architectures, neuromorphic photonics has come to the fore stark making head-

lines through a few start-up companies [41]-[44] and raising expectations for or-

ders of magnitude higher energy and size efficiencies compared to state-of-the-

art electronic AI platforms [27],[45]-[47]. It is of paramount importance to review 

and categorize the most notable examples of neuromorphic photonic demonstra-

tions to be able to understand platform and architecture limitations and foresee 

long-term developments. While also the neuroscience focused approach has been 

applied to photonics [35],[48]-[51], the works in this dissertation will concentrate 

on deep learning photonic integrated approaches and will emphasize at the main 

strategies and architectural approaches for linear neurons, as the synaptic opera-

tion is the most computational expensive.  

Two main architectural approaches are used to realize linear neurons and con-

nectivity between those when moving from a layer to the next one: the coherent 

and noncoherent approaches, shown in Figs. 1.3a–f. Coherent layouts. [39] rely  
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on the use of interferometric arrangements that require just a single wavelength 

for their optical input signal. These layouts can provide addition or subtraction 

while the weighted signals are still in the optical domain via constructive or de-

structive interference of the optical beams, respectively, allowing in this way the 

representation of signed values via encoding at the optical carrier signal phase. 

On the other hand, non-coherent configurations [35] utilize multiple wavelength 

channels as their input signals relying on wavelength selective filtering elements 

for the weighting function and on optical power addition at the photodetector. 

This requires sign information to be also encoded in the wavelength domain and 

the final summation to be carried out at the output of a balanced photodetection 

scheme, where the optical powers of wavelengths carrying the positive and the 

negative values, respectively, are converted into electrical currents and subse-

quently subtracted.  Finally, recently a first demonstration of combining both co-

herent and non-coherent approaches has been proposed for multi-functional opti-

cal neural network, leading to an increase of data throughput and enable different 

modes for multi-neuron, convolution and fully connected network operations. 

1.3.1. CMOS compatible Silicon photonic AI chips 

Shen et al. have recently proposed a coherent approach (Fig. 1.3d) using a Mach-

Zehnder Interferometer (MZI)-based optical interference unit (OIU) for matrix 

multiplication combined with software-implemented saturable absorbers to form 

two-layer feedforward neural networks on silicon on insulator (SOI) [39]. Though 

this is a promising approach and also extendable to quantum application, the pres-

ence of multiple MZI stages for implementing a single weight increases phase 

noise accumulation, reducing extinction ratio and preventing scalability. Also, the 

weight is set via a thermo-optical mechanism, which increases power consump-

tion. An optical neural network accelerator, based on time-multiplexing and co-

herent (homodyne) detection, has been proposed [52], which promises to be scal-

able to large networks without any error propagation issue (Fig. 1.3f).  

Many-mode ONN operation has been demonstrated in a free space system us-

ing spatial light modulators [54], but a faster operation is anticipated by employ-

ing silicon photonic integrated chips. With the addition of the wavelength domain, 

the micro-ring-resonator (MRR)-based weighting bank facilitates scalability with 

easy implementation of neurons and interconnections [55], based on wavelength 

division multiplexing (WDM) optical power addition (Fig. 1.3b), showing a com-

putational speed of sub-TMAC/s (Tera MAC/s), a computing density of few 

TMAC/s/mm2, and an energy efficiency of already 0.52 pJ/ MAC, similarly to 

the top electronic AI chip [27]. While this weighting scheme has been 
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demonstrated to achieve up to 6 bit precision [54], this is obtained at the cost of 

complicated calibration schemes. In all these cases, while the routing happens via 

the SOI low-loss waveguides, the nonlinear functions are realized via software, 

off-chip, or via the use of a photodiode (PD) balanced scheme. However, an all-

optical (AO) implementation of the neural network calls for complete removal of 

E/O conversions.  

1.3.2. InP based photonic AI chips 

With respect to the previous implementations on silicon platforms, indium phos-

phide (InP) material platform has the advantage to allow the co-integration of 

active and passive components without a loss in performance. The integration of   

active elements provides gain compensation for on-chip loss as well as nonlinear 

function on-chip, which opens to scalability. Excitable lasers based on ring-laser 

[57] and two-section DFB laser [58], shows premising integrated nonlinear im-

plementation for neuromorphic computing with sensitive thresholding, triggered 

with input power as low as -6 dBm. Based on the in-phase and quadrature (IQ) 

modulator scheme, a coherent optical linear unit is demonstrated (Fig. 1.3e) for a 

computational speed of 0.32 TMACs/s and an energy efficiency of 1.5 pJ/MAC 

[55]. This architecture is exploited for MNIST digit recognition obtaining an av-

erage accuracy as high as 97.24%, when combined with the empirical transfer 

function of the MZI-semiconductor optical amplifier (SOA) optical nonlinear 

function scheme [56]. This dissertation is aiming to extend the research field of 

AI chip on InP platform, with the all-optical neural networks with the WDM in-

puts, base-on array waveguide grating (AWG) and the SOA technology. The lin-

ear synaptic operation with integrated SOA-base cross-connect chip, as shown in 

Fig. 1.3a, with the incoherent approach, will be demonstrated in Chapter 2 and 

monolithically co-integration with SOA-based nonlinear function is shown in 

Chapter 3.

1.4. Challenges on Integrated Photonic Neural Networks 

The recent emerging Neuromorphic Photonics leverages the implementation of 

photonic deep neural networks to enable high-throughput and lower power con-

sumption computing with the nature of light, as mentioned in section 1.3. To es-

tablish a reliable photonic neural network, one need to address the challenges on 

the photonic implementations.  
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• Optical matrix multiplication. The mathematical calculation of matrix mul-

tiplication needs to be carried out in the optical domain. This is at the moment 

done with the approaches mentioned in section 1.3, which calls for a scalable 

photonic matrix multiplication unit with high connectivity, high-dynamic 

range and ease of calibration. 

• Optical nonlinear function. Computing nonlinear function in the optical do-

main area asked to provide ultra-fast processing of the data in 10s to 100GHz 

speed. However, so far photonic integrated linear and nonlinear functions 

have been demonstrated to rely on hybrid integration schemes, hindering the 

realization of a scalable photonic neural network. All-optical neural network 

implementation, based on all-optical neurons, is expected to offer a route to 

scalability. 

• Scalability. The scalability of the PDNN defines the maximum size of a neu-

ral network, the size of a DNN defines the number of parameters which can 

be set and therefore the size of the problem that we can actually solve. There-

fore, it is desirebla that the interconnectivity of the neurons in a network, and 

the depth of the signal propagation in the forward direction are big enough 

for solving a certain cluster of problem applications, e.g., image classification, 

as well as easy to reprogram for an ad-hoc tailored depth, depending on the 

application case.   

• Noise suppression. To enable the scaling of the PDNN, one must handle the 

noise accumulation that is present after the optical signal processing. A pho-

tonic implementation which supresses noise is required for PDNN, in order 

to achieve non-degraded signal processing, and therefore guarantee a high 

accuracy. 

• Low power consumption. The power consumption of the data processing in 

the photonic processor should outperform the electronics in terms of energy 

per operation. Hence, high throughput and low power weighting need to be 

considered to increase the energy efficiency. 

• Compact integration. The integration of the photonic neural network on 

chip should allow for a compact footprint, in order to integrate even more 

neurons on a chip and enable large-scale PDNN.  

• Fast reconfiguration. The reconfiguration of the weighting matrix in the 

PDNN is usually to be considered in low speed since the inference of the 

testing data is applied to a network which is trained in advance. However, the 
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acceleration of training of the neural network demands fast tunning of the 

weight matrix, in the µs range for 10 GHz data processing for 10k input sam-

ples, which is still a missing feature in state-of-the-art DNN implemented in 

the photonic domain and calls for further study in the near-future.

1.5. Novel Contributions of this Dissertation  

This dissertation presents the research work on SOA-based linear operation unit 

with a photonic integrated cross-connect chip and the co-integration of all-optical 

nonlinear function to form a monolithically integrated all-optical neuron. The per-

formance of the all-optical DNN is analysed and simulated, to identify computing 

power and efficiency, and a noise analytical model is developed for the WDM 

chip operation for anticipating scalability. The implementation of photonic con-

volutional neural network is also discussed to achieve ultra-fast computation. The 

main novel contributions of the dissertation are listed as follows:   

• The SOA-based cross-connect photonic integrated chip (PIC) is proposed to 

be exploited as linear matrix multiplication unit, utilizing the combination of 

AWG and SOA technologies. The WDM scheme with the AWGs enables 

high-throughput interconnection, while the use SOAs provide gain for the 

scaling and high dynamic range for the weight tuning. The weight calibration 

per neuron is performed with a normalized root mean square error smaller 

than 0.08 and a best-case dynamic range of 27 dB. A 3-layer PDNN with off-

chip nonlinear functions is demonstrated to solve a pattern classification 

problem, resulting in 85.8% classification accuracy. The comprehensive anal-

ysis of the error evolution in the system reveals that the electrical/optical con-

versions dominate the error contribution. This suggests that an all-optical ap-

proach is preferable for future neuromorphic computing hardware design.  

• The first monolithically photonic integrated all-optical neuron including an 

SOA-based weighted addition function and a wavelength converter with a 

tunable laser as nonlinear function is demonstrated. Performance analysis in 

terms of input data rate and signal power are comprehensively assessed. The 

monolithically integrated neuron shows better accuracy than the correspond-

ing hybrid device at 10 GS/s input. The energy consumption for synaptic op-

eration is also analysed, considering the full end-to-end system, which in-

cludes the transceivers, the optical neural network and the electrical control 

part. This investigation shows that when the number of synapses/neuron 

is >18, the energy per operation is <20 pJ (6 times higher than when 
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considering only the optical engine). The results indicate that an all-optical 

layer scaling on-chip results in a reduced power consumption per MAC op-

eration.  

• A novel noise model is proposed for investigating the signal degradation on 

the signal processing after cascades of SOAs in the SOA-based all-optical 

neuron, for WDM operation. The model is validated via experimental results. 

Both experiments and simulations reveal that the all-optical neuron, with 

multi-wavelength to single wavelength conversion as non-linear function, is 

able to compress noise from the optical inputs and the amplifiers after a cer-

tain number of layers. This suggests that the use of SOA-based all-optical 

neuron (AON) with wavelength conversion may allow building feed-forward 

neural networks with arbitrary depth. The result shows that the on-chip inte-

grated AONs is capable to create 7-input 7-neuron/layer PDNN with arbitrary 

depth with guaranteed error less than 0.1 when operating at input power levels 

of -20 dBm/channel and with a 6 dB input dynamic range.  

• A free-space convolutional neural network (CNN) system is implemented 

based on an optical correlator which realizes Fourier transform, in order to 

evaluate its ultimate performance and identify the role of possible photonic 

integration. The photonic integrated InP cross-connect chip is discussed to 

implement a small-scale CNN, by exploiting 4-dimension of parallelism in 

the space, wavelength, FSR and cyclic wavelength domains. The integrated 

cross-connect chip, consisting of 8 AWG-SOA-AWG filter structures with 8 

SOAs per filter, is capable to process 10.24 TMAC/s with an energy effi-

ciency of 0.26 pJ/MAC for PCNN implementation. 

1.6. Organization of the Dissertation  

This dissertation includes the collective works from the implementation of SOA-

based linear unit of deep neural network towards monolithically integrated 

AONN and paves the way to all-optical SOA-based photonic integrated noise 

stable arbitrary cascaded deep neural networks.  

In Chapter 2, the implementation of SOA-based neural network on the linear 

unit will be explained. The operation of the weighting SOA is demonstrated in 

detail, including the linear weighted addition structure and the weight calibration. 

An optical cross-connect on-chip is exploited as one layer of neurons and, with 

reconfigurations of the weight SOAs, as a three-layer deep neural network, to 
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demonstrate a pattern classification problem both experimentally and via simula-

tions. 

In Chapter 3, the architecture of an all-optical neural network with SOAs in 

linear and nonlinear operation region is proposed. The co-integration of SOA-

based synaptic operations is presented, which includes a combination of SOAs 

and AWGs for the linear part, and of a wavelength converter, based on cross-gain 

modulation as the nonlinear operation. 

In Chapter 4, the noise evolution and scalability of the proposed SOA-based 

AON with noise modeling are studied along three dimensions: multi-level, multi-

wavelength and multi-layers and the depth scalability is investigated.  

In Chapter 5, the operation of the convolutional neural network (CNN) is ex-

plained and demonstrated in free space with 4-f optical correlator system. A pho-

tonic integrated version of a CNN is also proposed via the integrated cross-con-

nect, exploiting the multiplexing dimensions of space, wavelength, FSR, and cy-

clic wavelength.  

In Chapter 6, the proposed all-optical SOA-based photonic deep neural net-

work is benchmarked with respect to the state-of-the-art electric and photonic 

DNN implementations. We further discuss the possibility to miniaturize AONN 

by moving to a 3-dimension integration technology.  

In Chapter 7, the conclusion of the research works is drawn, and the outlook of 

the future works is discussed. 

 



 

 

Chapter 2  

Photonic Synaptic Operation  

 

In this chapter, the implementation of an SOA-based linear neural network will 

be presented and explained. The operation of the SOA-based weighting is demon-

strated in section 2.1, which includes also the linear addition circuitry and the 

weight calibration. An optical cross-connect, integrated on-chip, is explored as 

one layer of linear neurons in section 2.2.  By reconfiguring the matrix of weight-

SOAs, a three-layer deep neural network is experimentally demonstrated to solve 

a pattern classification problem (section 2.3). An in-depth error analysis is made 

to understand the major sources of error in section 2.4. Finally, in section 2.5 a 

preliminary investigation of a two-layer all-optical neural network, realized with 

the fully integrated linear operation, combined to discrete non-linear optical com-

ponents, is carried out with promising results.   

2.1. WDM SOA-based Linear Neuron 

As mentioned in section 1.2, a neuron represents the basic operation unit in a 

neural network. In this work, the artificial neuron refers to the McCulloch-Pitts 

neuron model [20], which is commonly implemented in an artificial neural net-

work (ANN), like a deep neural network (DNN). Then the operation executed by 

a neuron is modeled as 𝑦 = 𝜑(∑𝑊𝑖𝑥𝑖 + 𝑏), where φ is the activation function, xi 

is the ith element of the input vector, wi is the weight factor for the input value xi 

and b is the bias. The weighted addition in a neuron is given by ∑𝑊𝑖𝑥𝑖. For a 

layer of M interconnected neurons, the output of these neurons can be expressed 

in vector form: 𝒚 = 𝜑(𝑾 ∙ 𝒙 + 𝒃), where 𝒙 is an input vector with N elements, 

𝑾 is the 𝑁 ×𝑀 weight matrix, b is a bias vector with M elements. The M outputs 

form the y vector. For a feed-forward DNN, the outputs of one layer are fed to the 

next layer as inputs.  
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A cross-connect photonic integrated switch for optical communication appli-

cation [59] is employed in this paper since it embeds already the connectivity 

required for feed-forward networks, as described above (see Fig. 2.1). The 88 

InP SOA-based cross-connect chip is capable of providing space connectivity of 

up to 8 neurons, and multi-wavelength connectivity of up to 64 channels, eight 

multiplexed channels (a WDM signal) per input. Here the SOA technology is 

exploited in combination with the arrayed waveguide grating (AWG) technology 

 

Fig. 2.2 (a) Scheme of the weighted addition within one neuron, (b) components and (c) mask 

details of the circuitry designed on the integrated InP cross-connect. 
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Fig. 2.1 (a) Schematic diagram for the chip which co-integrates 8 weighted addition 

operation circuits for 8 WDM input vectors and provides 8 WDM outputs. In grey are 

highlighted the used blocks. (b) Composite microscope image of the fabricated PIC. 

(c) The functionality implemented on chip for 1 WDM input corresponds to one layer 

of 8 weighted additions in a DNN, with off-chip activation function.  
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for multiple reasons: The optical amplifiers are employed for setting the weight 

matrix and providing on-chip gain for scalability, while the AWGs are used to 

filter out the out-of-band noise built up by cascading multiple stages of SOAs, as 

well as to de-multiplex the input data channels. The scheme in Fig. 2.1a includes 

a pre-amplified input Vector Selection stage (VS, left boxes), which includes a 

fan-out unit and an input vector selection unit. A Weight Matrix multiplication 

stage (WM, at the right) is made of AWG-based filters, followed by the weight-

SOA matrix and an addition (fan-in) stage.  

Fig. 2.1b shows a composite image of the PIC used in this paper. This is real-

ized on an active-passive InP substrate. The active regions are used for SOAs and 

include four InGaAsP/InP quantum wells with optimization for TE polarization. 

The passive regions for the waveguides, splitters and cyclic AWGs use the same 

500 nm-thick confining hetero-structure but without the quantum wells. Both ac-

tive and passive confinement layers are sandwiched between InP cladding layers. 

The weight SOA elements are 1mm long and 2 μm wide. Deep-etched, high side-

wall verticality, 1.5 μm-wide waveguides are used for the low-radius curved-

waveguides, the power splitters and the curved waveguides within the arrayed 

waveguide gratings. Deep-etched multi-mode-interference devices are used for 

power splitters and combiners. Shallow-etched, low-loss, 2 μm-wide ridge-wave-

guides are used for most of the circuit layout. SOAs and shuffle network wave-

guide crossings are also implemented as shallow waveguides.  

The chip broadcasts the WDM signals to eight neurons belonging to the same 

layer and de-multiplexes it via an array of eight AWGs. Fig. 2.2a shows the 

scheme of the weighted addition implementation of a neuron and the mask details 

of the neuron layout on-chip. Each neuron consists of eight (different channels) 

inputs, eight SOAs (one per channel) and an 8:1 MMI (multimode interferometer) 

based optical combiner. In particular, the AWGs right after the input vector se-

lection allow for a reduced out-of-band accumulated noise due to the pre-ampli-

fication stages, in order to increase the weight resolution. By applying different 

currents to the SOAs (shown in Fig. 2.2b), the multiple multiplications between 

the input channels and the trained weight-SOA matrix are performed. The output 

signals are then summed up to finalize the weighted addition operation. The 

thresholding function φ is not co-integrated in this first demonstration (see Fig. 

2.1c and Fig. 2.2c). In this chapter, the weighted addition of 4 input channels per 

neuron for a total number of four (best performing) neurons per layer is demon-

strated.  

The weighted addition is formulated mathematically, including the use of 

SOA-based weights and of WDM data inputs. The WDM signal at the input of 

the chip includes N multiplexed channels, and each channel 𝜆𝑖  represents one 
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element 𝑥𝑖 of the input vector. For a given input power 𝑥𝑖, and when the internal 

losses are neglected, the expression of the output of the multiplication of an SOA 

weight by the input power can be expressed as [60]:  

𝑥𝑜 = 𝑥𝑖 exp[ℎ𝑖(𝐼𝑖)], (2.1) 

where ℎ𝑖 is the gain integrated over the length of the SOA for path-i, where the 

data is transmitted over the channel 𝜆𝑖, for a certain injection current 𝐼𝑖. The SOA 

is assumed to be a broadband component so that the gain function is constant with 

the wavelength over a wide band. Once each channel is multiplied by the gain 

exp[ℎ𝑖(𝐼𝑖)], all results are summed again into a WDM signal via an on-chip op-

tical combiner. The signal amplitude detected at a photodetector (PD), placed 

right at the chip fiber output, is: 

𝑣 = (𝑅 ∙ 𝑍0/𝑣𝜋) ∙ 𝑥𝑖 ∙ exp[ℎ𝑖(𝐼𝑖)] , (2.2) 

where 𝑅 is the signal detection response, assumed to be constant for dense WDM 

signals, 𝑍0 is the PD characteristic impedance and  𝑣𝜋 the voltage for a π phase 

shift [61].  

The bias and the activation function are implemented off-line via a computer 

for this first demonstration. The value of the bias 𝒃 is added to the data after de-

tection. The activation function is chosen to be a hyperbolic tangent function 

𝜑(𝑣) = tanh(𝛼𝑣), where α is the slope of the tanh function. The power transfer 

function of the SOA is very similar to the positive part of the tanh function [60], 

so that an activation function realized with nonlinear SOAs is also possible within 

the InP platform. A procedure for fine optimization of the weights to the nominal 

trained weights, of the bias and of the slope of the tanh function is carried out and 

demonstrated in section 2.2.2 to improve the output accuracy of the neurons.

2.2. PDNN with an InP Cross-connect 

The experimental set-up used in this paper is shown in Fig. 2.3. Four tunable 

lasers (Santec, ECL-210) are operated at wavelengths λ1=1539.83 nm, 

λ2=1543.10 nm, λ3=1546.26 nm and λ4=1549.06 nm, each one modulated with an 

electrical pattern generated by an arbitrary waveform generator (AWG, Tektronix, 

AWG7122B). A channel separation of about 3.2 nm is chosen to match the on-

chip AWG characteristics and optimal output channel transmission. In this sec-

tion, 1-bit modulation is used for demonstrating weight calibration and weighted 

addition operation. The patterns are amplified by an electrical amplifier (SHF 

100APP) to drive the 4 Vpp optical amplitude modulators (SUMITOMO, T.MXH-

1.5-10PD-ADC) that generate the optical data signals. The experimental setup  
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allows the use of only two modulators (instead of four) for implementing the data 

encoding into 4 different wavelengths. This is possible by combining the use of 

the described coding scheme with the implementation of signal synchronization 

in the optical domain. The generated signals are then combined to form one 

unique WDM signal, which is amplified using an erbium doped fiber amplifier 

(PriTel LNHPFA-22) and de-multiplexed again into four amplified wavelength 

channels. Polarization control is performed on each channel to maximize SOA 

gain on chip. The data in the four different wavelengths are then synchronized 

using varied-length fibers and tunable time delays before being combined again 

and being input at the PIC port 1 via a lensed fiber. Up to 4 outputs are accessed 

with a lensed fiber which is scanned at the chip output and couples the output 

signals to an optical spectrum analyzer (OSA, HP7145B) for spectra inspection, 

or to a pre-amplified AC coupled PD (DSC-R402APD) and a Digital Phosphor 

Oscilloscope (DPO, Tektronix, DSA72004C). Here, the time traces are digitized 

via a 10-bit ADC and recorded for calculating the normalized root mean square 

error (NRMSE). These time traces are input to a computer where both the non-

linear function and an optimization procedure are implemented. The neuron out-

puts are then sent back to the pattern generator for implementing deeper neural 

networks.   

In the PIC scheme (Fig. 2.3, pink box), one neuron operation requires the bi-

asing of up to 6 SOAs: 1 SOA used as pre-amplifier (orange Pre-SOA), one SOA 

used to select the input vector (orange VSi) and 4 SOAs acting as weights (SOA1, 

SOA2, SOA3 and SOA4 in orange). The operation of a layer of a total number of 

four weighted additions requires the biasing a total number of 21 SOAs: 1 pre-

amplifier SOA, four SOA for selecting the input vectors and 16 SOA acting as 

weights. The 16 weight-SOAs are biased with different (weight) currents con-

trolled by a multi-current controller (Thorlabs MLC8200-8CG), in order to assign 

the gain value which acts as a weight factor to the corresponding input data. The  

DACs for the weights and for the input data are separated in different devices. In 

particular, the Arbitrary Waveform Generator includes two 8-bit DACs and pro-

vides the electrical analog signals to be encoded in the optical CW laser signals 

at the transmitter side. Instead, the control currents used to set the weight-SOAs 

are set by the multiple current sources with a resolution of 10-bits (50 µA resolu-

tion).  

The implemented coding scheme is shown in Fig. 2.3a. It is conceived to allow 

input data bit-precision adaptability from 1 up to 6 bits. In Fig. 2.3a the coding 

scheme is depicted for the example of 6-bit precision. Four different attributes, 

X1, X2, X3 and X4, are coded via a computer as two trains of 6-bit precision sam-

ples, xi, which are min-max normalized [62] to the range [-1,1]. This procedure 
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of normalization does not impact the final outcome y, as long as corresponding 

new values for the slope of the non-linear function, α’, and for the bias, b’, are 

set. These two signals are then sent to two inputs of the 10 GS/s Arbitrary Wave-

form Generator (AWG): the attributes X1 and X2 are serially sent to input 1 of the 

AWG, while the attributes X3 and X4 are serially sent to input 2 of the same AWG. 

There, they are converted into analog signals via two 8-bit DACs in the range [-

V, V], where V is the reference voltage at the DACs. 

In this experiment only positive weights are set, as weighting via an SOA is 

inherently positive. Therefore, in order to perform all combinations of multipli-

cations between positive inputs, xi, and positive/negative weights, wi, we encode 

ad-hoc the input data for every neuron output so that the multiplication with a 

negative weight is equivalent to multiplying that same weight, but positive, by 

the input signal, now inverted. Specifically, the output of each DAC in the AWG 

will provide for the analog signal of the original data, xi, or the inverted analog 

signal of the original data, -xi, depending on if the sign of the weight, communi-

cated via computer to the AWG, is positive or negative, respectively. Alterna-

tively, negative numbers are possible via the complementary modulation scheme 

suggested in [63], that though requires to double the number of WDM inputs to 

the photonic integrated chip. 

In the next sections, we calibrate the weight-SOA gain (section 2.2.1), perform 

weighted addition of 4 input channels per neuron and optimize it via three feed-

back loops (section 2.2.2).   

2.2.1. Weight tuning and calibration 

In this work, the SOA gain is exploited as weight matrix element wi, since an 

SOA can deliver a wide dynamic range when employing both the absorption and 

the amplification regimes. However, the weight-SOA gain curve is not a fully 

linear function of the injected current. Calibration of the gain-current curve is 

needed in order to correctly reconfigurate the weight. In this first experiment, we 

modulate an optical input signal with 10 Gb/s pseudo random bit sequence (PRBS) 

and we record the optical peak power curves as a function of the current injection 

at an OSA. For this first prototype, the fabricated AWG has an optical crosstalk 

of -19 dB [59], meaning that each optical path will influence the gain control of 

the other channel paths. Therefore, the used calibrated tuning scheme considers 

an average operation condition for the optical power when the optical crosstalk is 

maximum and when it is minimum (the impact of the optical crosstalk and path 

losses is investigated via a series of simulations on VPI and reported in Appendix 

2.1). The optical crosstalk is expected to be the highest when all weight-SOAs 
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are switched on and biased with a maximum injection current of 70 mA (Fig. 2.4a, 

red triangles). On the other side, the crosstalk on the channel under operation will 

be minimum if all the other SOAs are switched off (Fig. 2.4a, blue squares). Fig. 

2.4a presents the optical peak power curves measured when increasing the injec-

tion current of the controlled weight SOA4 from 0 to 70 mA, with all the other 

weight-SOAs are on and off, shown in red triangles and blue squares, respectively. 

These curves indicate an optical power tunable range from -49.5 dBm to -25.0 

dBm, which enables a dynamic range of 24.5 dB. The same measurements are 

carried out for the other channels as well. Fig. 2.4b plots the output power as a 

function of the control current for the SOA3, for the same conditions as in Fig. 

2.4a: This offers a dynamic range of 2.5 dB wider. The difference in optical power 

between the 2 SOAs is due to path dependent losses. Higher dynamic ranges are 

possible when crosstalk is improved. The curve oscillations present in both Fig. 

2.4a and b might be due to interference between the crosstalk signal and the signal 

in the desired path. The on-state crosstalk from other paths is already visible from 

 

Fig. 2.4 Measured optical power when tuning the injection current at weight-SOA4 (a) and 

weight-SOA3 (b), when the other weight-SOAs are off (blue curve) and when the other 

weight-SOAs are biased at 70mA (red curve).  (c) Mean curve (solid line) from measurements 

in (a) with error bars, and the weight factor curve versus current (dashed line) with power at 

-25.5 dBm taken as reference point. (d) Correlation plot of the recorded weights versus the 

set weights after calibration. 
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the offset between the blue curves and the red curves at 0 mA. By averaging the 

power of the two curves in Fig. 2.4a, the optical power control curve is obtained 

as a function of the current with error bars. A maximum error of about 5% (0.6 

dB) in the exploited range from 15 mA to 70 mA is recorded, but this will be far 

reduced by using optimization feedback loops as explained in the following sec-

tion 2.2.2. The weight factor curve is generated by setting a reference point at 

weight ‘1’ for a reference output power. For full operation of all the channels, this 

reference point is defined by the lowest of all the weight-SOA output powers 

measured at the maximum current of 70 mA that, for this chip, corresponds to -

25.5 dBm output power. The weight factor curve versus current is then plotted in 

Fig. 2.4c (dashed line). In the obtained weight factor curve, one can observe that 

there are 3 quasi-linear operation regimes: i) for a current value within the range 

0-15 mA, the weight factor is negligible; ii) for a current value in the range 15-35 

mA, the weight factor can be tuned with a resolution of 0.01 per mA; iii) for 

current values within the range 35-70 mA, the weight can be tuned with a three-

time lower resolution of 0.03 per mA. In this setup, the minimum control current 

step is 0.05 mA. After obtaining the weight calibration curves, from the plot in 

Fig. 2.4d, a linear relation between the set and the measured weights is obtained, 

meaning that the weight-SOA curve is well calibrated with the current: a maxi-

mum error of 0.045 is reported.  

2.2.2. On-chip weighted addition and neuron output optimization 

After the calibration of all the four SOA-weights per neuron, the weighted addi-

tion operation in a neuron is carried out. All four optical input channels are now 

modulated with 10 Gb/s PRBS. The NRMSE between measured and calculated 

two-channel (λ3 and λ4) weighted addition at the neuron output is reported in Fig. 

2.5a as a function of the assigned weight to channel λ4. A fixed weight factor ‘1’ 

is assigned to channel λ3. An NRMSE below 0.08 is recorded when the pre-am-

plifier is set to operate in transparent condition (solid line in Fig. 2.5a). A higher 

pre-amplification provided by the on-chip pre-SOA and the input selection-SOA 

(4 dB net added gain) increases the in-band noise and therefore results in a worst 

NRMSE of up to 0.11 (dashed line in Fig. 2.5a). However, in a newly designed 

chip, these pre-amplifiers are not required. The 4-channel weighted addition is 

demonstrated with randomly set currents/weights for all the four SOAs of one 

neuron over all the weight factor range [64]. As an example, the measured (blue) 

and calculated (red) weighted addition time traces are shown for a part of the bit 

sequence, and a reading error of 0.06 (Fig. 2.5b, top) and 0.04 (Fig. 2.5b, bottom) 

is calculated. In accordance with the different current operation regime in Fig. 
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2.4c, the weight set accuracy is higher for lower weight factor values. Since the 

receiver at the chip output is an AC coupled Avalanche Photo-Detector (APD), 

filtering out the DC bias from the detected signal, the signals in Fig. 2.5b, meas-

ured at the output of the APD, range from negative to positive values. 

Three electronic control feedback loops of the neural network parameters are 

implemented as shown in Fig. 2.6, in order to optimize the output accuracy of a 

neuron: fine tuning of the control current at the SOAs (loop-i), tuning of the bias 

(loop-ii) and of the non-linear function shape (loop-iii) [65]. These 3 loops are 

executed independently and for one neuron, while keeping fixed the other param-

eters.  

 
Fig. 2.6 Optimization loops for improving the NRMSE of a neuron (after the activation func-

tion). Error optimization (i) of the individual weights at the neuron, (ii) of the offset to the 

trained bias and (iii) of the trained non-linear function shape. 

 

Fig. 2.5 (a) Measured weighted addition reading error from two-channels (λ3 and λ4) as a 

function of the set weight on λ4, when net on-chip pre-amplification is zero (solid line) and 4 

dB (dashed line). (b) Measured 4 channel weighted addition time traces (blue) and the calcu-

lated traces (red) when randomly setting current of four weight control SOAs of one neuron.  
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Fig. 2.7a shows the outcome of the optimization procedure at the weighted 

addition operation on chip which utilizes 4 channel input with a given weight 

matrix (loop-i). The neuron output error variation is recorded (after the imple-

mented activation function) when tuning the control current near the calibrated 

weight wi. The weight of each channel is tuned from wi-0.02 to wi+0.02 with a 

weighting step of 0.005. The solid lines are parabolic curve fitted out of the meas-

ured points, showing the (local minima) optimal points. After optimization of the 

on-chip set weights, the best NRMSE of the neuron is recorded to be 0.15 (non-

optimized NRMSE was 0.2). Furthermore, the bias is tuned by changing an offset 

b to the trained bias and the shape of the tanh function is changed by varying 

the slope α, with respect to the values obtained from the simulation model (loop-

ii and loop-iii). Fig. 2.7b plots the calculated error when tuning the bias offset 

(solid line) and when changing the slope of the hyperbolic tangent function 

(dashed line). The impact of the offset tuning on the NRMSE is remarkable as it 

acts on all the data at the same time. On the other side, the NRMSE changes 

quickly for values of tanh function near to zero but slowly for values at the edge 

of the range [-1, 1], as expected.

 

 

Fig. 2.7 Error optimization of the individual weights at a neuron (a), of the offset to the 

trained bias (b, solid line) and of the non-linear function shape (b, dashed line).  
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2.3. Photonic DNN for Image Classification 

In order to evaluate the performance of a deep neural network built via multiple 

layers on the InP photonic cross-connect, we chose to solve a pattern classifica-

tion problem. One of the most famous classification problems is the Fisher’s Iris 

flower classification, which can be solved by using a DNN. The Iris database is 

made of three classes (setosa, versicolor and virginica) of 50 instances each [66]. 

Per each instance, the Iris flower category is identified by observing four of its 

attributes: length and width of sepals and petals. For this demonstration, we have 

executed the training of this DNN via the simulation platform TensorFlow [23], 

where we have used 120 instances as a training database. In order to make use of 

4 weighted addition operation circuitries available in the photonic integrated InP 

cross-connect chip for four different neurons in a layer, a feed-forward network, 

made of 2 hidden layers with 4 neurons and an output layer with 3 neurons (see 

Fig. 2.8), is trained on a computer. The dashed boxes in Fig. 2.8 indicate the same 

chip, which is used for three times in this experiment, as it only includes one layer 

of linear neurons. The 3-layer network is created layer by layer. For every layer, 

we assign the weight factor to different inputs on the same chip and record the 

optical signal from the output of the chip. This is converted into the electrical 

domain and passed through the nonlinear function on the computer. The results 

are then fed back to the transmitter side to generate again the optical inputs. For 

the next two layers, the procedure is equivalent. This 3-layer network is used to 

demonstrate the concept of an SOA-based photonic neural network. In particular, 

the Iris flower classification problem has been chosen as a small scale example to 

analyze the ultimate accuracy provided by the photonic neural network. 

The trained weight matrix is mapped to the matrix multiplication on chip. The 

hyperbolic tangent activation function is implemented off-line via software after 

 

Fig. 2.8 The deep neural network for the Iris flower classification trained on a computer. The 

dashed boxes indicate where the InP cross-connect chip is employed. Each neuron is indi-

cated as made of the weighted addition part (Σ) and the non-linear function (φ). The latter is 

out of the box as it is not implemented on chip. 
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the O/E conversion. The output from the first hidden layer serves as input to the 

second layer (at the arbitrary waveform generator) and the output from the second 

hidden layer serves as input to the third (output) layer. Finally, the output of the 

third layer, after the SoftMax transfer function, 𝑃(𝑦 = 𝑗) = 𝑒𝑦𝑗/∑ 𝑒𝑦𝑗𝑛
𝑗= , pro-

vides the predicted probability of the output samples y belonging to class j.  

For this application, the 4 input attributes are encoded into 26 levels at a data 

rate of 10 GSample/s and are used to modulate the four input wavelengths which 

are amplified and multiplexed to be input at port 1 of the chip. The fine tuning of 

the weights for output optimization (as described in section 2.2) is applied to each 

neuron in every layer of the photonic neural network. The expected values of the 

output signals are calculated as the input data (coming from the previous layer) 

multiplied by the corresponding trained matrix. The difference between the ex-

pected values and the actually recorded values at the output of the chip, after the 

optimization procedure, represents the real performance of the chip, i.e. it tells 

how well the trained matrix can be mapped onto the implemented photonic neural 

network. Both the time traces of the expected values (red line) and the recorded 

optimized signals (blue line) are plotted in the same graphs in Fig. 2.9 for all the 

four neurons in the first layer. The recorded signals are similar to the expected 

ones, where the calculated NRMSE are 0.15, 0.10, 0.08, and 0.10 for neuron 1 to 

4 (from top to bottom), respectively.  

 
Fig. 2.9 Output data from the 1st hidden layer, with blue line representing the measured data 

after optimization and red line being the expectation from the input multiplied with the trained 

matrix.                                                       
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For the 2nd hidden layer and 3rd layer (the output layer), the same procedure is 

carried out to optimize the outputs. TABLE 2.1 shows the NRMSE of the opti-

mized signal at the output of the ith layer per neuron, compared to the expectation 

calculated taking the output from the previous (i-1)th layer and using it as input to 

the ith layer. TABLE 2.2 shows the percentage of improvements obtained per 

layer and per neuron: The optimization loops contribute to improving NRMSE 

over a range from 5% up to even 55%. A better optimization is observed when 

the output data is lying on the saturation region of the hyperbolic tangent, or in 

other words when the output data are pushed to the edges of the ‘±1’ range of 

tanh output (see Fig. 2.9, traces from neuron 2 and 4). For the output layer 3, all 

the improvements are roughly 5%, due to the fact that the optimization procedure 

is executed only on the linear combination of the neuron outputs of the layer.  

Correlation matrices are used to show how accurate is the final prediction made 

by the photonic neural network. In order to understand the role of the PIC into the 

changes in final prediction accuracy, this is calculated in three cases: the on chip 

weighted addition operation is implemented only within layer 1 and the output is 

fed to the remaining simulated network (Fig. 2.10-A), the on chip weighted add- 

TABLE 2.1 NRMSE, comparing outputs to the expectations 

Output Neuron 1 Neuron 2 Neuron 3 Neuron 4 Average 

Layer 1 0.15 0.10 0.08 0.10 0.10 

Layer 2/1 0.04 0.07 0.03 0.10 0.06 

Layer 3/2 0.08 0.07 0.05 - 0.07 

 

TABLE 2.2 Achieved NRMSE improvements by the optimization 

Output Neuron 1 Neuron 2 Neuron 3 Neuron 4 Average 

Layer 1 25% 50% 27% 50% 37% 

Layer 2 55% 5% 25% 23% 27% 

Layer 3a 5% 5% 5% 5% 5% 

a there is no activation function at output layer, the optimization is merely on the 

weighted addition part on chip. 
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Fig. 2.10 For a deeper understanding of the photonic deep neural network, the   

photonic weighted addition layer is implemented within (A) the 1st layer only, (B) the 1st and 

2nd layer, and (C) within all the 3 layers of the DNN.  
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Fig. 2.11 (a) Simulated label prediction of the DNN indicates an accuracy of 95%. (b) Exper-

imental image prediction using the photonic weighted addition within the 1st hidden layer 

(case A in Fig.2.10). (c) Experimental image prediction using the photonic weighted addition 

within the 1st and the 2nd hidden layer (case B in Fig.2.10). (d) Experimental image prediction 

when using the photonic weighted addition within all the 3 layers (case C in Fig.2.10).  
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ition operation is implemented within layer 1 and layer 2 and the output from 

layer 2 is fed to the remaining simulated network (Fig. 2.10-B), and finally the 

on-chip weighted addition operation is implemented within all the three layers 

(Fig. 2.10-C).  

In Fig. 2.11a we display the prediction accuracy coming from the simulation 

on the computer (PC): This is calculated to be 95% as 6 versicolor, out of 36 

instances, are not well predicted. After adding the on-chip integrated weighted 

addition layer, we also calculated the accuracy prediction in case A, B, and C of 

Fig. 2.10. The prediction accuracy decreases when the number of layers imple-

mented on a photonic neural network increase, changing from 91.7% accuracy 

(Fig. 2.11b, case A) down to 85.8% (Fig. 2.11d, case C). This may not be mainly 

attributed to the on-chip integrated networks: at the layer interfaces, the infor-

mation is converted several times from the electric into the optical domain, and 

in the electrical domain again, which introduces additional impairments. A com-

prehensive error analysis is carried out in the next section to discriminate error 

contributions.

2.4. Error Contribution Analysis  

We analyze all the error contributions to understand any physical limitation of the 

present implementation. The total error 𝜎𝑁𝑗 measured at the output of every neu-

ron Nj is the summation of the signal impairments induced by different stages 𝜎𝑘:  
the distortion at the modulation, at the weighted addition operation within the 

photonic chip, at the detection path, and the error induced by applying bias and 

activation function. It can be described as: 

𝜎𝑁𝑗 = 𝜎𝑚𝑜𝑑 + 𝜎𝑐ℎ𝑖𝑝 + 𝜎𝑑𝑒𝑡𝑐 + 𝜎𝑏𝑖𝑎𝑠 + 𝜎𝑎𝑐𝑡.  

 
Fig. 2.12 The error propagation through the different stages in a layer. The error contributions 

from different stages comes from the error differences between adjacent stages.   
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The error from modulation, 𝜎𝑚𝑜𝑑, includes the error from the distortion in-

duced by the electrical amplification after pattern generator for driving the optical 

amplitude modulator. Error from the chip, 𝜎𝑐ℎ𝑖𝑝, quantifies the order of impair-

ments building up within the chip due to crosstalk and chip imperfections. The 

error from the detection path, 𝜎𝑑𝑒𝑡𝑐, includes the distortion error from the pre-

amplifier and the noise at the photodetector. The error 𝜎𝑏𝑖𝑎𝑠 from the bias and the 

error 𝜎𝑎𝑐𝑡 from the activation function are important contribution as they may en-

hance previous errors.  

All these error contributions can be accessed by measuring the signal error at 

the output of the different stages in a layer as illustrated in Fig. 2.12. The data at 

the input and at the output port of the chip, at the detector output, after the bias, 

and after activation function are measured. Then the error contributions 𝜎𝑘 are 

calculated as error difference between the adjacent stages. The total error is ex-

pected to accumulate while passing through the different stages.  

The modulation induces optical signal distortion. The data after the modulator 

are recorded with a 0.5 nm pass bandwidth filter and plotted with respect to the 

 
Fig. 2.13 Correlation of the data after modulation at the input channel with respect to the 

normalized original data, for (a) channel 1, (b) channel 2, (c) channel 3, and (d) channel 4. 
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normalized original data input from the computer. Fig. 2.13 shows the correlation 

of the data at the chip input port and the original data set at the input of the first 

layer, after normalization. The NRMSE is then calculated and shown for different 

channels from channel 1 (a) to channel 4 (d). The average of these errors gives 

the 𝜎𝑚𝑜𝑑 at the input of the first layer. The modulation errors of all the input 

channels from λ1 to λ4, at the input of the first hidden layer, of the second hidden 

layer and of the third (output) layer are listed in Table 2.3. The calculated average 

errors 𝜎𝑚𝑜𝑑 at the input of the first hidden layer, of the second hidden layer and 

of the output layer are 0.03, 0.05 and 0.06, respectively. 

The detection error is obtained by calculating the maximum error between the 

detected data and the average data from N times detection. Due to phase noise, 

the measured error ranges from 0.015 to 0.026. 𝜎𝑑𝑒𝑡𝑐 is set to a maximum fixed 

value of 0.03 and assumed to be identical for all the wavelengths. 

From Fig. 2.14a to c, the error contributions of different stages of the compu-

tation from the 1st hidden layer to the output layer are shown. From the results in 

Fig. 2.14a and b, the activation function shows to be an important factor in the 

error estimation. The reason why the tanh function induces massive error (see for 

example for Neuron 1 of Layer 1) is due to the fact that part of the output data 

from the chip is close to zero, whose error does easily enhance after the activation 

function. Vice versa, the activation function does not incur in extra losses but, on 

the contrary, improves the performance (see for example Neuron 4 of Layer 1) 

when the output data is lying at the edges of [-1, 1] range, since the activation 

function tends to compress the data. The error contribution from the modulation 

is the net major contribution to the total final output error, while the matrix mul-

tiplication on chip contributes to the error for less than the 0.03, i.e. less than the 

error due to the detection path. Removing the error from the electro-optical (E/O) 

conversions would significantly reduce the total error at the output. 

After analyzing the error distribution per layer of neurons, we also analyze how 

every layer contributes to the final performance of the implemented neural 

TABLE 2.3 Distortion from Modulation 𝜎𝑚𝑜𝑑  

Input Ch 1 Ch 2 Ch 3 Ch 4 Average 

Layer 1 0.04 0.02 0.03 0.04 0.03 

Layer 2 0.08 0.01 0.11 0.01 0.05 

Layer 3 0.05 0.06 0.07 0.06 0.06 
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network. For estimating the error incurred by one layer 𝜎𝐿𝑚, the average of the 

error at the output of every neuron j, 𝜎𝑁𝑗, is considered: 

𝜎𝐿𝑚 =
1

𝑛
 𝜎𝑁𝑗

𝑛

 

.  

Then the average error of the 1st layer, of the 2nd layer and of the output layer 

is 0.10, 0.06, and 0.07, respectively (empty circles in Fig. 2.14d). In addition, we 

estimate the error accumulation at the output of each layer: this is 0.10, 0.16, and 

0.23 at the different layers, respectively (empty triangles in Fig. 2.14d). The real 

distortion of the data from experiments to the simulated trained DNN model on 

the computer is calculated to be 0.10, 0.15 and 0.20 at the output of the 1st layer, 

of the 2nd layer and of the output layer, respectively (full circles in Fig. 2.14d): 

The estimated accumulation line follows well the calculated error line. Finally, 

 

Fig. 2.14 The error analysis from 5 different impairments contributions at (a) Layer 1, (b) 

Layer 2, and (c) Layer 3.  (d) Error evolution versus the number of photonic layers imple-

mented. The empty circles show the error from single layers, the empty triangles plot the 

estimated error accumulation, the full circles plot the measured error. The cross symbols 

show the final prediction accuracy. The solid line on top highlights the final prediction ac-

curacy simulated via computer. 
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the final prediction accuracy of the network is shown via a line of crossings in 

Fig. 2.14d: this matches with the trend of the error evolution from the first to the 

last layer, as expected. Moreover, while the accumulated error increases up to 0.2, 

the prediction accuracy is reduced by only 9.2% with respect to the simulated 

prediction accuracy. This outcome proofs that the photonic on-chip neural net-

work is robust against the impairments added to the signal under processing.  

It is important to note that, for the specific case of the Iris flower classification 

problem, the resolutions offered by the used DACs for the input vectors and for 

the weights and by the ADC at the receiver side are not expected to impact the 

ultimate accuracy. On the other hand, these networks are expected to be fault 

tolerant: An analysis of the use of lower resolution DACs and ADC for the same 

Iris classification problem reveals that the use of DACs with less than 4-bit pre-

cision does not allow to accurately classify the Iris flower. Also, for this extreme 

case, an ADC of at least 6 bit precision must be used not to degrade the ultimate 

accuracy.

2.5. Two-Layer All-Optical Neural Network 

In this section, an all-optical two-layer feed-forward neural network is investi-

gated and demonstrated. A nonlinear (NL) SOAs is utilized as optical nonlinear 

activation function, for which the operation of the NL-SOA based wavelength 

converter is investigated. The on-chip photonic cross-connect, demonstrated in 

section 2.1 as linear unit, is then all-optically connected to the off-chip optical 

nonlinear function to process binary sequences through a two-layer all-optical 

deep neural network (AODNN).   

2.5.1. Experimental setup 

For tuning the weight factors of the WDM signals, the broadcast-and-weight 

(B&W) [68] is used as fully tunable network protocol: The protocol utilizes wave-

length division multiplexing (WDM) to provide dense connections between 

nodes, wherein each node i is assigned a unique wavelength λi. By multiplexing 

many connections within each waveguide, a small number of waveguides can 

carry signals for many more connections. We realize the basis weighted addition 

operation, by using sophisticate InP photonic integrated chips, as shown in sec-

tion 2.1. The input data are encoded into different colors and the weights are tuned 

by controlling the injection current of (weight) SOAs, therefore modifying the 

amplification of the input data. In this first demonstration, we use up to two 

weights per neurons. We implement the all-optical interconnection from the 1st 
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layer to the 2nd layer, as shown in Fig. 2.15a. The first layer is made of two neu-

rons, each of them getting in 2 inputs and providing 1 output. The two outputs 

from the 1st layer, are then combined and fed into the second layer which is now 

made of one single neuron which provides a final output.  

Fig. 2.15b illustrates one of the neurons with on-chip weighted addition and 

off-chip optical wavelength converter as a nonlinear function. The all-optical neu-

ron interconnectivity realized with the NL-SOA (Kamelian, NL-SOA) based 

wavelength converter, who converts the power summation of the weighted multi-

wavelength signal into the power at one single wavelength as an optical output 

and feed to the next layer. These wavelength converters could be integrated on 

the InP platform in the future. 

Fig. 2.15c shows a micrograph of the utilized part of the monolithic cross-con-

nect chip and the off-chip optical nonlinear functions with wavelength converter. 

The blue box indicates where all the three weighting functions for the 3 neurons 

are placed. The chip is traversed two times without converting the optical signal 

back to the electrical domain. In the first layer, we use a WDM input In1 and send 

it to two neurons. After weighting individual channels of the WDM source and 

combine them again, the output power of the two neurons (O1 and O2) are con-

verted into 2 different wavelengths and combined to create another WDM input 

 

Fig. 2.15 (a) Representation of the two-layer all-optical neural network, with gray circles are used 

neuron for this first demonstration. (b) Operation in one neuron. (c) Experimental setup.  
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In2 for 2nd layer and send to the neuron 3. The output of this third neuron belong-

ing to the second layer is finally measured with a nonlinear avalanche photodiode 

(APD) to convert into the electrical domain and analyzed. 

2.5.2. Experimental results 

The normalized mean root square error (NMRSE) connected to the weighted ad-

dition in the photonic integrated chips has already been studied in section 2.1. 

The transfer function of the nonlinear function is measured by inputting a sine 

function modified clock signal with 10 GSamples/s. The responses of the wave-

length converter are recorded to plot the correlation with the input data. For the 

optical interconnection from the 1st layer to the 2nd layer, a wavelength converter 

is exploited, while a high sensitive APD is used at the very end of the output layer 

so that these two nonlinear functions are observed. Fig. 2.16a plots the recorded 

data respect to the input data, after normalization, from the output of the NL-SOA 

when it is driven with 80 mA current and signal input power at -10 dBm. The 

circles are the recorded data, while a solid line is the fitting with hyperbolic tan-

gent function f=tanh(αx+b), to represent the optical nonlinear function fNL. Fig. 

2.16b is the transfer function fAPD of the APD when input signal with average 

power at -26 dBm, with fitting the record. These transfer function will be used to 

calculate the expected output from the final output. The wavelength converter 

provides a hyperbolic tanh like function with slow slope while the nonlinear func-

tion of the APD provides a very rapid change from -1 to 1 as it includes a signal 

recovery circuit to recover the analog signal back to on-off key signal.  

We also study the changes in the nonlinear function by tuning the injection 

current of the NL-SOA and the power ratio of the CW laser and signal. Fig. 2.17a 

 

Fig. 2.16 the nonlinear function of (a) the wavelength convertor when injection current is set 

to 80 mA and (b) the avalanche photodiode when the average power of the input signal is 

-26 dBm. 
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plots the transfer function fNL=tanh(αx+b) changes with varying the driven cur-

rent of the wavelength convertor. The recorded data points are not presented for 

clarity, and the y-axis is reversed as the output of this wavelength convertor struc-

ture is inverted signal. It appears that the slope of the tanh function is decreasing 

when the current increase, and the nonlinear function shift from the origin as well, 

resulting in a change of slope of 0.35 and the bias of 0.33. Fig. 2.17b presents the 

variation of the transfer function of the wavelength converter when the power 

ratio between continue wave (CW) laser and the signal power. This could be done 

by tuning the laser power or the average signal input power, here by tuning the 

signal input and fixed the CW laser on -10 dBm at the input of the NL-SOA. The 

result shows the change of slope α and the bias of function fNL are 0.11 and 0.15, 

respectively. These results suggest the nonlinear function can be engineered by 

tuning the driven current the input signal power of the NL-SOA.  

After recording operation of the nonlinear function of NL-SOA, we employ this 

property into the neuron signal processing. In this two-layer all optical neural 

network, the WDM optical signal is weighted by setting the different gain on each 

channel, and the summation of the multi-channel signal is converted by the NL-

SOA. The outputs from the first layer are fed to the second layer as WDM signal, 

weighted again with weight SOAs, the final addition is recorded by the APD at 

the end. In this work, the decorrelated PRBS23 signals x1, x2 are modulated on 

the two input channels λ1, λ2, with 10 Gbit/s bitrate, and the weight factors of 

them in neuron 1 are set to w11 and w12, in neuron 2 are set to w21 and w22, respec-

tively. The outputs of the first layer are accessed with a pre-amplified linear pho-

todetector to study the performance of the optical NL function. The results after 

the optical nonlinear functions at the outputs of neuron 1 and neuron 2 in the 1st 

layer are y1 = fNL1(w11x1 + w12x2) and y2 = fNL2(w21x1 + w22x2), respectively, with 

the fNLi is the optical nonlinear function of neuron i in the 1st layer. The weight 

 

Fig. 2.17 The opitcal nonlinear function changes by tuning (a) the driven current of NL-SOA 

and (b) the power of the incident signal to the NL-SOA, fitted with function fNL=tanh(αx+b). 
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factors in the neuron at the second layer for λ3, λ4 are set to w31 and w32. The final 

output of this neuron 3 at 2nd layer is y3 = fAPD[w31fNL1(w11x1+w12x2) +w32fNL2(w21x1 

+w22x2)], with the nonlinear function fAPD of APD at the end. 

In section 2.2, we have calibrated the current control to assign the weight factor 

to the input signal on this chip. The output data with this PRBS signal demonstra-

tion is recorded with setting weight factors on chip. Fig. 2.18 depicts the time 

traces recorded from the output of the neurons from the 1st layer and the 2nd layer. 

The blue lines plot the measured results from the experimental setup while the 

red lines plot the expectation values calculated with the original PRBS23 inputs, 

the assigned weights, and the studied nonlinear functions, as discussed above. Fig. 

2.18a shows the time trace recorded at the output of neuron 1 in 1st layer, resulting 

in NRMSE of 0.15, respecting to the expectation values. Fig. 2.18b plots the rec-

orded signal at the output of neuron 2 in 1st layer, resulting in NRMSE of 0.16. 

Fig. 2.18c plots the final output signal recorded from neuron 3 in 2nd layer, result-

ing in NRMSE of 0.21. The experimental results are visibly close to the expecta-

tion values. The error increase on this AODNN from the 1st layer to the 2nd layer 

is comparable to our previous research [69], where an O/E signal conversion is 

employed after the cross-connect, and this error level would be expected to de-

crease the performance of a DNN from a computer simulation one about 10% 

only.   

 

Fig. 2.18 the experimental output signals of the all-optical neural network, at the output of 

the neurons (a) Neuron 1 in layer 1, (b) Neuron 2 in layer 1, and (c) Neuron 3 in layer 2, 

with blue line the measured signal and the red line the expectation from calculation. 

NMRSE = 0.15

(a) Layer 1, Neuron 1

NRMSE = 0.16

(b) Layer 1, Neuron 2

NRMSE = 0.21

(c) Layer 2, Neuron 3
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The error from the measurement to the expectation could attribute to the optical 

signal noise ratio (OSNR) degradation, the mismatch of the nonlinear function 

responds and the E/O conversion. The OSNR at the input is 42 dB, then it de-

creases to 35 dB after the chip. The OSNR after NL-SOA is estimated to be 23 

dB so that the OSNR after processing by the chip again will be 18 dB. Integrate 

full layers of AODNN on chip with lower loss is expected to improve the perfor-

mance. The nonlinear function discussed above is exploited in the expectation 

value calculation, which might not accurate enough as it is measured with a sine 

function modified clock signal, which is not the PRBS signal used in the signal 

processing. This also suggests further optimization can improve the performance 

of the system. The E/O conversion, i.e. modulation and detection, will also induce 

error from distortion and detection. 

2.6. Conclusion 

An InP photonic neural network has been realized and demonstrated based on the 

SOA technology. The utilized part of the integrated chip provides 4 weighted 

addition units while the activation function is implemented via software. The on 

chip SOAs are operated in the linear regime, which reduces the complexity of the 

weight calibration. This is demonstrated with an NRMSE smaller than 0.08 and 

a best-case dynamic range of 27 dB.  

The Iris flower classification problem has been used as a small-scale example 

to demonstrate that the photonic neural network concept allows to get as similar 

accuracy as in electronics. The final prediction accuracy, after a three-layer pho-

tonic DNN implemented for an image classification problem, is reduced by 9.2% 

with respect to the simulated prediction accuracy. A comprehensive error analysis, 

performed to understand that the on-chip induced impairments, suggest that an 

on-chip all-optical neural network implementation is expected to improve pho-

tonic neural networks performance.  

The co-integration of gain elements and filters is foreseen to provide a large 

dynamic range as well as to enable a route to scalable DNNs. In the future, the 

photonic neural network structure may be extended to operate as a recurrent neu-

ral network, by feeding the optical signal back to the chip. Convolution neural 

networks are also possible by using the cross-connect scheme and may allow to 

fully explore the WDM operation (as will be proposed in Chapter 5). However, 

the real benefit of the photonic integration approach may be demonstrated by run-

ning higher bandwidth applications, such as sensing, radio-spectrum manipula-

tion and self-driving cars. 
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An all-optical deep neural network with integrated InP cross-connect is pre-

liminarily demonstrated with 2 inputs to 2 neurons in the first layer and one neu-

ron at the output layer. The nonlinear activation function with NL-SOA as wave-

length convertor is presented to changes the shape of nonlinear function by tuning 

the driven current and power ratio of CW laser and input signal. The two binary 

signals are processed with this all-optical interconnect approach, resulting in an 

NRMSE of 0.21, with is comparable to the E/O conversion approach. Higher ac-

curacy is expected by optimizing the control of nonlinear function. This result 

opens the way to implement AODNN with photonic integrated circuits on InP 

platform. 

The results suggest that a combination of the weighted addition function with 

on-chip non-linearities holds the promise to enable further acceleration for com-

putation, which is then demonstrated in Chapter 3. 

 

  



 

 

Appendix 2.A. Simulated Investigation on Crosstalk and 

Path-loss Impact 

In the previous sections, a photonic integrated cross-connect has been used to 

demonstrate a classification problem, with a crosstalk of -19dB, waveguide losses 

of 5dB/cm. In this section, the photonic deep neural network with the same struc-

ture as in section 2.3 is simulated via VPIphotonics Design Suit, to evaluate the 

performance of the PDNN as a function of the AWG optical crosstalk, the wave-

guide losses and the referenced output power.  

VPIphotonics is used to simulate the integrated cross-connect-based weighted 

addition (the synaptic operation) as the basic function of the photonic deep neural 

network. This software allows for numerical modeling of photonic systems as 

well as of photonic components within the integrated chips and for different ma-

terial platforms. The simulated set up is built with symbolic blocks and a hierar-

chal structure. For the passive elements, we execute the simulation in the 

 

Fig. 2A.1 Photonic deep neural network (PDNN) simulation scheme on software VPIphoton-

ics. (a) System for examining the PDNN. (b) Arbitrary waveform generator. (c) Lasers and 

modulators. (d) Receiver. (e) One photonic weighted addition unit (part of the matrix multi-

plication unit, MMU). 
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frequency domain, while for the active elements, such as the SOAs, the transmis-

sion-line model is applied to model them in the time domain [70]. 

The implemented and simulated setup scheme is showed in Fig. 2A.1. Fig. 

2A.1a is the complete setup scheme for examining the cross-connect photonic 

integrated chip shown in Fig. 1c, with similar operating conditions as in the real 

experiment, for analyzing the integrated SOA-based PDNN. The photonic inte-

grated chip is an 8 inputs × 8 outputs × 8λ cross-connect, but in the experiments, 

a WDM input is used which contains 4 channels. An arbitrary waveform genera-

tor (detailed scheme shown in Fig. 2A.1b) is utilized to generate the electrical 

signal from the data file at 10 GSymbols/s, with 4 DACs with 8-bit precision.  

Fig. 2A.1c shows 4 lasers and 4 modulators for the optical signal generation of 

4 input channels. The WDM input of four channels is generated via these four 

Mach–Zehnder interferometer-based modulators, with the electrical RF signal 

coming from the arbitrary waveform generator, and CW lasers at 193.1 THz, 

193.5 THz, 193.9 THz, and 194.3 THz. A channel separation of 3.2 nm is used to 

match the channel separation of the AWG on chip. The input signal is coupled 

into the photonic matrix multiplication unit (MMU) with a 0 dBm optical input 

peak power for each channel. The output of the MMU is coupled to the receiver, 

shown in Fig. 2A.1d, which consists of a pre-amplifier with a noise  figure of 5.0 

dB, an AC-coupled (i.e., with DC-removing block in the simulation) 10 GHz av-

alanche photodetector (APD), and an analog-digital converter (ADC). The output 

from the MMU is then coupled to a 0.08 nm optical passband filter to monitor the 

peak power of one single channel at the output.  

The details of the schematic of part of the photonic MMU, i.e., the weighted 

addition unit, are illustrated in Fig. 2A.1e for the weighted addition demonstration. 

This will be used as the weighted addition part within a three-layer PDNN for 

demonstrating the iris flower classification. The path loss is the attenuation of the 

optical signal happening along the waveguide. The input signal is amplified with 

a pre-SOA and is split into 8 as for 8 neurons. Firstly, we study the performance 

of one neuron so that only one path carrying one WDM input signal is connected 

to the next SOA, the input vector selection SOA, that acts as a port selector as 

shown in Fig. 2.1. The WDM signal is then demultiplexed by an AWG, and the 

individual channel is weighted by the weight-SOA, and combined at the output 

of the unit. The parameters used in the simulation for the SOAs are listed in Table 

2A.1. The results are reported and explained, as related to the weight calibration 

and the weighted addition (section 2A.1), and the Iris classification application 

(section 2A.2) together with the analysis of the impact of the optical crosstalk and 

the optical path loss. 
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Table 2A.1. The parameters used in the simulation of SOA. 

Parameters Value Unit 

Device Section Length 1000 × 10−6 m 

Active Region Type MQW  

Active Region Width 2.0 × 10−6 m 

Active Region Thickness 250 × 10−6 m 

Active Region Thickness MQW 100 × 10−6 m 

Active Region Thickness SCH 200 × 10−6 m 

Current Injection Efficiency 1  

Nominal Frequency 193.7 THz 

Group Index 3.52  

Polarization Model TE  

Internal Loss 3000 m−1 

Confinement Factor 0.3  

Confinement Factor MQW 0.07  

Confinement Factor SCH 0.56  

Gain Shape Model Flat  

Gain Model Logarithmic 

Gain Coefficient Linear 4.00 × 10−20 m2 

Gain Coefficient Logarithmic 6.9 × 104 m−1 

Nonlinear Gain Coefficient 1.0 × 10−23 m3 

Nonlinear Gain Time Constant 5.00 × 10−13 s 

Carrier Density Transparency 1.0 × 1024 m−3 

Linear Recombination 1.0 × 108 s−1 

Bimolecular Recombination 1.0 × 10−16 m3/s 

Auger Recombination 2.1 × 10−41 m6/s 

Carrier Capture Time Constant 3.0 × 10−11 s 

Carrier Escape Time Constant 1.0 × 10−10 s 

Initial Carrier Density 8.0 × 1023 m−3 

Chirp Model Linewidth Factor  

Linewidth Factor 3  

Linewidth Factor MQW 3  

Differential Index −1.0 × 10−26 m3 

Differential Index MQW −1.0 × 10−26 m3 

Differential Index SCH −1.5 × 10−26 m3 

Carrier Density Ref. Index 1.0 × 1024 m−3 

Noise Model Inversion Parameter  

Inversion Parameter 1.2  
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2.A.1. Implementation of weight calibration and weighted addition 

For the operation of the SOA-based photonic neural network, a calibration of the 

weighting is required for correctly assigning the given weight factors to the input 

data. For this simulation implementation, the weight-SOAs are identical for all 

the input channels so that we demonstrate the weight calibration on one of the 

input channels. For the weight calibration, the input can be a non-return-to-zero 

on-off keying (NRZ OOK) signal or multi-level data input. As the weighting of 

the input data is performed after the AWG, the fixed optical crosstalk from the 

AWG will influence the output optical signal. We consider two extreme condi-

tions for the optical crosstalk level: when switching ON (injection current at 70 

mA) all the weight-SOAs, the optical crosstalk coming from the adjacent chan-

nels is expected to be maximum (XTalkmax), while when all the weight-SOAs are 

OFF (zero injected current), the induced optical crosstalk by that the correspond-

ing channels will be the minimum (XTalkmin). Due to the complexity of operation 

conditions, we consider the average between these two scenarios in order to gen-

erate the weight control curve, in order to minimize the error induced by the op-

tical interference. 

The crosstalk in the AWG in the photonic MMU (see Fig. 2A.1e) is set at −20 

dB, as experimentally measured in [59]. Firstly, when all the weight-SOAs are 

set to OFF (XTalkmin), but one of these weight-SOAs is injected with currents 

from 0 mA to 70 mA, we record the signal peak power at channel 1, 193.1 THz, 

from the monitoring power meter as shown in Fig. 2A.1a. Then, we also record 

the signal power when all the weight-SOAs are set to ON (XTalkmax), and one of 

these weight-SOAs is injected with currents from 0 mA to 70 mA. The blue and 

red solid lines in Fig. 2A.2a plot the simulated result in the condition of XTalkmin 

and XTalkmax, respectively. For comparison, we also superimpose the measured 

curves in both cases: the blue crosses curve represents the experiment points with 

all SOAs ON, and the red triangles curve plots the experimental results with all 

SOAs OFF. 

The curve trends, in the case of simulation and experimental results, are very 

similar. We then scan the optical crosstalk level to investigate the influence of the 

optical crosstalk on the peak power curves. In Fig. 2A.2b, the blue, red, yellow 

and violet solid lines show the peak power on channel 1 (averaged from the curves 

shown in Fig. 2A.2a), where the simulated crosstalk for the AWG is set to −15 

dB, −20 dB, −25 dB and −30 dB, respectively. It is visible that higher crosstalk 

will induce greater oscillation when tuning the injection current at the weight-

SOA. The oscillation might be due to the interference between the crosstalk and 

the signal in the desired path. The experimental result is also presented with red 
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crosses, which is the mean value of the experimental results shown in Fig. 2A.2a. 

The plots indicate that a dynamic range wider than 25 dB is possible. The slight 

difference between simulations and experiments may be attributed to the differ-

ence in gain efficiency as hypothesized for the SOA modeling. The weight control 

curve in Fig. 2A.2c is generated by the power control curves in Fig. 2A.2b, with 

reference weight ‘1’ level at −25 dBm optical input power, which is the signal 

peak power when injection current of the weight-SOA is set at 70 mA. The weight 

calibration curves show two semi-linear operation regimes, both for the simula-

tion ( Fig. 2A.2c, blue solid line) and the experiment ( Fig. 2A.2c, red dashed 

line). These two regions correspond to the two different SOA operation regimes: 

the transparency operation and linear amplification. After the weight calibration, 

 

Figure 2A.2 Weight calibration. (a) Peak power of channel at 193.1 THz with minimum cross-

talk (blue) and maximum crosstalk (red), in simulation (solid line), or experiment (cross/triangle 

points), versus the injection current at the weight-SOA. (b) Mean peak power of channel at 

193.1 THz from the two curves obtained in (a), and with simulated crosstalk at −15 dB, −20 

dB, −25 dB and −30 dB. (c) Weight control curves, in simulation (solid line) and experiment 

(dash line), with crosstalk of −20 dB and reference power level at −25 dBm. (d) Correlation 

between the weight assigned by the weight-SOA and the obtained weight at the output, in sim-

ulation (blue circles) and experiments (red crosses). The black line is a reference line for perfect 

matching. 
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we obtain the correlation between the assigned weight and the obtained one for 

the simulated and the experimental operation in Fig. 2A.2d. An error lower than 

0.12 for the simulation results is obtained, when compared to the reference perfect 

linear relation as shown by the black line. 

The weighted addition corresponds to the linear operation part in a neuron. The 

performance of the weighted addition is of importance for the signal processing 

in a neural network. To estimate the impairments induced by the weighted addi-

tion, we calculate the normalized root mean square error (NRMSE), i.e., the dis-

crepancy between the measured data and the expected data. We use the calibrated 

weight control curve to set the weight factors for different input channels, and 

calculate the NRMSE while tuning the weight factor from 0 to 1. Fig. 2A.3a plots 

the results of two-channel weighted addition, where channel 2 is fixed to the 

weight ’1′, while the weight for channel 1 is tuned over the overall range from 0 

 

Figure 2A.3 (a) Two-channel weighted addition, (b) three-channel addition, and (c) 

four-channel addition when tuning weights in channel 1 and fixed weight on other 

channels; (d) Maximum error versus the number of channels in weighted addition. 

Optical crosstalk levels are −15 dB (blue), −20 dB (red), −25 dB (yellow) and −30 

dB (violet). 
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to 1. We also change the optical crosstalk in the chip to see the impact of the 

optical crosstalk on the weighted addition. The blue, red, yellow and violet lines 

show the error changes when the crosstalk is set at −15 dB, −20 dB, −25 dB and 

−30 dB, respectively. The shaded area shows the error range obtained from the 

experiments for two-channel addition. The error variation is attributed to the cal-

ibration of the weight control, as already anticipated in the weight factor curve in 

Fig. 2A.2c. The error related to the weighted addition operation increases when 

the induced optical crosstalk is greater, as a high level of crosstalk eventually 

results in a lower dynamic range. The same high crosstalk level enhances the peak 

power oscillation recorded for generating the weight control curve, resulting in 

severe error variations, as already anticipated in Fig. 2A.2d. Nevertheless, this 

matches perfectly the error variation window we found for our experimental re-

sults (see the dashed box in Fig. 2A.3a). The same analysis is done while chang-

ing the number of channels added to the WDM input. Fig. 2A.3 b,c plot the re-

sulting errors for three- and four-channel weighted additions, respectively. A vis-

ibly smaller error is presented for three-channel and four-channel weighted addi-

tions. The effect of the optical crosstalk is reduced as the oscillation power caused 

by the optical crosstalk is relatively smaller with respect to the dominating signal 

power coming from the addition of all the input multiple signals. This suggests 

that the higher the number of inputs into the neuron, the better the accuracy when 

operating within the available power budget. Finally, Fig. 2A.3d summarizes the 

obtained results, by plotting the maximum errors versus the number of channels 

in weighted addition. 

2.A.2. Image classification via a three-layer PDNN 

To investigate the performance of a complete neural network based on the com-

bination of the AWG and SOA technology, for a broadcast-and-weight architec-

ture, we implement and simulate an image classification problem, namely the iris 

flower classification problem, which has been reported to be able to be solved by 

using a deep neural network (DNN). The iris database includes three classes (Se-

tosa, Versicolor, and Virginica) of 50 instances each [66]. Per each instance, the 

iris flower category is identified by observing four of its attributes: length and 

width of its sepals and petals. For this demonstration, we have executed the train-

ing of this DNN via the simulation platform Tensorflow [67], where we have used 

120 instances as a training database. In order to make use of 4 weighted addition 

circuitries already available on chip and per layer, a feed-forward network made 

of 2 hidden layers with 4 neurons each and an output layer with 3 neurons (see 

Fig. 2A.5a), is trained on a computer. The attributes are encoded into 26 optical 
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power levels at the photonic MMU input. The trained weight matrix is mapped to 

the matrix multiplication on the photonic components. The simulated structure of 

one layer of neurons is shown in Fig. 2A.4, which is used to replace the photonic 

matrix multiplication unit in Fig. 2A.1e. The same chip is indeed capable of eight 

channel inputs, but we used four inputs for this classification problem. A total of 

16 weight-SOAs in this matrix multiplication unit are used to assign the trained 

weight matrix from the trained DNN model to the PDNN. The hyperbolic tangent 

activation function is implemented offline after the O/E conversion. The output 

from the first hidden layer serves as input to the second layer (via the arbitrary 

waveform generator) and the output from the second hidden layer serves as input 

to the third (output) layer. Finally, the output of the third layer, after the SoftMax 

 

Figure 2A.4 The simulation structure of one layer of neurons. 

Photonic Matrix Multiplication Unit

Neuron 1

Neuron 2

Neuron 3

Neuron 4
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transfer function, 𝑃(𝑦 = 𝑗) = 𝑒𝑦𝑗/∑ 𝑒𝑦𝑗𝑛
𝑗= , provides the predicted probability 

of the output samples y of belonging to class j. 

Fig. 2A.5b presents the output data at the output (i) of the 1st neuron in the 1st 

layer, (ii) of the 2nd layer and (iii) of the 3rd layer, with the blue line being the 

simulation results and red line the expectations and resulting in errors of 0.123, 

0.051 and 0.055 respectively. These errors represent the performance of layers of 

photonic neurons. Higher error at the first layer may be due to the high optical 

signal noise ratio (OSNR) required multilevel encoding of the input signal, while 

a better performance at the 2nd and 3rd layer is attributed to the filtering of the 

signal level into lower levels after the first hidden layer. Also, the output of the 

first layer appears to be the most important for this classification problem, and 

therefore the utilization of three layers is slightly overstated. 

 

Figure 2A.5 (a) Trained 3-layer deep neural network (DNN) employed to solve the iris 

flower classification. (b) Output data obtained from Neuron 1 at (i) Layer 1, (ii) Layer 2, 

and (iii) Layer 3, with calculated errors between simulated computation (blue line) and 

the expected computation (red line). 
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The correlation matrix between the prediction and the labels of the samples is 

used to show the final accuracy obtained via the multilayer photonic neural net-

work (see Fig. 2A.5a). We consider three cases for the sake of understanding the 

influence of the photonic layer implementation. In Fig. 2A.6a we display the pre-

diction accuracy as coming from the trained DNN on a PC. This is calculated to 

be 95% since 6 out of 120 iris flower instances are falsely predicted. 

The DNN is simulated after adding, time by time, the photonic deep neuron net-

work layers. The prediction accuracy decreases as the number of layers of the 

photonic neural network increases. The accuracy changes from 89.7% when the 

1st layer is substituted with a photonic layer (Fig. 2A.6b), down to 86.7% when 

both the 1st and the 2nd layers are substituted with photonic layers ( Fig. 2A.6c), 

and down to 85.8% when all 3 layers of matrix multiplications are computed via 

three photonic layers ( Fig. 2A.6d). This may be due to the error accumulation 

which causes prediction accuracy degradation. Furthermore, the simulation result 

aligns well with the experimental result trend as shown in Fig. 2A.7a. 

 

Figure 2A.6 (a) Label prediction of the trained DNN, indicating an accuracy of 95%. (b) 

Simulated image prediction using photonic DNN as the 1st hidden layer, with an accuracy of 

89.2%. (c) Simulated label prediction using photonic DNN as the 1st and 2nd hidden layers, 

with an accuracy of 86.7%. (d) Simulated label prediction of the 3-layer photonic DNN, with 

an accuracy of 85.8%. 
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Fig. 2A.7a plots the error evolution with an increasing number of the photonic 

layers. The solid lines with open symbols represent the results from the simulation 

and the dashed lines with filled symbols represent the experimental results. The 

circles show the error induced by each single layer on the 3-layer network, where 

the errors keep staying almost at the same level, about 0.07 in the simulation and 

0.08 in the experiment. The triangles plot the accumulated error from layer to 

layer, which increases from 0.1 to 0.18 for simulation and from 0.10 to 0.20 in 

the experiment. The squares represent the final prediction accuracy as we calcu-

lated from the correlation matrix, which decreases from 89.2% to 85.8% as shown 

in Fig. 2A.6 for simulation and from 91.2% to 85.8% for experiments, as shown 

in section 2.3. The experimental results show great agreement with the simula-

tions, which means that investigating the performance while changing some of 

the parameters involved in the photonic integrated circuit will help to get some 

insight into the photonic chip architecture and scalability. From the perspective 

of the final prediction accuracy and error induced by the photonic neural network 

chip, the impact of the optical crosstalk from the AWG and the waveguide 

 

Fig. 2A.7 Error evolution: (a) Normalized root mean square error (NRMSE) versus the num-

ber of implemented photonic layers in simulation (solid line filled points) and experiment 

(dashed line open points. Crosstalk tuning: The induced error (blue circles) and the final pre-

diction accuracy (red circles) versus the crosstalk from AWGs, recorded simulation results 

from (b) output of layer 1, (c) output of layer 2, and (d) output of layer 3. 
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crossings are investigated. The crosstalk of the AWG is tuned from −15 dB to 

−30 dB with 1 dB steps and implement the 3-layer neural network after generating 

the weight calibration curves as reported in section 2A.4. Fig. 2A.7b plots the 

results at the output of layer 1, with the blue line representing the average NRMSE 

from 4 neurons at layer 1 and the red line plotting the variation of the final pre-

diction. Similarly, Fig. 2A.7 c,d illustrate the average NRMSE and the final pre-

diction versus the optical crosstalk in the layers. The error induced by the chip is 

almost in the same range for different crosstalk values, though it slightly reduces 

when the crosstalk decreases. The prediction accuracy for Layer 1 in Fig. 2A.7b 

shows a stronger crosstalk dependency; a smaller optical crosstalk at Layer 1 pro-

vides a better prediction accuracy. This may be related to the fact that the first 

layer operates on high resolution multilevel input signals, which require a higher 

optical to signal ratio available. A better accuracy also appears when the crosstalk 

is high, i.e., near −15 dB. This might be attributed to the errors leading the pre-

diction of the flower label to a different minima location, i.e., to changes of the 

state of the network, as will also be found in next section. Fig. 2A.7c shows a 

flattened accuracy for optical crosstalk smaller than −20 dB. Fig. 2A.7d shows an 

even more flattened accuracy level as the variation of the induced error is smaller. 

The accuracy level is maintained from the 2nd layer onwards. 

2.A.3. Energy consumption versus physical layer impairments 

The performance of the PDNN is expected to be influenced also by the reference 

energy level used to operate the optical engine and by the loss on chip. Therefore, 

we study the performances of the PDNN by executing the iris classification prob-

lem, while tuning the reference power level of weight factor ‘1’ used in the inte-

grated circuit, i.e., while tuning the current used in the SOAs, as well as while 

scanning waveguide losses for the optical paths. A more complete analysis would 

require the inclusion of all patch passive losses, however we consider these sim-

ulations as an initial step to further understanding the Photonic deep neural net-

work operation capabilities. This analysis is carried out to understand opportuni-

ties for energy savings and best chip physical layer characteristics, which still 

guarantee a high level of prediction accuracy. In particular, for this analysis, we 

consider only the waveguide loss as the main loss component as this is true for 

large size PIC. Therefore, the NRMSE is calculated at the output of each photonic 

neuron layer, as well as the prediction accuracy obtained when involving this 

layer in the 3-layer DNN for the iris flower classification, and we provide 3D 

color maps of error and accuracy as a function of the scanning waveguide losses 

and energy consumption on different reference power levels.  
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Fig. 2A.8a illustrates the average errors obtained at the output of the 1st layer, 

the 2nd layer and the 3rd layer as a function of the waveguide loss and the energy 

consumption. It can be observed that fewer losses allow less energy consumption, 

for the same error level. This suggests that by only improving the waveguide loss 

on chip we can double the energy savings. The induced error from the photonic 

DNN is expected to be greater when the waveguide losses are higher and the en-

ergy consumption per operation at the matrix multiplication unit is lower, as the 

dynamic range is not enough to be able to distinguish multilevel data. On the 

contrary, smaller error values are observed with lower waveguide loss and higher 

energy used for the weighted addition operations (see moving from lighter color 

to darker color, from bottom right to top left side in Fig. 2A.8a and for each layer). 

For Layer 1 this is more evident and is coherent with previous conclusions. It is 

not surprising that we need to either tune the reference power to higher levels or 

reduce the waveguide loss to obtain smaller errors at the neuron signal processing. 

Furthermore, the final prediction accuracies for the cases when Layer 1, Layers 1 

and 2, and all three layers are implemented by using the photonic integrated chip 

are shown in Fig. 2A.8b. The yellow color corresponds to a higher prediction 

accuracy, while the blue color corresponds to a lower prediction accuracy. The 

prediction accuracy results do not show the same trend as shown in Fig. 2A.8a, 

i.e., the trend for the error induced on the layer operations, which indicates that 

an induced error is not necessarily reducing the performance of the photonic neu-

ral network. The result for Layer 1 shows that a good prediction is obtained for 

an error smaller than 0.09 and in that region the accuracy remains generally very 

stable, while the accuracy for higher error levels is variable, and generally worse. 

This suggests that there is a certain maximum level of error we should never cross 

at the first layer for always guaranteeing a good accuracy. The prediction map-

ping from the implementation of Layers 1 and 2 shows a slight decrease in the 

accuracy as the error accumulated from the previous layer. In the case of adding 

the contribution of Layer 3, it is the result of the small error accumulation as well, 

for the final prediction accuracy on this 3-layer photonic neural network system. 

However, it is evident that the two different regions are delineated when more 

error is accumulated from layer to layer. In particular, for the complete 3-layer 

photonic neural network, the best performance condition (accuracy = 92%) is 

found when the energy efficiency is around 5.6 pJ/operation and the waveguide 

loss ranges between 1.5 and 3.5 dB/cm. However it is possible to distinguish two 

areas where the accuracy is already higher than 89%: (1) the total energy con-

sumption is above 4.5 pJ/operation, irrespective of the path loss; (2) the area at 

the left down corner where the averaged energy consumption is around 2.8 pJ per 

operation and the loss covers almost the full considered range (up to 4 dB/cm). 



Appendix 2.A. Simulated Investigation on Crosstalk and Path-loss Impact 53 

 

The region (1) performs well due to a higher signal power with higher power 

consumption on the system with smaller errors induced and accumulated. We be-

lieve the region (2) appears due to the presence of more local minima, whose 

presence is determined by the combination of path losses, power level and optical 

crosstalk.  

Furthermore, the level of noise present in the network makes it a stochastic 

network where the intrinsic noise is supposed to provide better accuracy. Noise 

might play a positive role for low power levels as a good prediction is presented. 

However, this behavior has to be further explored for quantification. The identi-

fication of small error regions and their slight influence on the final prediction 

accuracy, as well as the maximum level of error at the first layer shown in Fig. 

2A.8 suggests that the PDNN might be further scaled up, with prior physical pa-

rameters and error optimization. 

 

2.A.4. Conclusion 

 

The integrated photonic neural network is also simulated as a weighted addition, 

combined with an offline hyperbolic tangent nonlinear function on the simulation 

platform VPIphotonics as shown in Appendix 2A. The weight calibration and 

weighted addition with different crosstalk of photonic integrated AWGs and 

SOA-based cross-connects is investigated. The error from the weighted addition 

is found to decrease when the numbers of input channels increase, so that a high 

number of input channels is beneficial for the implementation of the PDNN (this 

is also further analyzed and validated in the next chapter). A trained 3-layer DNN 

is implemented by reconfiguring the weight setting on the subnetwork and feed-

ing the layer output to the next layer. In particular, the performance is simulated 

with different values of crosstalk, energy consumption per operation, and wave-

guide loss. The experimental results are in agreement with the simulation results, 

meaning that the implemented simulation offers a solid base for further study of 

scalability for this kind of network architecture. The results show that the pho-

tonic DNN is robust to the noise added during the signal processing. The error 

induced by the first layer is greater than the next ones, due to the higher resolution 

multilevel encoding at the input layer with respect to the resolution at the 2nd and 

3rd layer, but the error is not necessarily degrading the performance for a maxi-

mum allowed error. The performance analysis as a function of the path losses 

suggests the photonic neural network could be further optimized for lower power 

consumption. These results provide initial insights for the design of scalable pho-

tonic neural networks to a higher dimension for solving higher complexity prob-

lems.  



 

 

Chapter 3  
 

SOA-based Photonic Integrated All-Optical 

Deep Neural Network  

 

In this chapter, the structure of an all-optical neural network with SOAs in linear 

and nonlinear operation region is proposed. The co-integration of SOA-based 

synaptic operations, in the form of a combination of SOAs and AWGs, together 

with a nonlinearity, in the form of a wavelength converter based on cross-gain 

modulation, are presented. The envision of the all-optical SOA-based neural net-

work structure is introduced in section 3.1. And the integrated version of AON is 

experimentally demonstrated in section 3.2. The nonlinear function and the oper-

ation of the fully monolithically integrated all-optical neuron are analysed. Then 

in section 3.3, the all-optical network is exploited and simulated to solve the hand-

writing digit classification MNIST problem to evaluate final accuracy. Finally, in 

section 3.4, the energy consumption of the complete end-to-end system is ana-

lysed. 

3.1. All-Optical Deep Neural Network 

The overall envisaged all-optical deep neural network scheme based on the use 

of the cross-connect circuitry is depicted in Fig. 3.1. The wavelength division 

multiplexed (WDM) signal from N input neurons (one wavelength from each in-

put neuron) is fan-out towards the following M neurons of the first hidden layer. 

At each i-th neuron of this layer (highlighted through an orange box), the multi-

ple-wavelength signal is demultiplexed into N signals, which are multiplied, via 

an SOA, by the weight wi,j,k  of the i-th neuron, from the j-th axon (λj) and in the 

k-th layer. The weighted signals, being encoded in different colors, are then 

summed up via an AWG-based multiplexer. This first circuitry (black dashed box 

in Fig. 3.1) corresponds to the linear part of the i-th neuron, whose output is sent 

out to a nonlinear function block NLi,k of the same neuron of the  k-th hidden layer. 
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This is realized via an SOA (red dashed box in Fig. 3.1), where the enabled 

cross-gain modulation (XGM) is used to output a wavelength-converted light, 

modulated by the total power of all WDM channels at the input of the SOA-based 

wavelength converter (SOA-WC), for the conversion into a different single wave-

length, λi’, which represents the output of this neuron. The outputs from all the 

neurons of the k-th hidden layer are then combined and broadcast again towards 

all the neurons of the next hidden layer, and so on and so forth. It is important to 

note that the shuffle network here is obtained by combining AWGs and one big 

1:M splitter (for example moving from the first to the second hidden layer), in the 

place of M times AWGs, which would deteriorate crosstalk, as well as introduce 

a deleterious path dependent loss.  

Here the SOA technology is exploited in combination with the array waveguide 

grating (AWG) technology for multiple reasons: The optical amplifiers are em-

ployed for setting the weight matrix and providing on-chip gain for scalability, 

while the AWGs are used to filter out the out-of-band noise built up by cascading 

multiple stages of SOAs, in order to increase the weight resolution, as well as to 

carry out the needed multiplexing and demultiplexing functions. In Chapter 2, the 

synaptic operation using an 8×8 InP SOA-based cross-connect chip is demon-

strated, followed by an array of photodetectors to further process the signals in 

the electrical domain and to perform an analysis of the sources of error. Indeed, a 

reduction in accuracy happened, which was dominated by the electro-optical con-

versions needed to move from the optical linear function to the electrical nonlin-

ear function, as well to progress from one layer on chip to the next one, which 

suggested to move to an all-optical approach, shown in section 2.5.  

In this section, this investigation is extended to other sources of errors versus 

the scalability properties of the linear neuron, specifically the crosstalk as a func-

tion of the number of the channel inputs (axons). The optical crosstalk, coming 

from the AWGs, limits the linear circuitry scalability as soon as the number of 

neuron inputs (channels) increases. For this reason, the normalized root mean 

square error (NRMSE) of the synaptic unit of the neuron is calculated, as shown 

in Fig. 3.1 (black dashed box), while tuning the total input power and the total 

number of neuron inputs, for a channel spacing of 100 GHz. This has been ana-

lyzed via the VPIphotonic Design Suit (using parameters as detailed in Appendix 

2.A). In Fig. 3.2a the colored lines represent the error obtained after the synaptic 

unit for 4, 8, 16, 32 and 64 inputs/neuron while tuning the total input power of 

the WDM input to the neuron from -25 dBm to 20 dBm. The results show that 

there is an optimized optical power operation point for reaching the minimum 

error. It is notable how this point shifts down-right side for a larger number of 

neuron inputs. To better visualize and explain this trend, the same NRMSE is 
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plotted as a function of the number of the input channels for a fixed input power 

of 5 dBm at the AWG input (see Fig. 3.2b). When increasing the number of neu-

ron inputs, the error decreases, as shown in blue line, while it starts slightly in-

creasing only for a number of channels higher than 32: The vertical scalability of 

the neural network (height), and therefore a higher channel number, results in an 

increase of the resolution of the linear summation output, since more channels at 

the input contribute to increasing the total number of the output signal levels 

within the same dynamic range, resulting in a smoother output signal pattern. In 

particular, the error is found to increase for 64 channel inputs due to the limited 

modeled SOA bandwidth (71.5 nm 3-dB gain bandwidth), in fact 64 channels 

spaced 100 GHz already fill up 51.2 nm bandwidth. The red line in Fig. 3.2b plots 

the input power dynamic range (IPDR) as a function of the number of the input 

channels per neuron and for an NMRSE < 0.09: for this level of error, previously 

in Chapter 2, a 3-layer neural network is shown resulting in <5% degradation of 

the prediction accuracy for an image classification problem. The IPDR increases 

from 25 dB to 36 dB, which is partly attributable to the large SOA linear regime 

(-5 dBm input saturation power) but also to the fact that, with the increasing num-

ber of input channels, the power fed to the individual weight SOA will be much 

lower than the input saturation power, making the SOAs working in the linear 

regime for a wider input power range. The trend slows down when the number of 

channels approaches 64 since it come closer to the bandwidth edges of the SOA.

 

 

 

Fig. 3.2 (a) Error obtained when tuning the total input power to the neuron from -25 dBm to 

20 dBm per different input channel numbers. (b) Error variation (5 dBm input power, blue 

line) and IPDR (NMRSE < 0.09, red line) when changing the numbers of input channels from 

4 to 64 channels. The AWG channel spacing is set at 100GHz.   
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3.2. SOA-based Integrated All-optical Neuron 

In this section, the possibility of realizing an all-optical SOA-based neuron is in-

vestigated, to realize multi-layer neural networks and avoid electro-optical con-

versions for improving energy efficiency, while guaranteeing still a good accu-

racy. To this aim, the optical output of the synaptic operation is input straight to 

an SOA-based nonlinear function. The exploitation of SOA-based circuits for 

both the linear and nonlinear functions of an artificial photonic neuron enable the 

monolithic integration of both functionalities to overcome optical loss issues de-

riving from a hybrid approach, as shown in section 2.5. After the explanation of 

the experimental set up (section 3.2.1), the nonlinear function based on a wave-

length converter (section 3.2.2), and then the overall performance of the complete 

neuron is investigated, integrating the optical linear neuron with the SOA-WC 

optical nonlinear function (section 3.2.3).  

Before describing the experimental measurements and simulations in the fol-

lowing sub-sections, it is important to discuss the assumptions made on any four-

wave mixing effect happening within the nonlinear SOA. Depending on the 

wavelength separation, input power and the number of WDM channels, the FWM 

inside the SOA may have a non-negligible influence on the overall performance. 

However, this is not considered in the simulation, neither is observed in the ex-

perimental phase. In fact, this effect is neglectable when the detuning between the 

probe channel and the pump frequency Δf >>1/(2π∙τ), where τ is the carrier life-

time of the used SOA. In this work, the carrier lifetime is estimated to be 200 ps 

worse case [71], and the channel spacing at the input is 100 GHz and 400 GHz, 

for the simulations and the experimental work, respectively, which results in de-

tuning that is far greater than 1/(2π∙τ)≈1 GHz. By exploiting the methods in Ref. 

[72] and [73], one can estimate that the conjugate signal generated by the FWM 

effect has a power of the order of < -64 dBm when the detuning used in simulation 

is >100 GHz, which is even lower than the spontaneous emission noise at the 

neuron output. Moreover, in order to suppress the FWM for larger number of 

input channels, the total input power of the neuron is controlled by defining an 

appropriate scaling of the neural network. In our approach, the network size is 

considered scaling up with input channels N and with the same number of neurons 

M. In this way, the total input power to the neuron will stay constant when scaling 

N and M, i.e., for each channel power p0, the total input power at the layer input 

N∙p0 will be split towards M neurons as N∙p0/M. When setting N=M, the total 

power to each neuron (yellow box in Fig. 3.1) will be p0, and the power for each 

channel p0/N. For such a condition, the FWM effect results reduced due to the 

decrease of the input signal power, as well as to further detuning of the individual 
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input channels. Finally, using unequal channel spacing at the WDM inputs 

[74],[75], the FWM effect can be further eliminated.  

3.2.1. Experimental setup 

The experimental setup used for the SOA-based all-optical neuron investigation 

is depicted in Fig. 3.3a with a micrograph of the fabricated chip shown in Fig. 

3.3b. A four-channel WDM optical input is composed of signal wavelengths set 

at 1544.0 nm, 1546.0 nm, 1551.0 nm and 1554.0 nm in order to match the nominal 

3.2 nm channel separation of the on-chip AWGs with a 3-dB bandwidth of 0.8 

nm and to maximize each channel optical power output. The input is modulated 

with PRBS on-off keyed (OOK) data, generated by the arbitrary waveform gen-

erator (Tektronix, AWG7122B), and sent to the input of the integrated all-optical 

neuron after de-correlation. The WDM optical inputs are equalized and set at -12 

dBm power per channel.  

Inside the neuron in Fig. 3.3b, the inputs are amplified with a booster SOA, 

which is utilized to optimize the total power at the input of the weighting SOAs. 

 
Fig. 3.3 (a) Experimental setup for SOA-based all-optical neuron investigation. (b) Micro-

graph of the integrated all-optical neuron.  
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Then the signals are weighted with individual SOAs after channel demultiplexing 

by the AWG and combined again with an AWG-based multiplexer and fed to the 

SOA-WC based optical nonlinear function, whose pump laser is fully integrated 

on chip. This provides a converted output at 1549.0 nm, chosen to be close to the 

center of the WDM channel bandwidth for optimizing the wavelength conversion.  

The weighting SOAs are controlled by a weighting current controller (Thorlabs, 

MLC8200CG), with 50 µA resolution, to provide the weights in 10-bit precision, 

which exceeds the required precision for image classification. The current syn-

apse control is envisioned to be realized by means of an FPGA controlling multi-

channel current drivers [59], when further scaling the number of neuron synapses. 

In the future, the parallel development of ultra-compact driver ICs, of new elec-

tronic interface techniques and of cleaver electrical control schemes seems to be 

a viable route towards enabling control of larger size photonic networks on chip.  

The individual weight SOAs are calibrated to compensate for the wavelength 

conversion non-uniformity among the different channels: This calibration hap-

pens prior to the assignments of the actual weighting factors. The noise figure and 

the saturation output power of these SOAs are 7 dB and 8 dBm, respectively. The 

output of the all-optical neuron is detected by a linear avalanche photodetector 

(PD) and the time trace is recorded by a digital phosphor oscilloscope. The per-

formance of the neuron is again evaluated by calculating the NRMSE between 

the recorded and the expected time traces at the output of the NL function, calcu-

lated using the reference pre-recorded inputs. The synaptic operation of the neu-

ron can be expressed as a weighted addition of parallel inputs: y=∑wixi, where wi 

is the i-th weight element for input xi, and the final output of the neuron is: o=φ(y), 

where φ is the nonlinear transfer function of the SOA-WC. 

3.2.2. Integrated SOA-based non-linear function 

The wavelength converter is the nonlinear device that exploited as an optical non-

linear function within the neuron. The SOA-WC is also integrated on the InP 

platform, with an on-chip tunable laser [76]. The integration of the all-optical 

nonlinear function allows us to demonstrate a monolithically integrated SOA-

based all-optical neuron [77], as shown in Appendix 3.A. In order to measure 

only the transfer function of the nonlinear part working at first as a simple inverter, 

the PRBS OOK input of the neuron and the output of the SOA-WC is recoded. 

The correlation map of the two is the nonlinear transfer function (NL-TF), which 

can be used to calculate the expected output for the entire all-optical neuron. The 

blue line time trace in Fig. 3.4a plots the pre-recorded 2 Gbit/s single channel 

input signal. Fig. 3.4b presents the detected output of the SOA-WC based NL-TF 
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in the blue line, and the expected inverted signal (calculated from Fig. 3.4a, with 

the linear transform as reference – Lin. Ref.) in the red line, resulting in an error 

of 0.14. By plotting the correlation map between the input and the output of the 

integrated SOA-WC detected at the PD, the optical nonlinear transfer function is 

illustrated in Fig. 3.4d, where the blue crosses are the data, the black line is the 

linear transform and the red line is the 3th-order polynomial fitted nonlinear trans-

form. The nonlinear function shape is mainly due to the contribution of the non-

linear response of the SOA used as wavelength converter when the booster works 

in transparency, with a current density of 1 kA/cm2
 and a weighting current den-

sity at 3 kA/cm2
 on average (linear regime). Then the same nonlinear function 

shape is utilized as a nonlinear reference (Nonlin. Ref.) to calculate the real ex-

pectation of the output, as shown in Fig. 3.4c, resulting in a smaller error of 0.08.  

The pump input power of the wavelength converter can be tuned by increasing 

the current of the booster: A different level of pump input power provides a dif-

ferent transfer function shape. Fig. 3.5a presents the nonlinear functions when the 

current density of the booster is set at 0.5, 1.0, 1.5 and 2.0 kA/cm2, with lines in 

blue, red, yellow and purple, respectively. The outputs near to level ‘-1’ (for input 

level ‘1’) tend to saturate when increasing the booster current, because of the 

nonlinearity changes due to the increased input probe power to the SOA-WC and 

because of the nonlinearity contributed from the booster SOA itself. This con-

firms that the nonlinear transfer function can be tailored by acting on the booster 

current. The SOA-WC based NL-TF shape as a function of the data rate is studied: 

Fig. 3.5b plots the nonlinear function when the input data rate is 2, 4, 6, 8 and 10 

Gbit/s, with the blue, red, yellow, purple and green line, respectively, when the 

 
 

Fig. 3.4 (a) the input data in channel 1 at 2 Gbit/s. (b) The recorded output (blue) comparing 

to the expectation (red) with linear transformation as reference at the SOA-WC. (c) The rec-

orded output (blue) and the expected output (red) with nonlinear referenced calculation. (d) 

the nonlinear transfer function of the SOA-WC, with correlation mapping of the input to 

output, with linear transformation (black) and nonlinear transformation (red).  
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booster is at 1 kA/cm2. The shape of the nonlinear function changes only slightly 

when increasing the input data rate. These findings is translated into performance 

metrics of the optical nonlinear function by calculating the NRMSE with respect 

to different shapes of the nonlinear function. Fig. 3.5c plots the error variations 

of the output of the NL-TF when tuning the injection current density of the 

booster SOA from 0 to 2.5 kA/cm2, with the blue line obtained when considering 

the neuron output as linear inverted output (with linear transform as reference), 

and the red line when considering the nonlinear transform as reference. The 

booster SOA is operated in the linear regime to minimize the nonlinearities intro-

duced at the weighting element inputs, since the overall weighted addition oper-

ation is meant to be a linear operation. By changing the booster SOA current, one 

can find the optimal operation point, for minimized error induced by the nonlinear 

 

Fig. 3.5. (a) The nonlinear transfer function when the booster current density is set at different 

level. (b) The nonlinear transfer function when the input data rate changes from 2 to 10 Gbit/s. 

Error obtained at the neuron output when tuning the booster current density (c) and when 

tuning the input data rate (d), comparing to expectation calculated using linear transform as 

reference (blue) and nonlinear transform as reference (red). 
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function, in this case corresponding to a current of 1 kA/cm2 (Fig. 3.5c). The no-

ticeable offset between the blue and red curves indicates that the nonlinearity of 

the SOA-WC has quite some effect on the error reduction. Fig. 3.5d plots the error 

variation when changing the data rate of the input from 2 to 10 Gbit/s, with the 

blue line showing the error related to the linear transform reference and the red 

line to nonlinear transform reference. In both cases, the error of the nonlinear 

function increases with the input data rate. Again, the nonlinear function im-

proves accuracy, moving from 0.08 to 0.15 NRMSE when increasing the data rate 

up to 10 Gb/s. The deterioration in accuracy for higher data-rate is mainly due to 

the limited carrier lifetime of the integrated SOA-WC, which cannot fully follow 

the speed of the incoming optical signal. The offsets between the blue and red 

lines in both Fig. 3.5 c and d show that the use of the correct nonlinear transfer 

function reduces the error of up to 50%, compared to the case when using the 

SOA-WC with its simply linear response. 

3.2.3. All-optical monolithically integrated neuron 

The monolithic integration of the synaptic operation and the optical nonlinear 

function allow us to investigate the performance of the SOA-based all-optical 

neuron concept. The four-channel WDM PRBS-OOK input is coupled at the neu-

ron input, with a data rate of up to 10 Gbit/s. The output is detected and compared 

to the calculated time trace with the NL-TF obtained following the procedure ex-

plained in session III-A. Fig. 3.6a plots the time traces as linear combination of 

the weighted input data, where the red line presents the recorded signal, and the 

 
Fig. 3.6 The four-channel weighted addition recorded output (blue) comparing to the ex-

pected (red) (a) linear transformed reference, without NL-fitting, (b) nonlinear transformed 

reference with NL-fitting. (c) the error obtained at the neuron output for 1, 2, and 4 channel 

weighted addition (blue, red, and yellow), when tuning the data rate from 2 to 10 Gbit/s per 

channel, with green filled triangle denoting error of 2-channel hybrid integrated neuron and 

the unfilled triangle of 2-channel discrete neuron with optimized SOA-WC.  
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blue line is the expected linear combination of the weighted addition, without NL-

fitting, resulting in an error of 0.17. Fig. 3.6b instead shows the output of the 

recorded output signal with nonlinear transform reference, where the blue line is 

the recorded signal and the red line the expectation, resulting in a smaller error of 

0.15 - a 10% error reduction. The number of input channels and the data rate of 

the input signals are tuned to better analyse the performance of this all-optical 

neuron. Fig. 3.6c illustrates the error of the complete optical neuron output. The 

blue circle, red triangle, and yellow square symbols represent the errors of the all-

optical neuron when the input channel changes from 1, 2 to 4 channels, respec-

tively. In line with Fig. 3.6d, the curves show that the output error increases with 

the input data rate. Moreover, with the increase of the channel number, the error 

tends to increase as well. With more channel input to the SOA-WC, the nonline-

arity at the SOA-WC is reduced as the increasing input probe power will push the 

cross-gain modulation regime towards a linear conversion regime. This means 

that an optimization of the operation regime of the wavelength converter is 

needed to help increase its nonlinearity, e.g., by tuning the power of the CW laser. 

Moreover, in Fig. 3.6c, a green-filled triangle is added to show an average error 

of 0.15, which is obtained when combining the integrated linear unit with a dis-

crete nonlinear SOA wavelength converter, in section 2.5, with 10 Gbit/s per 

channel input and 2 channel weighted addition. This shows that the monolithi-

cally integrated all-optical neuron performs 10% better in terms of error introduc-

tion than the hybrid case under the same data rate condition. One reason for that 

can be that a discrete implementation generates additional noise due to the off-

chip amplification. Finally, the integration of the tunable laser and SOA-WC also 

reduces the total power consumption as the external laser is not required, neither 

the additional off-chip amplifier. Further investigation shows that by using dis-

crete SOA-WCs with optimized carrier dynamics, the multi-level conversion 

brings to a calculation error less than 0.09 [79], shown as green-unfilled triangle 

in Fig. 3.6c. In the next section, the simulation of an all-optical multi-layer neural 

network is presented by exploiting both the synaptic operation and the nonlinear 

function as realized and measured so far. A preliminary investigation of the AON 

is also reported in Appendix 3A for more insights into 1) how to set the optimal 

operation point of the no-linear SOA, as well as 2) what is the behaviour with 

data rate and number of inputs channels. 
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3.3. MNIST Classification with an SOA-based AONN 

The combination of the linear neuron with the wavelength converter (section 3.2) 

eventually converts the multiple weighted wavelength inputs, after their addition, 

into one single wavelength which is the actual output of the complete neuron 

(yellow box in Fig. 3.1). In particular, the recorded transfer function of the inte-

grated SOA-based wavelength converter, shown in Fig. 3.5d, has been evaluated 

in an analogue manner, with the power summation at the input of the SOA-WC 

being a multi-level signal. Therefore, the same transfer function will also work 

with multi-level WDM signals. This nonlinear function is then used to train the 

neural network on the computer via TensorFlow [67], while the pre-trained 

weighted matrix can be applied to the all-optical neural network to run inference 

and evaluate the accuracy.  

The MNIST handwritten digit classification problem [80] is one of the bench-

marking problems used for the performance appraisal of a neural network. The 

MNIST data set contains 60000 training samples and 10000 testing samples and 

includes 10 categories of digits from 0 to 9. In section 3.1, It shows that the linear 

synaptic operation of the SOA-based neuron can allow more than 64 channel in-

puts, with the introduction of negligible error. Here indeed the all-optical neural 

network is simulated with input layer neurons with 64 channel inputs each. To 

 
Fig. 3.7 (a) preprocessing of the input MNIST handwritten images from 728 pixels to 64 

pixels. (b) The 2-layer neural network structure for classifying MNIST handwritten digits. 

(c) the test accuracy per epoch when training the 2-layer neural network with the sigmoid 

function (blue line) and the nonlinear functions when data rate is 2G Sample/s (red) and 10G 

Sample/s (yellow).  
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encode the input image into 64 channels by means of multi-level modulation with 

9-bit resolution, the images in the dataset are pre-processed to reduce their reso-

lution from 28×28 pixels to 8×8 pixels. Fig. 3.7a illustrates the data pre-pro-

cessing for the input of the neural network (NN). The 256 level gray data is firstly 

converted into a black and white image with a threshold at level 128 and cropped 

into 24 by 24 pixels at the centre. The images are then converted to 8×8 pixels 

with every 3×3 pixels encoded into 512 grayscale levels, i.e. 9 bits-resolution. For 

solving this digit classification, a two-layer NN is structured as shown in Fig. 3.7b. 

On the 1st layer, there are 64 neurons where each of the weighted addition output 

is followed by the optical nonlinear function obtained in section 3.2.2, and on the 

2nd (output) layer 10 linear neurons are used to represent the 10 digits, from 0 to 

9. In the optical neural network (ONN) implementation, the inputs and the 

weights are usually normalized in order to ease the optical modulation and the 

dynamic weighting control. This is implemented in simulation by applying batch 

normalization and weight normalization. To train the NN for MNIST dataset clas-

sification, the ADAM optimizer is utilized due to its fast convergence [81], which 

makes the training process more efficient. 

The two-layer structure is trained with the current third order polynomial non-

linear function without noise induction as a reference. The trained weighted ma-

trix is then applied to the ONN model to investigate the performance of the optical 

network under error induction and contribution from the linear and the nonlinear 

units. Moreover, the same shallow neural network is benchmarked to the case 

using the sigmoid nonlinear function, with the same data as shown in Fig. 3.7a. 

The test accuracy is recorded after every update of the weighting matrices when 

training the neural network in TensorFlow. Fig. 3.7c presents the test accuracy as 

a function of the training epochs for different nonlinear functions: when the non-

linear function is the conventional mathematical sigmoid function (blue), when it 

corresponds to the transfer function observed at 2 GSample/s per channel (or-

ange), and when it corresponds to the transfer function obtained at 10 GSample/s 

as input (yellow). Note that here the influence of the all-optical neuron impair-

ments is not considered yet. The curves show that the NN is converging after 15 

epochs of training and that all considered nonlinear functions yield similar final 

test accuracy of ~94.5% after training.   

To take into account the error induced by the all-optical neuron,  the distortion 

contributions is considered from the linear part of the neuron (described in section 

3.1), and from the nonlinear part of the neuron (analysed in section 3.2). In par-

ticular, the distortions are included here as additive white gaussian noise, assum-

ing the signal spontaneous emission beating noise dominates the contribution [82], 

which is added after the linear output and the nonlinear output. By tuning the 
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standard deviation of the gaussian noise, the same error levels as the ones ob-

served experimentally can be reproduced. The same inference is now run in the 

case impairments are induced in the optical neuron: Fig. 3.8a and b illustrate the 

colormap of the prediction accuracy (Acc.) as a function of the noise levels of 

both the linear and nonlinear functions of a neuron: these are scanned from 0 to 

0.5, for both 2GSample/s and 10 Gsample/s input per channel, respectively. The 

accuracy in both cases obviously decreases when increasing the error at the output 

of both linear and nonlinear units. The red line shapes in Fig. 3.8a and b show the 

expected accuracy that the AONN system will have for a measured error level 

ranging from 0.05 to 0.10 for the linear operation (according to the error induced 

with 64 channel inputs, discussed in section 3.1) and for the nonlinear errors rang-

ing between 0.08 and 0.11 for 2 Gbit/s input, and between 0.10 and 0.15 for 10 

Gbit/s input, respectively, as recorded during the experiments. For these same 

areas, an accuracy degradation of 2-8% and 5-15% for 2 GSample/s and 10 

GSample/s input, respectively, is obtained, compared to the trained accuracy of 

94.5%. The elliptical shape in Fig. 3.8a is due to a different deviation of the gauss-

ian noise distribution on the linear and nonlinear unit, while the circular shape in 

Fig. 3.8b, is due to a more uniform variation for both units. These suggest that 

with 10 Gsample/s input, the 2-layer all-optical engine, including 64 neurons in 

the first layer, with 64 synapses per neuron and 10 neurons at the 2nd layer fully 

connected, can perform 4.7×1013 MAC/s, which provides circa 2.5 times faster 

computation than state-of-the-art GPUs [83], and the same order as the TPU [23], 

considering only 5% best-case accuracy degradation and 10 GHz speed nonlinear 

processing, which is not available in GPUs and TPUs. Training the AONN with 

 

 
Fig. 3.8 The accuracy of the simulated noised ONN for nonlinear function recorded when 

input at (a) 2 GSample/s and (b) 10 GSample/s. With red circles presents the expected per-

formance of using our all-optical neuron in the ONN. 

a) b)2 Gsample/s 10 Gsample/s Acc.
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the addition of the estimated distortion from the linear and the nonlinear unit is 

expected to reduce the influence of the noise and preserve the high prediction 

accuracy of the NN using wavelength converter as nonlinear function, instead of 

the conventional sigmoid function. In future, it is expected that the scaling to 64 

input neurons in our network system can be realized by interfacing the chip with 

high-speed state-of-the-art transceiver modules [84] or with co-packaged optics 

[85] in a multi-chip package.

3.4. System Energy Consumption Analysis 

In this section, the power consumption is estimated on the end-to-end (digital-to-

optical-to-digital) system enabling the implementation of the optical neural net-

work. Fig. 3.9 shows the schema of the complete ONN system, which includes 

the transmitter, the optical chip, the receiver, the digital signal processor, and the 

control unit. The system overall is controlled by the control unit (Ctrl), which is 

interfaced with the computer and includes a field-programmable gate array 

(FPGA) and a digital signal processor (DSP). Here an FPGA is employed for the 

sake of fast development and reconfiguration flexibility [86],[87]. However, ap-

plication specific integrated circuits (ASICs) can also be used to reduce the power 

consumption even further [88].  To analyse the effective power consumption of 

the ONN, all the components in the system should be taken into account. The 

transmitter (Tx) includes lasers, modulators and DACs, which are used to drive 

the modulators. The ONN includes the ONN chip and its control DACs and driv-

ers for the weighting. The receiver (Rx) consists of photodetectors and the corre-

sponding ADCs.  

 

Fig. 3.9 Schematic of the considered end-to-end optical DNN system. 
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The energy consumption of the system is analysed by considering different op-

eration modes of the ONN within the end-to-end system. Here one can consider 

three scenarios: (1) E/O/E with one linear layer (E/O/E), (2) All-Optical with one 

complete layer (AO-1L), (3) All-Optical with multiple layers (AO-TL), where T 

stands for T layers. In the E/O/E approach, the optical chip is used to calculate 

linear matrix multiplication, while the nonlinear function is realized on the DSP, 

with the data received at the PDs. In the all-optical approaches, the nonlinear 

function is co-integrated with the linear optical neuron, and the output (at each 

layer output for the AO-1L case, or at the end of the complete multiple-layer NN 

for the AO-TL case) is obtained via linear PDs. A more general ONN with N-

inputs M-outputs and T-layers is now analysed, including the end-to-end system 

performance, for these three different operation modes. The operations executed 

by the ONN systems are different for these cases, depending on if a single layer 

or multiple layers are implemented. For the single-layer implementations, as in 

cases (1) and (2), the DNN needs to be decomposed into layers and analysed layer 

by layer, which is not necessary in case (3) for the same network implementation.  

For the inference of a trained DNN, the data and weight matrix are loaded to 

the FPGA via the interface with a computer. The FPGA generates the electrical 

patterns as well as the weight control currents, which feed to the modulator DACs 

and the weight DACs and drivers, respectively, as shown in Fig. 3.9. The electri-

cal patterns are imprinted on the laser beams and sent to the optical neural net-

work chip. The chip is controlled with the analogue currents coming from the 

respective DACs and amplified at the drivers, with which the matrix multiplica-

tions are calculated. For the E/O/E case, the detected linear output is converted 

into digital signals by the ADCs, then the DSP unit processes the signals execut-

ing the nonlinear transfer function. The outputs are then sent back to the FPGA, 

which generates the patterns for the next layer. The next layer follows the same 

procedure. At the output layer, the outputs of the last layer nonlinear functions 

will be further processed by the FPGA and compared with the reference labels to 

provide the final prediction which is then passed to the computer. Therefore, the 

power consumption of the E/O/E single-layer system can be calculated as:  

𝑃𝐸 𝑂⁄ 𝐸⁄ =  𝑁 × 𝑃𝑇𝑥 + (𝑁 ×𝑀) × 𝑃𝑤  

+ 𝑀 × (𝑃𝑅𝑥  +  𝑃𝑒𝑁𝐿 + 𝑃𝑐𝑡𝑟𝑙), (3.1)
  

where PTx is the power of transmitter per channel, Pw is the power for each 

weighting, including the power of DAC and the current driver for the ONN, PRx 

the power of receiver, PeNL the power for the electrical nonlinear function and Pctrl 

the power of the control.  
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For the all-optical single layer case AO-1L, the procedure is similar to the 

E/O/E case, with the only difference that the nonlinear function is co-integrated 

on the optical chip. Therefore, the DSP does not carry out the nonlinear function 

calculation and only calculates the final accuracy at the output layer. Hence, the 

power of the AO-1L system can be calculated as: 

𝑃𝐴𝑂− 𝐿 =  𝑁 × 𝑃𝑇𝑥  + (𝑁 ×𝑀) × 𝑃𝑤  

+ 𝑀 × (𝑃𝑜𝑁𝐿 + 𝑃𝑅𝑥 + 𝑃𝑐𝑡𝑟𝑙), (3.2)
 

where PoNL is the power of the photonic nonlinear function. 

Finally, for the all-optical T layer case AO-TL, the FPGA and DSP are not 

required to process and update the inputs and weights for the next layer but the 

DSP will calculate the loss and accuracy based on the final outputs and the refer-

ence labels. Therefore, the power consumption of the AO-TL system can be cal-

culated as: 

𝑃𝐴𝑂−𝑇𝐿 = 𝑁 × 𝑃𝑇𝑥 + (𝑁 ×𝑀 × 𝑇) × 𝑃𝑤
+ 𝑀 × 𝑇 × 𝑃𝑜𝑁𝐿 +  𝑀 × (𝑃𝑑  +  𝑃𝑐𝑡𝑟𝑙). (3.3)

 

TABLE 3.1 Components in the optical neural network system 

Components O/E/O AO-1L AO-TL Unit P (mW) Ref. 

Tx 

Laser N N N 150 [89] 

Mod. N N N 20 [90] 

DACs N N N 25 [91] 

ONN 

Weight 
Elements 

N×M N×M N×M×T 30 S2.2 

DACs N×M N×M N×M×T 25 [91] 

o-NL - M M 150 S3.2 

Rx 

PDs M M M 5 [92] 

ADCs M M M 25 [91] 

e-NL M - - 200 [87] 

Ctrl 

Accuracy 

Cal. Unit 
M M M 200 

[87] 

FPGA M M M 200 
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The required number of components of the three different scenarios and the 

power values used in the system power analysis are listed in TABLE 3.1. These 

values are considered when using state-of-the-art components that fit into the 

scheme of the SOA-based all-optical neural network structure as described in sec-

tion 3.1.  

Considering the delays related to all the components, the total time for the 

E/O/E system to execute one epoch can be specified as: 

𝑡𝐸 𝑂⁄ 𝐸⁄  =  𝑇 × (𝑆𝑁/𝑓𝑇𝑥  + 1/𝑓𝑇𝑥  +  𝑡𝑇𝑥  + 𝑡𝑜𝐿𝑖𝑛  

+1 𝑓𝑅𝑥⁄ + 𝑡𝑅𝑥 + 𝑆𝑁 𝑓𝑒𝐼𝑂⁄ + 𝑡𝑒𝑁𝐿  

+ 𝑡𝐹𝑃𝐺𝐴 + 𝑡𝑒−𝑖𝑛𝑡𝑒𝑟)  + 𝑡𝑎𝑐𝑐 , (3.4) 

for an AO-1L single layer system is calculated as: 

𝑡𝐴𝑂− 𝐿  =  𝑇 × (𝑆𝑁/𝑓𝑇𝑥 +  1/𝑓𝑇𝑥 + 𝑡𝑇𝑥 + 𝑡𝑜𝐿𝑖𝑛 

+𝑡𝑜𝑁𝐿 + 1 𝑓𝑅𝑥⁄ + 𝑡𝑅𝑥  + 𝑆𝑁 𝑓𝑒𝐼𝑂⁄  

+ 𝑡𝐹𝑃𝐺𝐴 + 𝑡𝑒−𝑖𝑛𝑡𝑒𝑟) + 𝑡𝑎𝑐𝑐 , (3.5) 

 

and for an AO-TL multi-layer system is: 

𝑡𝐴𝑂−𝑇𝐿 = 𝑆𝑁 𝑓𝑇𝑥⁄ + 1 𝑓𝑇𝑥⁄ + 𝑡𝑇𝑥 +  𝑇 × (𝑡𝑜𝐿𝑖𝑛 + 𝑡𝑜𝑁𝐿)

+1 𝑓𝑅𝑥⁄ + 𝑡𝑅𝑥 + 𝑆𝑁 𝑓𝑒𝐼𝑂⁄

+ 𝑡𝐹𝑃𝐺𝐴 + 𝑡𝑒−𝑖𝑛𝑡𝑒𝑟 + 𝑡𝑎𝑐𝑐 , (3.6)
 

where SN is the number of samples per epoch at the input of each layer, and fTx, fRx 

are the speed of the transmitter and receiver, respectively, tTx , toLin, toNL, tRx, teNL 

and te-inter are the time delay from the transmitter, the optical linear unit, the optical 

nonlinear unit, the receiver, the electrical nonlinear function and electrical inter-

connection, respectively, tFPGA is the computational time for the FPGA to generate 

the patterns and the current values for the weights and tacc is the computational 

time of the DSP for the accuracy calculation. The average total energy consump-

tion for epoch can be expressed as Esyst = Psyst∙tsyst, where Esyst is the total energy 

consumptions for the whole neural network system per epoch, tsyst is the time for 

computing one epoch of samples and Psyst is the total power of the end-to-end 

system, all calculated respectively for the 3 operational system cases.  

The energy consumption for the optical MAC operation, i.e. the synaptic oper-

ation, depends on the number of controlled elements which provide the weights, 
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if only the optical engine is considered. Here the same weighting elements is con-

sidered, i.e. the SOAs, for which the power is 30 mW on average per weight, 

excluding the DACs. Therefore, for an operational input data rate of 10 GHz, the 

resulting power consumption for one MAC is 3.0 pJ/MAC and 5.5 pJ/MAC if  the 

weight DACs is included. However, this estimation misses the contribution of the 

transceiver, the overall electrical controller, the receiver and the off-chip compu-

tations. Therefore, the end-to-end system power and the total computational time 

should be considered to obtain the real performance metrics of the optical neural 

network. For an N-input M-neuron T-layer DNN, the total number of MAC op-

erations is SN×M×N×T. Hence, the effective energy consumption – effective as it 

includes the end-to-end system overall contribution – per MAC operation is the 

total power of the specific end-to-end system times the total time to execute one 

epoch, over the total number of MAC operations: 

𝐸𝑀𝐴𝐶−𝑒𝑓𝑓  =  𝑃𝑠𝑦𝑠𝑡 × 𝑡𝑠𝑦𝑠𝑡 (𝑆𝑁 ×𝑀 ×𝑁 × 𝑇)⁄ . (3.7) 

TABLE 3.2 Computing time of the components in the system 

symbol description value Unit 

N Max. Synapsis number in a neuron 64  

M Max. Neuron number per layer 64  

T Max. Layer number 10  

SN Input sample number 104  

fTx/Rx Speed of optical transmitter/receiver 10 GHz 

tTx Time delay, transmitter 5 ps 

toLin Time delay, optical linear unit 10 ps 

toNL Time delay, optical nonlinear unit 20 ps 

tRx Time delay, receiver 2 ns 

teNL Time delay, electrical NL unit 3 ns 

te-inter Time delay, electrical connection 100 ns 

feIO Speed, I/O connection, FPGA 10 GHz 

tFPGA Time, signal processing of FPGA 3 ns 

tacc Time, acc./loss calculation of FPGA 6 ns 
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The delays and computational speed for different components are listed in 

TABLE 3.2. The values used in the calculations are considered based on off-the-

shelf components. In particular, all optical delays are obtained from the actual 

path length, while all the electrical delays are related to the processing clock time 

of the off the-shelf electronics. 

Firstly, the size scaling of the optical neural network is investigated. As men-

tioned in section 3.2, the network is considered to be scaling up with M=N, i.e., 

this energy analysis is done with respect to a quadratic scaling of the network. 

When the increasing number of neurons M, the splitting loss will increase. As a 

consequence, it compensates these losses with additional laser power by increas-

ing N, the input channel number. From Table 3.2, it is clear that the largest DNN 

that under investigation is an M×N×T DNN with a maximum number of 64 input 

×64 neuron/layer × 10 layers.  Fig. 3.10 illustrates the EMAC-eff obtained from the 

 

Fig. 3.10 The system energy consumption per MAC, EMAC-eff. (a) the EMAC-eff obtained when 

changes the synapses number N (solid), and layer number T (dashed); (b)the EMAC-eff (solid) 

and total computing time (dash-dot) vs. input sample numbers SN; (c)the EMAC-eff (solid) and 

total computing time (dash-dot) vs. speed of transceiver; (d)the EMAC-eff calculated (solid) and 

total computing time (dash-dot) when changing the power of weighting elements Pw; for the 

E/O/E (blue), AO-1L (red), and AO-TL(black) neural network.  
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equations (3.1)-(3.7) for different system modes of operation and looking at dif-

ferent parameters.  

Fig. 3.10a illustrates the energy consumption per MAC operation when in-

creasing the number of synapses per neuron, N, with layer number T=10 (solid 

lines) and increasing the layer numbers T when fixing M=N=64 (dashed lines). 

The EMAC-eff for the multi-layer DNN is inversely proportional to the number of 

synapses for all the cases. The EMAC-eff for E/O/E (in blue) and AO-1L (in red) are 

very close, as in both cases the FPGA and transmitter for the signal processing 

and pattern regeneration, respectively, notably increase power consumption as 

well as computing time after each layer. The EMAC-eff tends gradually to the as-

ymptotic value of 14 pJ/MAC. The lower limit of energy consumption is set by 

the power consumption at the transmitter side and at the weighting elements (this 

power relates to the weight unit power, therefore it does not depend on the syn-

apses number). For the AO-TL neural network system, avoiding the electronics 

to optics to electronics conversions when moving layer by layer, the computing 

time gets reduced considerably: The rate of change of the EMAC-eff is faster than for 

the E/O/E and AO-1L cases, and reaches 12 pJ/MAC for a number of 64 synap-

ses/neuron. If the FPGA was replaced with an ASIC with optimized designs to 

reduce the power consumption, the effective energy consumption would have not 

been changed dramatically since, in these particular large-scale network systems, 

the elements for the control of the weight represent the main contribution. Always 

in Fig. 3.10a, one can observe that the number of synapses per neuron in the sys-

tem with single layer implementations should be greater than 20 for case (1), and 

greater than 18 for case (2), in order to guarantee an EMAC-eff down to 20 pJ/MAC, 

while for the AO-TL neural network this value is only 6. On the other hand, the 

dashed lines plot the EMAC-eff with respect to the number of layers when the syn-

apses number N is 64. The EMAC-eff is in general very flat for all 3 cases. The dif-

ference among the single layer cases, E/O/E (1) and AO-1L (2), with the multi-

layer case, AO-TL (3) is set by the synapse number: a bigger difference is ex-

pected for a smaller synapse number.  

All the graphs in Fig. 3.10a tend to an asymptotic value because the lower limit 

is bound to the energy consumption on each synapse control component for 

M=N>64 and T>10. Hence, all the other investigations are carried out for 

M=N=64 and T=10, while changing other parameters like the input sample num-

ber SN, the speed of the transceivers fTx/Rx and the power of the weighting elements 

Pw. Fig. 3.10b presents the EMAC-eff and the total computing time when changing 

input sample numbers. The power efficiency only slightly decreases with varying 

the input sample numbers from 10k to 100k (solid lines) for two reasons: the EMAC-

eff is calculated on each MAC operation of each sample and the total processing 
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time for computing (dashed lines) increases linearly from 20 to 200 µs for the 

single-layer E/O/E and AO-1L neural network. The computing time for the AO-

TL neural net case, instead, is at least 10 times faster. On the other hand, Fig. 

3.10c shows the EMAC-eff as a function of the transmitter and receiver operation 

frequency. The energy consumption can be decreased 5 pJ for all the cases, when 

increasing the speed of the transmitter and receiver from 10 to 100 GHz, due to 

the reduction of the total computing time. Improvements of the SOA performance 

are though needed to enable high-speed all-optical signal processing: This is con-

sidered possible when exploiting concepts like quantum dot SOAs [93] or SOAs 

with carrier reservoir layer [94], for which carrier recovery times down to 0.5-10 

ps have been demonstrated, which can facilitate operation bandwidth up to 100 

GHz. 

Finally, by tuning the power of the biased weighting elements, the energy con-

sumption for 64-input 64-neuron 10-layer implementation with a transceiver 

speed of 10 GHz can be evaluated. Fig. 3.10d illustrates the resulting EMAC-eff when 

changing the power of the weighting elements from 0 to 30 mW (solid lines). The 

energy consumption per MAC rises linearly with the weight power from 8 to 14 

pJ for the single layer cases, and from 6 to 12 pJ for the AO-TL DNN, so that the 

use of an all-optical multi-layer network gives a 14% improvement in effective 

energy consumption per MAC, with respect to E/O/E and the AO-1L implemen-

tations. In addition, the dashed lines show the EMAC-eff for the case when non-vol-

atile weighting element is used, such as phase change materials [51]: For single-

layer cases, the power consumption is 2.4 pJ/MAC, while for the AO-TL an en-

ergy consumption as low as 0.7 pJ/MAC is calculated. This energy is non-zero 

because of the transceiver and the post-processing on the FPGA, as shown in 

equations (1)-(3) (setting Pw=0 and PDAC=0). This result suggests that the current 

control of the weighting elements contributes 5.3 pJ/MAC more for all the cases 

and that the SOA weighting consumes 6.3 pJ/MAC (obtained subtracting the en-

ergy consumption at 0 mW from the energy consumption at 30 mW). When sub-

stituting volatile and current biased elements with non-volatile elements in the 

AO-10L neural network, it shows up to 94% energy saving for each MAC oper-

ation. In any case, the energy consumption for AO-TL neural network outper-

forms single-layer neural network system implementations.  
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3.5. Conclusion 

The performance of an all-optical neural network structure is analysed with 

WDM connectivity and SOA-based all-optical neurons. The linear neural net-

work can be easily scaled as a function of WDM signals for multi-synapsis neu-

rons: the linear processing unit can scale up to 64 synapsis with a large input 

dynamic range under neglectable error introduction. The monolithically inte-

grated all-optical neuron is fully integrated and experimentally demonstrated ex-

ploiting an SOA XGM WC-based optical nonlinear function. The performance of 

the integrated all-optical neuron is 10% better than the hybrid case. The all-optical 

neural network is simulated with noise induction for benchmarking the inference 

of the noisy DNN with MNIST handwritten digits classification. The results show 

that when working with 10 Giga sample/s inputs, the computing speed is about 

20 times faster than the state-of-the-art electronic GPU, while guaranteeing a best 

case accuracy decrease of accuracy of only 5%. Note that this investigation is 

done considering only a static noise modelling, where the noise is added layer by 

layer but a truly noise modelling is not considered, which is instead done in Chap-

ter 4 to predict the ultimate scalability. 

Further, an FPGA controlling and DSP unit with DACs and ADCs and trans-

mitters and receivers, is introduced to emulate the complete end-to-end system. 

The energy consumption is analysed on a system level and take into account all 

components utilized in the system when an N-input M-neuron T-layer DNN is 

implemented. The calculation results show that the energy per MAC operation 

for an all-optical connected multi-layer DNN outperforms the signal-layer DNN 

system. The energy efficiency is constrained by the speed and power consumption 

on the electronic side when increasing the number of synapses/neuron, but still it 

performs about 4 times better than state-of-the-art GPUs at the server level [83], 

excluding the energy for the cooling. 
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Appendix 3.A. Preliminary assessment of Monolithically 

Integrated AON 

In this appendix, the preliminary assessment of the AON is demonstrated. The 

feed-forward neural network considered consists of a network of concatenated 

layers of neurons, where information travels from the left to the right side. The 

conceived all-optical deep neural network architecture is showed in Fig. 3A.1a. 

Each neuron (as in the grey box) receives at its input a number of different wave-

length signals and it gives as output a signal coded into yet another wavelength. 

The output of this neuron, together with the outputs at the other neurons of the 

same layer, are then sent to the next layer of neurons for further processing, and 

so on and so forth.  

In this experiment, the full photonic integrated neuron is realized by using a 

combination of arrayed waveguide gratings (AWGs) and semiconductor optical 

amplifiers (SOAs) technology. Fig. 3A.1b shows the schematic of the imple-

mented photonic neuron. The neuron processes N wavelength division multi-

plexed (WDM) signals. After pre-amplification, the signals enter a de-multiplexer 

which allows access to the individual channels. These are weighted by using the 

gain variation of multiple SOAs, then a multiplexer combines back all the 

 

 

Fig. 3A.1 (a) Representation of the all-optical deep neural network, with white circles being 

the neurons. (b) Scheme of the implemented monolithically integrated neuron. (c) Mask de-

tails of the chip. WC=wavelength converter. CW= continuous wave.  
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wavelength signals. The weighted WDM signals undergo the SOA-based wave-

length converter (SOA-WC), which is employed as optical activation function. 

The tunable laser is co-integrated in the photonic chip. The SOA-WC converts 

all-optically the multi-wavelength signal total power into one single wavelength, 

which represents the neuron output. Although in this first demonstration the SOA-

WC provides an inverted signal at its output, an SOA-MZI scheme can be used 

in the future as non-inverted WC [56].  

Fig. 3A.1c illustrates the mask details of the complete on-chip integrated neu-

ron which includes the weighted addition circuitry and the SOA-WC. The input 

WDM signals are first amplified by a pre-amplifier and a booster SOA, and then 

sent to the weighted addition circuitry, composed of two 1×8 AWGs, and eight 

950 µm long SOAs. The first 1×8 AWG operates as wavelength de-multiplexer, 

the second one operates as wavelength multiplexer. Both AWGs are designed 

with free spectral range (FSR) of 2.4 nm. Setting the injection current of the 8 

SOAs determines the weight of each of the input data. The WC is based on cross-

gain modulation [78], with a 2 mm long SOA and a tunable coupled-cavity laser 

(TL). The TL, centered at 1549.0 nm, provides 0 dBm optical power. Each of its 

cavities incorporates a gain section for laser actuation and a phase-tuning section 

for the laser tunability [76]. The chip employs a combination of SOAs at its input 

side to increase the SOA linear range. The broadband operation of the SOA ena-

bles the weighting of any wavelength in the C-band. The 4.6×2 mm2 fabricated 

photonic integrated chip has been processed via an InGaAsP/InP multi-project 

wafer run.  

3A.1 Experimental setup 

The experimental set up to assess the operation of the monolithically integrated 

photonic neuron and a micrograph image of the chip are shown in Fig. 3A.2. Four 

input data at λ1=1544.0 nm, λ2=1546.0 nm, λ3=1551.0 nm and λ4=1554.0 nm are 

multiplexed and modulated by an optical modulator driven by an NRZ PRBS sig-

nal produced by an arbitrary waveform generator at 2 Gb/s. The modulated WDM 

signals are amplified by an EDFA, de-correlated and synchronized by using var-

ied-length fibers and tunable time delays. Polarization control is performed on 

each channel to maximize SOA gain on chip. The WDM signals are then input to 

the PIC port 1 via a lensed fiber. The neuron optical output is filtered by a 0.4 nm 

bandpass filter, centered at the tunable laser central wavelength and detected by 

an AC coupled PD (DSC-R402APD) and a Digital Phosphor Oscilloscope (DPO, 

Tektronix), where the time traces are digitized and recorded. The input SOA and 
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the WC SOA are set at 90 mA and 120 mA, respectively. For this first demon-

stration, 4 SOAs (SOA1 to SOA4 in Fig. 3A.1c) are biased with different currents 

controlled via a multi-current controller (Thorlabs), in order to assign the gain 

value which acts as a weight factor to the corresponding input data. But eight 

inputs are also possible. 

The characterization of the all-optical photonic integrated neuron is carried out 

to calculate its processing accuracy. This is done by calculating the normalized 

root mean square error (NRMSE), i.e. the discrepancy between the measured and 

expected results at the neuron output, which is a number between 0 and 1. The 

lower the NRMSE, the better the accuracy.  

3A.2 Experimental results 

Firstly, one input channel is inserted to the neuron (Fig. 3A.3a) to optimize the 

wavelength converter operation as an integrator and non-linear function. Fig. 

3A.3b shows the output of the photonic neuron after the SOA-WC: The measured 

output (blue line) is good matching to the expected inverted signal (red line), with 

an NRMSE of 0.13 (87% of accuracy). This experimental accuracy can be im-

proved by increasing the optical input power budget and removing un-necessary 

sources of noise, but it is already comparable to the accuracy of a digital computer 

with 64-bit resolution in neural network implementation.   

 

 

Fig. 3A.2 Experimental setup for the assessment of the photonic integrated neuron. OSA = 

optical spectrum analyser. 
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The input power of the modulated optical data (probe signal) to the wavelength 

converter is critical for the cross-gain modulation: There is an optimum value of 

probe optical power for the system performance. Therefore a power optimization 

procedure is investigated. The booster SOA is tuned in a 26 mA range to optimize 

the total optical power of the input modulated data fed into the SOA-WC. Fig. 

3A.4a shows the error variation obtained while tuning the injection current at the 

booster SOA. There are two regions where the final accuracy is visibly degraded, 

which distinguishes an optimal operational regime where the NRMSE reaches its 

minimum. Fig. 3A.4b shows the measured output signal (blue line) and the 

 

 

Fig. 3A.3 (a) Single input channel. (b) Measured (blue) and expected (red) neuron output. An 

error of 0.13 is calculated.  

 

 

 

Fig. 3A.4 Optimization of the probe power to the wavelength converter SOA by tuning the 

current injection in the booster. (a) NRMSE vs. Current in the booster. (b) Time traces at 

injection currents of: (i) 7mA, (ii) 11mA and (iii) 20 mA. 

 

 



Appendix 3.A. Preliminary assessment of Monolithically Integrated AON 81 

 

expected signal (red line) for the cases where the injection current of the booster 

SOA is set to 7 mA, 11 mA and 20 mA, resulting into an error of 0.15, 0.13, 0.19, 

respectively. The lower peak-to-peak values obtained for low current values (Fig. 

3A.4b (i)), i.e. lower probe optical powers, are caused by the low carrier-to-noise 

ratio. At higher power level (Fig. 3A.4b (iii)), an increase in the probe optical 

power increases its contribution to the gain saturation effect, thereby reducing the 

conversion efficiency. The optimized current is found to be 11 mA (Fig. 3A.4b 

(ii)).  

Once the optimal input power to the wavelength converter is found, the full 

photonic neuron operation with 4 WDM input data is tested as shown in Fig. 

3A.5a (total input power of -6.5 dBm). Fig. 3A.5b illustrates the optical spectrum 

at the chip output, where the peaks from left to right are at wavelength λ1, λ2, λTL, 

λ3 and λ4, (total unfiltered output power of -4.1 dBm) for a net on-chip gain of 

11.4 dB. The different peak powers of each wavelength signal are due to the dif-

ferent weights assigned to each individual WDM signal by changing the gain of 

the SOA1 to 4. The measured photonic neuron output after being filtered and after 

the O/E conversion is shown in Fig. 3A.5c (blue line). The expected results are 

also reported (red line) in order to estimate the accuracy of the fully integrated 

photonic neuron. The calculated NRMSE of the neuron for 4 channel input is 0.11 

(89% accuracy).  

The error becomes slightly smaller as the total input signal power is increased, 

as the associated signal to noise ratio (SNR) is also improved. Furthermore, the 

 

 

Fig. 3A.5 (a) The four input channels. (b) Un-filtered output spectrum. (c) Filtered and de-

tected time traces at the neuron output for four channel WDM input processing. 
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response of the optical neuron is measured when increasing the input signal data 

rate. In Fig. 3A.6a, the error gradually increases from 0.11 to 0.18 with the in-

crease of the four input channel data rate from 2 Gb/s up to 10 Gb/s (filled sym-

bols). This trend is in line with the carrier dynamics of both the booster SOA and 

WC SOA. From the measurement results, the ‘-1’ levels appear to present over-

shooting, which is possibly due to the nonlinear effects at the booster SOA, as 

this effect increases while increasing the booster SOA injection current. The time 

traces also show smoother rising edge when the signal symbol changes, which is 

due to the carrier lifetime of the wavelength converter SOA. Fig. 3A.6a also in-

cludes the error variation (empty circles) when 1, 2 and 4 channels are input to 

the optical neuron. Fig. 3A.6b depicts the net on-chip gain (filled circles), and if 

the external filter was co-integrated (empty circles), as a function of the number 

of input channels. The net on-chip gain is calculated considering 11 dB fiber-to-

chip total coupling losses. Both the final accuracy and the on-chip gain improve 

while increasing the number of input channels. A higher number of input channels 

has offered a higher probe optical power to the wavelength converter, resulting in 

improved conversion efficiency for the used current settings. 

 

 

 

 

Fig. 3A.6 (a) Error evolution when increasing the input data-rate (filled circles) and the num-

ber of input channels (empty circles). (b) On-chip gain (filled circles), and if the external 

filter was co-integrated (empty circles) as a function of the number of input channels.  

 



 

 

Chapter 4  
 

Noise Evolution and Scalability Investigation 

of SOA-based AONN  
 

In this chapter, the noise evolution and scalability of the proposed SOA-based 

AON is investigated as a function of multi-wavelengths and multi-layers by with 

noise modelling. The noise evolution along with the processing of the optical sig-

nal is of fundamental importance to evaluate the performance of the AON against 

the input noise and therefore to determine the scalability of the AONN in terms 

of multi-wavelength input and multi-layers. A noise model is developed to simu-

late the response of the AON, and an experimental emulation of the scaling of the 

AONN is demonstrated to analysis the capability of the AONN with the model. 

The noise modelling of the SOA-base all-optical neuron is explained in section 

4.1. The experimental emulation of the AONN is demonstrated in section 4.2, the 

error evolution emulated layer after layer, and the network scalability is predicted 

in terms of its own height and depth.  

4.1. Noise Modelling of All-optical Neuron 

To understand the performance of the AONN at large scale, a noise model is 

needed to emulate the cascade of many layers, as well as the increasing number 

of input channels. A B2B measurement at the APD is necessary to determine its 

equivalent OSNR and to use it as a reference to estimate the layer OSNR.  

The NRMSE at the APD can be estimated as (see Appendix 4.A): 

𝑁𝑅𝑀𝑆𝐸 = √𝑁𝑒/𝑆, (4.1) 

where Ne is noise of the photodetector, and S is the detected signal span of the 

optical signal. By setting the input optical signal span power as constant, firstly 

an empirical relation between the spontaneous emission source noise and the error 

on the time traces is derived (see Appendix 4.A): 

𝑁𝑅𝑀𝑆𝐸 = √𝑐 𝐼𝑠𝑝
 + 𝑐 𝐼𝑠𝑝 + 𝑐 , (4.2) 
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where Isp is the spontaneous emission noise at the APD, and c1, c2  and c3 are the 

coefficients related to the spontaneous-spontaneous beating noise, signal-sponta-

neous beating noise and thermal noise over the fixed signal power, calculated 

from equation (4A.14) – (4A.16) in Appendix 4.A. One can now determine the 

noise level for a given NRMSE value using the inverse relation of equation (4.2), 

therefore estimating the equivalent OSNR at the neuron output. This reference 

NRMSE can be measured with B2B measurements. 

To estimate the performance of the AON, the noise accumulation along with 

its propagation in the AON is considered. The AON includes 3 stages of SOAs: 

pre-amplifier, weighting SOAs and WC-SOA, each contributing to the noise 

build up along with the signal propagation through the neuron. The noise from 

the SOAs is obtained once given the inversion parameter nsp and the single-pass 

signal gain G. Moreover, G is defined by the relation between input power and 

output single-pass signal gain (see equation (4B.4) in Appendix 4.B).  

When analysing the nonlinear transformation with SOA, it is important to note 

that the input power to the WC-SOA is too weak to enable four-wave-mixing 

effect [95]. Since a carrier lifetime τ for the WC-SOA is estimated to be about 

200 ps [71], the FWM effect is neglectable when detuning between the probe and 

pump channel is Δ𝑓 ≫ 1 (2𝜋𝜏⁄ )  ≈ 1GHz. The experimental work in this paper 

is carried out with channel spacing of 400 GHz and simulations are implemented 

for 400 and 100 GHz, which is far greater than 1 GHz and results in a conjugate 

signal generated by FWM <  64 dBm.  

To estimate the noise at the output of the WC-SOA, considering the contribu-

tion from the input signals and spontaneous noise at the WC-SOA input, as well 

as the ASE generated by the WC-SOA itself, the spontaneous emission density at 

the neuron output with WDM inputs is defined as [96]: 

𝜌𝐴𝑆𝐸 =  𝜂𝑖𝜌𝑠𝑠𝑒,𝑖 + �̃�𝑖𝜌𝑤𝑐−𝐴𝑆𝐸,𝑖 , (4.3) 

with 

𝜂𝑖 = |𝑃𝑖 (𝑃𝑇 𝑖) ∙⁄ 𝐹(𝐿)|, (4.4)  
�̃�𝑖 = 𝜂𝑖 𝐺⁄ , (4.5)  
 𝑖 = 𝑝𝑖 𝑝𝑇⁄ , (4.6) 

𝑝𝑇 = ∑𝑝𝑖 ,    𝑃𝑇 = ∑𝑃𝑖 , (4.7)  
where 𝜌𝑠𝑠𝑒,𝑖  and 𝜌𝑤𝑐−𝐴𝑆𝐸,𝑖 are the spontaneous source emission (SSE) density at 

the input of WC-SOA and amplified spontaneous emission density from WC-

SOA for the i-th input WDM channel. 𝜂𝑖,  𝑖, 𝑝𝑖, and 𝑃𝑖 are conversion efficiency, 

weighting factor, small signal modulation and the averaged optical power for the 

i-th input channel, respectively. Note in equation (4.3), the CW laser channel (0-

th channel) is included and 𝜂0 = �̃�0 = 1. 𝐹(𝐿) is a function of 𝑃𝑇when the length 
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L of the SOA is fixed [97],[98] (see equation (4B.4) in Appendix 4.B). The satu-

rated gain is assumed to be the same for all the input signals for simplified calcu-

lation with the dense WDM input signal within the gain bandwidth of the WC-

SOA. The first term in equation (4.3) represents the noise conversion from the 

input noise and the second term shows the internal ASE contribution of the WC-

SOA.  

In equation (4.3), 𝜂𝑖, �̃�𝑖, 𝜌𝑠𝑠𝑒,𝑖 and 𝜌𝐴𝑆𝐸,𝑖 need to be given to calculate the out-

put ASE. The conversion efficiency 𝜂𝑖and �̃�𝑖can be determine by working out 

F(L) in equation (4.4), in which the unsaturated gain G0, saturated power Psat  and 

normalized waveguide loss α' should be given. They can be found by measuring 

the SOA gain as a function of the input power and fitting the curve via the equa-

tion (4B.4).  

The input SSE density 𝜌𝑠𝑠𝑒,𝑖 at the input of WC-SOA can be changed by tuning 

the neuron input OSNR, with the total gain provided from the pre-amplifier SOA 

(indicated with pre) and the weighting SOAs (indicated with w), with the total 

loss coming from the passive components such as splitters and AWGs. However, 

the ASE density from the pre-amplifier and the weighting-SOAs, 

𝜌𝑝𝑟𝑒/𝑤−𝐴𝑆𝐸  ,can be estimated by measuring the neuron output spectrum when the 

OSNR at the neuron input is maximum, in this experimental case OSNR = 55 dB, 

and then subtracting the amplification coming from the WC-SOA. Moreover, the 

𝜌𝑝𝑟𝑒/𝑤−𝐴𝑆𝐸  can be determined as a function of the input channels considering the 

gain and noise changes when tuning the input channel numbers and the relative 

input OSNR. Since the pre-amplifier SOAs and weighting SOAs are always 

working in the linear regime, the relative variation of gain and noise are supposed 

to be small. The noise density at the centre wavelength 𝜆𝑐  for the pre-/weight 

SOAs and WC-SOA are modelled by [99]:  

𝜌𝐴𝑆𝐸,𝑐 = ℎ𝜈𝑐{𝑛𝑠𝑝[𝐺  1] + 𝑏𝑠𝑝(𝑃𝑇 𝑃𝑠𝑎𝑡⁄ ) ln(𝐺0)}, (4.8) 

where ℎ is the plank constant, 𝜈𝑐 is the optical frequency of centre wavelength of 

the SOA, 𝑛𝑠𝑝 is the inversion parameter for spontaneous emission, and 𝑏𝑠𝑝 is the 

inversion parameter related to the noise saturation. Note that these parameters 

may differ for pre-amplifier/weight SOAs and WC-SOAs due to different lengths, 

current densities, qualities, and properties of SOAs used in the experiment. They 

can be found by measuring the specific SOA noise versus input power. The WC-

SOA output noise density of the i-th channel 𝜆𝑖 can be approximated by a second-

order polynomial in logarithm [100]: 

log (𝜌𝐴𝑆𝐸,𝑖) = (𝑎 (𝜆𝑖  𝜆𝑐)
 + 𝑎 (𝜆𝑖  𝜆𝑐) + 1)log (𝜌𝐴𝑆𝐸,𝑐), (4.9) 

where the maximum ASE is at the centre wavelength. Equation (4.8), (4.9) are 

the general noise models for SOAs, for respecting the ASE generation from pre-
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amplifier SOA, weight SOA, and WC-SOA. Hence, the ASE values for centre 

wavelength can be denoted as 𝜌𝑝𝑟𝑒−𝐴𝑆𝐸,𝑐 , 𝜌𝑤−𝐴𝑆𝐸,𝑐  and 𝜌𝑤𝑐−𝐴𝑆𝐸,𝑐 . And their 

corresponding i-th ASE density as 𝜌𝑝𝑟𝑒−𝐴𝑆𝐸,𝑖, 𝜌𝑤−𝐴𝑆𝐸,𝑖 and 𝜌𝑤𝑐−𝐴𝑆𝐸,𝑖. Equation 

(4.8) can be obtained by measuring the ASE from WC-SOA as a function of the 

neuron input power curve, while equation (4.9) can be obtained by measuring the 

output optical spectrum. Therefore, the spontaneous source emission noise at the 

WC-SOA input is: 

𝜌𝑠𝑠𝑒,𝑖 = 𝜌𝑠𝑠𝑒0,𝑖𝐿𝑐𝐺 𝐿 𝐺𝑖𝐿 + 𝐺𝑖𝐿 𝜌𝑝𝑟𝑒−𝐴𝑆𝐸,𝑖 + 𝐿 𝜌𝑤−𝐴𝑆𝐸,𝑖, (4.10) 

where 𝜌𝑠𝑠𝑒0,𝑖 are the original SSE noise at i-th channel input, Lc, L1, and L2 are 

the losses from the coupling, output passive loss of pre-amplifier SOA, and output 

passive loss of weight SOA, respectively, including all the lossy components on 

the path.  G1 and Gi are the gain provided by the pre-amplifier SOA and i-th 

weight SOA for individual weighting. Similarly, the input signal power to the 

WC-SOA is calculated as: 

𝑃𝑖 = 𝑃0𝐿𝑐𝐺 𝐿 𝐺𝑖𝐿 , (4.11) 

where 𝑃0 is the input signal power per channel. Up to now, equation (4.2)-(4.7) 

can be used to obtain the 𝜌𝐴𝑆𝐸 at the output. After filtering, the output noise power 

of the WC-SOA is: 

𝑃𝑤𝑐−𝑆𝑂𝐴 = 𝐿𝑂𝐵𝑃𝐹𝜌𝐴𝑆𝐸𝐵𝑜, (4.12) 
where LOBPF and Bo are the loss and 3dB bandwidth of the optical bandpass filter, 

respectively. 

The NRSME can be estimated with the 𝑁𝑤𝑐−𝑆𝑂𝐴 over the optical signal power, 

considering the conversion efficiency of the optical signal (see Appendix 4.C):  

𝑁𝑅𝑀𝑆𝐸 = √(𝑐 ′𝐼𝑤𝑐−𝑆𝑂𝐴
 + 𝑐 ′𝐼𝑤𝑐−𝑆𝑂𝐴 + 𝑐 ′)/𝜂, (4.13)  

where c1’, c2’, and c3’ are the co-efficiencies for the same terms defined in equation 

3, with different values calculated in Appendix 4.C, from equation (4C.7) - (4C.9), 

and 𝜂 =  ∑𝜂𝑖, given by equation (4C.3).  

With equations (4.3) - (4.13), by tuning the input OSNR, the error evolution of 

the AONN can be determined. And with equation (4.2) we can evaluate the equiv-

alent output OSNR. Note that the input OSNR and the output NRMSE are directly 

measurable data with the experimental setup described in the section 4.2. The 

parameters used in the simulations are determined from the measurement results 

in the SOAs and photonic integrated all-optical neuron characterisation. The pa-

rameters are then used to calculate the NRMSE as a function of the number of 

input channels and of the input OSNR (or number of layers) and is then compared 

to the error evolution from the measurements.  
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Then, the condition of the noise compression for the SOA-based AON can be 

estimated. The noise generation of the WC-SOA is depended on the input noise 

source level. With the OSNR for the input of the WC-SOA, Pin/Psse, with an out-

put OSNR, Pout/PASE, the input OSNR is:  

𝑂𝑆𝑁𝑅𝑖𝑛 = 
∑𝑃𝑖
∑𝑃𝑠𝑠𝑒,𝑖

=
∑𝑃𝑖
𝐵𝑜∑𝜌𝑠𝑠𝑒,𝑖

, (4.14) 

and the output OSNR is  

  

𝑂𝑆𝑁𝑅𝑜𝑢𝑡 = 
𝑃𝑜𝑢𝑡
𝑃𝐴𝑆𝐸
=
𝐺𝑃𝑐𝑤
𝜌𝐴𝑆𝐸𝐵𝑜

. (4.15) 

For a noise suppression: 
𝑂𝑆𝑁𝑅𝑖𝑛
𝑂𝑆𝑁𝑅𝑜𝑢𝑡

≤ 1. (4.16) 

In a simple case, when 𝜂𝑖 = 𝜂/𝑀, with �̅�𝑠𝑠𝑒 =
 

𝑀
 ∑ 𝜌𝑠𝑠𝑒,𝑖 ，  �̅�𝑖𝑛 =

 

𝑀
∑𝑃𝑖  and 

�̅�𝐴𝑆𝐸 =
 

𝑀
 ∑ 𝜌𝐴𝑆𝐸,𝑖, following derivation in Appendix 4.D, it yields to,  

𝑂𝑆𝑁𝑅𝑖𝑛 ≤
𝐺𝑃𝑐𝑤  𝜂�̅�𝑖𝑛

𝜂�̅�𝐴𝑆𝐸 𝐺⁄ + 𝐺 𝜌𝑠𝑠𝑒,𝑐 + 𝜌𝐴𝑆𝐸,𝑐
∙
1

𝐵𝑜
, (4.17) 

where 𝑃𝑐𝑤 is the power of CW laser, and �̅�𝑖𝑛 is the average power of the input 

signal, G is the saturated gain of the WC-SOA. The equation (4.17) shows that it 

is possible to find an input OSNR for noise suppression if the 𝐺𝑃𝑐𝑤 > 𝜂�̅�𝑖𝑛, and 

�̅�𝐴𝑆𝐸, 𝜌𝐴𝑆𝐸,𝑐 is defined by the noise generation from the WC-SOA as shown in 

equation (4.8) and (4.9), and the noise from CW laser 𝜌𝑠𝑠𝑒,𝑐 is either defined by 

equation (4.10) in this experiment, or by the SSE of a direct coupled CW-laser to 

the WC-SOA, as shown in Chapter 3. If the input OSNR satisfies the requirement 

in equation (4.17), the output noise is compressed due to the wavelength conver-

sion and the amplification of the CW-laser power. Note 𝜂𝑖 = 𝜂/𝑀 is the result 

from equation (4.4) when input signals are equalized in power. The condition of 

equation (4.17) for un-equalized WC-SOA inputs can be obtained numerically 

with equations (4.3), (4.13) and (4.14).

4.2. Noise Evolution Emulation 

For the emulation of the neural network scalability, the performance of the neuron 

is evaluated by measuring the optical signal output with changing the number of 

input channels while the performance of the neural network with the cascade of 

layers of neurons can be evaluated with changing the input noise. In particular, 

the number of input channels to the neurons defines the connection capability 
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from all the neurons in the previous layer to the next layer. Therefore, determining 

the allowed number of input channels to a neuron is equivalent to the possible 

number of neurons per layer. This defines the height of the neural network. More-

over, for the layer scalability, the signal degradation is emulated, defined by the 

OSNR at the input and output of each layer. However, the output OSNR at the 

wavelength conversion is not measurable due to a non-observable in-band noise 

after conversion. For the sake of estimating the output OSNR, we determine the 

normalized root mean square error (NRMSE) obtained from the output time 

traces: with a given OSNR at the input, the neuron will show a level of error at 

the output, which can be reconducted to an equivalent level of OSNR at the output. 

If one can estimate the OSNR of the neuron output, this can be seen as the input 

OSNR to the next layer. By connecting the OSNR-error-OSNR relation of a neu-

ron, we can emulation the scaling of the neural layers, which defines the depth of 

the neural networks. 

To assess the error evolution of the optical signal and evaluate the performance 

of the SOA-based AONN, we use a monolithically integrated SOA-based all-op-

tical neuron. Fig. 4.1a presents the structure of the all-optical neural network with 

WDM channel interconnections consisted of multiple AONs per layer and feed 

forwarded to deeper layers. The circles represent the AONs with optical linear 

and nonlinear units for weighed addition ∑ and activation function φ, respectively. 

The M-th neuron in the t-th layer (grey box) gives an output 𝑦𝑡,𝑀 = 𝜑(∑ 𝑖𝑥𝑖), 

imprinted on λt,N, with  𝑖 and 𝑥𝑖 being the i-th weighting factor and input data, 

respectively. Fig. 4.1b sketches the schematic of the SOA-based AON, with 

WDM input and single channel output. The data is encoded as amplitudes in the 

optical carriers with different colours. The weight SOA is used to assign the 

weighting on the individual input, providing the gain to the input signal amplitude. 

Then the weighted WDM signal is multiplexed and sent to the NL-SOA. The 

summation of the weighted WDM signal is converted to a single output wave-

length, via a nonlinear transformation, which serves as the input signal to the next 

layer of neurons. 

Fig. 4.1c illustrates the experimental setup for assessing the performance of the 

SOA-based all-optical neuron (AON) and emulation of the scalability of the 

AONN. As shown in the grey box in Fig. 4.1b, the multiple inputs of the all-

optical neuron are weighted and then summated at the SOA-WC and converted 

to a single wavelength, with optical signal propagating to the next layers. The 

signal degradation defines the maximum number of input wavelengths, therefore 

limiting the number of neurons that can be used simultaneously in one layer, for 

a certain error level induced. In this paper, we use up to 7 WDM inputs, matching 

the on-chip passband wavelength defined by the arrayed waveguide grating 
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channel separation, operated at 1540.3, 1542.5 1544.8, 1549.5, 1552.1, 1554.5, 

and 1556.8 nm. These are amplitude modulated with 10 Gbit/s PRBS signal, gen-

erated by an arbitrary waveform generator. Then the input is sent to the AON 

after decorrelation and multiplexing, with a power of -17.5 dBm per channel. In 

this work, an external continuous wave (CW) laser at 1546.72 nm is multiplexed 

to the WDM inputs to replace the tunable laser on-chip, in order to achieve a 

better wavelength conversion at the WC-SOA. Previous work has shown that the 

poor sideband suppression of the on-chip laser is limiting the quality of the con-

verted output. However, this can be improved with a better laser cavity design for 

future use in the on-chip AON.  

In the AON, the optical WDM input, pre-amplified with an SOA at 60 mA, is 

de-multiplexed and weighted by the SOAs which are operating in linear amplifi-

cation, are calibrated on the previously trained weights and are controlled by a 

multi-current controller (Thorlabs, MLC8200CG), with average currents at 65 

mA. The weighted signal is then multiplexed via the arrayed waveguide grating 

 

Fig. 4.1 (a) Structure of photonic deep neural network, (b) Schematic of SOA-based All-

optical neuron, (c) Experimental setup for scalability emulation of all-optical neural net-

work. PC: Polarization Controller, OSA: Optical Spectrum Analyser, OPBF: Optical 

Bandpass Filter. 
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and fed to the optical nonlinear function, a nonlinear (NL) SOA-based wave-

length converter (SOA-WC) with current at 120 mA, which converts the summa-

tion of the weighted inputs to another channel at 1546.72 nm, by exploiting the 

XGM. In order to emulate the evolution of the optical signal propagation from 

layer to layer, a noise source is coupled to the input signal to tune the input noise 

floor.  

The converted signal is assessed after filtering it with an optical tunable filter 

with 1 nm passband width (Santec, OTF-950) and detecting it via an avalanche 

photodiode (APD) with -20 dBm sensitivity (Fiber-Photonics, APD-M-10-SMA-

FA). The time traces are recorded on a digital phosphor oscilloscope (DPO, Tek-

tronix, DSA-72004C). The performance of the neuron is evaluated by calculating 

the normalized root mean square error (NRMSE) between the measured output 

time traces and the expected time traces calculated starting from the utilized input 

time traces and the trained weighting factors (see in equation A1). 

By tuning the noise source at the input, here we used an Erbium-Doped Fibre 

Amplifier (EDFA, PriTel Inc., LNHPFA-22), tuning the driving current of the 

booster EDFA, we can obtain the error evolution at the converted output, with 

respect to the OSNR at the input. Although the in-band noise of the converted 

output is not detectable at the measured output spectrum, the NRMSE on the de-

tected electrical signal can be utilized as an indication of the OSNR at the output, 

as long as the response of the APD is determined with a back-to-back (B2B) 

measurement first to get the OSNR of the APD itself. By combining the error 

evolution measured with respect to the input OSNR together with the inverse re-

lation of the NRMSE versus the OSNR, using the B2B measurement of the OSNR 

at the APD, we can determine the equivalent OSNR at the neuron output.  

4.2.1. SOA characterisation  

To determine the total ASE 𝜌𝐴𝑆𝐸,𝑐 after WC-SOA in the converted output signal, 

using equations (4.1) and (4.2), we need to obtain the conversion efficiency 𝜂𝑖, 

the input SSE 𝜌𝑠𝑠𝑒,𝑖 and output ASE 𝜌𝐴𝑆𝐸,𝑖. Therefore, we need to measure the 

gain response of the pre-amplifier SOA, weighting SOA and WC-SOA. The gain 

and ASE for WC-SOA and pre-amplifier SOA are easily assessable because they 

are at the input and output of the chip. Since the pre-amplifier SOA and the 

weighting SOAs are identical, within the same PIC and both with 1 mm length, 

the response of the weighting SOAs will be considered to be identical to the re-

sponse of the input pre-amplifier SOA, which is assessable in the experiments. 
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To correctly represent the properties of the SOAs on chip, we use the on-chip 

SOAs as photo-detectors to measure the on-chip power after the pre-amplifier 

SOA and WC-SOA, entering from the input and output side, respectively, to de-

termine the gain profile. Fig. 4.2 illustrates the gain and ASE as a function of the 

input power at the WC-SOA. The blue triangles present the measured gain data 

and the solid blue line plots the simulated response with unsaturated gain G0 = 13 

dB, saturation power Psat = 6 dBm, and internal loss α' = 0.5, using equation (4.B4) 

in Appendix 4.B. The red circles present the output noise power measured at the 

output of WC-SOA, while the red solid line plots the simulation result using in-

version parameters nsp = 7.3 and bsp = 1 in equation (4.8). The variation of the 

noise at the output of WC-SOA is attributed to some reflections happening in the 

photonic circuit. Using the same method, the gain response of the pre-amplifier 

SOA is modelled with unsaturated gain G0,pre-SOA = 9.5 dB, saturation power 

Psat,pre-SOA = 7.8 dBm, normalized waveguide loss α'pre-SOA = 0.6, nsp,pre-SOA = 3.6 

and bsp = 1. The obtained parameters are now used for the NRMSE estimation. 

The rest of the other parameters used in the simulations is listed in TABLE 4.1. 

4.2.2. The error evolution of AON  

In this section we want to analyse the error evolution for a single neuron and 

validate this via experimental results. For this reason, the time traces of the con-

verted signal are recorded from the output of the PIC after 1 nm optical bandpass 

filter. These are then compared to the expected time trace calculated with the 

input reference signals multiplied by the calibrated weighting factors. In Fig. 4.2 

 

Fig. 4.2 (a) The gain (blue) and ASE power (red) vs. input power at WC-SOA, from 

experiments (scatters) and simulation (solid line) .(b) The times measured (blue lines) at 

the output of all-optical neuron with 7 channel input, and the input OSNR setting at 18.0, 

20.5, and 40.5 dB, com-pared to the expected (red lines) time traces calculated from 

weighed addition. 

b)a)
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TABLE 4.1 Simulation Parameters 

symbol description value Unit 

GRx Electrical gain at receiver 15.3 dB 

Mapd Multiplication factor, APD 10  

Rapd Responsivity, APD 0.7  

Fe Noise figure, Electrical amplifier 15 dB 

Be Electrical bandwidth, APD 10 GHz 

Bo Optical Bandwidth 125 GHz 

Ps0 B2B reference input power -15 dBm 

Nth Receiver thermal noise 4.45×10-8 A2 

r Input optical extinction ratio 15 dB 

G0 unsaturated gain, WC-SOA 13 dB 

G0, pre-SOA unsaturated gain, pre/w-SOA 9.5 dB 

Psat saturation power, WC-SOA 6 dBm 

Psat,pre/w-

SOA 
saturation power, pre/w-SOA 7.8 dBm 

α' normalized waveguide loss, WC-SOA 0.5  

α'pre/w-SOA normalized waveguide loss, pre/w-SOA 0.6  

nsp, noise inversion parameter, WC-SOA 7.3  

nsp,pre/w-

SOA 
noise inversion parameter, pre/w-SOA 3.6  

bsp noise saturation inversion parameter 1  

ω Small signal modulation frequency 10 GHz 

τ Spontaneous carrier lifetime 200 ps 

a1, pre/w-

SOA 

Quadratic coefficient, pre/w-SOA -2.3×10-2 nm-2 

a1, wc-SOA Quadratic coefficient, WC-SOA -1.8×10-2 nm-2 

a2, pre/w-

SOA 

Linear coefficient, pre/w-SOA -7.3×10-3 nm-1 

a2, wc-SOA Linear coefficient, WC-SOA -1.6×10-4 nm-1 

λc,pre/w-SOA Centre wavelength, pre-SOA 1540.42 nm 

λc,wc-SOA Centre wavelength, WC-SOA 1548.70 nm 

Lc Coupling loss per facet -1.5 dB 

L1 Loss from pre-SOA to w-SOA -5.2 dB 

L2 Loss from w-SOA to WC-SOA -8 dB 

LOBPF Loss from optical bandpass filter -7 dB 

Pcw Continuous wave laser power at WC-SOA -13 dBm 

ρsse,c 
Noise power density of CW-laser at WC-

SOA 
-45 

dBm 

/0.1nm 

P0 Input signal power per channel in experi-

ments 
-17.5 dBm 
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b, the blue lines depict the recorded time traces at the output of the 7-channel 

AON after filtering. These are superimposed to the expected output time traces 

shown in red lines. The calculated NRMSE from 7-channel AON is also indicated 

when setting the input OSNR at 18.0, 20.5 and 40.5 dB, with current of booster 

EDFA at 300, 120, and 30 mA. The OSNR setting is not smaller than 18 dB 

because the recent EDFA is saturated when driving current is higher than 300 mA. 

In Fig. 4.3a, the B2B measurement at the photodetector is shown in black: The 

black solid line with crosses illustrates the NRMSE as a function of the input 

OSNR of the signal at the APD, measured by directly coupling the modulated 

signal to the receiver and setting the average optical input power at -15 dBm, 

since the output of the AON is ≥ -15 dBm after the 1 nm OBPF, in the experi-

mental conditions. A lower input power will lead to higher error for the analogue 

optical input. The crossings show the measurement results, and the solid line plots 

the fitting result, obtained using equation (4.2). The errors in the flat region are 

due to the signal-spontaneous beating noise and the thermal noise of the receiver, 

while the increasing of error obtained when OSNR <30 dB is attributable to the 

spontaneous-spontaneous beating noise at the detection. The optimal agreement 

between the measurement and the modelled curve suggest that we have an accu-

rate relation between the NRSME and the OSNR for the input signal at the pho-

todetector. Later the fitted curve is used for further interpretation of the error evo-

lution in the experiments. Obtained the B2B measurement at the APD and ex-

tracted the parameters needed for calculating the total ASE at the converted neu-

ron output signal (from section 4.2.1), we can now simulate the error evolution 

of the AON. The blue, red, green, magenta scatters and solid lines in Fig. 4.3a 

 

Fig. 4.3 (a) The measured (crosses) and simulated (solid line) NRMSE from the detec-

tion, for the back-to-back measurement at the photodetector (black), and all-optical neu-

ron with 2, 3, 4, and 7-channel inputs. (b) The equivalent output OSNR (blue) and the 

noise figure (red) when tuning the input OSNR for 2, 3, 4, and 7-channel AON. 

a) b)
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illustrate the measured and simulated errors when tuning the OSNR at the neuron 

input from 15 dB to 45 dB, for an AON with 2-, 3-, 4- and 7-channel inputs. The 

5- and 6-channel curves are not shown as they are very close to the error trend for 

7-channel input AON. When the input OSNR is >25 dB, the error stays almost 

flat, mainly due to the ASE noise coming from the WC-SOA, while a relatively 

small contribution comes from the noise at the neuron input. When the input 

OSNR is <25 dB, we can see a noticeable increase of the error, resulting in poorer 

performance of the AON, attributing to the conversion of input signal noise to the 

output channel on top of the ASE from the WC-SOA.  

The data points shown in Fig. 4.3a for all the different number of inputs chan-

nels to the neuron are calculated as a function of the input OSNR using the meas-

ured time traces as shown in Fig. 4.3a. The experimental data points show a good 

agreement with the simulations, which we will use for representing the network 

error evolution. When comparing the error trend between the error evolution of 

the AON and the error from the B2B measurement at the APD, one can see that 

the error slope after the AON is flatter than the one of the B2B measurement. The 

increase of the error for the AON is slower than the original signal detection when 

decreasing the input signal OSNR. Specifically, when the input OSNR is smaller 

than the crossing point between the B2B error curve and the AON error curve, 

the errors at the AON output are smaller than the input errors. This suggest that 

the conversion of the input noises to the output signal is a fraction of the total 

noise present at the AON input, which means that the AON carries out noise com-

pression. Seen from equation (4.17), there will be a OSNR that leads to 

𝑂𝑆𝑁𝑅𝑜𝑢𝑡 ≥ 𝑂𝑆𝑁𝑅𝑖𝑛, i.e. an enhancement of OSNR when the input SSE noise 

becomes significant. This can also be understood by looking at the noise conver-

sion from the input to the CW-Laser channel as shown in equation (4.3), (4.4): 

The conversion of the individual input channels to the output is limited to a frac-

tion of the total conversion efficiency 𝜂𝑖, with both the signal and the noise con-

verted to output. On the other hand, the input CW-channel is amplified by the 

WC-SOA with gain G.  

To obtain the output OSNR, we used the B2B measurements as reference to 

determine the equivalent OSNR present on the receiver. The curves in Fig. 4.3b 

illustrates the output OSNR when tuning the input OSNR from 15 to 45 dB for 2, 

3, 4, and 7-channel AON input, with blue, red, green, magenta colour. The output 

OSNR values are obtained by calculating the OSNR using the reverse function of 

B2B measurement in equation (4.2) with given NRMSE from the data for corre-

sponding input OSNR, as shown in Fig. 4.3a. Using the same method, we can 

determine the output OSNR for all the input channels.  The noise suppression 

effect is happened when input OSNR is smaller than OSNR around 19 dB, which 
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gives a greater OSNR at the output than the input. This noise suppression pro-

vided by the SOA-based AON is beneficial to the scaling of the AON in the depth.  

Now we can emulate the scaling of the neural network in feedforward layer con-

nections. The NRSME at the AON output has been obtained as shown in Fig. 

4.3a as a function of the input OSNR at the first layer. Given an input OSNR, we 

then get the output OSNR as shown in Fig. 4.3b, which is then used as input 

OSNR to the second cascaded neuron, i.e. to the second layer. Using again the 

input OSNR we obtain the output OSNR, which is then used as input OSNR to 

the third cascaded neuron, i.e. the third layer, and so on and so forth. We can also 

emulate the number of neurons per layer by increasing the input channels to the 

neuron. With an M input channel, the performance of the AON is emulating a M 

neurons per layer to one neuron at the next layer.  

4.2.3. The scalability of AON  

In Fig. 4.3a we have presented the error evolution, with the B2B measurement as 

reference. To map the obtained error into a layer number, the changes in OSNR 

will be determined as plot in Fig. 4.3b. In Fig. 4.4a, the solid lines and dashed 

lines plot the error and the OSNR evolutions, respectively, when cascading neural 

layers with 4, 5, 6 and 7 neurons per layer (which is the same as saying with AON 

with 4-, 5-, 6- and 7-channel inputs) with a fixed input power of -17.5 dBm/chan-

nel. The error levels, after quickly increasing for a few numbers of consecutive 

layers, keep increasing but with a much smaller rate of change (slope). Similarly, 

the OSNR will converge to a minimum level. These maximum error levels and 

 

Fig. 4.4 (a) The NRSME (solid lines) and output OSNR (dashed lines) at the output of 

all-optical neuron with 4, 5, 6, 7 channel inputs as a function of the layer number. (b) The 

NRSME changes when tuning the input signal power from -30 to -10 dBm per channel, 

and changing the layer number from 1 to 5 layers, for an AONNs with 7-channel inputs. 

The black line presents the magenta line in (a).  

a) b) 7-channel input
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minimum noise levels are defined by the crossing point shown in Fig. 4.3a: When 

the input OSNR is at the crossing point, the equivalent output OSNR will be the 

same as the input. Converting the WDM input into a single channel at the AON 

output via XGM, the influence of the input noise is compressed, resulting in a 

small rate of change of OSNR at the output of layer when increasing the number 

of cascaded layers. This effect is similarly visible for the error level or an arbitrary 

number of layer connection. On the other hand, one can note that the minimum 

output error is defined by the performance of the first layer: this depends on the 

ASE noise generated by the WC-SOA (equation (4.2)). The error decrease then 

increased when increasing the input channel number from 4- to 7-channels, which 

is attributing to the compromise of conversion efficiency and the gain at WC-

SOA, known from equation (4.C3), the conversion efficiency is increased for in-

creasing the input channel number while the gain is decreased when increasing 

the input signal power to the WC-SOA, seen from Fig. 4.2. 

The input power to the WC-SOA is studied  for the 7-channel inputs as a func-

tion of the layer numbers, to understand what the influence of the input power at 

the AON is on the resulting error when increasing the number of layers. In par-

ticular, the 3D mapping in Fig. 4.4b shows the NRMSE evolution with tuning the 

input signal power from -30 to -10 dBm and for layer scaling from 1 to 5. The 

black line crossing the map represents the input power used for 7-channels input 

AON in Fig. 4.4a. The contour lines in white identify the optimal input power 

region, around -20 dBm/channel, with an input dynamic range of about 6 dB for 

arbitrary layer scaling, for a maximum error of 0.1. 

Furthermore, the error of the AON output when tuning the input channel num-

ber is investigated, to understand its influence on the network scalability. 

 

Fig. 4.5 (a) The NRSME changes vs. input channel numbers and layer numbers for fixed 

input signal power at -20 dBm per channel. (b) The maximum NRSME vs. the input 

channel numbers when tuning the input signal power from -30 to -10 dBm per channel. 

a) b)
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Specifically, considering an input channel number larger than 7 channels with 

400 GHz channel spacing (as used in the experiments), we have simulated the 

scaling with 100 GHz channel spacing. This means that for a 3-dB gain bandwidth 

of 32 nm, as measured from the optical spectrum at the WC-SOA output, the SOA 

is capable to amplify inputs of up to 32 channels. The equalisation of the input 

signal can be realized by slightly adjusting the input signal power or the current 

on the weighting SOA (before training). Fig. 4.5a depicts the NRSME error 

against input channel number and for layer scaling from 1 to 5, with fixed power 

of -20 dBm per channel. Here we see the errors will be above 0.1 when increasing 

the number of input channels. The contour for NRMSE ≤ 0.1 shows the operation 

regime of the AON, which suggest that the optimum number of input channels is 

8, and that the AON can scale up to 18 channels for a single layer implementation, 

and up to 12 channels for an infinite layer connection, or in other words, a 12-

input/neuron 12-neuron/layer neural network is feasible to be infinitely cascaded 

with expected NRMSE < 0.1.   

To further improve the performance of the AONN for the SOA-based AON, 

the input signal power can be optimized respecting to each input channel number 

and enable scalability in the height of the network. Fig. 4.5b illustrates the maxi-

mum NRMSE of the AON for arbitrary layer number connection, obtained from 

the crossing point from Fig. 4.3a, with tuning input channel number from 2 to 32 

channels and tuning the input signal power from -30 to -10 dBm per channel. The 

result shows that an optimum input signal power can be determined for individual 

input channel numbers, and the input dynamic range for NRMSE <0.1 can be 

greater than 10 dB when the input channel number is greater than 16 channels. 

Although using a higher number of input channels can improve the conversion 

efficiency, the optimized input signal power shifts to a lower value.  

The increase of the input channel number may be limited by the bandwidth of 

the SOA as well as the performance of the AWG, which may induce extra loss 

and crosstalk when increasing the channel number. The reduction of input signal 

power will eventually be limited by the sensitivity of the weight amplifier, which 

defines the lowest input power. This may be solved by increasing the gain of the 

pre-SOA while reducing the gain of weight SOA to keep the input higher than the 

sensitivity of the weight SOA, albeit match to the total input power to the WC-

SOA. Moreover, apart from the optimisation of input power, the AON output 

error can be further reduced by improving the noise inversion parameter nsp of 

WC-SOA, since the output ASE from the WC-SOA defines the lower bound of 

the NRMSE.  
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In Appendix 4.E, the AONN operation with multi-level input is demonstrated to 

utilize the analogue nature of the light for optical signal processing to provide 

even higher throughput improvement. 

4.3. Conclusion 

The scaling of all-optical neural network is experimentally demonstrated with 

photonic integrated SOA-based AON, utilizing XGM in an SOA as nonlinear 

transfer function. A noise model is developed for simulating the noise accumula-

tion of the AON. The model shows good agreement with the experimental data, 

and it actually relies on the characteristic parameters of the used SOA components. 

The data are analysed to interpret the scalability of the AON in terms of input 

channel number and layer number. The results show that the WDM input, enter-

ing the non-linear function and realising N:1 conversion on a single output, un-

dertakes noise compression, which defines a maximum error at the output of the 

AON. And the recent AON structure is capable to establish a 12-input/neuron 12-

neuron/layer arbitrary layer number all-optical neural network, with a finial 

NRMSE < 0.1, with optimized input signal power at -20 dBm per channel, for a 

channel spacing of 100 GHz and a gain bandwidth of 32 nm. The noise model 

can be further used to investigate other parameters for the N:1 XGM-based con-

version in optical signal processing, like noise inversion parameter, passive losses, 

and SOA gain response, etc. In conclusion, utilizing WDM-input-to-single-output 

conversion via XGM in SOA, the proposed AON structure can possibly scale up 

to an arbitrary layer number connection with large input channel number, result-

ing in acceptable maximum output signal error.
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Appendix 4  

4.A. Back-to-Back measurement 

In this section, the format of the NRSME vs. input noise with fixed input power 

is derived. The definition of the NRSME in this paper is: 

𝑁𝑅𝑆𝑀𝐸 =  
√∑ (𝑥𝑖  𝐸𝑖)

 /𝑚𝑚
𝑖= 

𝐼𝑠,𝑚𝑎𝑥  𝐼𝑠,𝑚𝑖𝑛
, (4𝐴. 1) 

where xi is the i-th measured data value and Ei is the i-th expected value for input 

reference with calibrated weighted addition. m is the number of recorded data 

points. Is, max and Is, min are the maximum and minimum photocurrent on the detec-

tion. Considering the noise at the photodetector has a Gaussian distribution 

𝒩(0,𝑁𝑒), with Ne as the electrical noise at the receiver, equation (4A.1) becomes: 

𝑁𝑅𝑆𝑀𝐸 =  √𝑁𝑒 (𝐼𝑠,𝑚𝑎𝑥  𝐼𝑠,𝑚𝑖𝑛)⁄ . (4𝐴. 2) 

Equation (4.1) is obtain with substituting 𝑆 = (𝐼𝑠,𝑚𝑎𝑥  𝐼𝑠,𝑚𝑖𝑛) as the span of 

the detected photocurrent.  

Since the B2B error curve is measured directly tuning the noise at the signal for 

the receiver, we need to know the noise from the detection. At the receiver, the 

noises are [101]: 

𝑁𝑠ℎ𝑜𝑡 = 2𝑒𝐵𝑒(𝐼𝑠 + 𝐼𝑠𝑝), (4𝐴. 3) 

𝑁𝑠−𝑠𝑝 = 4𝐼𝑠𝐼𝑠𝑝𝐵𝑒 𝐵𝑜⁄ , (4𝐴. 4) 

𝑁𝑠𝑝−𝑠𝑝 = 𝐼𝑠𝑝
 𝐵𝑒(2𝐵𝑜  𝐵𝑒)/𝐵𝑜

 , (4𝐴. 5) 

𝑁𝑡ℎ = 𝐼𝑡ℎ
 , (4𝐴. 6) 

𝑁 = 𝑁𝑠ℎ𝑜𝑡 +𝑁𝑠−𝑠𝑝 +𝑁𝑠𝑝−𝑠𝑝 +𝑁𝑡ℎ , (4𝐴. 7) 

where the noise N consists of shot noise Nshot, signal-spontaneous beating noise 

Ns-sp, spontaneous-spontaneous beating noise Nsp-sp, and thermal noise Nth. 𝑒 the 

electric charge, Be is the electrical bandwidth, Bo is the optical bandwidth, Is and 

Isp are the photocurrent from the signal and noise at the receiver: 

𝐼𝑠,𝑚𝑎𝑥/𝑚𝑖𝑛 = 𝑅0𝑃𝑠,𝑚𝑎𝑥/𝑚𝑖𝑛, 𝐼𝑠𝑝 = 𝑅0𝑃𝑠𝑝𝐹𝑒 , (4𝐴. 8) 
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with R0 is the responsivity of the photodiode.  In case of APD and followed with 

an electrical amplifier, 𝑅0 = 𝑀𝑎𝑝𝑑𝑅𝑎𝑝𝑑𝐺𝑅𝑥, where Mapd, Rapd are the multiplica-

tion factor and responsivity of the APD when Mapd = 1 and GRx is the electrical 

gain in the receiver circuit. And Fe is the noise figure of the electrical amplifier. 

Ith is the thermal current. Be is the electrical bandwidth, and Bo is the optical 

bandwidth. 

For an extinction ratio r of received signal, set Is as averaged photocurrent: 

𝐼𝑠,𝑚𝑎𝑥 = 𝑟𝐼𝑠,𝑚𝑖𝑛, (4𝐴. 9) 

𝐼𝑠 = (𝐼𝑠,𝑚𝑎𝑥 + 𝐼𝑠,𝑚𝑖𝑛) 2⁄ , (4𝐴. 10) 

yields,  

𝑃𝑠 = (𝑃𝑠,𝑚𝑎𝑥 + 𝑃𝑠,𝑚𝑖𝑛) 2⁄ , (4𝐴. 11) 

𝑆 = 2𝐼𝑠(𝑟  1) (𝑟 + 1).⁄ (4𝐴. 12) 

From equation (4A.2),  

𝑁𝑅𝑆𝑀𝐸 = √𝑁𝑒 𝑆⁄ . (4𝐴. 13) 

Substituting (4A.8) and (4A.11), with fixed r and Is, equation (4.2) is obtained: 

𝑁𝑅𝑆𝑀𝐸 =  √𝑐 𝐼𝑠𝑝
 + 𝑐 𝐼𝑠𝑝 + 𝑐 ,  

with, 

𝑐 = 𝐵𝑒(2𝐵𝑜  𝐵𝑒)/(𝐵𝑜
 𝑆 ), (4𝐴. 14) 

𝑐 = 2(𝑒𝐵𝑒 + 2𝐼𝑠𝐵𝑒 𝐵𝑜⁄ ) 𝑆
 ⁄ , (4𝐴. 15) 

𝑐 = (2𝑒𝐵𝑒𝐼𝑠 + 𝐼𝑡ℎ
 ) 𝑆 ⁄ . (4𝐴. 16)

4.B. Conversion Efficiency 

Here calculation of conversion efficiency at the WC-SOA is calculated, from 

WDM input to single channel output using the small signal modulation method. 

Considering WDM inputs with small signal modulation 𝑝𝑖  modulated on average 

power 𝑃𝑖  for the i-th input signal at WC-SOA. For cross gain modulation, the 

conversion from j-th input channel to i-th output channel after the WC-SOA (with 

length of L). The conversion efficiency from z=0 to z=L, i.e. from 𝑝𝑖(0) to 𝑝𝑘(𝐿), 

along the length of WC-SOA, can be calculated as [98]: 
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𝜂𝑘𝑖 =  |
𝑝𝑘(𝐿)

𝑃𝑘(𝐿)
/
𝑝𝑖(0)

𝑃𝑖(0)
|  

=  |
𝑝𝑘(0)𝑃𝑖(0)

𝑃𝑘(0)𝑝𝑖(0)
 
𝑝𝑇(0)𝑃𝑖(0)

𝑃𝑇(0)𝑝𝑖(0)
𝐹(𝐿)| , (4𝐵. 1) 

with 𝑝𝑇 = ∑𝑝𝑖 and 𝑃𝑇 = ∑𝑃𝑖. 

And   

𝐹(𝐿) = 1  𝑒−𝐾(𝐿), (4𝐵. 2) 

𝐾(𝐿) =
1

1  𝑗𝜔𝜏𝛼′
{𝛼′ ln
𝐺0
𝐺

  ln [1  
(𝐺  1)𝑃𝑇(0) 𝑃𝑠𝑎𝑡⁄

1 + 𝐺𝑃𝑇(0) 𝑃𝑠𝑎𝑡⁄ + 𝑗𝜔𝜏
]} , (4𝐵. 3) 

with internal loss 𝛼′ = 𝛼/Γ𝑔0, the normalised waveguide loss coefficient, 𝑃𝑠𝑎𝑡 
is the saturation power, ω is the small signal modulation frequency, τ is the car-

rier lifetime, and j denotes the imaginary unit. And the unsaturated gain: 

𝐺0 = exp[(Γ𝑔0  𝛼)𝐿]. 

The amplifier saturated gain is defined from [73][98]: 

𝛼′ ln
𝐺0
𝐺
= ln {

1  𝛼′[1 + 𝑃𝑇(0) 𝑃𝑠𝑎𝑡⁄ ]

1  𝛼′[1 + 𝐺𝑃𝑇(0) 𝑃𝑠𝑎𝑡⁄ ]
} . (4𝐵. 4) 

Assuming the modulation index 𝑟′ of the input WDM channels are the same: 

𝑟′ = 
𝑝𝑖(0)

𝑃𝑖(0)
, for 𝑖 = 1, ,𝑀. (4𝐵. 5) 

With 𝑝𝑖(0) = 𝑃𝑠,𝑚𝑎𝑥  𝑃𝑠,𝑚𝑖𝑛, and 𝑃𝑖(0) = 𝑃𝑠, in equation (4.A9), the modula-

tion index r’ is related to the extinction ratio r: 

𝑟′ = 2(𝑟  1) (𝑟 + 1)⁄ (4𝐵. 6) 

And the percentage of the WDM channel is defined by the normalized weights 

on the linear unit,  

 𝑖
′ =
𝑝𝑖(0)

𝑝𝑇(0)
(4𝐵. 7) 

And the small signal modulation at the CW laser input is 𝑝𝑐(0) = 0, substituted 

in (B1), the conversion efficiency from i-th input to the converted channel is: 
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𝜂𝑐𝑖 =  |
𝑝𝑐(𝐿)

𝑃𝑐(𝐿)
/
𝑝𝑖(0)

𝑃𝑖(0)
| 

= |
𝑝𝑇(0)𝑃𝑖(0)

𝑃𝑇(0)𝑝𝑖(0)
𝐹(𝐿)| 

= |
𝑃𝑖(0)

𝑃𝑇(0) 
′
𝑖

𝐹(𝐿)| . (4𝐵. 8) 

Denoting 𝜂𝑖 = 𝜂𝑐𝑖 in equation (4.B4) and define 𝑃𝑖(0) at the input as 𝑃𝑖, we ob-

tain equation (4.2) in the main text.

4.C. NRMSE versus Input Noise 

Here the format of the output NRSME vs. input noise, is determined, with am-

plified converted signal and changed extinction ratio.  

The modulation index of the output after conversion, for the amount from the 

i-th input channel, from equation (4.B1), is: 

𝑝𝑐,𝑖(𝐿)

𝑃𝑐(𝐿)
= 𝜂𝑖
𝑝𝑖(0)

𝑃𝑖(0)
. (4𝐶. 1) 

With (B5), the modulation index rc’ at the converted output is: 

𝑟𝑐
′ = 
𝑝𝑐(𝐿)

𝑃𝑐(𝐿)
= 

𝑝𝑐,𝑖(𝐿)

𝑃𝑐(𝐿)

𝑀

𝑖= 
 

= 𝑟′∑ 𝜂𝑖
𝑀
𝑖= . (4𝐶. 2)  

So that the total conversion efficiency is: 

𝜂 = 𝑟𝑐
′ 𝑟′⁄ =  ∑ 𝜂𝑖

𝑀
𝑖= . (4𝐶. 3)  

Consider the referenced signal span in the B2B measurement is 𝑆0 = 2𝑅0𝑃𝑠0𝑟′, 

with averaged reference optical power 𝑃𝑠0,  the span of the output channel Sc is: 

𝑆𝑐 = 2𝑅0𝑃𝑐(𝐿)𝑟𝑐
′ = 𝑆0𝑃𝑐(𝐿)𝑟𝑐

′/(𝑃𝑠0𝑟′) 

= 𝜂𝑆0𝑃𝑐(𝐿) 𝑃𝑠0⁄ = 𝜂𝑆0𝐺
′. (4𝐶. 4) 

If 𝐺′ = 𝑃𝑐(𝐿) 𝑃𝑠0⁄  = 1, i.e., the same average power at the output, the NRSME 

will be 1/𝜂 times the original value. If 𝐺’ ≠ 1, there is slightly gain/loss at the 

output compared to the reference power.  Both the ASE and signal power will 

be 𝐺’ times the original noise and signal: 
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𝐼𝑠𝑝,𝑐 = 𝐺
′𝐼𝑠𝑝 (4𝐶. 5) 

𝐼𝑠,𝑐 = 𝑅0𝑃𝑐(𝐿) = 𝑅0𝐺
′𝑃𝑠0 

= 𝐺′𝐼𝑠 (4𝐶. 6) 

substitute (4C.4) - (4C.6) in equation (4.2) with (4A.14) - (4A.16) the 𝑁𝑅𝑆𝑀𝐸 

will be: 

𝑁𝑅𝑆𝑀𝐸 = √𝑐 
′𝐼𝑠𝑝,𝑐
 + 𝑐 

′ 𝐼𝑠𝑝,𝑐 + 𝑐 
′ 𝜂⁄ ,  

With  

𝑐 
′ = 𝐵𝑒(2𝐵𝑜  𝐵𝑒)/(𝐵𝑜

 𝑆0
 ), (4𝐶. 7) 

𝑐 
′ = 2(𝐵𝑒/𝐺′ + 2𝐼𝑠𝐵𝑒 𝐵𝑜⁄ ) 𝑆0

 ⁄ , (4𝐶. 8) 

𝑐 = (2𝐵𝑒𝐺
′𝐼𝑠 + 𝐼𝑡ℎ

 ) (𝐺′𝑆0)
 ⁄ . (4𝐶. 9) 

Substituting Isp,c with Iwc-SOA, we can obtain equation (4.10).

4.D. Input Noise Suppression Condition 

Here we derive the condition to achieve the noise suppression, which defines 

the input OSNR at WC-SOA when achieving an enhanced output OSNR.  

From equation (4.13)-(4.15), we have, 

𝐺𝑃𝑐𝑤
𝜌𝐴𝑆𝐸𝐵𝑜

≥
𝑃𝑖𝑛
𝐵𝑜𝜌𝑖𝑛
=
∑𝑃𝑖
𝐵𝑜∑𝜌𝑠𝑠𝑒,𝑖

, (4𝐷. 1)  

From equation (4.3), unfold the CW channel, it yields,  
𝐺𝑃𝑐𝑤

∑𝜂𝑖𝜌𝑠𝑠𝑒,𝑖 + ∑𝜂𝑖𝜌𝑤𝑐−𝐴𝑆𝐸,𝑖/𝐺 + 𝐺 𝜌𝑠𝑠𝑒,𝑐𝑤 + 𝜌𝐴𝑆𝐸,𝑐𝑤

≥
�̅�𝑖𝑛
�̅�𝑠𝑠𝑒
. (4𝐷. 2)

  

With �̅�𝑖𝑛 =
 

𝑀
∑𝑃𝑖, �̅�𝑠𝑠𝑒 =

 

𝑀
 ∑ 𝜌𝑠𝑠𝑒,𝑖, consider in a simple case,  𝜂𝑖 = 𝜂/𝑀, i.e. 

the conversion efficiency is the same for all the input channel to WC-SOA, for 

all input signal power is identical as �̅�𝑖𝑛. With �̅�𝐴𝑆𝐸 =
 

𝑀
 ∑ 𝜌𝐴𝑆𝐸,𝑖, after some al-

gebra, we obtain,  
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�̅�𝑠𝑠𝑒 ≥
𝜂�̅�𝐴𝑆𝐸 𝐺⁄ + 𝐺 𝜌𝑠𝑠𝑒,𝑐𝑤 + 𝜌𝐴𝑆𝐸,𝑐𝑤

𝐺𝑃𝑐𝑤
�̅�𝑖𝑛
 𝜂

(4𝐷. 3)
 

Therefore, 

�̅�𝑖𝑛
�̅�𝑠𝑠𝑒𝐵𝑜

≤ 
𝐺𝑃𝑐𝑤  𝜂�̅�𝑖𝑛

𝜂�̅�𝐴𝑆𝐸 𝐺⁄ + 𝐺 𝜌𝑠𝑠𝑒,𝑐𝑤 + 𝜌𝐴𝑆𝐸,𝑐𝑤
∙
1

𝐵𝑜
(4𝐷. 4) 

With 𝑂𝑆𝑁𝑅𝑖𝑛 = 
�̅�𝑖𝑛

�̅�𝑠𝑠𝑒𝐵𝑜
, the equation (4.17) is obtained. And seen from equation 

(4D.3), equation (4D.4) exits only if 
𝐺𝑃𝑐𝑤

�̅�𝑖𝑛
≥  𝜂. 

4.E. All-optical Neuron Operation with Multi-level Inputs 

In this study, we implement an SOA-based neuron with off-the-shelf components 

to study the performance of the linear part and nonlinear part of the all-optical 

neuron with respect to multi-level amplitude modulated inputs and with NL-SOA 

based optical nonlinear transfer function (NL-TF). The analogue linear and non-

linear computation accuracy is studied with respect to the binary data computa-

tion from the computer in order to identify data format regimes with optimal neu-

ron accuracy.   

Fig. 4E.1a shows the experimental setup. A WDM laser source is operated with 

four wavelengths at ITU channel 21, 23, 25, and 27. These are multiplexed to be 

modulated by a PAM modulation format up to 512 levels on a single modulator, 

driven by an arbitrary waveform generator, with the multi-levels converted from 

pseudo random bit sequence (PRBS). After decorrelated using varied lengths of 

optical fibers, the WDM signal is fed into the neuron, with a power of -10 dBm 

per channel. Fig. 4E.1b presents the schematic of the all-optical neuron. In the 

blue line box, the linear weighted addition part (Σ) is realized by exploiting the 

linear gain region of weight-SOAs: the multiplications of all the input channels 

with fixed weights are filtered and summed up via an AWG before being sent to 

the optical NL-TF (red line box). The NL-TF (φ) is implemented via an SOA-

based wavelength converter, with a CW laser at λTL=1554.13 nm, with a power of 

-3 dBm. This activation function receives the WDM input signal and converts it 

into λTL. The full neuron is programmed electronically with high-speed drivers 

which receive a control signal from an FPGA interfaced to a computer (Fig. 

4E.1a). Control currents in weigh-SOAs are tuned up to 70 mA to compensate 

for the path loss and to set different weight factors to the input data. The NL-SOA 

current is set at 100 mA.  The neuron is implemented via off-the-shelf optical 
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components to access each probing point and understand linear and non-linear 

function outcomes as a function of the channel numbers and the modulation level 

numbers. The neuron output, detected by a linear photodetector, is recorded by a 

digital phosphorous oscilloscope (DPO) and post-processed. In the future, the 

neuron will be part of a full layer of n neurons with m input wavelengths where 

 

Fig. 4E.1. The experimental setup for scalability investigation of the SOA-based all-optical 

neuron with multi-level, multi-wavelength inputs.  
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Fig. 4E.2. Four-channel addition for (a) binary signal and (b) 4-level amplitude modula-

tion. (c, d) Output signal detected after the linear weighted addition unit and (e, f) the 

nonlinear function for the binary signal in (a) and the multilevel signal in (b), respec-

tively.   
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both the layer input and output are WDM signals, by multiplexing the neuron 

outputs (See Fig. 3.1). 

Four-channel inputs with multilevel modulation from 1 to 9 bit/symbol (from 

2 up to 512 levels) are generated at a baud rate of 10 Gbaud/s. Fig. 4E.2 shows in 

particular the case of 4 binary channels and 4 multi-level input channels with 9 

bit/symbol  (Fig. 4E.2 a and b) at the input of the optical neuron, in 10 ns time 

window. Both the linear unit output and the non-linear output of the neuron are 

shown for the 2 cases, respectively (Fig. 4E.2c,e and Fig. 4E.2b,d), resulting in 

NRMSE of 0.04 and 0.12 for the binary signal and 0.05 and 0.08 for the multilevel 

signal, respectively. The recorded output is shown in blue lines and the expected 

outputs are plotted in red. It is evident how while the linear function linearly sums 

up the inputs, irrespective of the modulation format, the non-linear function acts 

on the input signal in a different manner: a multi-level signal helps the non-linear 

function to follow smoothly, reducing the errors. This is because higher multi-

level signals provide more levels at the input of the NL-TF, so relaxing the de-

mand for rapid changes in the carriers of the NL-SOA.  

The impairment of the output signal after the NL-TF is coming from the non-

linearity of the NL-SOA. A pre-recorded NL-TF can be exploited to calculate the 

expected output of the all-optical neuron. Fig. 4E.3a illustrates the non-linear 

function recorded by plotting the correlation mapping from the input to the output 

of the NL-SOA, with the blue crosses depicting the original data and the polyno-

mial fitting showed via a red line. The transfer function shows an inverted relation 

between the input and the output of the NL-SOA with a reversed cube curve shape, 

which is attributable to the cross-gain modulation of the NL-SOA. Fig. 4E.3b 

shows the response of NL-SOA when changing input channel numbers from 1, 2 

to 4, with lines in blue, red and yellow, respectively, when the inputs are modu-

lated with binary signals. The transfer function tends to be linear when adding 

more input channels. This might be due to an increase of the signal amplitude 

levels at the output of the weighted addition unit, as well as an increase of the 

total power of the probe signal of the NL-SOA wavelength converter improving 

the conversion efficiency since the total probe power changes from -12 dBm for 

one channel to -9.5 dBm for four-channel weighted addition. To improve the non-

linear response of the NL-SOA, the probe laser power should be tuned to drive 

the NL-SOA in the nonlinear regime. 

After recording the NL-TF of the neuron, the performance of the neuron can 

be defined by the accuracy of the neuron output. We change the modulation levels 

from the 1 to 9 bit/symbol and record the output of the linear weighted addition 

unit, as well as the output of the NL-TF. Fig. 4E.4 illustrates the error evolution 

when increasing the modulation levels. Fig 4E.4 a-c plot the NRMSE variation  
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Fig. 4E.4: Error evolution when changing the multi-level modulation from 1 bit/symbol 

to 9 bit/symbol, for (a) one channel, (b) two channel, and (c) four channel weighted ad-

dition. (d) The error variation when increasing the channel number with 4-level (2 

bit/symbol) modulation. 

 

Fig. 4E.3. (a)The nonlinear function with the input-output correlation (blue crosses) 

for one channel input, and the polynomial fitting (red line).  (b)The NL-TF curves 

with inputs of 1 channel (blue), 2 channels (red) and 4 channels (yellow).  
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for 1, 2, and 4-channel input, respectively. The blue lines represent the NRMSE 

of the linear part only, the red lines show the NRMSE of the non-linear part only, 

and the yellow lines plot the NRMSE of the non-linear part, when considering the 

nonlinear response of the NL-SOA recorded in Fig. 4E.3.   

The blue lines are almost flat, which suggests that SOA-based weighting is not 

notably influenced by the modulation levels. The stable performance of the linear 

weighted addition is also attributable to the high extinction ratio of the weight-

SOA and the noise filtering at the AWG. The red and the blue lines instead show 

how the nonlinearity from the NL-SOA induces distortion on the linear signal. 

The errors after the NL-TF are flat for one-channel and two-channel after conver-

sion but they decrease for four-channel addition when increasing the modulation 

level number. This suggests that the nonlinearity of the NL-SOA tends to relax 

when a higher number of levels is used in the modulation, which might due to the 

smoothness of the output signal variation. The nonlinearity may be improved by 

changing the operation regime of the NL-SOA. When looking at the yellow lines, 

for one channel and two channels the error is reduced comparing to the red line 

error, however for four-channel inputs, the nonlinearity is not correctly included 

in the expectation signals, which is attributable to the need of an ad-hoc NL-TF 

for different operating cases or to the need to optimize the nonlinearity of the NL-

SOA itself. However, the average error after the nonlinear function is still 0.07 

for this SOA-based all-optical neuron, which is comparable to the case with E/O 

conversion, as shown in section 2.2. In particular, for a 9 bit/symbol, the error 

after the NL-TF is 0.08. Finally, Fig. 4E.4d plots the error changes for 4-level 

input modulation when increasing the number of input channels into the neuron. 

The error is seen to slightly decrease when input channel numbers increase. This 

is due to a parallel increase of the input power at the linear part output/nonlinear 

input. 



 

 

Chapter 5  

Photonic Convolutional Neural Network 

In this chapter, the convolutional neural network is introduced in section 5.1. The 

optical CNN in free space with a low cost 4-f system is demonstrated in section 

5.2, which avoids micro-optics displacement constraints and trains on less data, 

while obtaining good accuracy. Then the implementation of photonic convolu-

tional neural networks (PCNN) on-chip is discussed, in section 5.3, by exploiting 

the cross-connect architecture shown in Chapter 2, with the exploitation of both 

the wavelength division multiplexing and the time multiplexing schemes. There-

fore, the performance is projected in terms of computational speed and energy 

efficiency in comparison with state-of-the-art demonstrated PCNNs on chip.  

5.1. Convolutional Neural Network 

The convolutional neural network (CNN) is one of the promising feed-forward 

neural networks for image classification, voice recognition and nature language 

processing. It is widely used in the research such as feature extraction, DNA-

protein bonding prediction, etc. With the help of highly parallel computing, CNNs 

can process the input data faster, however they require great computing power for 

the matrix multiplications, just as the other deep neural networks as mentioned in 

Chapter 1. Off-the-shelf electronics such as GPUs and TPUs, performs 2D con-

volutions by running an iterative algorithm, consisting of point wise multiplica-

tion and kernel shifting. Fig. 5.1 shows, for ease of understanding, the convolu-

tion operation with a 4×4 2-dimensional image and a 2×2 kernel. Fig. 5.1a and b 

shows how the 1st and 2nd input 2×2 matrixes, red and green boxes of the input 

image, are multiplied by the elements of the kernel, shown in yellow, with ele-

ment-wise multiplication, and then summed up to obtain the 1st and 2nd element 

of the output, shown in red and green at the output, respectively. One can see the 

computational complexity of this scanning computation is O(n2k2) for the convo-

lution operation of an (n×n) image and a (k×k) kernel, suggesting that computing 
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of the 2D convolutions scale quadratically with the size of the input images, re-

sulting in higher power consumption and longer execution times.  

Moreover, for the input image with multi-channels, e.g., an RGB colour image, 

containing images in 3 channels (RGB channels), the output of the convolution 

will be the summation of all the element-wise multiplication for different kernels 

of one filter. Fig. 5.2 sketches the first step of the convolution for 2-channel input 

image: channel 1 and channel 2 represent different data "dimensions". Moreover, 

there is one filter consisted of two kernels, shown in yellow and green colour. The 

first 2×2 matrix from the 1st channel image is multiplied by the kernel 1 and the 

first 2×2 matrix from the 2nd channel image is multiplied by the kernel 2. Then 

the first element of the output matrix is already the summation of all the multipli-

cation and the convolution is carried out by scanning of input images as shown in 

Fig. 5.1. Specifically, each kernel of a filter catches certain features from the dif-

ferent channels. The output results to be still one matrix, but with lower dimen-

sion for a kernel scanning within the input image.  

Photonic convolutional neural network is gaining attention, owing to the natu-

ral parallelism of light. PCNN based on free-space optics [102], fiber optics 

 

Fig. 5.1 Schematic diagram for convolution operation for (a) the first (red) and (b) the second 

(green) elements of the output. 
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Fig. 5.2 Schematic diagram for convolution operation for multi-channel operation with a fil-

ter consisted of 2 kernels. 
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[103],[104], and integrated optics [105]-[108] have been proposed to demonstrate 

the advance of convolutional operation utilizing optical beam parallelism in spa-

tial, modal and frequency domains. Moreover, the first examples of PCNN on 

chip [106],[108]  are also shown in great performance. The PCNN processor in 

[108], exploiting optical comb laser to enable dense WDM throughput, as a 4×4 

kernel device with phase change materials embedded on cross-bar connections 

(Xbar-PCM), has shown computing speed 64 GMAC/s with 2 Gbit/s inputs.  

In this chapter, an optical CNN system, with free-space optics performing Fou-

rier transform, is demonstrated with accuracy comparable to state-of-the-art opti-

cal CNNs (section 5.2), and possible operations of the integrated cross-connect 

for convolutional operation are proposed and discussed (section 5.3). Specifically, 

in section 5.3 we introduce another dimension which is commonly implemented 

in electronics: The input channels and the multi-filters operation. The photonic 

integrated implementation so far  have been mostly focusing on the single kernel 

operation [102]-[107], with the additional channel dimension implemented in the 

electrical domain [102]-[106]. Recently an integrated PCNN has been designed 

to process multiple-filters in the optical domain, demonstrating high throughput 

with WDM signals [108]. The PCNN is expected to be accelerated further by 

adding another dimension for parallel computing to the chip architecture. The 

cross-connect structure used in Chapter 2 is considered to be a good candidate to 

boost further parallel computation, as will be explained in section 5.3.   

Note that in the translation of the multi-dimension, multi-kernel electronic con-

cepts of a convolutional neural networks into a photonic integrated implementa-

tion we will call ‘channel’ (the additional dimension of virtual data used in the 

electronic calculation) as ‘Di’ for the i-th channel input images (not to get con-

fused with the optical input channels). Moreover the input optical channel will be 

referred as λi (to avoid confusion with the channel-dimension in electronics).

5.2. Optical CNN with a 4-f System 

5.2.1. Experimental setup  

Fig. 5.3a depict the conceptual schematic of the 4-f optical correlator system, 

which allows to perform the convolution operations by exploiting Fourier trans-

form, with in total 4 times focal length of the used optical lens for the setup from 

input to output plane [109]. The expended (with lens L1 and L2) laser beam is 

used to generate the input images. After the first spatial light modulator (SLM, 

LM1), the Fourier transform of the input image is obtained by optical lens L3. 

The 2nd SLM is used in the Fourier plane to carry out matrix multiplication in 
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spectral domain. The optical lens L4 carry out the inverse Fourier transform, and 

the camera capture the output image at output plane. The convolution between an 

input image 𝑓(𝑥, 𝑦) and a kernel 𝑘(𝑥, 𝑦) in the spatial domain is equivalent to 

their product in the spectral domain:  

ℎ(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ 𝑘(𝑥, 𝑦) = ℱ− (ℱ(𝑓(𝑥, 𝑦)) ⋅ ℱ(𝑘(𝑥, 𝑦))) (5.1) 

where * denotes the convolution operation, ℱ, the Fourier transform and ℱ− , the 

inverse Fourier transform. The inverse Fourier transform of modified spectral im-

age returns the final convolutional results in spatial, therefore, the 2D spatial con-

volutions can be implemented with a 4-f correlator to perform one-step calcula-

tion optically. The direct usage of the kernels at the Fourier plane can reduce the 

training time of the CNN, which avoids the serial kernel scanning of the input 

image, as well as avoids the Fourier transform and inverse Fourier transform of 

the spatial kernels for the training. Hence, a 4-f system can reduce the computa-

tional complexity of any matrix convolution from O(n2k2) to O(1) [110], and re-

duce the training time. It means that the convolution operation will always con-

sume a constant amount of computing time and power, for the possible sizes of 

the input and kernel matrix, which is defined by the size of the spatial light mod-

ulators used to implement the input and kernel. 

 

Fig. 5.3 (a) Schematic of the 4-f optical correlator system. (b) Experimental setup of the re-

alized 4F optical correlator using off-the-shelf components. [109] 
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Fig. 5.3b shows experimental setup of the optical CNN system. The 633nm 

He-Ne laser beam is expanded by a Keplerian beam expander (lenses L1 and L2) 

to cover the active area of the first spatial light modulator (SLM1) where an image 

is encoded will 2-D images from the computer. The optical lens L3 provides the 

Fourier transform at the focal distance as a Fourier plane. At the Fourier plane, 

2nd SLM is utilized as a programmable filter where the Fourier transform of dif-

ferent kernels are displayed during inference. And polarizers P1 and P2 after the 

SLM are used to filter out the scattered light from the SLM and enhance the ex-

tinction ratio of the modulation of the optical beam. The optical lens L4 gives the 

inverse Fourier transform of the modified spectral on the output plane at the focal 

distance of L4, where a camera is employed to capture the output image and con-

verted from the optical to the electronic domain for further processing on the 

computer.  

To compare both accuracy and speed of a GPU-based CNN to the optical CNN, 

a simple CNN architecture, as shown in Fig. 5.4, including Convolution layer, 

Batch Normalization, Max Pooling, Flatten, and a 2-layer full-connected (FC) 

layer with ReLu function, is established to solve the MNIST classification prob-

lem [80].  The training of the CNN is carried out using the open-source machine 

learning library PyTorch [111], with a subset of roughly 300 images of the 

MNIST dataset in this demonstration.  To train the CNN, a custom (electronic) 

Fourier convolution function was programmed which ensures that the kernels are 

initialized and trained in the Fourier domain [112], which can be direct used in 

the experiments and saves computation time without the kernel Fourier transfor-

mation. Testing showed that this custom function had similar accuracy results in 

a CNN as PyTorch’s built-in 2D convolution function. The inference of the con-

volutional layer is demonstrated in the optical domain with the 4-f CNN system 

and benchmarked to the GPU-based convolutional computing. 

 

Fig. 5.4 Convolutional neural network structure implemented for MNIST classification.  
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Fig. 5.5shows the procedure of the operation of the 4-f CNN system. The spa-

tial kernel is real-valued therefore the kernel in frequency domain is Hermitian 

symmetric, hence, the kernel is trained on the positive half and can be unfolded 

to obtain a square matrix, which can be displayed at the spectral filter on SLM2. 

A compression function is applied to enhance the light amplitude transmission 

through SLM2. Finally, both the input image and the squared symmetric kernel 

are scaled and zero-padded so that the images are displayed on the centre of the 

light modulators. And the camera detects the convolutional output image as 

shown in Fig. 5.4 and sends the convolutional output to the computer, which pro-

cesses the data with the full-connected and provides the MNIST digits prediction.  

5.2.2. Results 

A comparison between the convolution results from electronic processor (using 

the custom Fourier convolution function) and the optical correlator system is 

shown in Fig. 5.6. Both convolution methods highlight the same areas of the pic-

ture, which indicates that the output of the optical correlator agreed with the elec-

tronics and the trained kernel is properly applied to the input image in the optical 

 

Fig. 5.5 Procedure to perform inference on the optical correlator, with experimental captured 

kernel/images [109].  
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system. The overall tone of the convolution results of the 4-f correlator is darker, 

most likely because the camera captures the irradiance rather than the amplitude 

of the light. 

Fig. 5.7 shows the confusion matrix of the CNN inference with a subset of 

roughly 300 images of the MNIST dataset. The overall accuracy is 81.01% which 

is lower than the accuracy of an electronic CNN (98.2%). Subsequent tests using 

the same MNIST subset resulted in similar overall accuracies (±1%). The matrix 

shows that most digits were correctly identified with high accuracy. A clear ex-

ception is the digit 1, which only has an accuracy of 14.0%: This may be due to 

the misalignment of the camera which causes normally inactive neurons in the 

FC layers to be activated for this few-feature digit. Also the chance of FC layer 

overfitting is high, since they are only trained with ‘perfect’ electronic convolu-

tion. Furthermore, the lower overall accuracy might be caused by flickering, 

which is caused by the asynchronous refresh rate of the camera and SLMs. If we 

disregard the entries of the 1-row, assuming that these are inaccurate due to mis-

alignment or flickering, the accuracy is 91.57%. This is similar to the results with 

DMD devices [102]. Due to the lack of light intensity and to minimize flickering, 

the exposure time of the camera, and thus the convolution time of the correlator 

was fixed to a rather high of 0.3s, but the time could be reduced significantly by 

using faster, more sensitive cameras.  

Furthermore, it would be interesting to see what accuracy could be achieved 

while exploiting maximum parallelism by displaying a grid of input images on 

SLM1. Additionally, the accuracy that was achieved in this work is likely lower 

 

Fig. 5.6 Processed input images with electronic computing and optical 4-f optical correlator, 

with different kernels applied to image of digit ‘7’ and ‘2’. [109] 
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than the electronic accuracy because of misalignment, flickering and optical ab-

erration. However, the 4-f optical correlator based CNN system built with low-

cost components, such as amplitude modulated SLM, and simple convex optical 

lens and conventional camera, has shown similar performance respecting to the 

state-of-the-art DMD-based CNN system.  

In future work, since the FC-layer after the convolutional layer is implemented 

in the electronics, which is not further optimized in this experiment. If the FC 

layers could be further trained and optimised with the outputs of the optical cor-

relator, and the network can adjust to slight misalignments in the optical correla-

tor, an improvement of the performance of the 4-f CNN system is expected. The 

flickering issue can be addressed in future work by utilizing a camera and SLMs 

which support generator locking (Genlock). Finally, considering the diffraction 

orders of the used light modulators when choosing their lenses is expected en-

hance the light modulation, since the diffraction orders can result in unwanted 

interference for large input matrices.

 
Fig. 5.7 Confusion matrix of the inference on the optical correlator, showing accuracy [109].  
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5.3. Photonic CNN with SOA-based Cross-connect 

5.3.1. Structure and operation of PCNN 

The cross-connect chip described in Chapter 2 integrates up to 8 linear neurons 

per layer for deep neural network. In this section, the PCNN implementation with 

the SOA-based cross-connect will be explained and discussed.  

Fig. 5.8 represents the structure of the cross-connect chip, with the indication 

of the operation units for the implementation of PCNN. The three stages pre-

sented in Chapter 2 are now exploited as pre-amplifiers, filter selection, and filter 

stages. The most important stage is the filter stage in the cross-connect, which 

includes 8 filters in a column. Since there are 8 weighting SOAs per filter, the 

weighting elements available now on chip is 8. This means that such filter can 

perform or a 2×4, or a 4×2, or 2 times a 2×2 kernel matrix calculation, for a total 

of 64 element-wise multiplications (as we have 8 filters in a column). The 2×(2×2) 

matrix multiplication can be employed for a filter multiplication as shown in Fig. 

5.3, where the filter includes 2 times 2×2 kernel matrices. While the weight SOAs 

are set on individual input wavelength for a WDM input corresponding to the 

input matrix, with each lambda corresponding to a pixel. The scanning of the 

input images as shown in Fig. 5.1 can be realized in the spatial and time-domain, 

with amplitude modulated input lambdas at high speed, e.g., a 10 Gbaud/s, as 

used in Chapter 2. The operation scheme with WDM and time multiplexing is 

explained in the next section.  

Since the number of the kernel elements is fixed for the cross-connect chip. 

one can defined the operation scheme of the convolution layer augmented with 3 

dimensions: the wavelength, the time and the space domain, or in other words 

 

Fig. 5.8 The cross-connect chip with notation for convolutional layer operation. 
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with WDM and time-multiplexing, and multiple inputs utilized for spatial domain 

operations.  

5.3.2. AWG-SOA-Coupler filter structure 

AWG-SOA-Coupler with exploitation of a single FSR. Fig. 5.9 illustrates the 

encoding scheme of the input image with 8 × 8 pixels with 9-bit precision, as 

done in Fig. 3.3, chapter 3, and the operation of the first two AWG-SOA-coupler 

filters (black dashed line) within the cross-connect chip . The gray images at the 

input represent 2-dimension input images, which represents two different dimen-

sions of the same input image, D1 and D2. According to the kernel size (2×2), the 

input images is sliced into fractions of 2×2 pixels images, where the different 

colour on the image represents 4 wavelengths (4 pixels) for input I1. The infor-

mation of the input images in one time slot for D1 is encoded in λ1, λ2, λ3 and λ4, 

shown as red, yellow, orange and green, respectively. And the information of D2 

is encoded in λ5, λ6, λ7, and λ8, as shown at the bottom left. The pixels in rows of 

input images are flattened into serial sequence in time domain as in [113], shown 

as time slot of t1, t2, t3, and t4, where for the I1 and I2 is highlight with dark colour 

on the first rows in images D1 and D2. And serial sequences for I3 to I8 is shown 

with lighter colour for the other three rows at the same images. To clarify the 

representation, the stride of the scanning of the kernel in time domain is set to be 

the same as the width of the kernel, and the stride scanning in the spatial domain 

is set to be the same as the height of the kernel, which is 2 in this case. This 

operation reduces the size of the input image from 8×8 to 4×4 for the output after 

the filters. The detected output O1 and O2 in the time window t1 will be the first 

element of the output matrix for filter 1 and 2, respectively.  

 

Fig. 5.9 The schematic of the operation for one unit of the optical convolutional layer, including 

2 filters with 2 × 2 kernels. 
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Similarly, the cross-connect consists of 4 times the data input units as in Fig. 

5.8, using 2 inputs every 2 data (dimension) inputs, for a total of 8 inputs. The 

encoding for these ports is also shown at the input 2-dimension image, in the 

spatial direction from the top to bottom, by denoting them as I1 up until I8. As the 

pair I1 and I2 provide O1 and O2, the I3-I4, I5-I6, and I7-I8 pairs will provided the 

outputs pairs O3-O4, O5-O6, and O7-O8, respectively. As indicated at the output in 

the figure, the O1 to O4 outputs represent the 4×1 vector of the first column for 

the filter 1, and the O5 to O8 outputs give the first column for the filter 2. Hence, 

for one time slot, one can obtain two 4×1 vectors at the output simultaneously for 

filter 1 and filter 2. Note that the kernels in filter 1 and filter 2 is replicated for the 

other parts (filter 3 to 8) of the chip as indicated in the Fig. 5.8, which suggests 

that the potential of the 64 weight SOAs in the filter stage is not fully exploited 

for parallel computing. This is due to the couplers used at the outputs of the chip, 

which combine all the weighted addition from the filter and give only one output 

for one filter.  

The spatial domain and WDM is employed in the parallel computation of ele-

ment-wise multiplication. In the next section, the dimension of using free space 

range can be applied to the exited structure on chip to accelerate the computing, 

by adding FSR filters at the output. 

AWG-SOA-Coupler with exploitation of Multi-FSRs. To further increase the 

parallelism of the convolutions, using the same kernel to process different 

(scanned) data, one can exploit the free space range (FSR) regions of an AWG. 

Fig. 5.10 depicts the operation with additional FSR regions of the same AWG: by 

using 2 of the FSR regions (denoting this with FSR = 2), one weighting element 

can set a weight factor to 2 wavelengths in two different FSRs, and at the output 

of the chip, using FSR filters, the output can be demultiplexed into different FSRs 

 

Fig. 5.10 The schematic of the operation for one unit of the optical convolutional layer, includ-

ing 2 filters with 2 × 2 kernels, with 2 FSR, using 16 wavelengths. 
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to achieve FSR separation and providing additional output elements. By imple-

menting FSR = 2, the input images can be encoded 2 times faster as it is about 

encoding 2 times more matrices, therefore the original t2 time slot will be replaced 

with the wavelength in 2nd FSR, and the computing speed will be doubled, com-

pared to the operations in Fig. 5.9. 

Here, the AWG-SOA-coupler filter with multi-FSR exploits the parallelisms 

in of space, wavelength, FSR region, as the same as the state-of-the-art PCNN 

implementation with Xbar-PCM. If the filter structure is improved, one can define 

two more implementations with additional operation domain, which will be ex-

plained in the next section. 

5.3.3. AWG-SOA-AWG filter structure 

AWG-SOA-AWG with exploitation of a single-FSR. In order to further in-

crease the wavelengths sent to kernels, an improved filter design utilizing AWG-

SOA-AWG structure with mirrored cyclic AWGs at the output [108], instead of 

couplers, can process signal from multiple input ports and provide summation on 

mirrored multi-output ports after one filter. Fig. 5.11 illustrates the improved op-

eration scheme of PCNN with the 3-stages cross-connect and replacing the output 

couplers with mirrored 8-channel AWG as a multiplexer, providing 8 outputs 

from 1 filter, with each output giving a summation of two 2×2 matrix and 2×2 

kernel multiplications. In this case, the input image from different channels is 

sliced into 2×2 matrices in the same way as the previous operation: the two input 

2×2 matrices from D1 and D2 are encoded into 8 wavelengths, from λ1 to λ8. How-

ever, for this case, the D1 and D2 images are input to the photonic processor at the 

same port, so that the input I1 includes λ1 to λ8 with the information from the 2-

 
Fig. 5.11 The schematic of the operation for improved design of the optical convolutional 

layer, including 8 filters with 2 × 2 kernels for 2-channel input image, with single FSR and 

cyclic λ of AWGs. 
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dimension input images. And because of the cyclic property of the AWG, the 

information of I2 should be encoded into λ2 and go to λ8 and λ1, with one wave-

length shift to correctly localized the pixels to the same filters. In this way, the 

first element of the kernel 1 in filter 1 will process the i-th wavelength λi from the 

i-th input, i.e., the same weighting element process 8 wavelengths from different 

inputs, which provides a simultaneous scanning in the spatial domain. And the 

operation will be similar for the other filters. Then at the output mirrored AWG, 

the 8 wavelengths from i-th input will be focused back to the i-th output as the 

summation of element-wise matrix multiplications of the information of the i-th 

input, resulting in a 4×2 matrix for one filter. The cross-connect chip with 8 filters 

can process different kernels in this setting, instead of replicating the filters as 

shown in previous operation. As indicated in the figure, for one time slot t1, shown 

in the blue dashed box, the 8 inputs include 2-channel 8 times 2×2 matrices, the 

complete convolution can be achieved for two time slots for a stride step of 2.  

Up to now the parallelism improved by the addition of the wavelength domain, 

spatial domain and cyclic wavelength domain is considered. But now, we can go 

even further to includes the different FSR regions for computing.  

AWG-SOA-AWG with exploitation of Multi-FSRs. Similar to the operation in 

Fig. 5.10, the wavelengths used for the encoding cover 2 FSR regions, resulting 

in 16 wavelengths: the encoding of input matrix in the 2nd time slot is replace with 

the 2nd FSR, as shown in Fig. 5.12, so that with the FSR demultiplexers at the 

output, the output elements for forming the output matrix are doubled. In this case, 

the same weighting elements will process 2 FSR of cyclic wavelengths, which 

accelerates the computing by a factor given by the FSR number considered. 

 
Fig. 5.12 The schematic of the operation for improved design of the optical convolutional 

layer, including 8 filters with 2 × 2 kernels for 2-channel input image, with FSR = 2 and 

cyclic λ of AWGs. 
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In the next section, the convolutional operations with the mentioned structures 

will be explained mathematically, and the performance of the cross-connect chip 

will be discussed in terms of the computing speed, power consumption and com-

pared to the state-of-the-art PCNN. 

5.3.4. The performance of SOA-based PCNN 

For the first PCNN operation shown in Fig. 5.9, the i-th input Ii is a k×k matrix 

Xmj, which is the j-th matrix of the m-th channel input image. Xmj for m =1, 2, …, 

M, can be encoded into the same input port with different wavelengths or sepa-

rately encoded into M input ports for different input channel images for kernel 

size of k×k. The Fig. 5.9 shows the latter case with separated ports for different 

channel images. In this case, for N (N=4) times spatial scanning of the kernels, 

with j = 1, 2, …, N, so that j = (i+1)/2 for i is odd, and j = i/2 for i is even, m = 1 

and 2 for images in D1 and D2. The l-th filter includes M kernels for given M-

channel input images, with l = 1, 2, …, L. With m-th kernel denoted as Klm in the 

l-th filter, the j-th output for the filter is:  

𝑦𝑙𝑗 =  K𝑙𝑚 ∗𝑋𝑚𝑗 (5.2) 

with * denoting the element-wise multiplication. Therefore, for a given N spatial 

scanning, the total number of elements from one filter will form a N by 1 vector 

for 2-dimesion input images. This is done by replicating the input format and the 

L-filters to other aera of the chip for N times, which is limited by the input ports 

available on-chip. For this operation, with k×k kernels, M-channel input image, 

it requires k×k×M weighting elements in one filter. Since the multiplication of 

the kernel with the input matrix is done in single wavelength, the required number 

of wavelengths is also k×k×M.  

If further exploit R times FSR of the AWG as shown in Fig. 5.10, providing 

additional wavelengths for the input encoding, the k×k kernel can process R×k×k 

wavelengths. The single output elements will be: 

𝑦𝑙𝑗𝑟 =  K𝑙𝑚 ∗𝑋𝑚𝑗𝑟 (5.3) 

for the r-th FSR of the j-th output from the filter for the l-th filter. In total, the 

cross-connect structure can process R×k×k×M×L×N times element-wise multi-

plication and provides R×L×N output elements, in which R×N for one filter. For 

the case of using the recent chip as shown in Fig. 5.8, with available FSR of 2, 

the total element-wise multiplication is 128 and it provides 16 outputs for single 

time slot.  

On the other hand, when replacing the output couplers with the mirrored AWG, 

as shown in Fig. 5.11, the encoding scheme is slightly changed as mentioned in 
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the previous section. The input matrix Xmj, the j-th spatial scanning matrix of the 

m-th channel input image, is encoded into input i, this time, with i=j, and using 

in total k×k×M input wavelengths. The inputs use the same number of input 

wavelength but encoded with one wavelength shift for the other input ports. The 

single output is also defined by equation (5.2). However, the k×k×M weighting 

elements process k×k×M×N element-wise multiplications since there are N cyclic 

wavelengths in a single weighting SOA, the N scanning of the input images is 

realized by using N wavelengths in N input ports, instead of k×k wavelengths for 

the case of using couplers. Hence, N will be the same as the total number of weight 

elements enabled by one AWG, i.e., N = k×k×M in this case. The improved op-

eration structure can also utilize the FSR of the AWG. If R times FSR wave-

lengths is enabled for the kernel operation, as shown in Fig. 5.12, one weighting 

elements will process R×N wavelengths, and the k×k kernel can process 

R×N×k×k wavelengths, resulting in again R×k×k×M×L×N element-wise multi-

plication, and R×L×N times summation. Note the L and N are different from the 

case when using output couplers. For the time being, N is limited by the available 

ports of the AWGs, with is defined by the weighting element number. Using the 

mirrored AWGs at the outputs and exploiting FSR = 2, together with the FSR 

demultiplexers after each output of the AWGs, the recent weighting 64 SOAs on-

chip is capable to carry out 1024 element-wise multiplications and provide 128 

outputs, respectively, with output elements defined in equation (5.3). Furthermore, 

the FSR used in the processing is defined by the bandwidth of the SOAs and the 

channel spacing of the AWGs, e.g., using the same SOAs in the cross-connect, 

by decreasing the channel spacing from 400 to 100 GHz, the usable FSR will 

change from 2 to 8, with unchanged number of weighting elements, the pro-

cessing speed will be 4 times higher, albeit requires FSR filters for 8 FSR outputs. 

And for a larger kernel multiplication, a bigger N is needed, e.g., for a 4×4 kernel 

for 2-channel input images, it requires 32 input wavelengths, which can also be 

obtained by reducing the channel spacing from 400 to 100 GHz. However, the 

weighting SOAs in one filter should also increase from 8 SOAs to 32 SOAs, and 

the FSR will be kept being the same as 2, due to the limited bandwidth of SOAs.  

In the following, the potential performance of the SOA-AWG based PCNN as 

well as the free-space optics-based CNN are compared with the state-of-the-art 

PCNN processors. For a fair comparison, the same dimension of the input images, 

of filter and of kernels, are considered: here 2-channel input image of 8×8 pixels, 

and 2-filters with 2 times 2×2 kernels are considered, and therefore, the weighting 

elements must be 16 in number. The TABLE 5.1 lists the performance of different 

PCNN in terms of parallelism, computing speed, energy efficiency, footprint, re-

configuration time. One can note that the integrated PCNNs have advantage over 
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the free-space CNN, which is attributable to the fast modulation of the optical 

input. From the parallelism used in the PCNN, we can classify four different di-

mensions: space, wavelength, FSR and cyclic wavelength. Increasing the parallel 

dimensions will result in multiple-times faster computing, given the same 

weighting elements. The spatial multiplexing is used to generate parallel outputs 

for spatial scanning of the kernels as shown in Fig. 5.9 to 5.12, and it can be 

commonly used for all the integrated PCNN. Within one spatial input, the other 

dimension of input will play an important role to increase the simultaneous com-

puting with one weighting element.  

For 16 weighting elements, the WDM will provide 16 MAC operations due to 

the individual weighting. If the FSR is not used and the summation of the result 

of filters is summed up electrically, the required WDM input is 4 wavelengths, 

for instance, implemented with Microring-PD [105] and Modal-PCM [106]: the 

computing speed for this case is 160 GMAC/s for two-filter implementation. If 

the FSR is implemented with additional FSR demultiplexer at the end of the chip, 

e.g., the cross-bars with PCM (Xbar-PCM) [108] and the AWG-SOA-coupler 

structure as descripted above, the computing speed is 2 times the 160 GMAC/s, 

resulting in 320 GMAC/s, with used FSR region of 2.  

Furthermore, if the FSR is considered and also a cyclic wavelength shift is 

utilized, the 16-wavelength input (with FSR of 2) can be cyclically fed to the same 

weighting elements to enable parallel computing, e.g. AWG-SOA-AWG struc-

ture with FSR filter at the outputs: therefore, the computing speed for this case is 

8 times the 320 GMAC/s, resulting in 2.56 TeraMAC/s for two filter outputs. 

Finally, taking the spatial domain into account, with 64 SOAs on one chip, the 

cross-connect structure will be capable to process 10.24 TeraMAC/s, with the 

structure explicitly explained in Fig. 5.13. As we mentioned above, with 

 
Fig. 5.13 the computing speed in MAC per time-slot when increasing the weighting elements, 

for scaling with single FSR (FSR = 1) (blue), with FSR = 2 (red), and with FSR = 2 and cyclic 

λ (yellow). 
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increasing the FSR region number from 2 to 8 and replace FSR filters accordingly, 

the 64 SOAs on the filter stage can process 4 times of 10.24 TeraMAC/s, resulting 

in 40.96 TeraMAC/s computing speed. Fig. 5.13 plots the number of operations 

per time slot for 2-filter outputs as a function of the number of weighting elements 

from 1 to 8, for the WDM input cases: with single FSR (FSR = 1), with double 

FSR (FSR = 2), and with FSR = 2 and cyclic λ. The number of FSR = 4 is con-

sidered for the latter two cases. one can see the operation number per time slot is 

linearly scaling for the first two cases, while it is quadratically increasing when 

both a higher number of FSR and cyclic λs are considered. 

Finally, owning to the increase of the computing speed of the PCNN processor 

with multiple novel parallelism enabled by the cyclic wavelength input, the en-

ergy efficiency of the cross-connect is calculated to be 0.26 pJ/MAC for a 10 

GBaud input, which is 4 times higher than the MRR-PD PCNN, while the com-

puting speed results to be N (N = 8) times faster than the state-of-the-art operation 

scheme with Xbar-PCM. Moreover, the reconfiguration time is at least 3-order 

magnitude faster than the thermal-optic tuning in MRR-PD, and 6-oder magni-

tude faster than the PCM tuning in Xbar-PCM, though the size of the weighting 

element is 2 time larger than the one of the Xbar-PCMs and 30 times larger than 

the one of microrings. Only moving to InP-based nano-photonics we may achieve 

smaller form-factor engines.

5.4. Conclusion  

In this chapter, the photonic implementation of convolutional neural network is 

investigated. The 4-f optical correlator system can enable O(1) computation com-

plexity for the convolution operation. The experimental demonstration shows that 

the system can classify a subset of the MNIST dataset with an accuracy of 81.01% 

(or 91.57% excluding the ‘1’-row). The main sources of error are likely misalign-

ment, flickering and optical aberration. The speed of the optical correlator is lim-

ited by the speed of the SLM and camera at the setup. When adopting higher-

speed SLM and camera and exploiting spatial encoding of the input images, the 

4f-SLM PCNN can process at a speed of 4.0 GMAC/s, higher than a conventional 

GPU (GPUs in fact computer compute convolutions with an O(n2) complexity). 

We further discuss the operation of the integrated PCNN utilizing the 3-stage 

cross-connect. The possible parallelism of light is identified in space, wavelength, 

free space range region and cyclic wavelength domains. Exploiting multiple par-

allel computing domain in convolutional operation can accelerate the speed of 

computation. The total computing speed is proportional to the available spatial, 
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wavelength and FSR numbers, while it is quadratic with the cyclic wavelength 

numbers. This additional parallelism provided by the mirror-paired AWGs can 

potentially enable ultra-fast computation in CNNs. With 10 Gbaud/s input mod-

ulation speed, the 64-SOA filter stage is capable to process 16 WDM inputs from 

two FSR in a speed of 10.24 Tera MAC/s, which is 8 times faster than state-of-

the-art photonic integrated cross-bar architectures, while allowing for a reconfig-

uration time in the nanosecond range. The additional dimension of parallelism 

paves the way to ultra-fast photonic integrated CNN accelerators. 
 



 

 

Chapter 6  
 

All-optical Photonic Neural Networks: 

alternative 2D and 3D approaches  

 

In this chapter, the alternative approaches for all-optical DNN implementation 

will be introduced, talking first about a novel coherent structure designed for an 

InP membrane on silicon (IMOS) platform in section 6.1. The proposed all-opti-

cal neural networks, on InP generic and on the IMOS platform, are then bench-

marked with the state-of-the-art electronics and photonics, in section 6.2.  in terms 

of energy efficiency, computing density, computing speed, dynamic range, etc. 

Finally, in section 6.3, a perspective neural network based on 3-dimesional (3D) 

integrated photonic neurons is proposed, discussed and identified to be a plausible 

a future implementation to further enable ultra-compact, energy efficient and ul-

tra-fast computing.   

6.1. All-optical Neural Network on IMOS platform 

The InP membrane on silicon (IMOS) integration is a novel integration technol-

ogy which enables passive-active co-integration of photonic components with en-

hanced optical confinements by inserting low refractive index buffer layer be-

tween the InP membrane and a Silicon substrate [114]. This platform allows pas-

sive components with size as small as the one on the SOI platform. These are 

bonded together with active elements, which perform similarly as the more ma-

ture InP platform [37]. Although the coherent approach shown in [39],[55] are 

phase noise sensitive, the MZI-mesh based matrix multiplication unit can imple-

ment positive and negative weighting using the phase of the signal, and the foot-

print of the MZI is smaller than the SOA. However, there is no all-optical inte-

gration neural network in the coherent passive approach to further accelerate the 

computation. In this section, the implementation of all-optical neural network on 

IMOS platform will be discussed in terms of linear and nonlinear unit, by exploit-

ing the coherent approach. For this reason, layers of special MZIs are used and 
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designed as explained in this section. Within this thesis, these functionalities have 

been proposed, designed and realized on chip to verify the process feasibility. 

Nevertheless, a performance projection is already made for benchmarking.  

6.1.1. MZIs with novel crossing-based thermo-optical phase shifter 

The size of the weighting elements is an important parameter to consider, to in-

crease the footprint efficiency of a neural network on chip, i.e., to increase the 

number of operations per unit area and to enable higher MAC operation per sec-

ond. The size of matrix multiplication unit with the conventional thermo-optic 

phase shifter on SOI chip as shown in [39] is of order of ~250×100 µm2, mainly 

attributable to the long length of phase shifters of~150 µm. The conventional 

phase shifter used on IMOS platform is also ~200 µm in length, which is limiting 

the number of weighting elements for integration. Recently, Wang et al. from the 

Photonic Integration (PhI) group at TU/e have developed a compact thermo-op-

tical phase shifter based on the use of an additional doped layer on the InP mem-

brane waveguide and designed as a crossing, with a size of 15×17 µm2, for up to 

1 order of magnitude reduction in size. Fig. 6.1a shows the mask details of the 

crossing-based phase shifter and the a micrograph of the fabricated elements. 

With a 4 mA driving current on the phase shifter, the small unit can achieve a π 

phase shift. By using 2 of these phase shifters, a 2π phase shift is possible. For 

the implementation of MZI used in the coherent approach, one π phase shifter and 

one 2π phase shifter are required [39],[115] to build a 2×2 unitary matrix multi-

plication unit. Fig. 6.1b illustrates the design of the unitary matrix multiplication 

unit with the crossing-based phase shifter and its micrograph. The direction of the 

input is different from the one in [39], which feed to the tunable coupler first then 

connected to the phase shifter. However, the matrix implemented in this case is 

the same [115], [116] and in this configuration the phase matching for multi-

15 µm Phase shifter: ϕ Tunable coupler

Phase shifter: θ
(a) (b)

Fig. 6.1 (a) Scheme of the cross-based thermo-optic tuning phase shifter on IMOS and the 

fabricated elements. (b) Scheme of the Mech-Zehnder interferometer and its micrography. 
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inputs will be easier in practise, when the other direction (using phase shifter first 

then a tunable coupler). 

The matrix multiplication is the result of multiplying the transmission matrix of 

the concatenated phase shifter (in blue box) and the tunable coupler (in red box) 

[116]: 

𝑇(𝜃, 𝜙) = 𝑖 [
𝑒𝑖𝜙 sin

𝜃

2
cos
𝜃

2

𝑒𝑖𝜙 cos
𝜃

2
sin
𝜃

2

] (6.1) 

where  𝜃 ∈ [0, 𝜋] and 𝜙 ∈ [0, 2𝜋). The structure of the MZI mesh can be triangle 

or rectangular, both structures consist of 𝑁(𝑁  1)/2 times of MZIs. The result 

of the matrix multiplication will be the multiplication of the rank-extended (with 

1s filled in the diagonal elements to N rank) matrix with the effective elements 

shown in equation (6.1) [115]. And the final N×N unitary matrix multiplication 

can be implemented with a meshed network of the MZI structure. Fig. 6.2 shows 

the coherent MZI mesh for 4×4 unitary matrix multiplication and its micrograph. 

The occupation area of the recent fabricated optical inference unit on IMOS is 30% 

smaller than the one in [39]. The distance between the phase shifters on chip is 

double the values than it is possible to fabricate, and with longer waveguides 

overused. When using shorter connections between two phase shifters while 

keeping the same performance, the mesh unit can be 50% smaller, resulting in > 

60% smaller than the matrix multiplication unit in [39].  

 

100 µm

Fig. 6.2 Scheme of the 4×4 unitary matrix multiplication and its micrography. 
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6.1.2. All-optical nonlinear function on IMOS 

All the optical neural networks based on MZI do not yet include the all-optical 

nonlinear function on-chip, which may hinder the high processing speed at the 

electrical connections. Recently, nonlinear functions for optical neural network 

implementation are proposed to be integrated on-chip, including the electric-op-

tical and all-optical nonlinear function. The nonlinear function with electric-opti-

cal conversion may be limited by the bandwidth of the electric wires, and the 

impendence matching between the photodetector to the modulators needs careful 

design and this will require bigger footprint to accommodate the electric connec-

tions. An all-optical nonlinear function without electro-optic conversion is pref-

erable to be integrated with the matrix multiplication unit. The optical nonlinear 

function based on mirroring and MZI structure is a good candidate to be inte-

grated with the MZI mesh based optical coherent interference unit. This nonlinear 

function is implemented on SOI platform recently being utilized as optical 

thresholder [117] for optical communication. The nonlinear function is realized 

with the Fano resonances, combining resonances from MRR, based on power de-

pendent free-carrier dispersion effect, and background resonates from MZI, with 

triggering power at 5 dBm. The triggering power of the nonlinear function can be 

reduced with material with higher two-photon absorption (TPA) efficiency and 

the processing speed can be improved with lower free-carrier lifetime in the 

waveguide. IMOS platform potentially outperforms SOI on the nonlinear effect 

[118], the InP membrane can provide >20 times higher TPA efficiency than the 

SOI, while the free-carrier lifetime is 10% of the one on SOI. Therefore, the trig-

gering power of the nonlinear function with IMOS is potentially <-8 dBm, which 

relaxes the power requirement. Moreover, the triggering power can be further re-

duced with higher order micro-rings at the MZI arm. And the processing speed 

Tunable coupler

Fig. 6.3 Scheme of the MRR-MZI based nonlinear function and its micrography. 
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of the nonlinear function is potentially 10 times higher to allow processing mod-

ulated optical signal in the GHz regime, which is not easy with an SOI implemen-

tation. Fig. 6.3 shows the design and the fabricated structure of the MRR-MZI 

nonlinear function, which includes two parts: a tunable coupler and an MRR-MZI 

interferometer. The transfer function of the MRR-MZI interferometer is config-

ured with the coupling ratio of the tunable coupler and the detuning of the MRR 

[117]. With a slightly detuned signal to the initial dip of the MRR, and an increase 

of the input power, that changes phase of arm with MRR in the MZI, both together 

with the changes in transmission, the sigmoid non-linear function is achievable. 

The size of the MRR-MZI is also reduced, compared to the SOI platform, when 

using the crossing based thermal optical phase shifter as in the linear part, as dis-

cussed in section 6.1.1.  

6.1.3. Integrated coherent all-optical neural network 

Combining the linear matrix multiplication unit and the nonlinear units, both pre-

sented above, an all-optical neural network can be established. Fig. 6.4 shows the 

scheme and micrograph of the fabricated triangle AONN with MZI-mesh and 

MRR-MZI based nonlinear function. The AONN includes 4 inputs and produce 

4 outputs, which provides the nonlinear transformation of the 4×4 matrix multi-

plication. The fabricated AONN is expected to outperform the existed coherent 

neural network in terms of computing speed, footprint, energy efficiency, as dis-

cussed below.

 

Fig. 6.4 Scheme of the 4×4 all-optical neural network layer with nonlinear function inte-

grated and the micrography. 

100 µm
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6.2. Benchmark with the State-of-the-arts 

As discussed in section 1.2, the electronic and photonic integrated circuits are 

developed to profoundly outperform the conventional computing structure for 

neuromorphic computing. In this section, the performance of proposed SOA-

based all-optical neural network shown in Chapter 2 and Chapter 3 is adapted into 

the table of the neuromorphic implementations, for both linear synaptic operation 

and the nonlinear function operation.  

TABLE 6.1 lists the metrics of the state-of-the-art processors designated for 

neuromorphic computing, compared with the SOA-based PNN processor. The 

electrical processers with spiking encoding, e.g.,   TrueNorth [14], SpiNNaker 

[15], Loihi [16], HiCANN [18], and Neurogrid [17], have reduced the energy 

efficiency down to sub pJ regime, however, the computing speed is in GMAC 

regime, and the footprint efficiency is at 100s MMAC/s/mm2. The implementa-

tions with GPU-based computing structure, e.g., Google TPU [23], Nivida V100 

[119],   are also taking effort to optimize the structure to accelerate the matrix 

multiplication calculation for neural network implementation in a digital format. 

The energy per operation is also in sub pJ regime with the best cases, i.e., the 

Groq [45] or Cambricon [46], being 2-fold of the best spiking case, i.e., the True-

North. The computing speed of this type of accelerators are in 100s Tera MACs 

with optimized data flows.  

In the photonic implementation, the operating frequency of the PDNN can 

reach 10s GHz, being 1-2 order of magnitude higher than current digital GPU, 

TPU, and spiking engines, leveraging WDM techniques for wavelength parallel-

ization as an extra acceleration factor. For a 32×32 matrix-multiplication, silicon 

photonic DNN processor with MZIs and MRRs can provide 20 Tera MAC/s com-

puting speed with 20 Gbaud inputs, with MAC energy efficiency in the pJ regime. 

The computing speed of MRR and MZI implementation is limited by the pass-

band width of the mirroring and MZI, which is around 0.15 nm in the case pre-

sented in [35],[39], since the weighting elements is set to be static state for infer-

ence. A higher data throughput would require higher bandwidth of the filters oth-

erwise the optical signal will be distorted [120]. This can be improved by multi-

order MRRs or MZIs, however, this will increase the size of the weighting ele-

ments and may reduce the footprint efficiency. Similarly, the coherent implemen-

tation on InP-MZI in [55] and IMOS-MZI (present in section 6.1) will be also 

limited in 20 Gbaud input with limited passband width. The thermo-optical tuning 

of SOI-MRR and the SOI-MZI per weight consume 32 and 20 mW, resulting in 

energy efficiency of 1.6 and 1 pJ/MAC, which is the same order of the advanced 

electronic accelerators. The power consumption may be improved to 5 mW per 
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weight with optimized design [34], leading to 0.25 pJ/MAC. Furthermore, using 

thermal tuning phase change material as in [51] will consume zero energy for 

inference, though the speed of the reconfiguration will be as slow as 20 µs.  

In the InP flatform, the MZI with electro-optic phase shifter, with the coherent 

approach shown in [55], can reduce the power for the weighting to 6 mW per 

weight, therefore the energy per MAC is 0.3 pJ/MAC, which outperforms the all 

the electronics. In the recent developing IMOS platform, with a novel phase 

shifter based on thermal tunable heater with crossing structure, the power of each 

weighting MZI is 5 mW, resulting in energy efficiency of 0.25 pJ per MAC, 

which is 84% and 75% improvement on the SOI-MRR and SOI-MZI cases, re-

spectively. The size of the phase shifter is as small as 15×17 µm2, which poten-

tially enables dense phase shifters integration. With the design shown in Fig. 6.4, 

the ad-hoc size of the MZI of 50×200 µm2, the footprint efficiency is 4.0 Tera 

MAC/s/mm2, which is half of the case for SOI-MRRs, but 2 folds of the SOI-MZI 

case. As mentioned in section 6.1, the sizes of the MZI can be reduced to half of 

the area which can provides the same performance. The footprint efficiency in 

this case is 8.0 Tera MAC/s/mm2, which is the same as the SOI-MRR and 4-fold 

of the conventional SOI-MZI. 

For the SOA-based matrix multiplication as shown in the Chapter 2, the pass-

band width of the AWG filters is 1.46 nm, which is capable to process data up to 

180 Gbaud input, however, limited by the response of the recent SOA of tens ps 

regime, to a throughput of 50 Gbaud [121]. This is a conservative estimation, 

though, as the input can be encoded in multi-levels, as shown in Chapter 3 which 

may not require high passband width. And response of the SOAs can be improved 

with quantum dot or additional carrier reservoir layer as mentioned in Chapter 3. 

Nonetheless, an integrated chip with 32×32 matrix multiplication can process 

with a rate of 51.2 Tera MAC/s and 0.84 pJ/MAC energy efficiency. Furthermore, 

as mentioned in Chapter 5, using the SOA-based photonic core as convolution 

kernel with additional parallelism can accelerate computing, by assuming FSR of 

2 times, cyclic wavelength of 16 for the 32×32 matrix multiplication photonic 

core, for a computing speed that can be 16 folds of 51.2 Tera MAC/s and lead to 

0.82 Peta MAC/s. Although the footprint of the photonic integrated circuits is 

bigger than the electronics, footprint efficiency of the photonic circuit is the same 

order of the best electronic implementation of Groq, since the computing speed 

is much higher. The footprint efficiency of the IMOS-MZI implementation is half 

of the case of SOI-MRR due to the ad-hoc design size, while the InP-SOA is 1/4 

the footprint efficiency of the IMOS-MZI. However, energy efficiency of the InP-

SOA implementation is 48% and 16% better than the SOI-MRR and SOI-MZI 
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cases, respectively. Furthermore, the electro-optic reconfiguration of the weight 

elements is at least 3 order magnitude faster than the thermo-optical tuning. 

 

TABLE 6.1. comparison of state-of-the-art neuromorphic processors with SOA-

based approach on linear operation 

 

Name typology 

Computing 

speed 

(GMAC/s) 

Energy 

per 

MAC 

(pJ) 

Footprint effi-

ciency  

(GMAC/s/mm2) 

Syn-

aptic 

preci-

sion 

(bit) 

ref 

E
le

c
tr

o
n

ic
 

True-

North 
Spiking 17 0.27 2.0×10-3 5 [14] 

SpiNNa-

ker 
Spiking 10-3 6×105  4.7×10-5 16 [15] 

Loihi Spiking 3.8×10-4 23.6 4.7×10-5 9 [16] 

HiCANN Spiking 5.0 198.4 8.1×10-4 4 [17] 

Neru-

ogrid 
Spiking 2.3×10-4 119 1.4×10-3  13 [18] 

Google 

TPU 

GPU-

based 
92×103 0.8 278 8 [23] 

Nvidia 

V100 

GPU-

based 
1.56×103 1.2 307 32 [119] 

Cambri-

con 

GPU-

based 
1.28×105 0.625 2.0×10-3 16 [46] 

Graph-

core 

GPU-

based 
2.06×102 0.6 310 32 [47] 

Groq 
GPU-

based 
8.2×105 0.36 1.13×103 32 [45] 

Myhic Analog 1.0×104 0.5 27 8 [27] 

O
p

ti
c

a
l 

SOI-

MRR 

Thermo-

Optic 
2.05×104 1.6 8.0×103 5 [142] 

SOI-MZI 
Thermo-

Optic 
2.05×104 1.0 2.0×103 4 [39] 

SOI-

PCM 

Thermo-

Optic 
2.05×104 - 5.0×103 3 [122] 

IMOS-

MZI 

Thermo-

Optic 
2.05×104 0.25 8.0×103 4 S6.1 

InP-MZI 
Electro-

Optic 
2.05×104 0.3 0.4×103 7 [55] 

InP-SOA 
Electro-

Optic 
5.12×104 0.84 1.0×103 9 S2.1 

InP-3D 

Thermo-

/Electro- 

Optic 

20.5 × 106 0.063 3.5 × 104 8 S6.3 
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6.3. 3D Stacked PNN 

The key approaches for next generation optical engines will include the mixing 

of the best-in-class material and device platforms for both passive and active com-

ponents, together with the promotion of in-memory processing where collocation 

of photonic memories with high-speed photonic MAC operations is pursued. We 

argue that the right combination of the best-in-class technologies will have to be 

conceived via a 3D stack integration approach (see Fig. 6.5), which sees the co-

integration of zero-power synaptic operation that can seamlessly interact with the 

overlying electronics (top layer), of the lowest-loss routing functionality (middle 

layer), and of the most compact nonlinear functions for light generation, activa-

tion, and detection (bottom layer) for enabling neuromorphic photonic processor, 

which are scalable, ultra-compact, and energy efficient. Fig. 6.5 shows a sche-

matic of the envisioned 3D ultra-compact neuron, where the vertical stacking of 

the three functional layers is underlined. The reason for suggesting a planar 3D 

integration scheme is to avoid any complex and unreliable hybrid integration 

scheme and offer instead flexibility in terms of material of choice, as well as ease 

of integration. In the following sections, we analyze the downside of current tech-

nologies and identify the desired performance for each layer to propose the most 

suitable technologies, whose combination promises disruptive deployment of op-

tical computing on chip.  

6.3.1. Top layer—Synaptic operation 

In every synaptic connection, input data get weighted prior to reaching the non-

linear activation unit, meaning that an optical carrier or a modulated signal needs 

to be attenuated or delayed by a certain amount dictated by a weight value. 

 

Fig. 6.5 Schematic of the envisioned photonic neuron in a 3D fashion [3]. 



6.3. 3D Stacked PNN 137 

 

Photonic interferometers and resonating structures are mostly employed to realize 

synaptic connections, leveraging various technologies based on thermo-optic, 

electro-optic, non-volatile and plasmonic enhanced modulation of amplitude or 

phase attributes. When mapping the dynamics of the employed technology, inte-

grated photonic weighting elements can be classified in fast and slow elements. 

Fast weighting solutions become essential in training routines where weights are 

updated on-line, while slow variants are required by layouts for inference tasks 

with weight assignment being carried out off-line.  

Thermo-optic (TO) phase shifters loaded Mach–Zehnder interferometers or 

micro-ring resonators (MRRs) constitute the easiest way to realize on-chip 

weighting elements by changing the index of propagating modes through resistive 

metal wires lying on top of waveguides. In most cases, thermo-optic phase shift-

ers are power inefficient and occupy large footprint area [123]. However, ad-

vanced fabrication techniques can lead to TO phase shifters with tens of micro-

watts per π phase shift efficiencies [124] while a collaborative research effort 

pursued within the European H2020 project PlasmoniAC attempts to de-liver sub-

mW and ultra-compact thermo-optic synaptic elements via the de-ployment of 

plasmonics-on-SiN structures [125]. Alternatives to TO solutions refer to electro-

refractive or even electro-absorptive modulators, where physical mechanisms 

such as the Pockels effect, Kerr effect, quantum confined Stark effect (QCSE), 

and free carrier modulation [126]-[130] are considered to realize fast and energy 

efficient weighting devices; however, a straightforward comparison between 

modulation principles in any layout cannot be pursued without application re-

quirement relevance. Ultrahigh-speed modulation, for instance, can be achieved 

relying on mm-long LiNbO3 based MZI modulators; however, their very large 

footprint raises concerns about scalability and yield [131]. At the other extreme, 

ultra-compact plasmonic modulators based on nonlinear polymers showcased 

modulation rates higher than >100 Gbaud, but still taking up the gauntlet of re-

ducing excessive optical losses [132]. In fact, research groups are striving to en-

gineer hybrid modulators employing graphene-plasmonics [133], InP membranes 

[134], and other emerging 2D materials [135] in an attempt to improve perfor-

mance metrics in all aspects for both electro-optic and electro-absorptive modu-

lators. Recently, indium-tin-oxide (ITO) appeared compelling exhibiting superior 

tunable absorption and unity refractive index change properties demonstrating 

low-loss operation and multi-GHz potential [136]. 

In the end, we may argue that the aforementioned modulation technologies are 

well suited for volatile based memory weighting functions, but severe challenges 

associated with thermal drifts and sub-optimal longevity of weight values during 

inference need to be overcome. Therefore, endeavors to conceive and develop 
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photonic memristor devices gathered enormous attention, with the prospect to re-

alize all-optical fast and zero-power nonlinear responses with long-term infor-

mation retention capabilities. In particular, chalcogenide phase change materials 

(PCMs) exhibit strong modulation in a static, self-holding fashion, leading to ul-

tra-compact and highly energy efficient operations. State-of-the-art demonstra-

tions have revealed memristive behavior for chalcogenide PCMs in spiking neu-

ral networks [137] with self-holding properties and ultracompact footprint. GST 

(Ge2Sb2Te5) islands deposited on top of Si3N4/SiO2 waveguides formed a 15 μm 

long synapses element, with 3-bit precision and without any static power con-

sumption but controlled via the repetition rate of an optical pulse. Recently, elec-

trical switching of GST-based optical attenuators with external heaters79,80 and 

on-chip integrated PIN heaters81 have shown promising results, however, incur-

ring in large insertion loss due to the use of ITO heaters or uniformly doped sili-

con heaters and in a number of switching cycles limited to ∼5–50. Ultra-compact 

hybrid Ge–Sb–Se–Te (GSST)–silicon Mach–Zehnder modulators employing an 

optimized electro-thermal switching mechanism [122] have also been reported. 

A zero-power memristive weighting structure must be developed to eliminate the 

energy cost of photonic linear neuron operations. However, the transmitted light 

amplitude should not be tuned via absorption but through phase change for re-

moving insertion losses. Hereby, we propose some very promising novel anti-

mony (Sb)-based compounds, which allows tuning the optical refractive index 

without affecting optical absorption levels. Recent fabrication ellipsometry re-

sults [82] on the non-volatile refractive index change in Sb2S3 (antimony trisul-

fide) and Sb2Se3 (antimony triselenide) compounds show already distinctive large 

index change of Δn = 0.77 without notable increase of the absorption either in the 

crystalline or amorphous state across a large optical spectrum of >800 nm and a 

switching extinction ratio with up to 5-bit resolution. 

6.3.2. Middle layer—Routing layer 

The right choice for a routing layer (middle layer in Fig. 6.5) is strictly connected 

to the architectural choice. Multi synaptic connection including the fan-in, i.e., all 

the inputs/outputs (I/Os) of the optical engines, construct a linear neuron. Linear 

neuron architectural implementations fall into two main categories: coherent and 

incoherent. Coherent based linear neurons, so far, relied mostly on interferome-

ters or any type of photonic device that resembles a beam splitter arranged in 

mesh topologies to perform MAC operation using opto-electronics (OEs). For 

this case, single laser sources have been used, and fruitful interferometric layouts, 
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supporting different cell symmetries, have been in the spotlight [37] resulting in 

multipath interference patterns aiming at unity fidelity features by minimizing the 

number of active components and mitigating phase errors. Although remarkable 

results have been reported so far, coherent approaches still struggle to adopt 

WDM functionalities and hence not fully taking advantage of the benefits of the 

inherently parallelized photons, which improves scalability, allowing for an all-

to-all interconnectivity, and form factor. On the other hand, the first approaches 

for realizing neuromorphic photonic layouts relied on incoherent deployments 

that inherently employ WDM-enabled MAC operations, with the most recent on-

chip implementations promoting the use of multiwavelength laser sources or mul-

tiple laser sources on chip and creating expectations for skyrocketing computa-

tional speed for next-gen photonic processors.  

In this context, various incoherent architectures have been demonstrated span-

ning from crossbar arrays [108] to specialized broadcast and weight layouts on 

SOI [142] as well as adopting cross-connect schemes on InP [58] using WDM 

sources. In practice though, both coherent and incoherent based layouts face mul-

titude performance trade-offs associated with thermal stability, increased channel 

crosstalk, and excessive insertion losses. 

Putting facts in perspective, those trade-offs originate mostly from the wave-

guide platform of choice and their constituent materials. Current implementations 

employ heavily SOI wafers with crystalline Si waveguides to implement 

weighting functions and hybrid assemble fan-in structures realized exploiting 

multi-project wafer services or in-house fabrication facilities. High-index contrast 

of silicon waveguides allow indeed for compact layouts due to a high refractive 

index contrast at the expense of increased optical scattering and amenability to 

phase errors along the direction of propagation. Propagation losses in active–pas-

sive InP wafers, on the other side, are mainly due to the p-doped cladding layer: 

They would necessitate an ad-hoc process development to guarantee competitive 

waveguide losses [143]. In stark contrast, moderate index contrast platforms such 

as those based on silicon nitride propelled the deployment of photonic devices 

with higher immunity to the temperature drifts, lower optical losses, improved 

crosstalk values, and wider wavelength transparency [144]. In addition, silicon-

rich nitride platforms emerged as the means to tailor the index contrast of pho-

tonic devices complying with applications requirements where increased index 

contrast is imperatively needed, such as low-loss (<1 dB) fiber to chip coupling 

using grating couplers [145]. Multi-layer silicon nitride cross-connects standing 

out as 10 × 100 any-to-any as well as feedforward networks have been also 

demonstrated pointing out the increased degree of freedom in designing scalable 

linear neurons pursuing low-loss SiN platforms [146]. Nevertheless, hybrid 
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integration of active devices on SiN platforms is still in its infancy impeding their 

wide adoption in practical applications as opposed to the more mature approaches 

of co-integrated CMOS electronics on SOI. For these reasons, while we foresee 

that the SiN platform will play a key role as routing layer in neuromorphic pho-

tonics, we also suggest that only a 3D integration scheme merging SiN with best-

in-class active technologies bear promises for a revolutionary neuromorphic pho-

tonic platform. 

6.3.3. Bottom layer—Nonlinear function 

After identifying the synaptic weight and linear neuron (top and middle layer), 

we reach the bottom layer of the envisioned 3D integrated approach in Fig. 6.5, 

where all the active functions (of generation, detection, and activation) must be 

placed and interfaced to the linear neuron to realize the complete neural units. 

Nonlinear activation function (NLAF) elements can be classified in optoelec-

tronic (OE) or all-optical (AO) ones. Regarding O/E NLAFs, the nonlinear optical 

transfer function is mostly mediated by an electrical signal used to convert optical 

input signals at the output [40],[147],[149]; however, the employed O/E conver-

sion can increase inference latency [150] or require efficient and low power op-

toelectronic devices leveraging advanced fabrication methods [151]. Demarcat-

ing from O/E based NLAFs, all-optical variants are highly anticipated to revolu-

tionize neuromorphic photonic circuits by providing time-of-flight latencies, ex-

ploiting fully the available optical bandwidth and consuming low power. All-op-

tical SOA-MZI wavelength converters [56] have been shown to exhibit a sig-

moid-like transfer function with an extinction ratio of 11 dB at 10 GHz, yet in a 

bulk and power hungry deployment. On the other hand, power efficient Fano-

based MRR-MZI structures [51],[152]-[155] can operate as optical thresholders 

achieving energy efficiencies down to ∼13.3 pJ/Op; however such schemes face 

hurdlers to facilitate WDM inputs and increase aggregated bandwidth. For exam-

ple, an optical nonlinear function has been reported in Ref. [51] with PCM GST 

being loaded on a MRR, using a probe laser coupled into the MRR to assist gen-

erating the output pulses; however, the pulse width limits the maximum operation 

speed. Plasmon-assisted localization in combination with highly nonlinear mate-

rial such as CdSe quantum dots [152] allow for transfer function resembling a 

reversed sigmoid function, with a stunning compute efficiency of 1 Tera Op/s, 

pitfalls though regarding high loss and the low contrast aspects. Without moving 

toward more exotic implementations, a more robust and suitable technology for 

the active layer may rely on the resonantly enhanced nonlinear response of pas-

sive semiconductors, which can be configured to generate a tailored nonlinear 
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function, as for instance in Ref. [153] where photonic crystal Fano structures have 

been used determining the optimal ratio between energy per bit and speed. Supe-

rior performance can be achieved by using photonic crystals nonlinear resonators 

made of III-V materials. Parameters can be optimized to favor speed and/or en-

ergy efficiency [156] for the integration on a silicon photonic circuit [157].  

6.3.4. 3D hybrid integration approach in perspective 

So far mainly monolithic integration, where light is moving on a single guiding 

plane (2D), or butt coupling of diverse monolithic integrated chips have been ex-

ploited to realize combinations of diverse functionalities (e.g., linear and nonlin-

ear functions). While the butt coupling of diverse photonic material platforms is 

exploited to overcome the lack of on-chip gain in fully passive platform [36], but 

at the expense of a complex and unreliable coupling scheme, a monolithic inte-

gration approach offers process robustness, yet preventing further scalability be-

cause of the high passive excess losses in active–passive platforms [37]. 

In this section, a more interesting approach is represented by the 3D hybrid 

planar integration, made of multiple guiding planes stacked in a 3D fashion, each 

with a different functionality, where a bottom guiding layer is patterned and pla-

narized, to deposit or bond a next layer on top, which is also patterned and pla-

narized, and so on and so forth. Such an integration scheme may provide the most 

compact optical neurons. Specifically, InP over SOI hybrid technology has been 

previously demonstrated as an extremely promising solution for future photonic 

circuits as it combines CMOS compatibility with the optoelectronic properties of 

III-V materials [158]. The two-layer structures are separated by a low-refractive 

index bonding layer constituted of benzocyclobutene (BCB) and SiO2. A sub-100 

nm precise alignment of the III-V nanocavities on top of SOI waveguides below 

is possible via multi-layer overlay and high precision reference markers fabri-

cated at the silicon waveguide level, which guarantees a high optical coupling 

between the different layers in the vertical direction. Moreover, the vertical eva-

nescent coupling between the underlying Si waveguides and nanocavities on top 

is a very compelling method, whose strength can be tuned at will by controlling 

the transverse overlap of the electro-magnetic fields distributed in each level by 

changing, for example, the SOI waveguide width and/or the SiO2 intermediate 

spacer layer [158]. 

Eventually, electrically powered InP photonic crystal (PhC) nanostructures on 

Silicon on Insulator (SOI) waveguide platforms have confirmed their superior 

compactness and energy benefits over the entire spectrum of optical active ele-

ments in a rich functional suite, including as nanolasers [99], nanomodulators 
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[159], nanophotodetectors [160], and bistable nanomemories [161]. The manu-

facturing of these nanocavities on top of SOI passives is achieved through a top-

down approach that bypasses sophisticated III-V regrowth steps and annealing at 

temperatures beyond which the CMOS back-end of line processing cannot be en-

visaged.  

As a result, this work paves the way to a 3D hybrid technology that opens to 

the convergence of microelectronics and photonics for a new generation of com-

plex optoelectronic circuits, which can serve the novel dogma of neuromorphic 

photonics. Transferring the InP PhC technology onto the SiN waveguide platform 

and engineering their rich nonlinear characteristics into a complete set of ultra-

low power and ultra-small footprint computational elements can bring to verify-

ing the potential of photonic crystal technology in the context of neuromorphic 

computing, once interfaced to memory-loaded linear neurons. 

6.3.5. Projected performance of the 3D stacked PNN 

The integration of possibly electrically controlled (via localized thermal heaters 

or PIN electrical junctions) non-volatile Sb-based layers onto low-loss SiN wave-

guides is expected to produce record-low-loss <0.15 dB non-volatile photonic 

structures, allowing full π-phase shifts via a very short waveguide section (<15 

μm). Sb materials are expected to yield identical weight resolution performance 

metrics when operated in standalone waveguide configurations, but to allow up 

to >8-bit weight resolution levels when bringing them into an interferometric en-

gineered layout for the highest linear neuron accuracy. On the other side, InP 

nanophotonic crystals (PhCs) are envisioned to be used for ultra-low-energy ul-

tra-fast (>40 GHz) photonic fan-in, gating, and activation function units. This InP 

PhC technology may be transferred under (or onto) the SiN Sb-loaded waveguide 

platform for the most compact and complete functional set required for neuro-

morphic computations that, interconnected to form programmable meshes [36], 

are foreseen to release sub-fJ/MAC energy efficiencies.  

The adoption of this technology will release a neuromorphic photonic technol-

ogy that can be benchmarked along all relevant metrics with respect to the elec-

tronic AI chip state-of-the-art (see Fig. 6.6, with corresponding metrics on TA-

BLE 6.1). Assuming a basic 32×32 neuron architecture for this 3D photonic neu-

ral network (3D PNN), we highlight how this can scale to multi-neuron photonic 

processors enforcing breakthrough performance at the following metrics. The op-

erating frequency of the 3D PNN can reach 50 GHz, being about 50 times higher 

than current digital GPU, TPU, and spiking engines, leveraging WDM techniques 
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and wavelength parallelization as an extra acceleration factor. The computational 

power in MAC/s (or number of MACs times frequency), the case of a typical 

N×N crossbar architecture, with up to 32 different wavelength channels will yield 

tens of TMAC/s, with the total area of four-channel N×N configuration calculated 

to have a slightly higher footprint of ∼1 mm2. The full-scale 3D PNN processor 

could encompass ∼400 cores within a standard silicon die area, yielding a total 

computational power of the order of tens of PMAC/s, i.e., >4× higher over the 

rack-scale HICANN and ∼140× more over Google’s Cloud TPU v3 boards. Con-

sidering the power consumption of N InP PhC PDs, N InP lasers, and N InP mod-

ulators including the driver and a total crossbar insertion loss, the total power 

required for single channel operating at 50 GHz is calculated to be tens of mW. 

This suggests energy efficiency that scales linearly with N, leading to a value as 

low as ∼63 fJ/bit, i.e., improved by an order of magnitude over all available dig-

ital and analog neuromorphic engines and a total footprint efficiency that sur-

passes by 2 orders of magnitude all available digital, analog, and spiking engines 

[125]. Latency will obviously benefit from the use of photons as a data carrying 

medium toward time-of-flight latency values less than a few hundreds of ps even 

for the longest route within a 20 × 20 mm2 silicon die. Fig. 6.6 shows the 3D 

PNN’s breakthroughs, simultaneously achieving top-notch compute power and 

footprint efficiency compared to state-of-the-art machines, highlighting its long-

term vision and future-proof technology.

 

Fig. 6.6 Projected performance for our 3D photonic neural network (PNN) and comparison 

with state-of-the-art machines [3]. 
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6.4. Conclusion 

The all-optical neural network design is extended to the coherent design on InP 

membrane on silicon platform as IMOS-MZI implementation. Utilizing a novel 

thermo-optic tuning phase shifter-based crossing heater, the size and the power 

consumption of MZI linear units is smaller than the conventional phase shifters 

used in the SOI platform. The nonlinear function based on MRR-MZI imple-

mented on InP membrane waveguide potentially outperforms SOI on the nonlin-

ear effect, with >20 times higher TPA efficiency and only 10% of the free-carrier 

lifetime, resulting in nonlinear triggering power < -8 dBm and enabling GHz pro-

cessing speed.   

The all-optical implementation proposed in this dissertation is benchmarked to 

the state-of-the-art electronic and photonic neuromorphic devices. The IMOS-

MZI implementation shows 84% and 75% energy efficiency improvement than 

the SOI-MRR and SOI-MZI cases, respectively, while the footprint efficiency is 

the same of the case for SOI-MRRs, and 2 folds of the SOI-MZI case. For the 

SOA-based matrix multiplication InP platform, it shows energy efficiency of 48% 

and 16% better than the SOI-MRR and SOI-MZI cases due to the high passband 

width, while the footprint efficiency is 12.5% and 25% of case in SOI-MRR and 

SOI-MZI. However, with the convolutional implementation, the additional par-

allelism provided by the AWG-SOA-AWG structure can increase the footprint 

efficiency of a factor 16, which makes the footprint efficiency of the InP-SOA 

outperforms the other implementation. Moreover, the SOAs provide on-chip gain 

and higher tuning dynamic range, therefore, higher bit-precision, and the electro-

optic reconfiguration of the weighting elements is at least 3 order magnitude 

faster than the thermo-optical tuning.  

Finally, the 3D stack integrated of photonic neural network is foreseen to 

achieve top-notch performance in characteristic computational metrics of compu-

tational speed, energy efficiency, and footprint. The investment in novel PCM 

photonic memristors on ultra-loss routing platforms and the 3D co-integration 

with ultracompact and energy efficient InP nanophotonics, working together for 

the promotion of in-memory processing, are key approaches for next generation 

optical engines. The right combination of the best-in-class technologies con-

ceived in a 3D stack approach will succeed in enabling fully programmable neu-

romorphic photonic processors with zero-power synaptic operation, ultra-low op-

tical loss routing functionality, and a complete suite for ultra-compact nonlinear 

function circuitries for light generation, activation and detection, enabling disrup-

tive deployment of optical computing. 
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Eventually, the development of these technologies for the release of robust 

technologies that allow for ultra-compact and efficient computing hardware must 

be pursued together with the development of the mathematical framework for 

neurophotonic deep learning architectures and training models, in order to actu-

ally demonstrate clear advantages in replacing or complementing state-of-the-art 

conventional computational approaches. 

  



 

 

Chapter 7  

Conclusions and Outlook  

7.1. Conclusions  

In this research work, the implementation of a monolithically integrated all-opti-

cal photonic deep neural network is explored on an InP platform, starting from 

the implementation of a SOA-based linear matrix multiplication unit to the co-

integration of cross-gain-modulation-based all-optical nonlinear function and the 

scalability investigation. The photonic implementation of a convolutional neural 

network is also discussed to enable additional parallelism, followed by the pro-

posal of new schemes, 2D coherent and 3D integrated, to reach high performance 

and smaller form-factors. Finally, the all-optical neural network implementations 

within this thesis are benchmarked with respect to the state-of-the-art neuromor-

phic networks on chip. 

Specifically, in following I summarize this thesis main achievements: 

Chapter 2. The SOA-based linear synaptic operation demonstrated in Chapter 2 

verifies the matrix multiplication unit while the activation function is imple-

mented via software. The on-chip SOAs are operated in the linear regime, which 

reduces the complexity of the weight calibration. This is demonstrated with an 

NRMSE smaller than 0.08 and a best-case dynamic range of 27 dB. The Iris 

flower classification problem is used as a small-scale example to demonstrate that 

the photonic neural network concept allows a similar accuracy as when using 

electronics. The final prediction accuracy of a three-layer photonic DNN, based 

on multiple conversions from the optical to the electronic domain and vice versa, 

implemented for solving the image classification problem, results reduced of 9.2% 

with respect to the simulated prediction accuracy. A comprehensive error analysis  

shows that the conversions (E/O and D/A and vice versa) are the main factor of 

signal distortion in the signal processing, which suggests that an on-chip all-opti-

cal neural network implementation is expected to outperform. The co-integration 
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of gain elements and optical filters is foreseen to provide a large dynamic range 

as well as to enable the route to scalable DNNs.  

Chapter 3. An all-optical neural network structure with WDM connectivity and 

SOA-based all-optical neurons is then proposed in Chapter 3. The linear neural 

network can be easily scaled as a function of the WDM signals for multi-synapsis 

neurons: the linear processing unit can scale up to 64 channels, while guarantee-

ing a large input dynamic range under neglectable error introduction. A fully 

monolithically integrated all-optical neuron is experimentally demonstrated by 

exploiting an SOA WC-based optical nonlinear function based on cross-gain 

modulation (XGM). The performance of the fully integrated all-optical neuron is 

10% better than in the hybrid case in terms of error introduction. The all-optical 

neural network is simulated with noise induction for benchmarking the inference 

of a noisy DNN built for the MNIST handwritten digits classification problem, 

showing that, when working with 10 Giga sample/s inputs, the all-optical ap-

proach is about 2.5 times faster than state-of-the-art GPUs, while guaranteeing 

similar accuracies. Furthermore, the complete end-to-end system is evaluated by 

considering, in the overall system performance calculation, also the contribution 

of a control unit, transmitter and receiver units, together with D/A and A/D con-

verters. The calculation results show that the effective energy per MAC operation 

for an all-optical connected DNN always outperforms the single-layer DNN sys-

tem. Eventually, the energy efficiency results in constrains from the speed and 

power consumption on the electronic side, including the DAC/ADC at the trans-

ceivers and the control FPGA for the pattern generation and signal processing 

when we increase the number of synapses/neuron. Nevertheless, the AONN, 

taken individually, still performs more than two times better than state-of-the-art 

GPUs at the server level, excluding the energy for the cooling. 

Chapter 4. The scaling of the all-optical neural network has been experimentally 

emulated, with photonic integrated SOA-based AON, utilizing XGM as nonlinear 

transfer function. The noise model has been developed for simulating the noise 

accumulation of the AON and for a WDM operation of the neural circuit. The 

model shows good agreement with the experimental data, when relying on the 

characteristic parameters of the used SOA components. The data are analysed to 

interpret the scalability of the AON in terms of input channel number (network 

height) and layer number (network depth). The results show that the WDM input, 

entering the non-linear function and realising N:1 conversion on a single output, 

undertake a noise compression after a certain number of layers, defining a stabi-

lized final error at the output of the AONN. The implemented AON structure is 

capable of establishing a 12-input/neuron 12-neuron/layer arbitrary layer number 
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all-optical neural network, with a final NRMSE < 0.1, with optimized input signal 

power at -20 dBm per channel, for a channel spacing of 100 GHz and a gain 

bandwidth of 32 nm. The noise model can be further used to investigate other 

parameters for the N:1 XGM-based conversion for optical signal processing, like 

noise inversion parameter, passive losses and SOA gain response, etc. Hence, 

utilizing WDM-input-to-single-output conversion via XGM in an SOA, the pro-

posed AON structure can scale up to an arbitrary layer number with a large input 

channel number, resulting in an acceptable maximum output signal error. 

Chapter 5. The photonic implementation of a convolutional neural network has 

been investigated in Chapter 5. A free-space 4-f optical correlator system is 

demonstrated to realize O(1) computation complexity for the convolutional oper-

ation. The experimental demonstration shows that the 4-f system is able to solve 

the MNIST sub-dataset classification with an accuracy of up to 91.57%. The sys-

tem can be further improved on the alignment and optical aberration. Removing 

the flickering of the captured images with a high-speed trigger locked camera will 

help to improve the performance. The speed of the optical correlator is limited by 

the speed of the SLM and camera at the setup: with a high-speed SLM and by 

exploiting spatial encoding of the input images, the 4f-SLM PCNN can process 

4.0 GMAC/s, a speed higher than in conventional GPUs. We further discuss the 

operation of the integrated PCNN utilizing the 3-stage cross-connect chip. The 

parallelism of light is exploited in spatial, wavelength, free space range and cyclic 

wavelength domains. The total computing speed of the CNN processor is linearly 

proportional to the available spatial, wavelength and FSR numbers, while it is 

quadratic as a function of the cyclic wavelength numbers. This additional paral-

lelism provided by the mirror-paired AWGs enables ultra-fast computation on the 

convolutions. With 10 Gbaud/s input modulation speed, the 64 SOA filter stage 

is capable to process 16 WDM inputs from two FSR for a speed of 10.24 TMAC/s, 

which is 8 times faster than state-of-the-art cross-bar architectures [108], while it 

is possible to be reconfigured even in the nanosecond range. The AWG-SOA-

AWG structure paves the way to ultra-fast photonic integrated CNN accelerators. 

Chapter 6. This chapter is dedicated to novel components and integration 

schemes proposed to improve computing performance overall as well as form 

factor in the specific. A 2D coherent all-optical neural network design on InP 

membrane on silicon platform with IMOS-MZI implementation is introduced. 

The novel thermo-optic tunable phase shifter-based crossing heater developed on 

IMOS enables size and power consumption reduction for the coherent linear unit. 

And the nonlinearity provided by the InP membrane waveguide makes it suitable 

for the MRR-MZI based nonlinear functions [117] to be implemented. This 
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device potentially outperforms the SOI on the nonlinear effect, with >20 times 

higher TPA efficiency and only 10% of the free-carrier lifetime, resulting in non-

linear triggering power <-8dBm and enabled GHz processing speed. The bench-

mark of the IMOS-MZI and SOA-based AONN with the state-of-the-art elec-

tronic and photonic neuromorphic devices shows that the IMOS-MZI implemen-

tation is 84% and 75% more energy efficient than the SOI-MZI [39] and SOI-

MRR [142] cases, respectively, while the footprint efficiency is the same as in 

the case of SOI-MRRs, and 2 folds the SOI-MZI case. For the SOA-based matrix 

multiplication on InP platform, the energy efficiency is 48% and 16% better than 

the SOI-MRR and SOI-MZI cases due to the high passband width, while the foot-

print efficiency is only 12.5% and 25% of the cases in SOI-MRR and SOI-MZI. 

However, with the convolution implantation, the additional parallelism provided 

by the AWG-SOA-AWG structure can increase the footprint efficiency with a 

factor of 16, which makes the footprint efficiency of the InP-SOA outperforming 

the other implementations.  

In this same chapter, the 3D stack integrated neurons for photonic neural net-

works are foreseen to achieve top-notch performance in characteristic metrics of 

computational speed, energy efficiency and footprint. The investment in novel 

PCM photonic memristors and 3D co-integration with ultracompact and energy 

efficient InP nanophotonics, working together for the in-memory processing, are 

key approaches for next generation optical engines. The right combination of the 

best-in-class technologies conceived in a 3D stack approach will most probably 

achieve fully programmable neuromorphic photonic processors with zero-power 

synaptic operation, ultra-low optical loss routing functionality and a complete 

suite for ultra-compact nonlinear function circuitries for light generation, activa-

tion and detection, enabling disruptive deployment of optical computing.  

Eventually, the development of these novel technologies, which allow for ul-

tra-compact and efficient computing hardware, must be pursued together with the 

development of the mathematical framework for photonic deep learning architec-

tures and photonics-aware training models, in order to actually demonstrate clear 

advantages in replacing or complementing state-of-the-art conventional compu-

tational approaches.
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7.2. Outlook 

In this dissertation, the novel SOA-based integration synaptic operation unit has 

been demonstrated for a classification problem. A monolithically integrated all-

optical neuron with SOA-based wavelength converter as nonlinear function has 

been proposed and demonstrated to enable high-speed data processing and higher 

accuracy. The scalability of the neural network with the all-optical neuron has 

been investigated with the experimental emulation and noise modeling, and a 

noise compression effect has been shown to enable arbitrary layer depth for deep 

neural network. The implementation of photonic convolutional neural network 

has been demonstrated first in a free-space Fourier transform based system and 

then mapped into the SOA-based cross-connect chip, anticipating a potential ac-

celeration of the convolution up to tens Tera MAC/s. The attempt to use MZI and 

MRR on the IMOS platform has been discussed to take the advantages of the 

novel compact phase shifter design and the potential enhancement of nonlinearity 

in the InP membrane waveguide.  

Based on the findings from the SOA-based photonic neural network engine 

shown in this dissertation, the research outlook can be categorized in two main 

research questions: (1) How can we further increase the computing power of pho-

tonic processor? (2) How can we enable system-level implementation for further 

developing AI system?  

For the first path, the potential investigation directions for future work to im-

prove the performance of the scalable PNN based on the InP material platform 

are suggested to be the following: 

Extend to the InP membrane on silicon (IMOS) platform. As discussed in 

Chapter 6, the IMOS platform provides higher optical confinement using the InP 

membrane, which will reduce the size of the optical element on-chip and keep the 

advantages of InP material of the passive-active co-integration. With the IMOS 

platform developed at TU/e, photonic neural network can be built on a monolith-

ically integrated chip with optimized building blocks like using the generic InP 

platform from SMART photonics, but with a much smaller form factor and lower 

insertion loss components. 

3-D stacked integration. As discussed in Chapter 6, the 3D integration technique, 

applied to state-of-the-art non-volatile weighting and routing ultra-low loss plat-

forms as well as to ultra-compact membrane-based nonlinear nanophotonics plat-

forms, is expected to enable high-density integration, low power consumption 

and high bandwidth interconnection, improving of almost two orders of 
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magnitude the energy efficiency on state-of-the-art electronics, and achieving 3-

orders magnitude higher footprint efficiency and number of MAC operation per 

unit time.  

Quantum Photonic Neural Network. Quantum photonic technology is attract-

ing more and more attention since quantum information processing can be carried 

out at room temperature, though detection is still in cryo-temperature. The super-

position of the quantum states would provide high volume information process 

using quantum computing. The photonic neural network may be implemented as 

the superposition of the quantum states, which may be beneficial also for ultra-

fast matrix multiplication processing. 

For the second research question for future works, the recent SOA-based PNN 

design can be further developed toward a computing system to perform real ap-

plications. The potential investigation directions using the scalable SOA-based 

photonic chip are proposed to be the followings: 

On-chip All-optical Neural Network. This approach relies on connecting mul-

tiple all-optical neurons and cascading multiple layers, as shown in Chapter 3, to 

build an all-optical neural network on a single chip. A chip with the size of the 

fabricated cross-connect chip of 5×5 mm2, as shown in Chapter 2, is capable of 

establishing an 8 neuron/layer two-layer neural network and can be used to solve 

image classification problems as shown in Chapter 3. I believe this is still the way 

to go, opposite to the approach of realizing one single layer and rely on multiple 

E/O conversions. 

FPGA-assisted Photonic Deep Neural Network system. As discussed in Chap-

ter 1, Chapter 2 and Chapter 6, the SOA-based synaptic elements are capable of 

ns switching time, which can be exploited for fast reconfiguration. Although the 

inference is on the static trained PDNN, the fast response of the SOAs can provide 

time multiplexing of the processing of the PDNN when the physical size of the 

AONN chip is limited. With the FPGA-assisted current controller, as shown in 

Appendix 4.E, a PDNN system can be implemented to process optical data gen-

erated by 10 Gbit/s on-board transmitters. The FPGA-assisted PDNN system can 

be further investigated for the online training, which will be an interesting direc-

tion since most of the works presented in the field aims at static inference. 

Photonic Convolutional Neural Network system. As discussed in Chapter 5, 

the additional dimension of light parallelism is identified to be the cyclic wave-

length, which could enable ultra-fast convolution operation in the optical domain. 

Utilizing this concept to design and fabricate a photonic chip would be promising 
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to reduce the computing complexity from O(n2) down to O(1), and achieve ultra-

fast convolution computing, as well. With the FPGA-based current controller, the 

PCNN system may outperform the recent CNN processors in computing speed 

and energy consumption. 

Recurrent Neural Network for time-trace processing. The AONN investigated 

so far aims to achieve a deep learning model developed in computer science. The 

recurrent connection of the WDM input/output is still an open research direction, 

which will enable the memory effect of the neural network to process the optical 

time trace with dynamics in the time domain. With the noise-stable property of 

the multi-wavelength to single wavelength output design, the analog signal pro-

cessing in the RNN recurrent neural network is also expected to be more noise 

tolerant and promising in terms of feedback loop number and scalability.  
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