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Chapter 1

Introduction

1.1 Imaging in ophthalmology

Ophthalmology is the branch of medicine that deals with diagnosis and treat-
ment of disorders of the eye. The earliest documented reference to eye surgery
dates all the way back to the Code of Hammurabi (1755 — 1750 BC), a legal
text purportedly written by the king of Babylon [64]. Ironically, the same Code
introduced the "an eye for an eye" principle that found its way into many justice
systems since, and which perhaps fostered the demand for eye care.

Arguably, eye care has improved since Babylonian times. Nowadays, clin-
icians are able to diagnose a wide variety of ophthalmic disorders such as
cataract, diabetic retinopathy, and corneal dystrophy. Various treatments have
been developed and improved, sometimes resulting in technically demanding
and complex procedures. An example is Descemet membrane endothelial ker-
atoplasty (DMEK), a transplantation technique where the inner ~30 micrometer
of the cornea is replaced with tissue from a donor using incisions of just a few
millimeters wide [104].

Paramount for current day ophthalmic diagnosis and treatment is the use of
imaging technology. The eye’s transparency for visible light is a property that is
gratefully employed by several imaging modalities, to visualize eye structures
at different depths (Figure 1.1). Most notable is the anterior segment, which
includes the cornea and the anterior chamber; and the fundus, which includes
the retina, optic disc, and macula.



Figure 1.1: Examples of ophthalmic images. (A) Fundus photography - FF450; Carl Zeiss AG, Jena, Germany. (B)
Neonatal fundus photography - RetCam III; Clarity Medical Systems, Pleasanton, California. (C) Anterior
segment optical coherence tomography (OCT) - CASIA2; Tomey Corp. Nagoya, Japan. (D) Intra-operative
OCT - Zeiss Lumera 700 RESCAN; Carl Zeiss Meditec, Jena, Germany. (E) Specular microscopy - Topcon

SP-3000P; Topcon Corporation, Tokyo, Japan.
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1.2 Automatic image analysis

1.2 Automatic image analysis

Interpretation of all these images is typically done by an eye doctor, called an
ophthalmologist. The overall number of image acquisitions keeps increasing,
which requires a lot of time from specialists for interpretation and administra-
tion. An example is the large-scale screening for diabetic retinopathy, which
results in a high demand for assessment of fundus photographs. If (part of the)
assessment can be done automatically, it could save ophthalmologists a lot of
time that could be spent on other parts of ophthalmic patient care.

A second motivation for automatic image analysis is the need for objective
measures. An ophthalmologist might recognize that the cornea is somewhat
thickened, but for a better diagnosis she would like to have a quantitative and
precise measurement of the thickness at different locations of the cornea. More-
over, one would like to track changes over time, for example local increase in
corneal thickness because of disease, or local decrease in corneal thickness due
to a successful corneal transplantation.

Most imaging techniques create the images digitally, which allows easy han-
dling and transformation. Automatic image analysis can be achieved using mul-
tiple steps of preprocessing, extraction of image features, and finally quantifica-
tion of important clinical parameters. Until recently, image analysis was based
on traditional computer vision techniques, which apply feature extraction. Fea-
ture extraction was mainly based on converting human expert knowledge about
well-defined tasks into software. A wide variety of techniques has been pub-
lished for ophthalmic image analysis, yet many image analysis challenges re-
main to be solved or even to be discovered.

1.3 Deep learning

In recent years, deep learning has shown to be very promising for automatic
medical image analysis in general [95], including measurement of clinical prop-
erties [158], tissue detection [16], biomedical segmentation [128], and disease
classification [47]. Deep learning is a subset of machine learning techniques
with models that contain many (typically millions of) trainable weights. These
weights are iteratively updated with respect to some loss function which com-
pares model predictions to ground truth labels. In contrast to classical machine
learning techniques, no handcrafted features have to be selected as the relevant
features are automatically learned from the image data [84].
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Deep learning has already seen many applications in the field of ophthalmol-
ogy, where it often outperforms classical image analysis techniques [150]. The
growing interest is visualized in Figure 1.2, showing the fast-increasing number
of scientific publications about corneal and retinal image analysis in combina-
tion with deep learning. Nevertheless, at this point many challenges are yet to
be solved. These challenges cover multiple image types and a wide variety of
eye disorders or screening opportunities.

Choosing projects that offer most value to society is not straightforward,
which is why for this thesis we focused on questions posed by clinicians in our
network or by clinician that approached us. In the thesis, deep learning is used
to address multiple unsolved challenges in corneal and retinal image analysis.
We do so for a variety of imaging modalities and diseases by integrating state-
of-the-art methods and development of novel image analysis pipelines.
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Figure 1.2: Publications about deep learning for ophthalmic image analysis in Scopus in
recent years. Search performed on November 4, 2021, using the following
query: TITLE-ABS-KEY ( ("deep learning" OR "convolutional neural network"
OR "deep neural network" ) AND ( "ophthalm*" OR "retina*" OR "cornea*"
OR "fundus" OR "diabetic retinopathy" OR "retinopathy of prematurity" OR
"macula*" OR "glaucoma" OR "cataract" OR "keratoconus" OR "keratitis" OR
"keratoplasty" ) ). Data for 2021 is incomplete.
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1.4 Outline of this thesis

Throughout this thesis, deep learning-based methods are proposed and evalu-
ated for challenges in corneal and retinal image analysis. Chapters 2, 3, 4, and 5
describe studies related to corneal image analysis and chapters 6 and 7 describe
studies related to retinal image analysis.

In chapter 2, a method for automatic DMEK graft detachment quantification
in anterior segment optical coherence tomography (AS-OCT) is proposed. Dur-
ing transplantation of the cornea, the DMEK donor graft is surgically introduced
into the eye onto the posterior side of the cornea. If all goes well, the DMEK
graft attaches to the cornea and supports corneal regeneration. When the graft
partly detaches, it is important to quantify the extent of detachment. We devel-
oped a deep learning-based image analysis pipeline that automatically crops the
relevant part of the AS-OCT image, segments the detached DMEK graft, quanti-
fies the extent of detachment, and constructs a map of the detached regions.

In chapter 3, we employ the automatic cropping method proposed in chap-
ter 2 and compare three deep learning techniques for automatic corneal thick-
ness measurement. We develop and evaluate on the same set of AS-OCT data
set used in chapter 2, acquired after DMEK surgery. This type of images poses a
challenge for existing thickness measurement techniques. Furthermore, we con-
struct detailed thickness maps that allow easy inspection and progress tracking.

In chapter 4, instead of using post-operative optical coherence tomography
(OCT) images, we analyze intra-operative OCT images. The challenge here
is to assess whether the DMEK graft, that is inside the anterior chamber but
has not been positioned onto the cornea yet, is positioned correctly or upside-
down. We propose an image analysis strategy that consists of deep learning-
based segmentation and post-processing to obtain the graft’s curvature at each
point. Subsequently, we relate the graft’s curvature to its orientation.

In chapter 5, we zoom in to the microscopic level where we can distinguish
individual corneal endothelial cells using specular microscopy. Endothelial cell
density (ECD) is an important biomarker of corneal health and requires accurate
segmentation of corneal endothelial cells. Current methods for extracting ECD
can be insufficient when image quality is suboptimal or if guttae are present. In
this chapter, we present a novel deep learning method for accurate cell segmen-
tation in specular microscopy images of varying quality and in the presence of
guttae.

In chapter 6, we switch our focus to the retina by analyzing fundus pho-
tography images, which originate from The Maastricht Study. We develop and
compare deep learning methods for classification of images that belong to in-
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dividuals with normal glucose metabolism and those with type 2 diabetes. We
also investigate the effect of simultaneous prediction of classical features, and
we compare strategies for aggregating image-level predictions to individual-
level predictions.

In chapter 7, we use the best practices of chapter 6 to develop a deep learn-
ing framework for detection of type 2 diabetes in a set of over 46,000 fundus
images. This time we also evaluate how well the model can be used to distin-
guish prediabetes individuals. Moreover, we investigate how the discriminative
power of the fundus images compares to that of typical diabetes risk factors
such as age, sex, and waist circumference.

Chapter 8 concludes this thesis with a summary of the main findings, a
discussion of the contributions made in this thesis, and an outlook for future
research and development.



Chapter 2

DMEK graft detachment
quantification in AS-OCT

This chapter is based on:

F.G. Heslinga, M. Alberti, J.P.W. Pluim, J. Cabrerizo, M. Veta. Quantifying graft
detachment after Descemet’s membrane endothelial keratoplasty with deep con-
volutional neural networks. Translational Vision Science & Technology, 9(2):48,
2020.
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Abstract

In this chapter, we developed a method to automatically locate and quantify
graft detachment after Descemet’s membrane endothelial keratoplasty (DMEK)
in anterior segment optical coherence tomography (AS-OCT) scans. A total of
1280 AS-OCT B-scans were annotated by a DMEK expert. Using the annota-
tions, a deep learning pipeline was developed to localize scleral spur, center the
AS-OCT B-scans and segment the detached graft sections.

Detachment segmentation model performance was evaluated per B-scan by
comparing (1) length of detachment and (2) horizontal projection of the de-
tached sections with the expert annotations. Horizontal projections were used
to construct graft detachment maps. All final evaluations were done on a test
set that was set apart during training of the models. A second DMEK expert
annotated the test set to determine inter-rater performance. Mean scleral spur
localization error was 0.155 mm, whereas the inter-rater difference was 0.090
mm. The estimated graft detachment lengths were in 69% of the cases within
a 10-pixel (~150 um) difference from the ground truth (77% for the second
DMEK expert). Dice scores for the horizontal projections of all B-scans with de-
tachments were 0.896 and 0.880 for our model and the second DMEK expert,
respectively. In conclusion, our deep learning model can be used to automat-
ically and instantly localize graft detachment in AS-OCT B-scans. Horizontal
detachment projections can be determined with the same accuracy as a hu-
man DMEK expert, allowing for the construction of accurate graft detachment
maps. Automated localization and quantification of graft detachment can sup-
port DMEK research and standardize clinical decision making.
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2.1 Introduction

Descemet’s Membrane Endothelial Keratoplasty (DMEK) currently offers the
greatest opportunity of visual gain to patients suffering from endothelial dys-
function [104, 144]. However, partial graft detachment after DMEK remains a
burden for patients and a challenge for surgeons with detachments requiring
air injection in 3% to 76% of cases [36,125].

Anterior segment optical coherence tomography (AS-OCT) allows for visu-
alization of early graft detachment and is therefore clinically useful in guiding
postoperative care [174]. However, the quantification of the detached area
remains difficult because AS-OCT typically consists of multiple radial B-scans
and a physician must integrate several images to have an overview of detached
areas. Moreover, we found that the degree of graft detachment can be ambigu-
ous in some regions when the graft is appositioned to the inner cornea yet not
attached. No fast and objective tool to visualize all detached areas currently
exists. We believe such a tool could aid in the postoperative management of
DMEK patients, including the decision to rebubble or perform re-DMEK.

In this chapter, we propose an automated image analysis method (Figure
2.1) that has the potential to improve clinical decision making by objectively
detecting the areas of DMEK detachment and providing an overview of all de-
tached areas at once.

2.2 Methods

2.2.1 Ethical approval

This study was approved by the Capital Region Committee on Health Research
Ethics, Denmark and adhered to the tenets of the Declaration of Helsinki. All
participants provided written informed consent before participation.

2.2.2 Data

Swept-source AS-OCT scans (CASIA2; Tomey Corp. Nagoya, Japan) were col-
lected as part of a randomized controlled trial conducted at the Department
of Ophthalmology, Rigshospitalet — Glostrup, Denmark. Briefly, the random-
ized study included patients with Fuchs’ endothelial dystrophy or pseudophakic
bullous keratopathy eligible for DMEK surgery and excluded re-DMEK proce-
dures or prior keratoplasty. The study was double-blinded and was designed to
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Table 2.1: Overview of image data and annotations. Data in the training and validation
column was used to design, train and optimize the deep learning models.
Test data was used for the final model evaluation. *out of 276 scleral spur
points annotated by the first DMEK expert, 232 points were also annotated by
a second DMEK expert to evaluate inter-rater agreement.

”ljralr%mg & Test data Total
validation data
Participants 50 18 68
Hospital visits 60 20 80
AS-OCT B-scans 960 320 1280

AS-OCT B-scans without
graft detachment

Scleral spur points
annotated

Both scleral spur points
annotated in B-scan

232 (24.2%) 104 (32.5%) 336 (26.3%)
847 (44.1%)  276* (43.1%) 1123 (43.9%)

288 (30.0%) 81* (25.3%) 369 (28.8%)

compare patients randomized to either air or sulfur hexafluoride (SF6) DMEK
surgery [6]. A DMEK expert (M.A.) annotated 80 scans from 68 participants,
acquired either immediately after surgery and/or postoperative day 7. Typi-
cally, due to the presence of a large gas bubble supporting most of the graft,
little to no detachment is present immediately after surgery. However, these
scans were included to help our model distinguish between graft detachment
and intraocular gas. Each scan consists of 16 radial B-scans, corresponding to a
total of 1280 images of 2133 x 1466 pixels. For each B-scan, locations where the
graft had detached were manually annotated with point markings (image coor-
dinates). Additionally, the scleral spur was annotated when clearly discernible
in the inferior and superior part of the B-scan, resulting in a maximum of two
points per scan. The data were randomly split on a participant level in a set
for training and evaluation of our models (N = 960 images) and a set for final
testing (N = 320 images). Details about the AS-OCT B-scans are shown in Table
2.1. Participant characteristics are shown in Table 2.2.
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Figure 2.1: Deep learning pipeline for quantification of corneal graft detachment. A scleral spur localization model
is applied to a radial B-scan of an AS-OCT (a). The scleral spur estimates are used to center the B-scan
(b) and obtain crops. The crops (c) are processed through a segmentation model, which was trained to
output a map with detachment predictions (e) similar to expert annotations (d). Combining the horizontal

projections (f) of 16 B-scans, a graft detachment map can be constructed.
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Table 2.2: Participant characteristics. Values are presented as mean (SD) or ratio. P-
values were determined with T-test for continuous variables and Fisher’s test
for categorical variables. FED = Fuchs’ endothelial dystrophy. PBK = pseu-
dophakic bullous keratopathy. POD 7 = postoperative day 7

Participants in training Participants

Characteristics and validation set in test set p-value
Age, mean years (SD) 70.2 (7.47) 73.3 (6.10) 0.09
Sex, male/female 27 /23 6/12 0.17
Diagnosis, FED/PBK 50/0 17/1 0.26
Laterality, R/L 26/ 24 10/ 8 1.00
Tamponade, air/SF6 28 / 22 9/9 0.78
Visit, immediately 10 /50 218 0.79

after surgery / POD 7

2.2.3 Deep learning pipeline

For the analysis of the AS-OCT data, we used deep learning methodology [841],
which has successfully been used for many medical image analysis tasks [95]
including ophthalmology [41,93,129,150]. In this chapter we present a frame-
work with a four-step approach: (1) localization of the scleral spur using a
deep learning-based regression model to center each AS-OCT B-scan; (2) fit of
an ellipse to the scleral spur points of all radial B-scans to refine localization
and centering; (3) segmentation of the detached areas with a deep learning
segmentation model and (4) extraction of DMEK biomarkers from the segmen-
tation maps. Each step is described in more detail in the following sections.
An overview of the deep learning pipeline is shown in Figure 2.1. Models were
implemented in Keras [29] using a TensorFlow backend [1].

2.2.4 Scleral spur localization

For a clinical evaluation of graft detachment, and to study detachment progres-
sion, it is important to find the detached areas with respect to the center of the
cornea. The center of the cornea is difficult to locate — especially when corneal
edema is present, which is why we used the center of the fitted scleral spur el-
lipse instead. The scleral spur’s morphology and position have been proven to
stay unaltered after surgery and therefore it has been chosen as a landmark for
quantitative measurements in the anterior chamber [9,132]. It is visible in only
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70 - 78.9% of all of the radial B-scans [127], due to image artifacts from eyelids
or anatomical variations [170]. The localization model is therefore only trained
on B-scans for which the scleral spur could be annotated in both the superior
and inferior segment (N = 288). Training was done using batches of ten image
crops and reducing the mean squared error. Basic data augmentation (rotation
and translation) was used to increase the variability of the training data [80].

AS-OCT B-scan images (2133 x 1466 pixels) were reduced to 512 x 352 pixels
and converted to grayscale. A well-known deep learning architecture, ResNet-
50 [67], was modified to match the input dimensions and outputs four values
that represent the coordinates of two scleral spur locations per B-scan. The
localization model was trained with batches of 10 images by reducing the least-
square error between the model outputs and the targeted coordinates. A grid
search was used to find the optimal set of model hyper-parameters and select
the best-performing model. This model was then used to process all B-scans in
the test set. Note that scleral spurs locations were estimated even in B-scans
that were not annotated.

The anatomical structure of the scleral spur can be approximated by an el-
lipse in the 3D AS-OCT volume. Since the scleral spur is not clearly discernible
in each B-scan, we included an extra step that exploits this ellipsoid structure
and makes the localization model robust for all B-scans. First, we fitted an el-
lipse through the 32 scleral spur point estimates (2 scleral spur points for each
of the 16 AS-OCT B-scans). Then, for each scleral spur point estimate, we up-
dated the estimate with the location of the ellipse through that slice.

2.2.5 Detachment segmentation

We created binary masks from the point markings that represent locations along
the detached graft. Examples of the masks can be seen in Figure 2.4 and Fig-
ure 2.5. The width of the detached lines was set to 15 pixels. Based on the
scleral spur point estimates of the scleral spur localization model, B-scans were
cropped such that the cornea was centered (1920 x 768 pixels). Taking advan-
tage of the anatomical symmetry of the anterior chamber, the crops were split
into an inferior half and a vertically reflected superior half. This step halved
the detachment model input size, while doubling the number of training exam-
ples. The crops were downsampled by a factor of two to obtain the final size of
480 x 384 pixels.

As a data augmentation technique, we added random uniform noise to the
locations of the scleral spurs (-60 to +60 pixels in the horizontal and vertical
coordinate) prior to cropping, resulting in translated and slightly rotated crops.
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The same cropping procedure and data augmentation was applied to the masks,
ensuring that the OCT crops and masks remained aligned.

To localize the image pixels that illustrate graft detachment, we employed a
semantic segmentation approach. A deep learning model with a U-Net architec-
ture [128], was implemented to output a mask similar to the input. The model
was trained using batches of eight image crops, using a weighted cross-entropy
loss. We experimented with the weight factor of foreground pixels on the loss,
and found that a factor of 2 provided the best results on the validation set. The
best performing model was applied to the test set to obtain mask predictions.

2.2.6 Biomarkers extraction and evaluation

For each mask prediction in the test set, length of detachment was determined
using a skeletonization method [176]. This skeletonization method is a mor-
phological procedure that involves shrinking the regions in the binary image
until they are one pixel wide. The remaining pixels were counted as a proxy
measure for length of detachment. After processing the test set crops with the
detachment segmentation model, the skeletonization method was applied to the
outputs of the segmentation model as well as the annotated masks. Evaluation
of length of detachment was done by comparing the model predicted detach-
ment length with the annotated length. Although length of detachment is our
primary outcome measure, it does not provide information about the relative
location of detachment. To enable the construction of a 2D-map of detachment,
we projected the detached locations on the horizontal axis of each cropped ra-
dial B-scan. The 16 projections can then be combined to create a 2D-map giving
an overview of all detached areas in a single image (Figure 2.1). Performance
of the projection of the detached sections on the horizontal axis was evaluated
using Dice score [39]. The Dice score was determined for the overlap between
the projections and perfect overlap would result in a Dice score of 1.

Additionally, an inter-rater analysis was performed where a second DMEK
expert (J.C.) annotated the B-scans in the test set. These annotations were
processed similarly as the annotations of M.A. (expert 1) and assessed for scle-
ral spur localization error, length of detachment and overlap in horizontal axis
projection of detached graft sections.
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Figure 2.2: Example result of scleral spur localization model for a test case. Left: B-slice
with original resolution (2133 x 1433 pixels). Right: Enlarged version of the
blue box in the left image. The circle boundary represents the mean error
between Expert 1 and the model prediction (0.155 mm).

2.3 Results

2.3.1 Scleral spur localization

The scleral spur localization model with the ellipse fit was applied to the down-
scaled B-scans of the test set. The mean Euclidean distance between the an-
notations of Expert 1 and the model predictions was 4.97 pixels (0.155 mm).
Moreover, 95% of these errors were within 8.79 pixels (0.275 mm). In com-
parison, the Euclidean distance between the two experts was 2.87 pixels (0.090
mm). Only scleral spur points that were annotated by both experts were used
for the final evaluation. Figure 2.2 provides a visual interpretation where we
show an example case and the mean error of the scleral spur localization model.
We also tested for the effect of the ellipse fit. Without ellipse fit the mean Eu-
clidean distance between the localization model and Expert 1’s annotations was
found to be slightly smaller: 4.48 pixels (0.140 mm). Additional discussion of
our motivation to use the ellipse fit can be found in the discussion section.

2.3.2 Length of graft detachment

The main results of the segmentation model are shown in Figure 2.3, where
length of detachment is displayed in a Bland-Altman plot [18]. The original
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field of view of the B-scan was 16 by 11 mm, for 2133 x 1466 pixels, so after
downscaling with a factor two, one pixel corresponds to 15.0 um. The bias
(6.04 pixels) is relatively small compared to the mean length of detachment,
and 69% of cases are within a difference of 10 pixels (~150 um). Some outliers
are found for cases with a larger length of detachment and these mostly repre-
sent underestimations of the length of detachment. In comparison, the bias in
detachment length between Expert 1 and Expert 2 was -0.9, with 1.96 SD (stan-
dard deviations) between -33.56 and 31.44. For 77% of cases, the difference in
annotated length of detachment is within 10 pixels.

The numbered green dots in Figure 2.3 refer to specific B-scans that are
shown in Figure 2.4 and Figure 2.5. Green dots 1-3 are examples of success-
fully segmented scans, while numbers 4-6 correspond to B-scans for which the
segmentation model outputs show substantial deviations from the expert anno-
tations.

The test set included two OCT scans that were acquired immediately after
surgery. In all 32 B-scans, the edge of the intraocular gas bubble was visible
to the human observer, but no graft detachment was present. The detachment
model provided false positive regions in 2 out of the 32 B-scans.

2.3.3 Projection results

When all B-slices were included, the Dice score was found to be 0.906 (+0.190),
compared to 0.916 (+0.160) for the inter-rater performance. When empty
masks were excluded from this analysis, the Dice scores for the segmentation
model and the inter-rater performance were found to be 0.896 (+0.149) and
0.880 (+0.172), respectively.

The detachment projections of 16 B-scan can then be plotted on a grid simi-
lar to the radial grid of the AS-OCT scan. Since all B-scans were previously cen-
tered with respect to the middle of the cornea (using the scleral spur estimates),
the detached sections can directly be mapped on the radial grid. Three examples
of such detachment maps are shown in Figure 2.6, in which the red structures
represent the detachment segmentation model estimates and the green dotted
line the expert annotations on AS-OCT images.
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Figure 2.3: Bland-Altman plot of length of detachment determined by the segmentation

model versus the annotations of Expert 1. Length is measured as the number
of pixels after applying a skeletonization method to the mask. The horizon-
tal axis describes the mean of the length of detachment as determined by
Expert 1 and the segmentation model. The vertical axis is the difference be-
tween Expert 1 and the segmentation model. +1.96 SD (standard deviation)
describes the 95% confidence interval. A positive difference means that the
segmentation model underestimates detachment length compared with the
expert annotations. One pixel corresponds to 15.0 um.
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Figure 2.4: Examples of successful segmentations. Top row: OCT B-slices from the test set. Middle row: mask anno-
tations by a DMEK expert. Bottom row: output of the segmentation model. For the predictions, yellow
indicates high confidence that a section is detached, while green indicates lower confidence. The numbers
in the top left corner correspond to the green dots in Figure 2.3.
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Figure 2.5: Examples of segmentations that deviate from the expert annotations. For more details, see the description

in Figure 2.4
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Figure 2.6: Graft detachment maps of three AS-OCT scans, connecting the detached sections of 16 radial B-scans. The
red line and surface indicates the model predictions, while the green dotted line represents the expert
annotations.
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2.4 Discussion

Our results demonstrate that a deep convolutional neural network can accu-
rately and automatically identify DMEK graft detachment. We believe that
our deep learning pipeline has the potential to improve and standardize clin-
ical decision making and can similarly be used as an objective and operator-
independent outcome to improve DMEK research and reporting.

The number of DMEK procedures performed is rising rapidly driven by the
superior visual results [100, 119]. In 2018, 41.2% more DMEKs were per-
formed in the United States, while the total number of endothelial keratoplasty
procedures increased only 4.6% in comparison with the year before [113].
This invariably increases the need for DMEK detachment management, such
as the decision to await spontaneous clearance; rebubble; or perform re-DMEK
[10,40,52]. Studies agree that management depends on the degree of detach-
ment yet report diverging opinions for when to rebubble and varying definitions
of partial detachment, including visually significant graft detachment [122],
20% detached area [124], more or less than one-third detached [40]. In current
practice, the amount of detachment after DMEK is estimated by a clinician/sur-
geon over a succession of scans on a screen, rather than measured objectively.
Thus the surgeon has to make a decision with regards to treatment without see-
ing all detached areas in a single image or accurately being able to quantify the
total amount of detachment.

The high Dice scores for the projection results are similar to a human DMEK
expert and indicate that accurate detachment maps can be constructed. Visual
evaluation of some examples of these maps (Figure 2.6) indeed shows a strong
similarity with the expert annotations. Since the center of the detachment map
corresponds with the center of the cornea, the severity of the detached sections
can be evaluated with their respective distance to the center. Moreover, follow-
up OCT scans can be overlaid to assess detachment progression.

The Bland-Altman plot in Figure 2.3 also indicates that the segmentation
model works well for most individual B-scans. Examples 1-3 in Figure 2.4 rep-
resent the results for the majority of the segmentations and show high segmen-
tation accuracy, even when a graft is torn (example 2). For some cases, the
predicted detachment length differed substantially from the expert annotations
(Figure 2.5). Part of the disagreement could originate in the inherent uncer-
tainty of some graft sections that are difficult to annotate. Indeed, the DMEK
experts do not always agree, but the 95% confidence interval for the inter-rater
study is roughly half the size of the model prediction confidence interval. More-
over, we also found that the model makes a few substantial mistakes that are
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obvious to the human observer (e.g. example 6). After visual inspection of the
outliers, we noticed that most of the sizeable underestimations were B-slices
of one specific OCT scan with a lot of detachment in the center. These errors
are likely due to the lack of training examples with a large central detachment.
The model might confuse some large center detachments for intraocular gas,
which is only present in scans directly after surgery or rebubbling. Although
the effect of these type of mistakes might be limited since they are obvious and
will easily be spotted by the ophthalmologist, it could be addressed by adding
more training data encompassing more variations, especially cases with cen-
ter detachments. Furthermore, the current segmentation model did not take
into account information from neighboring B-slices, as the DMEK expert did.
Finally, some inaccuracy might result from the loss of information due to down-
sampling the B-slices by a factor two before processing the scans with the graft
segmentation model. Given the horizontal line-like structure of the graft and
the downsample factor, the horizontally most distant pixels could be misclassi-
fied. However, this error will be small compared to the whole length of the graft
detachment.

Apart from missegmenting some cases with a lot of detachment in the center,
it was sometimes challenging to distinguish remnant host Descemet’s membrane
from the DMEK graft. Furthermore, the presented models were trained and
evaluated on a single data set collected with one type of AS-OCT device. For
generalization towards multiple-sources, the models have to be either retrained
with some images from other scanner types, or with the use of other domain
generalization techniques [42].

Prior image analysis work within the realm of DMEK detachment has only
focused on binary classification; i.e. whether detachment is present or not [152]
and whether rebubbling was performed [66]. We believe our detachment model
is of clinical value as it provides quantitative measures about length and loca-
tion of graft detachment. The segmentation accurately locates detachment in
most AS-OCT B-scans and is much faster than a human rater. In clinical practice
an ophthalmologist would not have time to annotate the detachment regions in
detail, while our deep learning pipeline could provide an instant evaluation
aiding the decision. Although our aim was to develop a model for quantifying
DMEK detachment, we also developed a scleral spur locating model as an in-
termediate step. Having this scleral spur localization model aided our AS-OCT
B-scan preprocessing by cropping all images uniformly prior to the DMEK de-
tachment model evaluation. This cropping step also provided practical benefits,
as we did not have to reduce the standard U-Net model size or the resolution
of the B-scans further to fit within GPU memory. However, locating the scle-
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ral spur is valuable in and of itself. Potential applications include determining
limbal chamber depth parameters such as angle-opening distance (AOD) and
trabecular-iris space area (TISA), relevant in glaucoma. Furthermore, it may
also be a valuable tool for aligning AS-OCT scans between patient visits (e.g. to
compare pachymetry map changes).

The refinement of the scleral spur estimates by fitting an ellipse resulted
in a slightly bigger localization error. However, we could only evaluate for
scleral spur points that were well discernable, since those were annotated by
both experts. Our model also outputs an estimate for the scleral spur when
the region itself is not visible (e.g. hidden behind the eyelid) [132]. We think
that the ellipse fit step makes the localization more robust for these cases and
reduces outliers. Whether our scleral spur model can be applied to other disease
entities, such as acute angle-closure glaucoma is a topic of future research.

In summary, we have introduced a deep learning pipeline based on AS-OCT
that allows automatic and accurate quantification of graft detachment after
DMEK. Our future research efforts will focus on evaluating the value of our
algorithm for improving clinical decision making and clinical outcomes after
DMEK.

In the next chapter, we use the same AS-OCT data set to address a different
challenge: Measurement of corneal thickness, also called ’pachymetry’.
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Corneal pachymetry in AS-OCT
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Abstract

Corneal thickness (pachymetry) maps can be used to monitor restoration of
corneal endothelial function, for example after Descemet’s membrane endothe-
lial keratoplasty (DMEK). Automated delineation of the corneal interfaces in
anterior segment optical coherence tomography (AS-OCT) can be challenging
for corneas that are irregularly shaped due to pathology, or as a consequence
of surgery, leading to incorrect thickness measurements. In this chapter, deep
learning is used to automatically delineate the corneal interfaces and measure
corneal thickness with high accuracy in post-DMEK AS-OCT B-scans. Three dif-
ferent deep learning strategies were developed based on 960 B-scans from 50
patients. On an independent test set of 320 B-scans, corneal thickness could
be measured with an error of 13.98 to 15.50 um for the central 9 mm range,
which is less than 3% of the average corneal thickness. The accurate thickness
measurements were used to construct detailed pachymetry maps. Moreover,
follow-up scans could be registered based on anatomical landmarks to obtain
differential pachymetry maps. These maps may enable a more comprehensive
understanding of the restoration of the endothelial function after DMEK, where
thickness often varies throughout different regions of the cornea, and subse-
quently contribute to a standardized postoperative regime.
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3.1 Introduction

Corneal thickness is a key biomarker for corneal disorders, including Fuchs’
endothelial dystrophy [79, 118], keratoconus [7,91], and Kkeratitis [31, 167].
Measurements on the corneal thickness, called pachymetry, enable detection
of thickness changes that are indicative of restoration of corneal endothelial
function after surgical treatment. For visualization of the restoring cornea, an-
terior segment optical coherence tomography (AS-OCT) has become the pre-
ferred imaging modality due to its high resolution and reproducibility [94,163]
(Figure 3.1). While current OCT software works well for delineating the bound-
aries of healthy corneas, it often fails for corneas that are irregularly shaped due
to pathology, or as a consequence of surgery (Figure 3.2). Manual correction
of the delineation mistakes is time consuming and not practical for a clinical
setting.

In recent years, automated image analysis using deep learning [84] has
shown to be promising for ophthalmic applications [150], including the analy-
sis of AS-OCT images [55,69,152,172]. Deep learning is a subset of machine
learning techniques with models that contain many (typically millions of) train-
able weights. These weights are iteratively updated with respect to some loss
function which compares model predictions to ground truth labels. In contrast
with classical machine learning techniques, no handcrafted features have to be
selected as the relevant features are automatically learned from the (image)
data. Recent work already showed the potential of deep learning for corneal
pachymetry by AS-OCT, specifically for keratoconus [41]. We hypothesized that
a similar approach could be used for corneal pachymetry for cases with irreg-
ular inner corneal curvature and/or structures that look similar to the corneal
boundaries, both of which can lead to delineation failures by standard AS-OCT
software.

In this study we focus on OCT scans acquired after Descemet’s Membrane
Endothelial Keratoplasty (DMEK) [104]. During DMEK, the diseased corneal
endothelium and Descemet’s membrane are replaced with a donor graft. After
placement of the graft, a gas bubble is injected into the anterior chamber to
support graft attachment to the host cornea. Both the procedural gas bubble
and donor graft can mimic the appearance of the corneal interface and result in
incorrect delineation.

We evaluate three different deep learning techniques that were developed
or used for ophthalmology applications and shown to be highly effective. We
validate our thickness measurements for the central 9 mm diameter (Figure
3.1), whereas previous work only did so for 3.1 mm [41]. This is essential to
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assess corneal regeneration after DMEK surgery which uses a graft of ~8.5 mm.
In addition, we present an automatic approach for reconstructing differential
pachymetry maps that locates the center of the cornea in subsequent images
and visualizes thickness differences over time.

3.2 Results

3.2.1 AS-OCT data & annotations

The AS-OCT scans used in this study are similar to those used in chapter 2. The
scans were collected as part of a randomized controlled trial conducted at the
Department of Ophthalmology, Rigshospitalet — Glostrup, Denmark. The trial
was designed to compare air and sulfur hexafluoride (SF6) DMEK surgery in
patients with Fuchs’ endothelial dystrophy or pseudophakic bullous keratopa-
thy [6]. Repeat DMEK procedures and patients with prior keratoplasty were ex-
cluded. A total of 80 swept-source AS-OCT scans (CASIA2; Tomey Corp. Nagoya,
Japan) from 68 participants were acquired either immediately after surgery, one
week after surgery, or both. Each scan consists of 16 images (B-scans) acquired
in a radial pattern, corresponding to 1280 B-scans in total.

AS-OCT scans were preprocessed similar as reported in chapter 2. In brief,
a deep learning-based localization model was applied to each B-scan to identify
the scleral spur, a landmark in the anterior chamber of the eye [9]. B-scans were
horizontally aligned and cropped based on the scleral spur locations, centering
around the corneal apex (Figure 3.1). Final crop sizes were 960 x 384 pixels
(width by height) with a pixel size of 15.0um. For a detailed description of
the participant characteristics and processing methodology, we refer the reader
to [69].

For each B-scan, the anterior corneal interface was annotated inside a 12 mm
diameter from the radial center. A diameter of 10 mm was used for the poste-
rior interface. Partial DMEK graft detachments were excluded from posterior
interface annotations. The data set was randomly split on a participant level
in a training set of 752 images, a validation set of 208 images and a test set
of 320 images. B-scans of the training and validation set were annotated by
one of three observers under supervision of a cornea specialist. The test set was
annotated by all three observers to assess inter-observer variability.



Anterior

Figure 3.1: Single image (B-scan) from an AS-OCT scan, showing the cornea and the anterior chamber. This B-scan was
cropped centrally and horizontally aligned as reported by Heslinga & Alberti [69]. Manual delineations of
the corneal interfaces are shown in red. Corneal thickness is measured as the distance between the anterior
and posterior interface, perpendicular to the anterior interface. The blue lines illustrate a subset of these
thickness measurements. For evaluation of the thickness measurements, we distinguish the central 3 mm,

6 mm, and 9 mm diameter with respect to the corneal apex.
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Figure 3.2: AS-OCT B-scans collected from patients after DMEK surgery. The green lines represent delineations of the
(corneal) interfaces by the built-in software of the OCT system. These examples were selected to show the
types of delineation errors encountered. In (a), (b), and (c) the delineation partly follows the DMEK graft
(green arrows) instead of the posterior interface. Other types of mistakes are indicated by white arrows:
(a) Some of the posterior part of the cornea is missed. (b) The delineation does not follow the irregularly
shaped interface in the center. (d) The system confuses the boundaries of the gas bubble used in DMEK
with the posterior corneal interface.
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Table 3.1: Mean absolute error in um of corneal thickness predictions on test set. Com-
parisons represent deep learning models versus (vs) annotations. Mean + SD
of 5 training repetitions. p-values were calculated by one-way ANOVA and
represent the chance that model performances are similar. CNN w. dim. red.
= CNN with dimension reduction.

Models vs. annotations

Diameter Patch-based CNN U-Net CNN w. dim. red. p-value
3 mm 14.40 + 0.69 13.94 + 0.38 13.94 + 0.25 0.26

6 mm 14.80 + 0.51 13.84 + 0.22 14.17 £ 0.22 < 0.01
9 mm 15.50 + 0.59 13.98 + 0.15 14.40 + 0.15 < 0.01

3.2.2 Thickness measurements

Three deep learning-based models were trained to locate the anterior and poste-
rior corneal boundaries: (1) a patch-based convolutional neural network (CNN),
(2) a U-Net [128] based model, and (3) a CNN with dimension reduction. De-
tails about the model architectures and training process are provided in the
methods section.

Corneal thickness was measured perpendicularly to the anterior interface
(see Figure 3.1), similar to [92]. For each B-scan of the test set, we evaluated
thickness for every pixel on the anterior interface inside a 3 mm, 6 mm, and
9 mm diameter. Corneal thickness estimates by the deep learning models were
compared with all three sets of annotations (960 in total). Mean absolute errors
(MAE) (shown in Table 3.1) are very similar for the three deep learning mod-
els and across different diameters. The smallest error was found for the U-Net
model for the 6 mm diameter (13.84 um), while the largest error was found
for the patch-based CNN for the 9 mm diameter (15.50 um). Apart from the
latter, all mean absolute errors are smaller than one pixel (15.0 um). The small
standard deviations shown in Table 3.1 show the high repeatability over mul-
tiple training runs. In addition, we calculated the standard deviation over the
mean absolute errors across the B-scans. Averaged over five training runs, these
standard deviations for the central 9 mm diameter were 4.35 um (patch-based),
4.77 um (U-Net), and 4.90 um (CNN with dimension reduction).

We investigated inter-observer variability by comparing the corneal thick-
ness annotations between observers. The results of this comparison are shown
in Table 3.2. Only for the combination of observer 1 vs 3, the mean absolute
error is similar to that obtained with the deep learning models (13.66 - 14.69
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Table 3.2: Mean absolute error in um of corneal thickness measurements on test set.
Comparisons represent deep learning annotator versus (vs) annotator.

Inter-observer comparison

Diameter 1vs2 1vs3 2vs 3

3 mm 23.49 14.69 17.95
6 mm 23.71 1391 18.80
9 mm 23.39 13.66 19.26

um), while the differences between the other combination of observers are sub-
stantially larger (17.95 - 23.71 um). In addition, a cornea specialist manually
assessed all delineations of the test set by the built-in software (version 3H.1) of
the OCT system. In 90 out of 320 (28%) B-scans a delineation mistake occurred
that resulted in a clinically relevant thickness inaccuracy within the central 9
mm. Out of these 90 B-scans, 74 (82%) included an inaccuracy that overlapped
with the location of a partial DMEK graft detachment. For 37 (12%) B-scans the
thickness errors were considered severe. Sixteen out of 20 (80%) AS-OCT scans
contained at least one B-scan with a clinically relevant thickness inaccuracy,
resulting in an incorrect pachymetry map.

3.2.3 Outlier analysis

We further inspected the origin of the deviations in thickness measurements
between the deep learning models and the manual annotations by investigating
the cases with the largest deviations. Figure 3.3 shows two example outliers
with annotations and delineations by the CNN with dimension reduction. In
Figure 3.3a the remnant tissue from the host or donor prevents the graft from
completely attaching at the right posterior side of the cornea. The tissue was
correctly excluded from the annotation, but included in the delineation by the
network.

Another example is presented in Figure 3.3b, where the enlarged region
shows a shortfall in detail of the annotation compared to the network delin-
eation. Note that the graft is not entirely attached at the right side of the pos-
terior interface, which was correctly recognized by the network and mistakenly
included in the annotation.



—— Network delineation Annotation

Figure 3.3: Two examples of B-scans including the annotations and delineations by the CNN with dimension reduction
with substantial deviations in predicted thickness. The rectangular areas are enlarged and displayed to the
right of the B-scan. Vertical dashed lines indicate the 9 mm diameter. Note that the thickness was not

evaluated outside of the 9 mm diameter.
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Figure 3.4: Example of pachymetry maps from one participant in the test set. (a) Pachymetry map of AS-OCT scan
acquired immediately after DMEK; (b) Pachymetry map of AS-OCT scan acquired one week after DMEK; (c)
Differential pachymetry map of difference in corneal thickness between (b) and (a).
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3.2.4 Pachymetry mapping

Corneal thickness measurements from 16 radial B-scans were combined to con-
struct pachymetry maps as shown in Figure 3.4. The pachymetry map was
divided into three circular regions with diameters of 3 mm, 6 mm, and 9 mm.
The outer two rings were divided into octants where the average thickness is
displayed. The inner circle displays the average of the four quarters, as well as
the average apex thickness inside the central 1 mm diameter. Thickness values
were mapped to corresponding colors of a discrete colormap. Similar to con-
ventional pachymetry colormaps the corneal thickness at 600 um is displayed
in green, thinner regions in red, and thicker regions in blue [21,118].

3.2.5 Effect of training set size

The precise manual annotation of the corneal boundaries is a time-consuming
process. For future projects it is useful to know whether a smaller set of anno-
tated data can be used to obtain similar results. We therefore investigated the
effect of the size of the annotated training set on the quality of the thickness
measurements. Table 3.3 shows thickness measurement errors on the test set
B-scans when the deep learning models are trained with 100%, 50%, 25%, and
10% of the original training set. For the patch-based CNN and the CNN with
dimension reduction we found only a marginal increase in the mean absolute
error (of about 2 um) for the whole central 9 mm range, when trained with
only 10% of the data. In contrast, the U-Net model performance did decrease
more substantially for the 9 mm range when trained with 10-50% of the data.
Further inspection learned that this was caused by some substantial error in the
6-9 mm range for a small portion of the B-scans.



Table 3.3: Mean absolute error in um of corneal thickness predictions on test set for varying partitions of the training
set. Mean + standard deviation of 5 training repetitions. p-values were calculated by one-way ANOVA and
represent the chance that model performances are similar.

Diameter Training data Patch-based CNN U-Net CNN with dim. red. p-value
3 mm 100% 14.40 + 0.69 13.94 +0.38 13.94 +0.25 0.26
50% 14.28 +0.33 14.36 +0.51 15.04 + 0.69 0.08
25% 15.04 +1.13 16.22 +1.45 15.03 +0.49 0.19
10% 15.93 +1.30 16.19 + 1.38 16.76 + 1.18 0.60
6 mm 100% 14.80 +0.51 13.84 +0.22 14.17 +0.22 < 0.01
50% 14.65 + 0.39 14.30 +0.46 15.10 + 0.47 0.04
25% 15.16 +0.95 15.25 +0.86 14.92 +0.25 0.77
10% 16.08 +1.39 15.35 +£0.74 15.88 + 0.87 0.54
9 mm 100% 15.50 +0.59 13.98 + 0.15 14.40 + 0.15 < 0.01
50% 15.23 +0.43 17.25 +5.97 15.24 +0.36 0.58
25% 15.71 +0.89 20.53 +7.94 15.12 + 0.20 0.17
10% 16.76 +1.73 21.12 £ 6.24 16.08 + 0.76 0.11
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3.2.6 Effect of data split

We studied the effect of heterogeneity within our data set using different splits
of the data into training, validation and test sets. Next to the original split of the
data, two more unique splits were created. Results of the experiment are shown
in Table 3.4. For all three deep learning models, the mean absolute errors over
the three splits were similar or slightly smaller than for the original test set.

Table 3.4: Results for multiple splits of the image data. Presented is the mean absolute
error + standard deviation in um over 3 unique test sets. p-values were calcu-
lated by one-way ANOVA and represent the chance that model performances
are similar. CNN w. dim. red. = CNN with dimension reduction.

Diameter Patch-based CNN U-Net CNN w. dim. red. p-value
3 mm 13.83 +0.84 12.53 +1.42 13.36 +0.50 0.34
6 mm 14.39 £0.71 12.58 +£1.31 13.34 +0.48 0.12
9 mm 15.26 +0.88 12.77 +1.26 13.68 + 0.50 0.04

3.3 Discussion

This research shows the feasibility of automated corneal thickness measure-
ments in post-DMEK AS-OCT scans using deep learning. While our data set con-
tains many examples of irregularly shaped corneas and partly detached DMEK
grafts, all models are able to measure corneal thickness with an average error
of 13.98 to 15.50 um for the central 9 mm range. In comparison with a typ-
ical central corneal thickness of 540 um [65, 98], this corresponds to an error
of less than 3%. The quality of our thickness measurements is at least on par
with manual annotations, as indicated by the inter-observer distance of 13.66 to
23.39 um for the central 9 mm range. Based on the accurate thickness measure-
ments, detailed pachymetry maps can be constructed. The preprocessing based
on the scleral spur locations largely eliminates spatial translation in the coronal
plane and sagittal rotation between follow-up scans [69]. Our method does not
correct for coronal rotation, but we expect the effect of this type of head tilt or
eye rotation to be small. The mean localization error for a single scleral spur
point was previously reported to be 0.155 mm. Given that the corneal apex
location estimate follows from an average of 32 scleral spur point estimates,
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the registration error with respect to the corneal apex should be smaller than
0.155 mm.

Since follow-up scans can be registered, differential pachymetry maps can
be constructed to monitor thickness changes. This may enable a more com-
prehensive understanding of the restoration of the endothelial function after
DMEK, where thickness often varies throughout different regions of the cornea
and the restoration of corneal thickness is associated with success of the pro-
cedure [156]. Typically, only the central corneal thickness (CCT) is reported,
while this single parameter does not necessarily reflect restoration of the full
cornea after DMEK. The DMEK graft is about 8.5 mm [124] and partial graft
detachment happens most frequently in the peripheral region [25,37]. Detach-
ment can sometimes be ambiguous, even in high-quality OCT imaging, as the
graft can be close to the inner cornea yet not attached [69]. Local changes in
corneal thickness could then be indicative of corneal restoration and thus graft
attachment. The differential pachymetry maps presented in this research en-
able both qualitative and quantitative progression tracking options within the
central 9 mm range, covering the whole region of the DMEK graft.

The data for this study only included post-DMEK AS-OCT scans of patients
with previous Fuchs’ endothelial dystrophy or pseudophakic bullous keratopa-
thy. The application of the here presented deep learning models for scans from
other pathologies or taken in different centra requires further research.

Three deep learning methods were compared in this research. Despite sub-
stantial differences in the approaches, the results for the different models were
all at least on par with manual annotations. This could indicate that delineating
the corneal boundaries is well-defined and relatively easily solvable using deep
learning. This finding is in line with other research aiming at delineating layers
in ophthalmic OCT imaging [41,51,63,82,83,93,129,164]. Based on the thick-
ness results for the models trained with 100% of the training data, none of the
models seems to outperform the other. However, construction of a pachymetry
map with the patch-based CNN takes considerably longer because of the large
number of patches involved and the extensive post-processing steps. Kugelman
et al. [82] compared several patch-based and fully-convolutional deep learn-
ing methods for segmentation of retinal layers and the chorio-scleral interface.
They found that all models performed comparable for retinal layers, which
are considered to have well-defined boundaries. However, for the more am-
biguous chorio-sclerar interface, the fully-convolutional methods outperformed
the patch-based methods. The authors attributed this to the additional context
available to the network when the whole image is processed at once.

Results of the deep learning models could not directly be compared with the
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delineations by the built-in software of the OCT system. Nevertheless, 28% of B-
scans were found to contain delineations mistakes by the built-in software lead-
ing to a clinically relevant thickness inaccuracy. Moreover, 80% of the AS-OCT
scans of the test set contained at least one B-scan with a thickness inaccuracy of
clinical relevance. We observed that these errors often occurred at locations of
high clinical relevance, such as an irregularly shaped corneal center, or where
the DMEK graft detached.

Training the models with smaller partitions of the data provides insight in
the value of adding extra annotated data. Since no improvements were ob-
tained by using 100% of the available training data compared to only 50%,
it can be concluded that the performance has saturated, and additional data
would not contribute to much further improvement. An exception could be the
addition of data from rare cases or examples that led to errors in the current
test set (e.g. Figure 3.3a). For the U-Net model, training with 10% or 25%
of the training data did result in an increase in the thickness error in the 6 to
9 mm region. Further inspection revealed that this was due to a small number
of B-scans for which the segmentation failed. Interestingly, for the CNN with
dimension reduction and the patch-based CNN, even training with 80 B-scans
from 5 patients does not seem to reduce the performance of the thickness mea-
surements substantially (MAE of 16.08 um and 16.76 um, respectively). These
results indicate that future projects on delineation of corneal boundaries could
already be developed with less annotated data, yet still obtain reasonable re-
sults. In addition, the experiment with different data splits showed that similar
performance could be achieved when different splits of the data were used.

The high resolution of the AS-OCT combined with deep learning for auto-
mated image processing supports fast and accurate analysis of the corneal thick-
ness after DMEK. The here presented (differential) pachymetry maps enable
tracking of local corneal thickness changes indicative of corneal restoration. As
such, these tools can contribute to the ongoing research efforts towards further
improvement of the DMEK procedure and management of the postoperative
regime.

3.4 Methods

3.4.1 Models & Training

We implemented three different deep learning models based on recent success-
ful applications related to segmentation or interface delineation in ophthalmic
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OCT imaging. The first model is based on the patch-based approach by Wang
et al. [164] which was adopted from earlier work on CNNs and graph search
methods by Fang et al. [51]. The patch-based model was previously used for
the identification of five different retinal interfaces in spectral domain OCT im-
ages [164]. Using patches of 33 x 33 pixels and a relatively shallow network of
5 trainable layers, Wang et al. achieved localization accuracies of 89-98%. The
second model is based on the U-Net architecture which has become the de facto
standard method for medical image segmentation [128]. Multiple adaptations
of U-Net were evaluated by dos Santos et al. to segment three corneal layers
in images captured with a custom-built ultrahigh-resolution OCT system [41].
Using cross-validation, a mean segmentation-accuracy of 99.56% was achieved.
The third model was also inspired by U-Net, but modified by Liefers et al. to
reduce the dimensionality and output one-dimensional arrays with y-locations
of three retinal layers in OCT images [93]. For the localization of these retinal
layers, the authors obtained a mean absolute difference between the predictions
and annotations of 1.31 pixels.

For our application of corneal interface localization, both the patch-based
approach and the CNN with dimension reduction allow for direct delineation
of the corneal interfaces. In contrast, a U-Net approach is used to segment
the cornea and requires a post-processing step to obtain the interface delin-
eations from the segmented mask. Details about the model adaptations, im-
plementations, and training procedures are described below for each model.
Depending on the model requirements we also adapted the preprocessing and
post-processing steps. All models were implemented in Keras [29] with Tensor-
Flow [1] backend and optimized using Adam [78].

Patch-based CNN

The architecture of the patch-based model was similar to that of Wang et al.
[164] with 2 modifications: (1) 5x 5 convolutional layers were replaced by two
3 x 3 convolutional layers as factorization is considered more efficient [146];
(2) 3 x 3 average pooling operations in the final two layers were replaced with
2 x 2 max pooling operations. From the full images of training and validation
sets, patches of 33 x 33 pixels were extracted for each x-coordinate where the
interfaces had been annotated (center 12 mm for the anterior interface and
center 10 mm for the posterior interface). Anterior and posterior patches were
sampled using the respective annotations as center pixel locations. Similarly,
for each x-coordinate within the central 12 mm, a non-interface patch was con-
structed for one random pixel not part of the interface annotations. All patches
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(1.70 million for the training set and 0.47 million for the validation set) were
extracted prior to training to speed up the training process.

The model was optimized by minimizing the categorical cross-entropy be-
tween the pixel ground truth and model predictions. Online data augmentation
was added by rotating the patches with a maximum of 30 degrees. Based on
preliminary experiments, the model was trained for 20 epochs with a variable
learning rate: 0.001 for epoch 1 to 12, 0.0001 for epoch 13 to 16, and 0.00001
for epoch 17 to 20.

For evaluations on the test set, patches were extracted for all pixels within
the center 12 mm (width) and processed by the trained model, predicting either
anterior interface, posterior interface, or background for the center pixel of the
patch. Based on preliminary results on the validation set, the following post-
processing steps were performed for the pixels identified as interface: (1) small
connected regions (0 - 250 pixels) were removed; (2) the largest connected
region was considered to be true; (3) other regions were considered to be part
of the true prediction only when those would be at the same height as the largest
connected region; (4) per interface, y-values of positive pixels were averaged to
obtain a single value per x-coordinate; (5) any remaining gaps were filled using
linear interpolation of adjacent interface locations.

U-Net

As an alternative to directly delineating the interfaces, a U-Net [128] was im-
plemented to segment the whole cornea. The U-Net consisted of the standard 4
downsampling (and upsampling) segments and we included batch normaliza-
tion and residual layers to accelerate training. Binary masks of the cornea were
created using the interface annotations. As a preprocessing step, the original
images and masks were cropped to 800 x 256 pixels (width by height) and split
into a superior and inferior half. This step was included to reduce the size of
the input to the U-Net while doubling the number of training examples.

For optimization of the U-Net we experimented with different loss functions
(Dice, binary cross-entropy, and weighted binary cross-entropy) and learning
rate schedules. We found only minor differences in the results on the valida-
tion set and used binary cross-entropy for the final model. We trained for 30
epochs with an initial learning rate of 0.001 that was divided by two at every 3
epochs. We also experimented with data augmentation (brightness adaptation
and addition of Gaussian noise) but did not identify any improvements on the
validation results.

For evaluations on the test set, the inferior an posterior crops were processed
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by the trained U-Net and combined. From the predicted mask, the maximum
and minimum y-values were used to reconstruct the anterior and posterior in-
terface, respectively. In contrast to the patch-based model, the predicted y-
values of the interfaces only consisted of integers.

CNN with dimension reduction

The architecture of the third model was designed by Liefers et al. [93] to re-
turn a one-dimensional array of y-coordinates for a two-dimensional image as
network input. The model consists of a downsampling and upsampling path
to incorporate a large contextual region. While U-Net uses direct shortcut con-
nections to provide local context, this architecture resorts to so-called funneling
subnetworks between the downsampling and upsampling path to resolve the
mismatch in activation map height. The original network architecture was de-
signed for images of 512 x 512 pixels. To avoid unnecessary computations, we
adapted the architecture to work for images of 512 x 256 pixels. The downsam-
pling path and all funneling subnetworks therefore contain one less downsam-
pling operation and the upsampling path one less upsampling operation. 1x 1
residual blocks at the lowest level were replaced by 1 x 3 residual blocks in our
architecture. Furthermore, we experimented with the addition of batch normal-
ization layers, which did not result in improved performance.

As a preprocessing step, the original images were cropped to 960 x 256 pixels
(width by height) and split into a superior and inferior half with some overlap
along the horizontal axis, resulting in model inputs of 512 x 256 pixels. Since
the annotations did not span the entire width of 512 pixels, the network output
layer was cropped to only include the annotated positions. The mean squared
error between the annotation and predicted delineation was used as loss func-
tion. Training was done for 200 epochs with a learning rate set to 0.0002 at
the start and divided by two after every 50 epochs. Based on preliminary ex-
periments, we used the following data augmentation: B-scans were translated
(=10 pixels) or rotated (<12 degrees) before inferior and superior crops were
made. We also added uniform noise (<0.05), Gaussian blurring with ¢ <1, and
sigmoidal contrast changes with a gain between 4 and 5.

For evaluations on the test set, the superior and inferior crops were pro-
cessed and combined by averaging the central overlapping section.
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3.4.2 Thickness measurements & evaluation

Outputs of the deep learning models were y-values, describing the height of
the anterior and posterior interface for each x-coordinate within the central
9 mm. The posterior interface of the cornea generally contains more irregular
shapes after DMEK. We therefore measured corneal thickness perpendicularly
to the anterior interface (see Figure 3.1), similar to [92]. First, the coefficient
of proportionality was determined for the anterior interface. A 71 point moving
average filter was used to reduce the effect of small deviations from the gen-
eral curvature. We found that the proportionality coefficient was still affected
by local irregularities after filtering with smaller filters, whereas larger filters
introduced inaccuracies near the sides. The distance was then measured per-
pendicularly to a tangent with the corresponding coefficient of proportionality
for every pixel on the anterior interface inside a 9 mm diameter. Performance
of the models was measured by comparing the thicknesses predictions with the
thicknesses following from the three sets of manual annotations. The mean ab-
solute error was then calculated for a 3 mm, 6 mm, and 9 mm diameter. To
obtain a measure of variation, we trained all models five times from scratch
using different random seeds. Mean absolute errors and sample standard devi-
ations shown in Table 3.1 and Table 3.3 were based on these five repetitions.
Comparison of the model performances was done for each region (3 mm, 6
mm, and 9 mm) to test for statistically significant differences. p-values were
calculated based one a one-way ANOVA and represent the chance that model
performances were similar.

For assessment of the interface delineations errors by the built-in software
of the OCT system, all B-scans of the test set were semi-quantitatively assessed
by a cornea specialist. With the built-in drawing tool, missed parts of the cornea
or areas mistakenly classified as cornea were selected. This was done approxi-
mately for the central 9 mm diameter although these B-scans were not centered
or horizontally aligned. Sometimes the posterior delineation was not complete
for the peripheral cornea. In such cases no extra misclassified area error was
added; these regions were simply ignored. B-scans with a total incorrectly clas-
sified area of more than 0.1 mm? were considered to contain a clinically rele-
vant inaccuracy. When this area was larger than 0.25 mm? the inaccuracy was
considered severe.
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3.4.3 Pachymetry mapping

Corneal pachymetry maps were constructed with the thickness profiles of the 16
radial B-scans (cross-sections) of a single AS-OCT scan. For the maps shown in
Figure 3.4 we used the CNN with dimension reduction to obtain one-dimensional
thickness profiles of length 600 pixels corresponding to cross-sections within the
central 9 mm. These arrays were plotted on a two-dimensional polar coordinate
axis based on the spatial configuration of the cross-sections in the original AS-
OCT scan. We then used cubic interpolation along the polar coordinates to fill
in space between the cross-sections.

Before applying the deep learning models, B-scans were cropped based on
the scleral spur locations, similar to [69]. First, a deep convolutional neural
network was trained to find the scleral spur in the right and left side of each B-
scan. Per full AS-OCT scan, an ellipse was fitted through the scleral spur points
of all 16 B-scans to ensure that the points lie in the same plane and to refine
point locations. The refined scleral spur locations were used to horizontally
align the B-scans by assuming that the left and right scleral spur points should
be at the same height in the image. Then, the B-scan was centered by assuming
that the corneal apex is located equidistant from both scleral spur points.

Since this preprocessing step automatically centers the (cropped) B-scans,
follow-up scans and pachymetry maps are registered with respect to the corneal
apex. The differential pachymetry map shown in Figure 3.4 was obtained by
subtracting the pachymetry map obtained after the procedure from the map
obtained postoperative day 7.

3.4.4 Reduced training set & cross-validation

Partitions of the training set were made by randomly selecting all B-scans from
a subset of the study participants. For 50% of the training set this equaled 24
participants (384 B-scans). For 25% 12 participants (192 B-scans) and for 10%
5 participants (80 B-scans). Partitions were randomly sampled for each of the
five training repetitions, and partitions were the same for each deep learning
model. All other training parameters were similar as for the 100% training set
size models.

In order to examine the influence of the data split into training, validation,
and test sets, two extra splits of the data were created, next to the original split.
Splitting the data was done on a participant-level, with 18 participants in each
test set and without overlap in participants between the test sets of the three
splits. Training was done once per split, using the same hyperparameters as
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described for the other experiments. For the original split, only the first of five
training repetitions was used. Since only a single set of manual annotations was
available for the original training and validation data, we opted to also use only
a single annotation set for the original test data set for this experiment.

In the next chapter, instead of using post-operative AS-OCT scans, we fo-
cus on intra-operative OCT scans. For these intra-operative images, we aim to
automatically assess the orientation of the DMEK graft.
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Abstract

Correct Descemet’s membrane endothelial keratoplasty (DMEK) graft orienta-
tion is imperative for success of DMEK surgery, but intraoperative evaluation
can be challenging. In this chapter, we present a method for automatic eval-
uation of the graft orientation in intraoperative optical coherence tomography
(i0CT), exploiting the natural rolling behavior of the graft. The method encom-
passes a deep learning model for graft segmentation, post-processing to obtain
a smooth line representation, and curvature calculations to determine graft ori-
entation. For an independent test set of 100 iOCT-frames, the automatic method
correctly identified graft orientation in 78 frames and obtained an area under
the receiver operating characteristic curve (AUC) of 0.84. When we replaced
the automatic segmentation with the manual masks, the AUC increased to 0.92,
corresponding to an accuracy of 86%. In comparison, two corneal specialists
correctly identified graft orientation in 90% and 91% of the iOCT-frames.



4.1 Introduction

49

4.1 Introduction

Descemet’s membrane endothelial keratoplasty (DMEK) is the preferred pos-
terior lamellar keratoplasty procedure for treating cases of symptomatic irre-
versible corneal endothelial cell dysfunction [116,144]. Posterior lamellar surg-
eries constitute the majority of grafting procedures in the developed world
[108]. The thin (~30um) and vulnerable DMEK graft — consisting of the De-
scemet’s membrane and endothelium - is inserted as a roll and unfolded in
the anterior chamber of the eye before fixation on the posterior surface of the
recipient cornea [34]. A correct orientation of the graft — with the endothe-
lium facing away from the cornea — is imperative. An inadvertently incorrectly
positioned graft (i.e. upside-down) will result in severe corneal edema, dam-
age to the graft’s endothelial cell layer, and the subsequent need for repeated
surgery [14].

The assessment of the graft’s orientation can be challenging and several
methods have been described to aid the surgeon in determining the orienta-
tion. Currently, the Moutsouris sign, ink-stamps, and circular cuts are used
to determine intraocular graft orientation [34,106,157,165]. However, poor
visualization of the anterior chamber and graft hinders a proper assessment
[32,117,140]. In addition, the presence of the Moutsouris sign is not always
self-evident and both stamps and cuts damage the graft resulting in endothelial
cell loss. More recently, intraoperative optical coherence tomography (iOCT)
has been used to determine graft orientation, as the iOCT signal is not perturbed
by corneal edema [32,117,140]. Residual stromal fibers in the Descemet’s mem-
brane of the DMEK graft result in a distinctive inward curve of the graft’s ends
indicative of a correct orientation, which can be visualized and assessed using
iOCT (Figure 4.1) [107, 143]. This natural curling behavior of DMEK grafts
can be well appreciated on the iOCT image, thereby preventing the need to
use manipulation, cutting, or marking to determine the graft orientation, thus
preventing endothelial cell loss.

Several studies have reported on the use of iOCT during DMEK surgery for
determining the orientation of the graft. In all studies the graft orientation could
be correctly determined based on the inward rolling of the graft edges visible
on the cross-sectional iOCT image [32, 109,117,130, 140, 143]. Importantly,
the surgeon was able to assess the graft orientation in cases where assessment
of the Moutsouris sign or S-stamp was challenging or not possible [32,117,
140]. However, manual assessment of graft orientation on iOCT images can be
time consuming and prone to interpretation errors. In particular, when OCT
image quality is suboptimal or the graft edges display little inward rolling. We
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believe an automated tool will aid the surgeon in fast and accurate evaluation
of the orientation, thereby improving surgical workflow and reducing the risk
of errors.

In this chapter, we present an automated image analysis method for evalu-
ation of the DMEK graft orientation using iOCT. The method includes a deep
learning-based segmentation model to extract the DMEK graft from the iOCT
scan. Then the degree of inward rolling by the graft is assessed and related to
graft orientation.

1
mm

1 |
mm

Figure 4.1: Two cross-sectional intraoperative OCT scans of the cornea. The natural
rolling motion of the graft in Descemet’s membrane endothelial keratoplasty
(DMEK) can be used to determine the graft’s orientation. The top image
depicts a correctly oriented DMEK graft, indicated by the distinctive upward
curve towards the recipient’s cornea. The bottom image depicts an incor-
rectly oriented graft (i.e., upside-down), indicated by the curling motion
away from the recipient’s cornea.
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4.2 Methods

4.2.1 Data and preprocessing

All OCT-scans in this study were acquired during DMEK surgery at the oph-
thalmology department of the University Medical Centre Utrecht between May
2016 and October 2020 using the "No-Touch" technique for DMEK as described
by Dapena et al. [34]. DMEK grafts were cultured and provided pre-cut by the
Euro Cornea Bank (Beverwijk, the Netherlands) and Amnitrans (Rotterdam, the
Netherlands). During surgery, iOCT-scans of the anterior segment were made
with a commercially available spectral domain microscope integrated OCT sys-
tem (Zeiss Lumera 700 RESCAN, Carl Zeiss Meditec, Jena, Germany), using
the two-line cross-sectional setting. The iOCT system has a wavelength of
850 nm and an axial resolution of 5.5 um. The system acquires 25 two-line cross-
sectional scans per second. This study was performed in accordance with the
Declaration of Helsinki and Dutch law regarding research involving human sub-
jects. Ethical approval for this study was waived by the Ethics Review Board of
University Medical Center Utrecht (METC no. 18-370).

iOCT-scans of the DMEK procedures are embedded in the surgical video feed.
The video feed was qualitatively reviewed for scan quality and visibility of the
graft during determination of graft orientation (i.e., before adhering the graft).
Scans were excluded if the graft was not visible at all or not unfolded. Included
iOCT-scans were manually extracted from the video feed using the FFmpeg tool
(version 3, 2016, FFmpeg Developers). Each cropped frame contained a single
cross-sectional iOCT-scan (iOCT-frame). The ground truth of the graft orienta-
tion, either correctly oriented or upside-down, in each iOCT-frame was set by
an experienced grader (M.B.M.) who had access to the preceding and follow-up
frames and postoperative clinical information. The orientation of each graft was
subsequently graded by two corneal surgeons (R.W. and A.O.) based on a single
iOCT-frame and blinded for the outcome (i.e., without access to the preceding
and follow-up frames or postoperative clinical information).

A total of 335 iOCT-frames from 89 DMEK surgeries were obtained; 127
iOCT-frames measuring 550 x 275 (width x height) pixels acquired before 1-1-
2019 and 208 iOCT-frames measuring 610 x 275 pixels acquired from 1-1-2019
onwards. The more recently acquired scans were of better image quality due
to an improved scan protocol and we selected 100 recent iOCT-frames from 21
patients as a test set for final evaluation of our models. All other iOCT-frames
(N = 235) were used for development and optimization of the image analysis
methods and will be referred to as the development set.
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Figure 4.2: A schematic representation of the pipeline of the intraoperative OCT DMEK
graft orientation model. Shown in section (a) are the image acquisition pro-
cess and the automatic segmentation model. The predicted segmentation is
the mean of an ensemble of 12 deep learning models. Section (b) shows the
key post-processing steps to obtain a one-pixel line representing the graft.
In section C the left top image is a schematic representation of the signed
curvature. The top right image shows the polygons fitted to the line repre-
senting the graft and the defined curvature parameters. The bottom images
of section (c) shows the choice for selecting the curvature parameter and de-
termining the orientation.

The development set was again divided into a training set (N = 202) and
a validation set (N = 33) to determine the optimal model. The data split was
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done on a patient level to ensure no overlap exists between the train, valida-
tion, and test sets. The graft locations were manually annotated in the iOCT
frames with marking points (image coordinates) along the graft and converting
the resulting contour to a binary mask of an area containing the graft. Zero-
padding was used to ensure all iOCT-frames were of width 610 for training the
Al segmentation model. As a final preprocessing step, all frames were resized to
576 x 256 pixels for compatibility with the U-Net architecture. Our image anal-
ysis tool consists of three steps (Fig. 4.2). First, the area containing the DMEK
graft was segmented from the iOCT-frame using a deep learning-based segmen-
tation model. In the subsequent post-processing step, the resulting mask was
converted into a one-pixel thick line representation of the graft. Artifacts and
gaps in the line were removed and the graft’s endings located. Finally, we build
upon the work by Steven et al. to assess the curling behavior of the graft [143]
and we relate curvature of the line segment to graft orientation. The predicted
graft orientation was then compared to the ground truth and classification by
the corneal surgeons.

4.2.2 Segmentation

For segmentation of the DMEK graft from the iOCT frame, we used a deep learn-
ing approach [84]. Our model consists of an ensemble of 2D U-Nets [128].
The U-Net architecture incorporates a large contextual region and has resulted
in state-of-the-art performance for many biomedical image segmentation tasks
[95]. Training was done using iOCT-frames and the corresponding manually
annotated masks of the trainset (N = 202). Data-augmentation was used to
expand the variability in appearance of the training data set. Augmentations
included random affine transformations that were applied to the iOCT frames
and corresponding mask annotations: translation (< 10 pixels), rotation (< 3
degrees), scaling (= 10%) and vertical reflection. In addition, we applied in-
tensity shift (= 10/256), contrast shift (< 0.1) and addition of white noise (=
10/256) to the iOCT frames. Experiments with different learning rates and loss
functions indicated that different models lead to different types of segmentation
errors for the validation set (N = 33). We therefore constructed an ensemble of
12 U-Nets: Five models were trained using Dice loss and initial learning rates
of 0.0001, 0.0002, 0.0003, 0.004, and 0.0005. Another seven models were
trained based on a weighted binary cross-entropy (WBCE) loss, with a weight
determining the relative penalty for misclassified foreground pixels (= DMEK
graft) in comparison to background pixels. Beta values of 0.5, 1, 2, 4, 8, 12, and
16 were used, and the WBCE models were trained with an initial learning rate
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of 0.0003. All models were optimized with Adam for 3,500 iterations where
the initial learning rate was multiplied by 0.3 every 1400 iterations [78]. Each
U-Net in the ensemble provides a segmentation prediction and the final seg-
mentation was obtained by taking the mean across the 12 segmentation maps
(Figure 4.2a).

4.2.3 Post-processing

To ensure the graft is represented as a single smooth line, a post-processing algo-
rithm was developed (Figure 4.2b) consisting of the following steps: (1) Median
filtering (filter size = 2 x 2) to reduce noise; (2) Binarization to assign pixels to
either background or graft class; (3) Skeletonization to obtain the topological
skeleton (one-pixel thick) of the segmented areas [86]; (4) Removal of small is-
lands (<100 pixels) to get rid of small areas falsely identified as graft; (5) Mor-
phological pruning to remove side-branches from the remaining skeletonized
line segments. We implemented the pruning by finding the longest pathway
for each segment and removing any pixels not belonging to these paths; (6)
Closing of gaps between endings of line segments with a Euclidian distance less
than 100 pixels, using a straight line. For the post-processing steps, all design
choices and parameter selections were based on results for the validation set.

Next, the largest line segment was identified and the coordinates of every
15th pixel along the line were used to compute a parametric cubic smoothing
spline curve. The parametrization was then used to resample 100 points along
a smooth line representing the graft.

4.2.4 Graft orientation

To determine the orientation of the graft, we first assessed the rolling behavior
of the graft. The rolling behavior can be measured as the signed curvature «,
similar to the previously described method by Steven et al. [143].

A Python implementation of the Matlab LineCurvature2D package [81] was
used to calculate the local curvature at each of the 100 graft points obtained
with the post-processing step (Figure 4.2c). Summing all local curvatures for
the length of the graft (L), the total curvature (x,,;4;) can be calculated, taking
into account the distance arc length steps (ds):

L
Ktotal = A Z Ki
i=1
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We are however mostly interested in the graft curvature at the endings
(xend), since this is typically used by our corneal specialists to determine graft
orientation. The graft ending is here defined as the first and last 20% of the
graft points:

100

20
Kend ZdSZK,‘+dS Z Ki
i=1 i=81

The curvature of a graft ending was only calculated if it was visible in the
iOCT-frame. A graft end is classified as invisible (out of iOCT-frame bounds)
when the first or last point of the calculated curve is within 10 pixels of the
original iOCT-frame boundary. Prediction of the graft’s orientation is primarily
based on the curvature of the graft’s endings x.,,. Alternatively, the overall
curvature K;q;q; is used to determine the orientation only when: (1) both the
graft’s endings are not visible in the iOCT-frame or (2) the graft’s endings show
no curvature. To determine the orientation of the graft, the curvature of the
graft was compared with a threshold value (x;yeshoia). A graft with a curvature
smaller than this threshold was considered incorrectly oriented.

4.2.5 Evaluation and statistical analysis

Performance of the automatic DMEK orientation model was evaluated for the
test set iOCT frames (N = 100). The predicted orientation was compared to the
ground truth orientation and a receiver operating characteristic (ROC) curve
was determined by varying the «;j,esnoiq threshold. Sensitivity was defined as
the accurate prediction of correctly oriented grafts while specificity represents
true prediction of incorrectly oriented grafts (i.e., upside-down). For compari-
son of the automatic method with the corneal specialists, an operating point was
chosen by setting a single value for x ;1,;esn014, Pased on an optimal F1-score. The
set Kipreshora Was used for all prediction methods. All statistical analysis were
performed using R statistical software version 4.0.3 (CRAN, Vienna, Austria).
The ROC plots were produced using the ROCR package (version 1.0-11).
Quality of the segmentations was evaluated using the Dice score. Addition-
ally, we evaluated a pipeline that uses the manual annotated masks instead of
deep learning-based segmentations. The post-processing of these segmentations
was similar to the end-to-end pipeline, although steps (4) removal of pixel is-
lands and (6) closing of gaps were skipped. This ‘semi-automatic method” was
evaluated on the test set as well as the recently acquired frames of the develop-
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ment set (n = 108), since these are comparable to the frames in the test set in
terms of frame size and resolution.

4.3 Results

Of the 335 iOCT-frames included in this study, 255 frames contained correctly
oriented grafts versus 80 incorrectly oriented grafts (i.e., upside-down). In 195
iOCT-frames the graft was free floating (i.e., no contact with other ocular struc-
tures) and in 134 iOCT-frames a mirroring artefact of the cornea was present,
which (partially) overlapped with the graft in 65 iOCT-frames. Mean age of
the graft donors was 74 years (range: 55 - 88). The indications were Fuchs
endothelial corneal dystrophy (N = 79), Pseudophakic bullous keratopathy (N
= 9), and graft failure (N = 1). Segmentation performance on iOCT-frames of
the test set was similar across the 12 deep learning models, with Dice scores
ranging from 0.72 to 0.74. For the ensemble, where the mean prediction of the
12 models was used, the Dice score was 0.75.

4.3.1 Performance of the DMEK orientation model

In Figure 4.3 the ROC curves are displayed for the DMEK orientation model
using the deep learning-based segmentations (automatic method) and manually
annotated grafts (semi-automatic method). Additionally, the performance of the
corneal specialists is shown for both datasets. The automatic method achieves
an AUC of 0.84, which is considered a good to excellent predictive power [99].
The semi-automatic method performs even better than the automatic method,
with an AUC of 0.92 for both the development set and test set and is comparable
to the performance of the corneal specialists using the same information (i.e., a
single iOCT-frame). Causes for the gap in performance between the automatic
and semi-automatic methods include segmentation and post-processing errors,
which are described in detail in the qualitative analysis.

In line with the aim of this study — determining graft orientation using iOCT
— the optimal trade-off between sensitivity and specificity was selected to de-
termine K;preshora (Figure 4.3). The detailed results of the DMEK orientation
model at x;xreshota are shown in Table 4.1. The automated method was able to
correctly identify the graft’s orientation in the iOCT frames in 78% of the iOCT-
frames in the test set and in 86% of the iOCT-frames for both the development
and test set using manually segmented grafts. The automatic method achieved
a high sensitivity (0.82) and moderate specificity (0.69). Thus, the model was
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Figure 4.3: Receiver operating characteristic curves of the performance of the DMEK ori-
entation model in the test set (N = 100) and the most recent frames of the
development set (N = 108), obtained by varying the curvature threshold.
The circles and squares represent the performance by the corneal specialists.
The dashed 45-degree line constitutes a model with no discriminative power.

able to correctly classify the majority of the correctly oriented grafts, though
it had only a moderate predictive power to correctly classify incorrect oriented
grafts. Using the manually annotated grafts leads to slightly better sensitivity
and markedly higher specificity compared to the automatic method. The out-
comes of the semi-automatic methods were comparable to the performance of
the corneal specialist (Table 4.1).

4.3.2 Qualitative analysis

All deep learning-based segmentations in the test set were qualitatively evalu-
ated for errors in the predicted segmentation or post-processing. In 54 iOCT-
frames a near perfect representation of the graft was achieved after post-processing



58

DMEK graft orientation in intraoperative OCT

Table 4.1: Performance analysis of the orientation model and corneal specialists. AUC =
area under the curve. *Development set consisting of only recently acquired
frames measuring 610 pixels by 275 pixels were included for comparability
with the test set.

Images Segmentation Sensitivity ~ Specificity Accuracy AUC

DMEK orientation model 108* semi-automatic  0.86 0.85 0.86 0.92
Cornea specialist 1 108* - 0.97 0.85 0.94

Cornea specialist 2 108* - 0.92 0.85 0.91 -
DMEK orientation model 100 semi-automatic  0.90 0.78 0.86 0.92
DMEK orientation model 100 semi-automatic  0.82 0.69 0.78 0.84
Cornea specialist 1 100 - 0.96 0.78 0.90 -
Cornea specialist 2 100 - 0.96 0.81 0.91

compared to the manually labeled results (Figure 4.4A) and in 46 iOCT-frames
noticeable segmentation and/or post-processing errors were present after post-
processing (Figure 4.4B-D and Figure 4.5E-G). A total of 22 grafts were incor-
rectly classified using the automatic method of the orientation model, because
of segmentation errors in 8 frames, post-processing errors in 2 frames, and a
limited discriminative predictive power of the model in 12 frames (i.e., in both
the automated and manual method these grafts were incorrectly classified re-
gardless of any errors; Figure 4.5H). In 29 iOCT-frames containing errors the
model still correctly predicted the orientation.

The majority of the segmentation errors were considered minor, such as
slightly incomplete segmentation of the graft ends or at the image boundary
(Figure 4.4B and C). Notwithstanding, despite considered minor these errors
may affect the algorithms performance. Partial segmentation of the graft or
large gaps between segments were considered large segmentation errors (Figure
4.4D). Causes for large segmentation errors included: corneal mirror artefacts,
background noise, hypo reflectance of the graft, and contact of the graft with the
cornea or iris. All post-processing errors occurred during filtering of the frames
and connecting the line segments resulting in partial or wrong segmentation.
During filtering smaller segments (<100 pixels) were removed, which resulted
in gaps too large to bridge in the subsequent step. Similarly, in cases with large
gaps (=100 pixels) the line segments were not connected and the smaller seg-
ments were removed after identification of the largest segment (Figure 4.5E).
In some frames the line segments were connected with wrong segments or an
image artefact falsely identified as graft (e.g., fluid reflection, the lens capsule)
resulting in an incorrect representation of the graft Figure 4.5F and G).
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Original frame Manual segmentation

Figure 4.4: Examples of correct and incorrect segmentation and post-processing: (A) a near perfect segmentation, (B) a
segmentation error at image boundaries, (C) a segmentation error at the graft end, (D) segmentation gaps

resulting in partial segmentation.
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Figure 4.5: More examples. (E) Segmentation gaps too wide to connect in the post-processing, (F and G) segments
wrongly connected during post-processing, (H) correct segmentation resulting in an incorrect prediction.
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4.4 Discussion and conclusion

In this exploratory study we presented an image analysis tool that can auto-
matically identify the orientation of a DMEK graft using iOCT. We believe the
presented tool has the potential to improve and standardize clinical decision
making. Moreover, the tool could help ease the learning curve for starting sur-
geons and aid experienced surgeons in the transition towards DMEK [143].

Determining graft orientation using iOCT is arguably more reliable and safer
compared to other methods in use (i.e., the Moutsouris sign and various stamps
/ cuts) [32,109,117,130, 140, 143]. However, current manual review of both
live and static iOCT-scans for DMEK orientation can be time consuming and
disrupt the surgical workflow hindering implementation and sustainable use of
iOCT [44, 108]. Automatic image analysis may alleviate these hurdles by aid-
ing the surgeon in determining graft orientation and may reduce interpretation
errors. Several studies have pointed out the lack of (integrated) image analysis
tools and clinical decision support systems (CDSS) for iOCT that can support
implementation and improve the clinical value [43-45,108]. Only a handful
studies have reported on (automated) image analysis of iOCT images, although
their results show promising potential for improving clinical decision making
and clinical outcomes [46,61,173].

Computerized CDSS are increasingly developed to assist physicians with de-
cisions in (complex) clinical situations and have the potential to improve out-
comes, optimize treatments, and improve workflow efficiency [23,111, 141].
Development of CDSS for ophthalmology has a strong focus on medical im-
age analysis, because of the visual component during diagnosis and treatment.
Automated image analysis tools using fundus photographs and OCT-scans have
been developed for detection of diabetic retinopathy, glaucoma, and age-related
macular degeneration. Validation studies of these tools report clinical accuracy
rates comparable to expert clinicians for these specific tasks [8,75,126]. The
tools have the ability to improve delivery of care and unlock information for
treatment and research purposes. We believe our tool might be of similar value
for iOCT and facilitate its use.

In recent years corneal OCT image analysis is emerging. Several studies
showed the ability of automatic tools to detect and quantify graft detachment
after lamellar corneal transplant surgery [38,66,69,152,173]. Our automatic
method has a good to excellent predictive power [99] and when using manu-
ally annotated grafts the performance of our model improves considerably and
is comparable to the performance of both corneal specialists. The gap in perfor-
mance between the automatic and manual method was primarily the result of
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segmentation and post-processing errors, which in turn resulted in wrong pre-
dictions as shown with the qualitative analysis of the end-to-end outcome. Au-
tomatic segmentation of iOCT imaging is challenging because of the design and
dynamic use of iOCT, which may result in higher signal noise, variable image
quality, image decentration, and prevents standardized image acquisition [173].
We consider our dataset a realistic representation of images acquired in practice
for determining the orientation and therefor consider the results generalizable
to other datasets.

The difference in AUC between the automatic method and the pipeline with
manual annotated grafts indicates that improvements for the automatic method
can be achieved by improving the automatic segmentation. In particular, cor-
rect segmentation of the graft endings could contribute to a better estimate of
the graft curvature. The deep learning-based segmentation can potentially be
improved by the addition of more training data, including a wider variety of
anatomies and image artifacts. If a large enough training set could be obtained,
an end-to-end deep learning method could be considered, where a classification
model is trained only on orientation labels. However, even if enough training
data would be available, such a method would come at the cost of having a
CDDS without explanation for the decision-making, which could hamper ac-
ceptation by the end users. Alternatively, future research could investigate a
segmentation approach that uses shape constraints [20, 169], such as the fact
that the graft is a continuous and smooth structure. Such an approach should
take into account that not the whole graft necessarily lies in the field of view.

We also experimented with the addition of extra frames to the input taken
shortly before or after the investigated iOCT image, in which the location and
orientation of the DMEK graft slightly differed from the center frame. For ex-
ample, we added the 5th and 10th frames before and after the center frame as
additional channels to the input, similar to Vu et al. [162], hypothesizing that
the extra information would help the learning process. However, no benefits
were found from this step and it was omitted for the final ensemble.

It should be noted that assessment of graft orientation based on a single
frame does not reflect clinical practice. Instead, a corneal specialist would re-
duce uncertainty by assessing multiple frames or manipulate the graft until ori-
entation is evident. Future work could incorporate such a strategy in the auto-
matic image analysis pipeline, for example by using a recurrent neural network
on follow-up frames [26, 153]. For clinical implementation, the image analysis
pipeline needs to be directly applied to the video-feed. In this research, iOCT
frames were qualitatively reviewed for image quality and presence of charac-
teristics on which orientation could be determined. However, not every frame
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contains enough information for evaluation of the orientation. Future research
could include an automatic frame-based quality assessment, or an uncertainty
estimate and only provide a prediction if the certainty is high. A challenge
for real-time image analysis is the speed at which the segmentation and post-
processing can be performed. Here an ensemble of 12 U-Nets was used for
the segmentation, but this might require more computational power than stan-
dardly offered with an iOCT system. Perhaps an ensemble is not required if
more annotated training data is used. Another solution could be the use of
knowledge distillation techniques, which have recently been proposed to train
a single segmentation model that performs similar to an ensemble [96, 148].

The threshold for the results in Table 4.1 was slightly negative for all dataset
after optimizing the F1-score (i.e., optimal operating point), which corresponds
to a slight curve downwards. This makes sense since the cornea itself also
curves downward and the floating DMEK typically partly follows the shape of
the cornea. In this study the optimal trade-off between sensitivity and specificity
was chosen to optimize the predictive power of the model. However, it can be
argued that depending on the use case or user expectations, either sensitivity or
specificity may be more important.

In conclusion, we present an automated image analysis method for iOCT to
detect a DMEK graft, quantify the curvature, and determine the graft’s orienta-
tion. Our future research efforts will focus on improving automatic segmenta-
tion and predictive certainty of our algorithm.

In the next chapter, we zoom in on the corneal endothelium using specular
microscopy. In these microscopy images individual corneal cells can be distin-
guished and the health of the cornea can be assessed by determining biomarkers
such as endothelial cell density.






Chapter 5

Robust corneal endothelial cell
density measurements in the
presence of guttae

This chapter is based on:

F.G. Heslinga D.F.M. Timmers, G.B.A. Haijen, S.L. Dunker, T.T.J.M. Berendschot,
J.P.W. Pluim, M.M. Dickman, M. Veta. Automatic and robust corneal endothe-
lial cell density measurement in the presence of guttae. In preparation.



66 Robust corneal endothelial cell density measurements in the presence of guttae

Abstract

Assessment of corneal endothelial cells is essential for diagnosis of corneal dis-
eases and monitoring of disease progression. The aim of this study is robust
corneal endothelial biomarker extraction based on automatic segmentation of
corneal endothelial cells and guttae in real-world specular microscopy images.
We developed a deep learning method for simultaneous mapping of cell ob-
jects, distances to cell border, cell edges, and guttae in specular microscopy im-
ages. Endothelial cell density (ECD) and coefficient of variance (CV) were cal-
culated and compared with manual annotations. Similarly, the semi-automatic
approach of the Topcon microscope was compared with manual annotations. A
novel method for flagging of cases with substantial guttae presence was pro-
posed, by considering total guttae area for ECD calculations. Evaluation was
done for 300 images from 100 patients, with varying image quality and a broad
range of referrals. Mean absolute percentage errors for ECD and CV were 6.1%
and 15.7% which is on par and better than the semi-automatic method, respec-
tively. Thirty images were automatically flagged for having an ECD that was
affected due to guttae presence. Intra-patient variance of the deep learning
method was smaller (3.0%) than that of the semi-automatic method (3.6%).
In conclusion, our deep learning method can extract endothelial biomarkers in
specular images of varying quality, without requiring any user input. Moreovet,
the flagging of cases with guttae prevents overestimation of ECD. The automatic
extraction of endothelial biomarkers in real-world specular microscopy images
supports robust and accurate corneal disease evaluation.
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5.1 Introduction

Corneal diseases are a major cause of blindness worldwide [166]. Essential for
a well-functioning cornea is the corneal endothelium, a monolayer of cells that
lines the posterior corneal surface, controlling corneal hydration and nutrient
supply [22]. Assessment of the corneal endothelium is typically done using
specular microscopy, a non-contact technique that allows for clear visualization
of the morphology of individual cells [102, 145].

The primary metric of assessment is endothelial cell density (ECD), which
describes the number of cells per square millimeter. ECD is a key biomarker for
diagnosis and evaluation of success and safety of treatment for e.g. Fuchs’ en-
dothelial dystrophy [103], corneal transplantation [62], and glaucoma surgery
[50]. In addition to cell density, information can be obtained about cell shape
(e.g. hexagonality) and cell size distribution (polymegathism). Polymegathism
is typically described by the coefficient of variance (CV) which is obtained by
dividing the standard deviation of cell size by the mean.

Accurate estimation of endothelial biomarkers requires detailed segmenta-
tion of individual cells (cell instances). Manual segmentation of cell instances
is a time-consuming process that is unfeasible in clinical practice. Currently,
most specular microscopy systems provide a built-in (semi-)automatic method
for segmentation of the cells and estimation of the endothelial cell parameters.
However, these techniques have been reported to lack accuracy [56], especially
for images associated with high polymegathism [74], large cell size [74], and
corneal grafts [97,121].

An additional challenge is the presence of guttae in the corneal endothelium.
Guttae are depositions of focal endothelial excrescences and are associated with
Fuchs’ endothelial dystrophy [4]. Guttae appear as dark hyporeflective round
bodies in specular microscopy images of the endothelium [114]. The presence
of guttae can be an extra reason for an inaccurate ECD or CV measurements
[97]. Moreover, the built-in software typically calculates ECD as the inverse of
the mean cell size, neglecting the guttae area that does not contain any cells,
leading to an overestimation of the ECD. Alternatives, such as an ’effective ECD’
[103] have been proposed but have not been developed as an automatic tool.

In recent years, deep leaning [84] has shown to be a promising tool for
specular microscopy image analysis. Most of these deep learning approaches
are based on pixel-to-pixel mapping using a U-Net architecture [33, 49, 76].
Typically, a map is predicted that classifies each pixel as either belonging to an
endothelial cell or to the background (including cell borders). The downside
of this strategy is that a small mistake like misclassifying the border between
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two cells leads to the incorrect merging of two neighboring cells, which can
have a substantial effect on the ECD. Some studies aimed to solve this challenge
with post-processing [159,161]. However, none have yet aimed for segmenting
cell instances directly nor have there been attempts to automatically assess the
influence of guttae.

In this study, we propose a novel deep learning method, specifically de-
signed for cell instance segmentation in the densely occupied endothelium. We
compare the ECD and CV estimates with manual annotations and the semi-
automatic method provided with the microscopy system for an extensive set
of 300 images gathered in routine clinical care. This set includes many low-
quality images and represent a variety of syndromes and ophthalmic proce-
dures, including a substantial number of corneal transplantations. In addition,
we present a technique to automatically flag cases with substantial guttae pres-
ence and evaluate intra-patient variability for each method to evaluate the ro-
bustness of our method.

5.2 Methods

5.2.1 Data

For the development of our methods, we used specular microscopy images (Top-
con SP-3000) from the publicly available data set presented by Daniel et al. [33].
Each image represents a magnified 0.5 x 0.25 mm section of the endothelial sur-
face. From this set, 46 images were selected to include cells with varying sizes,
bright lighting, dark shading, and presence of guttae. All visible endothelial
cells were individually segmented and saved as a separate binary mask per cell.
Guttae were also segmented and saved as a binary mask containing all guttae
per image. In addition, 52 images were selected with varying degrees of pres-
ence of guttae or shading with pixel intensities similar to that of guttae. For this
subset, only the guttae were manually segmented to increase the size of train-
ing examples, while limiting the annotation time. The total number of images
in the development set was 98, belonging to 98 unique patients. All manual
segmentations were made using QuPath software [13].
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For evaluation, a separate set of 300 specular microscopy images was col-
lected at the University Eye Clinic Maastricht, the Netherlands, between April
2021 and July 2021. For 100 consecutive patients, three images of the same
eye were acquired using the Topcon SP-3000P specular microscope. The built-in
software of the microscope can semi-automatically determine biomarkers such
as ECD and CV, but requires a single mouse click in each cell that should be in-
cluded in the analysis. In between capturing each image, the patient was asked
to lean backwards while the operator selected the cells. This process resulted in
minor head position differences and variation in the region of the endothelial
layer that was captured. Images were saved with and without analysis grid by
the microscope’s software. No specific inclusion criteria were used, meaning
that patients with a broad variety of pathological backgrounds were included.
As a result, the image quality varied widely, and patients were included if more
than 10 cells could be identified by the operator.

To attain accurate density measures, the operator aimed to select 40-50 ad-
jacent cells for the semi-automatic biomarker extraction. Similarly, manual seg-
mentation of the cells was done for 40-50 adjacent cells per image, but by a
different annotator to prevent selection bias. The actual number of annotated
cells could be smaller depending on the image quality.

5.2.2 Deep learning model

Our image analysis method is based on deep learning [84] and includes a novel
model architecture. We built upon the well-known U-Net [128], which has
become the de facto standard for biomedical image segmentation and StarDist
[135] which was developed to segment individual cells. An overview of our
method is shown in Figure 5.1.

StarDist was presented by Schmidt and Weigert et al. in 2018 as a method
for cell nuclei detection in fluorescence microscopy images [135]. The model
was built upon a U-Net architecture and trained to predict two pixel maps: (1)
object probabilities, defined as the normalized Euclidean distance to the nearest
pixel outside the cell; and (2) star-convex polygon distances, which represent
the distances to the border of the cell, calculated for n radial directions with
equidistant angles. These distances are only computed for pixels belonging to a
cell. Non-maximum suppression was used to obtain the final cell segmentation
maps from the object probability and distance maps.

Early experiments with StarDist on our development set of specular mi-
croscopy images showed that the model was well-equipped for detecting corneal
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endothelial cells. However, the cell segmentation maps contained space be-
tween cell instances, mostly because the sharp corners of the endothelial cells
were missed. We hypothesized this to be the result of the star-convex polygons
which are perhaps better suited for round shapes, but we could not resolve this
by adding more radial directions or changing the weights of the losses. We
therefore chose to add a cell edge detection task to the model and use the cell
segmentation maps as input for a marker-controlled watershed operation [105].

Ground truth cell edge maps were obtained from the annotated cell maps by
subsequently (1) eroding each cell in the cell instance map, (2) binarizing the
cell map and the eroded cell map, (3) subtracting the binarized eroded cell map
from the binazired original map, (4) skeletonization of the subtracted map, and
(5) dilation of the skeletonized map such that cell borders have a thickness of
three pixels.

Since the presence of guttae can have a substantial influence on the effective
endothelial cell density [103], we added guttae segmentation as an additional
task to the model. The flagging can support clinicians and researchers in assess-
ing the value of the ECD measure.

5.2.3 Model training

For training and optimization of the model, the development set was split into
a set for training (N = 65) and a set for model selection (N = 33). The split
was done such that both contained a similar ratio of images with only guttae
segmented. Data augmentation was used to increase the size of the training
set, by random zooming (range = 0.5 to 1.5), horizontal and vertical flipping,
and changing the range of the pixel intensities (multiplication between 0.6 and
2 and addition between -0.2 and 0.2). The model was trained to predict four
targets simultaneously (Figure 5.1). Cell probability maps, cell edge maps, and
guttae maps were optimized using binary cross-entropy losses. Distance maps
were optimized using a Mean Absolute Error (MAE) loss, which was multiplied
by the cell probability maps. The aggregated training loss L. was defined as

L= 6(LCP +C(LCE+ﬁLD) +YLG

where Lcp is the cell probability loss, Lcg the cell edge loss, Lp the distance
loss and L the guttae loss. a, 8, and y represent the loss weight. These weights
were set to 1, 0.2, and 1, respectively, to have roughly equal contributions to
the aggregated loss, which was supported by an optimal performance for the
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validation set. § is an additional binary weight factor that was set to O for
images where only guttae were annotated and set to 1 for images with both
cells and guttae annotated.

Training was done with a batch size of four and a learning rate of 0.0003 that
was halved after every 4,000 iterations if the validation loss did not decrease.
Training was continued for 60,000 iterations and the model of the epoch with
the lowest validation loss was selected as the final model. All other training
parameters were similar to those described in [135], except for the depth of the
U-Net blocks which was set to six.

5.2.4 Post-processing

Predicted guttae maps and cell edge maps were binarized. Non-maximum sup-
pression was used to obtain cell instances from the predicted cell probability
map. The centers of the cell instances were used as seeds for marker-controlled
watershed — using the cell edge map as boundaries — to obtain a refined cell
instance map. After this, pixels part of the edge map between two cells were as-
signed to one of the neighboring cells to remove empty space between the cells
to obtain the final cell map. The final predicted map was obtained by combining
the cell map and guttae map (Figure 5.1).

Endothelial cell density (ECD) was calculated for the deep learning model
output and the manual annotations as the reciprocal of the average cell size in
mm?2. The coefficient of variance (CV) was obtained by dividing the standard
deviation of the cell size by the average cell size.

Additionally, we calculated a secondary cell density measure that takes into
account the presence of guttae, by adding the guttae area to the total cell area
before dividing by the total number of cells n:

n

ECD =
SUIAC Ty cell_size;+Y; guttae_size;

5.2.5 Evaluation and statistical analysis

Performance of the deep learning method and semi-automatic method were
measured by comparing the ECD and CV with the manual annotations, based
on the Mean Absolute Percentage Error (MAPE). Bland-Altman plots were used
to visualize the results. Since the evaluation data set contains three images per
patient, we could also determine the intra-patient variability of the ECD and CV
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as measures of robustness. Intra-patient variability was measured as the relative
standard deviation of the ECD and CV for the three images per patient. Relative
standard deviation was computed by dividing the standard deviation of cell
size across three images by the mean cell size, which was then averaged over
all patients. Welch’s unequal variances one-sided t-test was used to compare
whether the deep learning method performed better than the semi-automatic
method. This step was repeated for both the MAPE results and the intra-patient
variability results.

Cases with many guttae were automatically flagged if the ECD was found
to be more than 10% larger than the ECDgy1qe- The flagging functions as
an indicator that the ECD might be overestimated and should be considered
less accurate. Flagged cases were not excluded in the evaluation and statistical
analysis.

5.3 Results

The evaluation set consisted of 300 specular microscopy images from 100 pa-
tients in which a total of 12,079 cells were manually segmented. The mean age
of the patients was 59.8 (£19.4) and 56 of 100 patients were female. Most
frequent reasons for image acquisition were related to corneal transplantation
(N = 39), phakic intraocular lens (N = 21), glaucoma surgery (N = 11), Fuch’s
dystrophy (N = 7), and corneal cross linking (N = 6). A total of 12,718 cells
were selected as input for the semi-automatic method, while the deep learning
model detected 33,665 cells.

In Figure 5.2 the outputs of the deep learning method and the semi-automatic
method are shown for three cases. The top row is an example where the en-
dothelial cells are relatively large, the image quality is good and no guttae are
present. Cells are easily distinguishable in all parts of the image and the de-
lineations of the cell borders by the semi-automatic and deep learning method
are generally correct. In the middle row, the endothelial cells are well visible
except for the top left corner. A single small gutta, recognizable as a dark spot
in the bottom right corner, is present, but the effect on the ECD is small. The
example in the third row includes a large area where cell borders are indistin-
guishable and contains a substantial area of guttae. The guttae on the right
side can easily be spotted but those on the left are more ambiguous. When the
guttae are not taken into account, the ECD is 1404 cell/mm? according to the
ground truth annotations for this case. The semi-automatic method finds 1460
cell/mm? (MAPE = 4.0%) and the deep learning method finds 1392 cell/mm?
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(MAPE = 0.9%). These results are quite close, but when the area of the guttae
is added to the total area of the cells, the ECDgy 14 is 1149 cell/ mm? according
to our deep learning method. The difference with the baseline ECD is (1392 -
1149) / 1149 = 21.1%, which is larger than 10%, resulting in a flagged case.
Using a threshold of 10% for the effect of guttae presence on the ECD, 30 (10%)
specular microscopy images were flagged.

Table 5.1 shows the results for obtaining the ECD and CV as compared
with the ground truth annotations. For the ECD, the performance of the semi-
automatic method and deep learning method are similar, while the deep learn-
ing model does not require any user input. For the CV, the MAPE of the deep
learning method is substantially lower (15.7%) than the semi-automatic method
(25.7%), indicating that the deep learning method is more accurate for assess-
ing CV.

Table 5.1: Mean absolute percentage error (MAPE) for endothelial cell density (ECD)
and Coefficient of Variance (CV) measures.

semi-automatic deep learning p-value
method method

ECD MAPE (* std) 6.5% (7.7) 6.1% (9.0) 0.24
CV MAPE (+ std) 25.7% (40.5) 15.7% (17.3) >0.001

Figure 5.3 shows Bland-Altman plots for comparing the semi-automatic method
and deep learning method with the ground truth annotations. The flagged im-
ages are indicated in orange. Both the semi-automatic method and deep learn-
ing method seem to underestimate the ECD on average when the ECD is high
(>2000 cell/mm?). For the CV, the ninety-five percent confidence interval is
wider for the semi-automatic method than for the deep learning method. Simi-
larly, the bias is more than twice as large and indicates an overestimation of the
CV on average.

The intra-patient variability results are shown in Table 5.2 and represent the
relative standard deviations between three images of each patient. For both
the ECD and CV the deep learning method results in a lower variability than
the semi-automatic method. Noteworthy, the deep learning method even has a
lower variability than the manual annotations.
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Table 5.2: Intra-patient variability results. Relative std = relative standard deviation.
*p-values were obtained by comparing the semi-automatic method with the
deep learning method.

manual semi-automatic deep learning p-value

ECD, relative std (+ std) 3.6% (3.0) 3.8% (2.7) 3.0% (3.3) 0.028
CV, relative std (*+ std)  9.8% (7.4) 12.1% (10.3) 8.7% (7.7) 0.004

5.4 Discussion

The use of specular microscopy for the assessment of corneal endothelium dates
back to 1968 [101]. Techniques for (semi-)automatic calculation of endothe-
lial cell biomarkers have since been developed and are still an active topic of
research. In this study we developed a deep learning-based method for fully
automatic segmentation of corneal endothelial cells to obtain accurate ECD and
CV measurements in real-world images. Our deep learning model can correctly
segment endothelial cells of different sizes, even when contrast is low and cell
borders are somewhat unclear. Moreover, guttae are automatically identified,
providing a tool for automatic flagging of cases where the guttae substantially
affect the ECD measure.

Cell segmentation can be relatively easy in images with sufficient contrast
but challenging for cases with low contrast, bright lighting, or dark shading.
Even when only good quality images are included, the presence of guttae can
hamper accurate ECD measurements [74]. In 2014, McLaren et al. [103] pro-
posed the concept of effective ECD, where the number of cells within a fixed
frame is divided by the size of that frame. The advantage of this approach
is that it directly measures the number of cells per unit of area. In contrast,
by defining the ECD as the inverse of the average cell size, any non-cell area
(e.g. guttae) is not taken into account. Although the effective ECD is arguably
the most objective measure, we found it is not practical in cases where image
quality is limited. In such cases, not all cell borders within a fixed frame can
be distinguished, and sometimes guttae can be hard to differentiate from dark
shadings in low-contrast regions. Our approach for flagging is based on finding
all cells and guttae that are visible within the full image. This strategy comes at
the risk of segmenting cells more easily than guttae or vice versa, introducing a
potential bias to our ECDgyq. measure. Nevertheless, this approach provides
a tool for flagging, which is arguably the best alternative when the effective
ECD cannot be determined accurately. The flagging can support clinicians and
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researchers in assessing the value of the ECD measure.

Our deep learning model provides a MAPE for ECD which is similar to that
obtained with the semi-automatic method of the Topcon system, while not re-
quiring any user input. The Bland-Altman plots indicate that the ECD is some-
times underestimated by both methods when the ECD is large. For the CV
calculation, our deep learning outperforms the semi-automatic method with a
MAPE that is 39% smaller. This difference can also be visually appreciated
in the Bland-Altman plot by the wider spread of the point cloud for the semi-
automatic method. Polymegathism is less frequently used in the clinic than ECD
even though it is a key indicator of the corneal wound repair mechanism [102].
This might be because the MAPE for CV is reported to be large in comparison
to the MAPE for ECD [48,49, 160], which is also supported by our results. The
reduction of the MAPE for CV with a deep learning method could improve the
clinical usefulness of the polymegathism metric.

Analysis of intra-patient variability showed that a lower relative standard
deviation is achieved for both ECD and CV with the deep learning approach
as compared to the semi-automatic method. The lower variability implies that
the deep learning method is more robust, which is useful when multiple im-
ages are collected over time to keep track of disease progression. Interestingly,
the deep learning method leads to a smaller variability than the ground truth
annotations. A possible explanation is that the total number of detected cells
by the deep learning model is almost three times as large the number of an-
notated cells, reducing the effect of variance. However, it could also be that
the variations in manual annotations (sometimes over-segmenting, sometimes
under-segmenting) in the training set have been averaged out during training
of deep learning model, resulting in a model that is more reproducible than the
human annotator.

Before the introduction of deep learning, already a variety of techniques
had been suggested for corneal endothelial cell segmentation. These methods
were developed for in vivo specular microscopy or confocal microscopy image
analysis and include classical morphological methods [12], marker-controlled
watershed [57], Bayesian shape models [54], Fourier analysis [137], and active
contour models [139]. Most methods can be described as a pipeline of multiple
image processing steps. Others have focused on additional post-processing to
improve existing segmentation methods [159].

Deep learning has proven to be a valuable tool for ophthalmic image anal-
ysis. Examples include grading of diabetic retinopathy [59], retinopathy of
prematurity classification in fundus images of premature babies [171], corneal
pachymetry in anterior segment optical coherence tomography (AS-OCT) scans
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[70], donor graft detachment quantification in AS-OCT scans [69, 154], and
diagnosis of diabetic neuropathy using corneal confocal microscopy [168]. In
recent years, deep learning has become the technique of choice for corneal en-
dothelial cell segmentation and biomarker calculations [33,48,49,76,77,112,
160,161]. Our approach is novel in a sense that we use cell instance segmenta-
tion, instead of binary background foreground segmentation.

It is difficult to compare results between studies about automatic corneal
endothelium assessment, since evaluation is mostly done for different data sets
of varying image quality. Our evaluation set represents real-world data with
images typically acquired in the clinic. Most studies only included high-quality
images, except for Daniel et al. [33] who also focused on real-world images.
However, in the study by Daniel et al. manual segmentations were not available,
and evaluation was done for cell detection, not for calculating biomarkers such
as ECD and CV.

In conclusion, we have developed a novel deep learning-based method for
endothelial cell segmentation and subsequent biomarker calculation in specular
microscopy images. Evaluation on an extensive set of real-world images showed
that the results are on par with the semi-automatic method for measuring ECD
and better for measuring CV, while not requiring any user input. In addition, the
lower intra-patient variances for both biomarkers indicated that the deep learn-
ing method is more robust than the semi-automatic method. Lastly, the addition
of a novel method for automatic flagging of cases with substantial guttae pres-
ence provides support to clinicians and researchers in assessing the value of the
ECD measure.

After this chapter, we switch our focus from the cornea to the retina. The
next two chapters are about (early) detection of type 2 diabetes using fundus
photography images.
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Specular microscopy image Semi-automatic method Ground truth annotations Deep learning model

Figure 5.2: Three examples of the cell delineations by the semi-automatic method (sec-
ond column) and the deep learning method (fourth column) and the com-
parison with the ground truth annotations (third column). The guttae are
marked as dark red in the fourth column.
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Figure 5.3: Bland-Altman plots. Top row: endothelial cell density (ECD) measurements.
Bottom row: coefficient of variance (CV). The filled orange circles represent
images that are flagged for an ECD affected by more than 10% by the pres-
ence of guttae. Blue open circles represent unflagged images.
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Abstract

Type 2 diabetes (T2D) is a chronic metabolic disorder that can lead to blind-
ness and cardiovascular disease. Information about early stage T2D might be
present in retinal fundus images, but to what extent these images can be used
for a screening setting is still unknown. In this chapter, deep neural networks
were employed to differentiate between fundus images from individuals with
and without T2D. We investigated three methods to achieve high classifica-
tion performance, measured by the area under the receiver operating curve
(ROC-AUC). A multi-target learning approach to simultaneously output retinal
biomarkers as well as T2D works best (AUC = 0.746 [+0.001]). Furthermore,
the classification performance can be improved when images with high predic-
tion uncertainty are referred to a specialist. We also show that the combina-
tion of images of the left and right eye per individual can further improve the
classification performance (AUC = 0.758 [+0.003]), using a simple averaging
approach. The results are promising, suggesting the feasibility of screening for
T2D from retinal fundus images.
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6.1 Introduction

Type 2 diabetes mellitus (T2D) is a chronic metabolic disorder characterized by
hyperglycemia, insulin resistance, and relative insulin deficiency. Late detection
of T2D can lead to long-term damage, including blindness [30] and cardiovascu-
lar disease [58]. Although T2D diagnosis based on blood-glucose measurements
works well, half of the people living with diabetes worldwide were undiagnosed
in 2017 [28]. This is unfortunate, especially since major health benefits are ex-
pected from early detection and treatment [68]. Non-invasive, easy-accessible
screening methods could improve early detection.

Retinal fundus imaging is widely used for the detection of diabetic retinopa-
thy (DR), one of the complications of T2D. Over the last few years, deep learning
has been proposed for automated analysis of retinal fundus images [150]. DR
is relatively unambiguous and deep learning models have shown excellent de-
tection performance. For example, Gulshan et al. [59] obtained an area under
the receiver operating curve (ROC-AUC) of 0.99 for detection of referable DR.

Despite the promising results for DR detection, retinal fundus images are not
used for early T2D detection, even though the vascular geometrical structures of
the retina have been related to early T2D [175]. In this chapter we investigate
to what extent a deep learning model is able to distinguish T2D and non-T2D
cases in retinal fundus images and we evaluate what techniques can be used to
improve the classification.

6.1.1 Related work

To the best of our knowledge, only one study has explored the value of deep
learning for direct classification of T2D [2]. In addition, Poplin et al. [120] used
deep learning to extract cardiovascular risk factors from retinal fundus images,
including a key diagnostic measure for T2D, haemoglobin Alc (HbAlc). While
high predictive performance was reported for age and sex, and some predictive
information was found for smoking history and systolic blood pressure, model
predictions for HbAlc levels correlated poorly with the HbAlc labels (R? = 0.09).

Others have focused on the extraction of handcrafted features from fundus
images [35, 149]. Features such as vessel tortuosity, mean arteriolar width and
venular width are considered biomarkers for T2D [175]. In another study, not
part of this thesis, we showed that these biomarkers can be approximated with
a deep learning approach [71]. In this study we investigated the added value of
these biomarkers for the training process of a deep learning model that directly
classifies fundus images.
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Table 6.1: Training iterations, batch size and learning rate

Training Validation Test Total

Total number 1,376 464 496 2,336
of individuals

age (years) 60.0 59.6 60.4 59.9
[+std] [+£8.5] [+8.1] [£8.2] [£8.2]

sex (% men) 47.2 50.2 54.1 51.2

T2D individuals 466 159 182 807
[%] [33.9%] [34.3%] [36.7%] [34.5%]

Number of images 5,222 1,802 1,900 8,924

6.2 Methods

The color fundus images used for this research originate from The Maastricht
Study, an observational prospective population-based cohort study. The ratio-
nale and methodology have been described elsewhere [136]. Eligible for par-
ticipation in The Maastricht Study were all individuals aged between 40 and 75
years and living in the southern part of the Netherlands. The study population
was enriched with T2D participants for reasons of statistical power. For our
study only images from individuals with T2D and normal glucose metabolism
were included (8,924 images from 2,336 individuals in total). Other diabetes
types and prediabetes individuals were excluded.

The data was divided into sets for training, validation and testing according
to a 60%/20%/20% split. All images of a single individual were assigned to
the same set. An overview of the sets is shown in Tabel 6.1. The sets comprise
images of left and right eyes that are centered either on the fovea or on the optic
disc. The images were resized to 1024 x 1024 pixels and channel-wise global
contrast normalization was applied before further processing [53].

All experiments were performed using deep learning models based on a
VGG-19 [142] architecture for which the output layer was replaced. Data-
augmentation was used to expand the number of training images, encompassing
translation (0 - 20 pixels), rotation (0 - 360 degrees), horizontal and vertical re-
flection, intensity shift(0 - 20/256), color shift (0 - 30/256) and contrast shift (0
- 0.1). Inputs for the deep learning models are 800 x 800 pixels centered crops
of the 1024 x 1024 augmented images. Models were implemented in Keras [29]
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using a TensorFlow [1] backend and training was done with balanced batches
of 18 on 3 GPU’s. Optimization of the model weights was done using Adam.
Target labels are either O = normal glucose metabolism or 1 = T2D. The best
performing model was selected based on the validation set. Final performance
of the models was evaluated by the ROC-AUC on the test set.

6.2.1 Model setup and initialization

First, we evaluated the effect of initialization of the model’s weights for the
classification of T2D images versus non-T2D images. We compared five dif-
ferent strategies: (1) random initialization; (2) ImageNet weights; (3) model
pretrained on global retinal microvascular measurements (T2D biomarkers),
including vessel caliber and vessel tortuosity [71]; (4) A multi-target learn-
ing (MTL) approach with random initialization and (5) Multi-target learning
with ImageNet weights. For the T2D biomarker approach (3) we first trained a
model to predict four microvascular measures as described elsewhere [71] and
then replaced the output layer for the classification task. For the multi-target
approaches (4 and 5), we simultaneously predicted four T2D biomarkers and
T2D status. The learning rate schedule and Ly regularization were optimized on
the validation set after which all experiments were repeated three times using
different random seeds to obtain a measure for standard deviation.

6.2.2 Aleatoric uncertainty estimation

In a clinical setting one can decide to refer an image for further inspection
if the assessor is too uncertain about the decision. Ahyan et al. [5] showed
that test-time augmentation (TTA) can be used to define a measure for the
aleatoric uncertainty. We applied 30-fold TTA to the model that performed best
on the validation set using the same augmentation settings as applied during
training to find the posterior distribution of the T2D predictions. We used vari-
ance of the prediction distribution, var(Pred), as a measure for aleatoric uncer-
tainty. Additionally, proximity of the mean of the prediction distribution to 0.5,
abs(mean(Pred)-0.5), was evaluated as a measure of uncertainty, since this is
exactly half-way the labels of healthy and T2D. We show the effect of the re-
ferral of images that the model is uncertain about, by excluding these from the
results and recalculating the ROC-AUC for different referral fractions.
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Table 6.2: Model setup and initialization results.

Initialization ROC-AUC [#std] 30-fold ROC-AUC [+std]
random initialization 0.726 [+0.006] 0.729 [+0.009]
ImageNet weights 0.733 [+0.003] 0.737 [+0.008]

T2D biomarker weights 0.734 [+£0.004] 0.738 [+0.006]

MTL w. random initialization 0.733 [+0.010] 0.746 [+0.001]

MTL w. ImageNet weights 0.739 [£0.002] 0.741 [+£0.001]

6.2.3 Individual-level estimation

Multiple fundus images (1 to 12) were available per individual, providing a
similar number of T2D predictions. Different strategies for the aggregation of
image-level predictions to individual-level predictions were evaluated for the
model that performed best on the validation set: (1) mean of the soft predic-
tions for the left and right eye; (2) maximum of the predictions for the left
and right eye; (3) logistic regression and (4) Gaussian Naive Bayes. For the
machine learning techniques (3 and 4) the following features were selected:
Mean, variance and number of images for each of the combinations left/right
eye and optic disc and fovea centered images, resulting in 12 features per in-
dividual. Average padding was used for missing values: if for one eye no optic
disc centered image or fovea-centered images was available, the prediction for
the opposite-centered image was used. If no image was available for one eye,
the prediction for the other eye was used.

6.3 Results

An overview of the results for different model setups and weight initialization is
shown in Tabel 6.2. If a single (non-augmented) image was used for evaluation,
the ROC-AUC was found to be in the range of 0.726-0.739. When 30-fold TTA
was applied, the ROC-AUC slightly increased for all strategies, with the best
performance found for the MTL approach with randomly initialized weights
(AUC = 0.746 [+0.001]).

The model that performed best on the validation set was one of the MTL
models with ImageNet weights. Its performance on the test set was found to be
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Table 6.3: Individual-level evaluation.

mean of  max of Gaussian
leftand leftand  logistic Naive
image-level right eye right eye regression Bayes
ROC-AUC 0.733 0.758 0.755 0.761 0.757

[+std] [+£0.010] [£0.003] [+0.005] [+0.004] [+0.002]

0.740 with 30-fold TTA. When a fraction of the images was left out for referral,
based on high uncertainty of the prediction for those images, the ROC-AUC
substantially increased (Figure 6.1). For example, when 20% of the images
was excluded, the ROC-AUC increased to 0.765. Interestingly, the effect on the
ROC-AUC seemed similar for both uncertainty measures.

The combination of multiple images to obtain an individual-level prediction
resulted in a higher ROC-AUC (e.g. 0.758 [+0.003] for mean of both eyes) than
for single images (0.733 [+£0.010]). The use of more complex classifiers did not
lead to significantly better classification performance than a simple mean over
the images of the left and right eye, as is shown in Table 6.3

ROC-AUC after rejection
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Figure 6.1: ROC-AUC after rejection of images with high prediction uncertainty.
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6.4 Conclusion & discussion

Individuals with type 2 diabetes can be distinguished quite well from individ-
uals with normal glucose metabolism in The Maastricht Study population us-
ing retinal fundus images and deep learning techniques. Minor benefits can
be expected from optimization of the model setup and weight initialization. We
found that an MTL approach with randomly initialized weights works marginally
better than the other models. Classification performance improvement can be
achieved with referral of the most uncertain cases and the use of multiple im-
ages per individual. This result is in line with the finding of Leibig et al. [88]
who leveraged prediction uncertainty to successfully refer fundus images with
signs of diabetic retinopathy that were difficult to grade. This step will how-
ever lead to the referral of more false positives, which could hemper the cost-
effectiveness in a screening setting.

One possibility to use retinal fundus imaging as a screening technique is
the use of smartphone fundus photography [60]. More research is needed to
evaluate the value of the addition of basic risk factors, such as sex, age, and
body mass index. Also, the inclusion criteria should be extended to comprise
early T2D cases (prediabetes), which were excluded for this chapter. These
topics are addressed on the next chapter, were we perform a thorough clinical
evaluation of the value of fundus photographs for early detection of T2D.
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Abstract

We studied to what extent fundus images can be used to discriminate between
individuals with normal glucose metabolism, prediabetes, and type 2 diabetes.
In addition, the discriminative value of fundus images was compared with typ-
ical risk factors for type 2 diabetes. To achieve this, a deep learning model was
developed to determine a glucose metabolism score (GMscore) from fundus im-
ages using data from The Maastricht Study. The discriminative power of this
GMscore for classifying individuals with type 2 diabetes versus normal glucose
metabolism was assessed for a hold-out dataset by the area under receiver op-
erating characteristic (AUROC) curve. For comparison, AUROC:s for risk factors
such as age, waist circumference, and family history were also calculated and
combined with the GMscore to evaluate the additional value of the fundus im-
ages. The GMscore based on the fundus images obtained an AUROC of 0.757
(95% CI 0.731 - 0.783), which is higher than 5 out of 6 risk factors for diabetes.
Only waist circumference resulted in a higher AUROC. When information from
the fundus images was combined with other risk factors, the AUROC increased
to 0.895 (95% 0.878 - 0.912). Moreover, prediabetes individuals were found to
have a distinct GMscore distribution, approximately half-way between normal
and type 2 diabetes individuals. In conclusion, fundus images are informative
for discriminating individuals with prediabetes and type 2 diabetes from those
with normal glucose metabolism. When combined with other typical risk fac-
tors, fundus imaging can contribute modestly to screening for early-stage type
2 diabetes.
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7.1 Introduction

Still half of all people living with diabetes worldwide are undiagnosed [131]
while it is well known that late detection can lead to long-term complications,
including blindness [30] and cardiovascular disease [58]. Research efforts into
non-invasive screening techniques are ongoing, using risk factors such as waist
circumference [24], family history [155] and a combination of factors [27,87].

Type 2 diabetes affects the cardiovascular system and early changes in the
retinal vascular tree are associated with type 2 diabetes, such as vessel caliber
[89,110, 110, 123] and vascular tortuosity [133,134]. Fundus photography
allows for non-invasive visualization of the retina and automated retinal image
analysis has become increasingly popular [71,149]. Specifically, the use of deep
learning [84] has been promising, and several studies have shown excellent
results for detection of diabetic retinopathy [3,59,151].

So far, limited research has been done on the value of deep learning on
fundus images for early type 2 diabetes detection. This could be due to the
challenging nature, as early signs of type 2 diabetes are much more subtle than
retinopathy, but also due to the lack of a large good-quality data set.

Since 2010, a large set of fundus images from individuals with (pre)diabetes
has been collected as part of The Maastricht Study [136]. Here, we aim to utilize
these fundus images to develop an automated method to discriminate between
individuals with normal glucose metabolism and type 2 diabetes. We also com-
pare the discriminative power of the fundus images with that of some typical
risk factors such as age, sex, and family history. In addition, we investigate
to what extent fundus images can be used to discriminate between individuals
with normal glucose metabolism and individuals with prediabetes.

7.2 Research design and methods

7.2.1 Data

We used data from The Maastricht Study, an observational prospective population-

based cohort study. The rationale and methodology have been described previ-
ously [136]. In brief, the study focuses on the etiology, pathophysiology, compli-
cations, and comorbidities of type 2 diabetes mellitus and is characterized by an
extensive phenotyping approach. Eligible for participation were all individuals
aged between 40 and 75 years and living in the southern part of the Nether-
lands. Participants were recruited through mass media campaigns and from
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the municipal registries and the regional Diabetes Patient Registry via mailings.
Recruitment was stratified according to known type 2 diabetes status, with an
oversampling of individuals with type 2 diabetes, for reasons of efficiency. The
present report includes cross-sectional data from the first 7,689 participants,
from whom fundus photography was available for 6,539 participants, and who
completed the baseline survey between November 2010 and December 2017.
The examinations of each participant were performed within a time window of
three months. The study has been approved by the institutional medical ethical
committee (NL31329.068.10) and the Ministry of Health, Welfare and Sports
of the Netherlands (Permit 131088-105234-PG). All participants gave written
informed consent.

A total of 58,722 color fundus images (FF450; Carl Zeiss AG, Jena, Ger-
many) from 6,539 individuals were initially included. The data set comprised
images from both eyes, fixated on the optic disc, macula, or periphery. Fun-
dus image quality was assessed automatically, and low-contrast images (N =
12,000) were excluded (Figure 7.1). In addition, we excluded individuals with
other types of diabetes than type 2 (N = 41), resulting in a final set of 46,371
images from 6,453 individuals.

Figure 7.1: Exclusion of low-contrast fundus images. Image contrast was calculated by
subtracting a blurred version from the original image and summing over all
non-background pixels of the difference map. Blurring was done using a
2-D Gaussian filter (sigma = 3 x3). A threshold was manually selected to
exclude 12,000 (20.4%) images. (A) Low-contract image. (B) Example just
below the threshold for inclusion. (C) Example just above the threshold. (D)
High-quality image.
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(Pre)diabetes classification

Glucose metabolism status was based on the World Health Organization def-
initions for fasting glucose, 2-hour oral glucose tolerance test [115], and use
of glucose-lowering medication. Consequently, we distinguished individuals
with normal glucose metabolism, type 2 diabetes, and prediabetes. Predia-
betes was defined as impaired fasting glucose and/or impaired glucose toler-
ance. Individual-level glucose metabolism statuses were extended to the fundus
images, meaning that every fundus image from an individual with e.g. type 2
diabetes was labeled as type 2 diabetes, independent of the actual information
in the image.

7.2.2 Image preprocessing and experimental setup

All fundus images were cropped, resized, and preprocessed [53] to increase con-
trast for more efficient training of the image analysis algorithms (Figure 7.2).
We split the data randomly on an individual level into a set for model develop-
ment (N = 28,153 images) and a hold-out set for final validation (N = 14,476
images). Additionally, a separate set (N = 3,742 images) was created for a
matching cohort experiment. This set included 275 individuals that were newly
identified as having type 2 diabetes during The Maastricht Study, matched with
non-diabetic individuals based on typical type 2 diabetes risk factors.

Figure 7.2: Fundus image preprocessing. (A) The original image (3744 x 3744 pixels)
is cropped and resized (B) to 512 x 512 pixels. (C) Image luminosity and
contrast is normalized channel-wise, similar to Foracchia et al. [53]
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7.2.3 Deep learning model

The development set was split on an individual-level into a set for model train-
ing and a set for model selection. Data augmentation was used to increase
the variety in the training set: translation (< 20 pixels), rotation (< 360 de-
grees), scaling (0.95-1.05), horizontal and vertical reflection, intensity shift (<
10/255), color (< 10/255) and contrast shift (0.95-1.05) and addition of white
noise (< 3/255).

Our image analysis algorithm is based on deep learning [84]. A convolu-
tional neural network with an EfficientNet B4 [147] architecture was trained
to classify the glucose metabolism status of individual fundus images. Dur-
ing training, only normal glucose metabolism cases and known type 2 diabetes
cases were used. Prediabetes cases were not used at this point. The output of
the model is a glucose metabolism score (GMscore) in the range O to 1 where
an output value closer to 0 represent normal glucose metabolism, and close to
1 represents type 2 diabetes.

EfficientNet was implemented in Keras with a Tensorflow backend to pro-
cess images of size 512 x 512 pixels on a single GPU (Nvidia Titan Xp). The final
model layer was replaced by a single node with a sigmoid activation to output
a probability value that is interpreted as glucose metabolism score (GMscore).
The model was initialized with random weights, which were iteratively updated
by minimizing the binary cross-entropy loss between the labels and the model
prediction using the Adam optimizer. The model was trained for 245,760 iter-
ations using batches of eight images and an initial learning rate of 0.001. The
learning rate was multiplied with a factor of 0.3 every 61,440 iterations. For
evaluation, fundus images of the validation set were processed resulting in a
glucose metabolism score between O and 1.

For the heat maps, grad-CAM was used. Since the horizontal and vertical di-
mension of the final convolutional layer were only 16 x 16, the main model pro-
vided a heat map with limited detail. Therefore, a separate model was trained
for the grad-CAM, using the same EfficientNet B4 architecture but with the re-
moval of the final downscaling operation (originally implemented as a stride =
2 in a convolutional layer). To train this model, the batch size was decreased
to six to fit in GPU memory. The resulting heat maps were sized 31 x 31 which
were upscaled and overlayed on a gray-level image of the original fundus image.
Heat maps were normalized per image, such that regions with high activations
are always shown in red and low activations are shown in blue. A mask was
used to remove any heat map signal in the background.
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7.2.4 Evaluation

For evaluation, the fundus images of the validation set were processed by the
trained network to obtain glucose metabolism scores. For an individual-level
model GMscore, image-level scores were combined by averaging over all fun-
dus images of the left and right eye. Our primary evaluation was the discrimi-
native power of the GMscore prediction for classifying individuals with normal
glucose metabolism versus type 2 diabetes individuals, measured by the area
under receiver operating characteristic (AUROC) curve. For comparison, risk
factors for type 2 diabetes (sex, age, waist circumference, smoking, hyperten-
sion, and family history) were used to train logistic regression classifiers to dis-
criminate normal glucose metabolism from type 2 diabetes individuals. Smok-
ing was divided into 3 categories (non-smoker, former, and current), based on
self-reported data. Hypertension was defined as an office blood pressure greater
140/90 mm Hg or use of blood pressure lowering medication. Family history
represents self-reported data about a first or second degree relative with dia-
betes. Ninety-five percent confidence intervals (CI) for the AUROC were ob-
tained using 1,000 bootstrap samples. Prediabetes individuals in the valida-
tion set were also processed and glucose metabolism scores for this group were
compared with normal glucose metabolism individuals. All p-values reported
are based on the Welch’s unequal variances two-sided t-test and describe the
probability that compared groups are similar.

7.2.5 Matching cohort experiment

Risk factors for diabetes such as age and sex can, to some extent, be extracted
from fundus images using deep learning [120]. Since these risk factors are
easily obtained in a screening setting and can be strong confounders for pre-
diction of type 2 diabetes from fundus images, a matching cohort experiment
was designed. For this cohort, all individuals were selected that were newly
identified as having type 2 diabetes in The Maastricht Study (N = 275), mean-
ing that these individuals were previously unaware of having type 2 diabetes.
Each newly identified case was matched with an individual with normal glucose
metabolism, identical sex, and similar age and waist circumference.
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Table 7.1: Study population demographics and fundus image details. Normal = Normal
glucose metabolism. * Missing data for 7 individuals.  Missing data for 45

individuals.
Development  Validation Matching cohort

Individuals 9,903 2,000 550
Normal (%) 2,460 (63.0) 1,249 (62.5) 275 (50.0)
Prediabetes (%) 632 (16.2) 335 (16.8) -
Type 2 diabetes (%) 811(20.8 416 (20.8) 275 (50.0)
Newly identified type 2 (%) - - 275 (50.0)
diabetes individuals
Females (%) 1977 (50.7) 1044 (52.2) 216 (39.3)
Age [years] (std) 59.4 (8.8) 59.3 (8.6) 63.4 (7.9)
Waist [ecm] (std) 94.5 (13.5) 94.0 (13.3) 102.7 (12.4)
Hypertensie* (%) 2,031 (52.1) 1,039 (52.1) 368 (66.9)
Smokingf, Current(%) 497 (12.8) 249 (12.5) 60 (11.0)
Former (%) 1,912 (49.4) 967 (48.6) 284 (52.0)
Non-smoking (%) 1.464 (37.8) 773 (38.9) 202 (37.0)
Fundus images 28,153 14,476 3,742
Left eye (%) 14,314 (50.8) 7,339 (50.7) 1,872 (50.0)
Optic disc centered (%) 8,763 (31.1) 4.409 (30.5) 1,242 (33.2)
Macula centered (%) 9,468 (31.1) 4,862 (33.6) 1,316 (35.2)
Periphery centered (%) 5,242 (18.6) 2,620 (18.1) 663 (17.7)
Other (%) 4,680 (16.6) 2,585 (17.9) 521 (13.9)

7.3 Results

The study population demographics and fundus image details are displayed in
Table 7.1. Selection for the match-based cohort set was done before randomly
assigning the remainder of individuals to the development set or validation set.
Of the 6,453 individuals included in this study 1,502 (23.3%) had type 2 di-
abetes, while 967 (15.0%) had prediabetes. Most of the fundus images were
centered on the optic disc or macula (64.8%). The remainder of the images was
either fixated on the temporal periphery or ‘other’ (e.g. superior of the optic
disc).
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The results for discriminating individuals with known type 2 diabetes from
individuals with normal glucose metabolism are presented in Table 7.2. The
GMscore obtained with the deep learning model achieves an AUROC of 0.757
(95% CI 0.731 — 0.783) (see also Figure 7.3) which is higher than the individual
risk factors age, sex, smoking, hypertension, or family history with AUROCs in
the range 0.607 — 0.727. In contrast, waist circumference has a stronger pre-
dictive value as compared to the GMscore (AUROC of 0.832 (95% CI 0.810 -
0.853)). The GMscore also provides additional predictive value when combined
with risk factors. For example, the AUROC for age, sex and waist circumference
increases from 0.853 (95% CI 0.832 - 0.873) to 0.867 (95% CI 0.846 - 0.888)
when combined with GMscore. Even when all six individual factors are com-
bined, the addition of the GMscore still provides extra predictive power with the
AUROC increasing from 0.888 (95% CI 0.870 - 0.906) to 0.895 (95% CI 0.878
- 0.912) (p-value < 0.001).

Prediabetes individuals were excluded for the calculations of AUROCs in Ta-
ble 7.2. This means that AUROCs obtained here are somewhat higher than when
the prediabetes group would have been included. For example, the AUROC of
0.757 obtained with the GMscore decreases to 0.736 (95% CI 0.710 - 0.762),
when the prediabetes group is added to those with normal glucose metabolism.
Similarly, the AUROC of 0.832 for waist circumference would decrease to 0.792
(95% CI 0.770 - 0.815).

In this study, waist circumference was included as a risk factor since multiple
studies have shown waist circumference to be a stronger discriminator for type
2 diabetes than Body Mass Index (BMI) (4,25). A post-hoc analysis shows that
this is also true for our dataset, where the AUROC for BMI was 0.773 (95% CI
0.748 - 0.798).

On average, the data set contains 7.2 (% 3.6) fundus images per individual
and the final glucose metabolism score is obtained by averaging across images
of the left and right eye. The use of multiple fundus images per individual
potentially improves the accuracy of the GMscore for two reasons: (1) different
images focus on different parts of the retina and (2) averaging across multiple
examples makes the prediction more robust. However, additional images also
require more time to collect. We therefore studied the effect of the number of
fundus images per individual by selecting all individuals for whom at least five
images were available (83% of individuals). For this subset we recalculated the
AUROC using 1, 2, 3, 4 or 5 images which were sampled randomly without
replacement. Results are shown in Figure 7.3. When only one image is used per
individual, the AUROC decreases to 0.715 (95% CI 0.685 — 0.745). Starting at
three images per individual, the AUROC is similar to the one obtained when all
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Table 7.2: Performance of the algorithm in comparison with other risk factors. AUROC =
Area under receiver operating characteristic. GMscore = glucose metabolism
score, obtained using the deep learning algorithm. *Some individuals (<
1.3%) were excluded for AUROC calculation because of missing data points.

Factors used for classification AUROC (95% CI)
GMscore 0.757 (0.731 - 0.783)
Age 0.691 (0.663 - 0.719)
Sex 0.607 (0.580 - 0.634)
Age, Sex 0.711 (0.682 - 0.740)
Waist 0.832 (0.810 - 0.853)
Age, Sex, Waist 0.853 (0.832 - 0.873)
Smoking* 0.581 (0.551 - 0.610)
Hypertension* 0.727 (0.704 - 0.749)
Family history* 0.657 (0.625 - 0.689)
Age, Sex, Waist, Smoking, 0.888 (0.870 - 0.906)
Hypertension, Family history*

GMscore, Age, Sex 0.773 (0.747 - 0.799)
GMscore, Age, Sex, Waist 0.867 (0.846 - 0.888)

GMscore, Age, Sex, Waist, Smoking, 0.895 (0.878 - 0.912)
Hypertension, Family history*

images are used.

The performance stratified per different fixation of the images varied. The
image-level AUROC for images centered on the optic disc was found to be 0.731
(95% CI 0.713 - 0.750); macula: 0.737 (95% CI 0.720 - 0.754); periphery:
0.715 (95% CI 0.690 - 0.740); and other: 0.713 (95% CI 0.688 - 0.738).

Figure 7.4 shows boxplots of the glucose metabolism scores as computed
by the deep learning algorithm for the individuals of the validation set. Even
though the algorithm was trained using only examples from individuals with
normal glucose metabolism or type 2 diabetes, the prediabetes group has a dis-
tinct distribution, in between the two other groups. The means of the normal
and prediabetes groups are significantly different (p-value < 0.001). The AU-
ROC for discriminating prediabetes individuals from individuals with normal
glucose metabolism was 0.611 (95% CI 0.575 - 0.646).
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For the matching cohort experiment, the mean matching distance was 0.98
years (age) and 1.5 cm (waist circumference). The AUROC for discriminat-
ing between individuals with normal glucose metabolism and newly discovered
type 2 diabetes in this set was found to be 0.549 (0.500-0.597).

Heat maps 7.5 were constructed to visualize which regions of the fundus im-
age contribute to high glucose metabolism scores [138]. The examples shown
in Figure 7.5 are from individuals with type 2 diabetes, correctly identified as
such (true positives). For these individuals, the algorithm focusses on selective
parts of the vascular tree. Although some of the heat maps are more diffuse
than the presented examples, in general the focus seems to be on the venules
and arterioles and not on the optic disc. We also looked at heat maps of false
positives and observed that they looked similar to those of true positives, focus-
ing on parts of the vascular tree.
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Figure 7.3: Receiver operating characteristic (ROC) curve. The light-blue area represents
the 95% CI for the ROC calculated with all images.
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7.4 Conclusion

In this study, a deep learning model was developed to obtain a glucose metabolism
score (GMscore) from fundus images that can be used to discriminate between
individuals with normal glucose metabolism and those with known type 2 di-
abetes. The AUROC obtained with the GMscore is higher than those obtained
with age, sex, smoking, hypertension, and family history. Only waist circumfer-
ence provided a higher AUROC. These results indicate that fundus images could
be more informative for discriminating type 2 diabetes than some of the other
well-known risk factors. A possible explanation is that the retina contains infor-
mation about multiple of these factors. For example, Poplin et al. [120] showed
that deep learning can be used to determine age, sex, and smoking status from
fundus images relatively well. However, fundus images seem to contain ad-
ditional information about the glucose tolerance status of individuals. This is
supported by our results, which show that even when multiple risk factors are
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Figure 7.4: Boxplots of glucose metabolism scores for individuals with normal glucose
metabolism, prediabetes, and known type 2 diabetes.
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combined, the AUROC increases when the GMscore is added. Similarly, this
finding is supported by the matching cohort experiment results that showed
that the AUROC is modestly higher than 0.5, even though matching was done
for age, sex, and waist circumference.

Averaging across multiple fundus images per individual seems to have a
beneficial effect on the quality of the GMscore score, as it leads to a higher
AUROC. There is a flattening effect from 3 images onwards, and future research
could consider including 3 images instead of just one per individual. It should
be noted that for this analysis only individuals were included that had at least 5
fundus images available which could introduce a selection bias. However, since
the subset for this analysis contains 83% of individuals, the effect on the AUROC
should be small. We also found that the fixation of fundus images influences the

Figure 7.5: Heat maps (bottom) with corresponding fundus image (top) with high glu-
cose metabolism scores from individuals with type 2 diabetes. Red regions
in the heat map represent areas that contribute strongly to the glucose
metabolism score. (A) Optic disc centered. (B) Macula centered. (C) Pe-
riphery centered.
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image-level AUROC. The GMscore obtained from fundus images centered at the
optic disc or macula results in a higher AUROC than those obtained from the
periphery. A possible explanation for this is that more of the vascular tree is
visible in optic disc and macula centered images, compared to other fixations.

Even though the algorithm was trained to separate normal glucose metabolism
from type 2 diabetes fundus images, we found that the GMscore can actually
be used to discriminate prediabetes from normal glucose metabolism individ-
uals to some extent, with an AUROC of 0.611. The distribution of GMscores
for prediabetes individuals falls in between that for type 2 diabetes and normal
glucose metabolism, indicating that the deep learning model finds modest signs
of type 2 diabetes for the prediabetes group.

Our deep learning approach does not require any handcrafted features, such
as arteriolar width, but learns the relevant features directly from the data. An
advantage of this strategy is that no priors are needed and that no unknown
features are missed. A disadvantage that is often attributed to deep learning
is the limited explainability of the decision making due to the large number of
model weights. The use of heat maps [138] in this study allows for insight into
the focus of the algorithm. For individuals with a high GMscore, the prediction
often seems to originate from selective parts of the vascular tree. This makes
sense, since studies have shown the effect of (pre)diabetes on the microvessels,
such as the impaired microvascular function and different calibers as described
by Sorensen et al. [19] and Li et al. [90].

In contrast to the extensive research on diabetic retinopathy detection [11,
171, only limited work has been done on direct classification of type 2 dia-
betes from fundus images via deep learning. Exploratory studies [2,72] have
shown the feasibility of deep learning for type 2 diabetes detection, while one
other study tried to determine haemoglobin Alc (HbAlc) levels with limited
success [120]. We used the results from previous research [72] for model de-
sign choice, including weight initialization, image preprocessing, data augmen-
tation, training strategies, and patient-level aggregation of GMscores. To the
best of our knowledge, the study presented here is the first clinical evaluation
of the value of deep learning on fundus images for type 2 diabetes detection.

We showed that the AUROC obtained with waist circumference decreased
from 0.832 to 0.792 if the prediabetes group was added to those with normal
glucose metabolism. Interestingly this is still higher than reported by others. For
example, in a meta-analysis by Lee et al. the AUROC for waist circumference
was reported to be 0.70 for men and 0.74 for women, although with great
disparity between ethnic groups [85].

One limitation of our study is that we developed our methods and validated
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our results on data from the same distribution (e.g. demographics, fundus pho-
tography settings). Future research should focus on applying these models to
fundus and glucose metabolism status data collected at different centers.

Another limitation is that we did not take into account the length of an indi-
vidual’s diabetes history, nor the delay between the glucose metabolism status
measurements and the fundus photo acquisition. Both time components can po-
tentially impact the manifestation in e.g. the retinal microvessels. Similarly, we
did not consider the effect of diabetes treatment on the microvascular system,
even though medication reduces the harmful effects of high blood glucose, po-
tentially partly reversing the impaired microvascular function and the changes
in the fundus images. The effect of the reversibility and time components could
be topic of future research, for example by specifying groups for which med-
ication is (in)effective, or by grouping participants by length of their diabetes
history.

In conclusion, it was shown that fundus images are informative for discrim-
inating individuals with normal glucose metabolism, prediabetes, and type 2
diabetes. Using deep learning, a glucose metabolism score was obtained that
proved more predictive than other risk factors, except for waist circumference.
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Chapter 8

Discussion

The research described in this thesis shows that deep learning can be used
to tackle a wide variety of unsolved challenges in corneal and retinal image
analysis. In post-operative optical coherence tomography (OCT) images of the
cornea, we have shown that it is possible to automatically quantify graft detach-
ment after transplantation surgery (Chapter 2) and measure corneal thickness
(Chapter 3) with high accuracy. Using intra-operative OCT images, the orienta-
tion of the transplanted corneal graft can be determined automatically (Chapter
4). Zooming in on the corneal endothelium with specular microscopy, we have
shown that endothelial cell density can be determined without the need for user
input (Chapter 5). Finally, we have shown that fundus photography images can
be used to detect type 2 diabetes (Chapter 6) and prediabetes (Chapter 7).

The exponentially growing interest in deep learning in recent years has led
to a large toolbox for research and applications. This toolbox includes theoret-
ical frameworks and methods such as model architectures, data preprocessing
methods, and training strategies. It also includes dedicated software packages
and implementations of various methods, which can function as building blocks
to address new research topics. The contributions in this thesis consists of de-
velopment of novel image analysis pipelines, aggregating and building upon
state-of-the-art deep learning methods. We did so for a variety of applications,
including previously untouched clinical topics. Each proposed pipeline consists
of several steps, selected or designed to meet the requirements of the respective
image analysis challenge. For example, in Chapter 2, we used the well-known
U-Net [128] model for segmentation of graft detachments in anterior segment



106

Discussion

OCT (AS-OCT) images. To ensure that the images were centered, horizontally
aligned, and cropped such that only the relevant parts were visible, we used the
location of the scleral spur, an anatomical landmark that is relatively unaltered
during surgery. For localization of the scleral spur we modified a ResNet-50 [67]
architecture to output the horizontal and vertical coordinates of the scleral spur
in left and right side of the image. For visualization of the graft detachments,
we developed an algorithm to project the graft detachments of multiple cross-
sections onto a grid, resulting in a map of the detachments.

For most image analysis methods it makes sense to compare their perfor-
mance on various aspects to that of clinical specialists. A major benefit of deep
learning methods is the speed at which data can be processed. Although we did
not always report inference times in this thesis, it took typically less than a sec-
ond to process an image. Manual delineation of the cornea in AS-OCT to obtain
thickness profiles (Chapter 3) is laborious and takes up to 10 minutes for a scan
consisting of 16 cross-sectional images, making it unfeasible for standard clini-
cal care. Similarly, manual segmentation of corneal endothelial cells in specular
microscopy images (Chapter 5) for accurate cell density measurements takes too
long and is not a viable option. As a result, manual quantification of biomarkers
can be challenging. In Chapter 2 we pointed out that graft detachments are of-
ten described as either present or not, or detached more than one-third or not.
These simplifications are undesirable but needed since more precise assessment
takes too long. In contrast, our deep learning methods provide the ability to
quantify biomarkers precisely and fast.

Other researchers have shown that, for specific medical image analysis tasks,
deep learning methods can be more accurate than humans. Examples include
classification of skin cancer [47] and grading of diabetic retinopathy [59]. We
found something similar in Chapter 3, where the error for measuring corneal
thickness with three deep learning strategies was smaller than the inter-observer
error. In our case, the inter-observer error sometimes resulted from the lack of
detail of the human delineations. Variability is inherent to human performance
[73] and repetitive tasks can affect human reliability, which is not an issue for
automated image analysis tools.

In some cases, deep learning can even be used to obtain information from
images that is not considered by clinicians. Although fundus photographs are
used by clinicians to detect diabetic retinopathy, these images are not assessed
by clinicians to find signs of type 2 diabetes. Nevertheless, in Chapter 6 and
Chapter 7 we showed that deep learning methods can be used to discriminate
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between individuals with normal glucose metabolism and those with type 2
diabetes. Moreover, in Chapter 7 we described that fundus images are more
informative for glucose metabolism classification than some well-known factors
that are currently used for risk assessment.

Saving time or outperforming clinical specialists are not always the primary
goals of an automatic image analysis method. In Chapter 4, we showed that
the orientation of a corneal graft can be automatically determined during trans-
plantation surgery. Although the performance of our method was slightly worse
than that of two corneal specialists, the automated tool could still benefit the
surgery by functioning as an additional safety measure. If the method would be
implemented in real-time, it could notify the surgeon when the graft is consid-
ered upside-down, and the surgeon could double check their assessment.

Another contribution of this thesis is the ability to relate the image analy-
sis results of multiple images per patient. In Chapter 3, we showed that AS-
OCT scans from subsequent visits by a patient can be used to obtain differential
corneal thickness maps, which are key for assessing corneal degeneration or
regeneration. In Chapter 5, multiple specular microscopy images of a single
patient visit were processed. Since processing happens almost instantly, the
analysis does not take additional time while it has the potential to be more
robust in comparison with analysing only a single image.

So far, we mentioned multiple benefits of using deep learning systems for
analysis of ophthalmic images. These systems can potentially be improved fur-
ther by incorporating assessment strategies used by specialists. For example,
for the assessment of corneal graft detachment (Chapter 2), we processed each
cross-sectional image individually. A corneal specialist, however, would con-
sider neighboring slices for more contextual information. Incorporating neigh-
boring slices into our deep learning pipeline can be achieved using multiple
approaches [154]. Another example is that clinicians will often take into ac-
count shape constraints and anatomical priors. In Chapter 4, our method for
graft orientation detection includes a segmentation step. In some instances, the
automatic segmentation would clearly be wrong, for example when multiple
gaps are present in the segmented body. When we say ’clearly’ we refer to the
clinical perspective, where the surgeon knows that the graft is in fact a contin-
uous structure and gaps should not be present. Building such shape constrains
into the deep learning methods should be topic of future research.

The methods proposed in this thesis have all been developed using specific
data sets. Limitations of these data sets (e.g. single scanner, demographics,
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procedures) should be considered when applying the methods to other situa-
tions. Performance of deep learning methods can strongly depend on the data
characteristics and domain adaptations might be needed. This could include
retraining with data augmentations that overcome the differences in data dis-
tributions, or retraining with additional data from a target domain. In Chapter
3, we investigated the effect of the training set size and found that for this ex-
ample good results can be obtained using only a fraction of the original data
set, which should be considered if retraining is required.

At the time of writing this thesis, analysis of ophthalmic images using deep
learning is still limited to a research setting, with the noteworthy exception of
detection of diabetic retinopathy from fundus photographs [15]. Notwithstand-
ing, the fast pace of research and advances in corneal and retinal image analysis
is exciting and likely to lead to the development of products that can improve
ophthalmic care. Development of these products should be done with great
care and extensive validations will need to be performed. Validation studies
should include a diverse population that represents the general patient popula-
tion as well as patient with non-typical characteristics. Acceptance of artificial
intelligence in the clinical workflow will strongly depend on the trust by physi-
cians and patients. Introduction of deep learning should be done cautiously
and with clear communication about its abilities and limitations. It will not al-
ways be possible to explain the full decision process that follows from millions
of weights that make up a deep learning model. Nevertheless, development ef-
forts should be focused towards explainability of the decision making, including
visualization of intermediate analysis steps and areas of interest.

In the next decades, we can expect deep learning to find its way into oph-
thalmic care. Arguments will include improved patient care, additional safety,
objectivity, and resource savings. But whichever the motivation, at some point,
physicians will be likely to suggest Al for your eye.
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Summary

Al for your eye: deep learning for corneal and retinal image analysis

Ophthalmologists (eye doctors) are able to diagnose a wide variety of eye
disorders such as cataract, diabetic retinopathy, and corneal dystrophy. Various
treatments have been developed and improved, sometimes resulting in techni-
cally demanding and complex procedures. Imaging technology to visualize the
different parts of the eye is often essential for effective diagnosis and treatment.
Interpretation of these images requires a lot of time from specialists and if (part
of the) assessment can be done automatically, it could save ophthalmologists a
lot of time. In addition, automatic image analysis can be used to obtain objec-
tive measures, such as (changes in) corneal thickness.

In recent years, deep learning has shown to be very promising for automatic
medical image analysis. Deep learning is a subset of machine learning tech-
niques in which features are automatically learned from the image data. In this
thesis, deep learning is used to address multiple unsolved challenges in corneal
and retinal image analysis. We do so for a variety of imaging modalities and dis-
eases by integrating state-of-the-art methods and development of novel image
analysis pipelines.

In chapter 2, a method is proposed for the assessment of donor tissue de-
tachment after corneal transplantation surgery. Sometimes the donor tissue
does not fully attach, and it is important to know the extent of the detachment.
We develop a deep learning-based image analysis pipeline that automatically
crops the relevant part of the optical coherence tomography (OCT) image, seg-
ments the detached tissue, quantifies the extent of detachment, and constructs
a map of the detached regions.

In chapter 3, we employ the automatic cropping method proposed in chapter
2 and compare three deep learning techniques for automatic corneal thickness
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measurement. We develop and evaluate on the same set of OCT data set used
in chapter 2, acquired after transplantation surgery. Furthermore, we construct
detailed thickness maps that allow easy inspection and progress tracking.

In chapter 4, we analyze OCT images that are obtained during transplanta-
tion surgery. The challenge here is to assess whether the donor tissue (graft)
is positioned correctly or upside-down. We propose an image analysis strategy
that consists of deep learning-based segmentation and post-processing to obtain
the graft’s curvature at each point. Subsequently, we relate the graft’s curvature
to its orientation.

In chapter 5, we analyse specular microscopy images that show individ-
ual corneal endothelial cells. Endothelial cell density (ECD) is an important
biomarker of corneal health and requires accurate segmentation of corneal en-
dothelial cells. Current methods for extracting ECD can be insufficient when
image quality is suboptimal or if guttae are present. In this chapter, we present
a novel deep learning method for accurate cell segmentation in specular mi-
croscopy images of varying quality and in the presence of guttae.

In chapter 6, we focus on the retina by analyzing fundus photography im-
ages. We develop and compare deep learning methods for classification of im-
ages that belong to individuals with normal glucose metabolism and those with
type 2 diabetes. We also investigate the effect of simultaneous prediction of
classical features, and we compare strategies for aggregating image-level pre-
dictions to individual-level predictions.

In chapter 7, we use the best practices of chapter 6 to develop a deep learn-
ing framework for detection of type 2 diabetes in a set of over 46,000 fundus
images. This time we also evaluate how well the model can be used to distin-
guish prediabetes individuals. Moreover, we investigate how the discriminative
power of the fundus images compares to that of typical diabetes risk factors
such as age, sex, and waist circumference.

Our research shows the value of deep learning for corneal and retinal image
analysis. In the next decades, we can expect deep learning to find its way
into ophthalmic care. Arguments will include improved patient care, additional
safety, objectivity, and resource savings. But whichever the motivation, at some
point, physicians will be likely to suggest Al for your eye.
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