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Summary

Replication – the act of repeating existing research designs to examine whether
results can be independently reproduced – is a core element of the scientific
method. The importance of replication for ensuring research quality has how-
ever been woefully neglected in many areas of science, particularly in psy-
chology. The research community’s interest in replication has been revived
in the last decade, following several high-profile and large-scale replication ef-
forts that suggest replication success rates in the field are much lower than
previously assumed. The overconfidence in past results up until this point has
been due in large part to publication practices that simultaneously incentivize
the publication of false positive results and stifle replication attempts designed
to root out false positives from the literature. In response to this less-than-
ideal situation, researchers have taken great strides to facilitate replication as
a research practice. Today, there are journals actively encouraging submission
of replication reports, funders are slowly beginning to earmark resources for
replication study proposals, and methodologically minded scholars have come
far in analyzing the merits of different kinds of replication study designs.

This thesis is devoted to a question that follows in the wake of this increased
focus on replication research; which studies are the most important to repli-
cate? The importance of this question follows from three basic premises. (1)
Researchers have limited resources available for conducting replication studies.
(2) The number of studies that have never been replicated greatly exceeds the
resources currently available for replication. (3) Non-replicated studies vary
in how much they need to be replicated. These premises together imply that
most replicating researchers will have more studies to choose from than they
can feasibly replicate, and the choice of study matters for whether resources
allocated for replication research are spent efficiently.

To answer the question of which studies are most important to replicate, we
must have a clear understanding of what makes a study important to replicate.
Chapter 2 presents a conceptual analysis to answer this question, building
on insights from past research and discussions of replication study selection.
A theoretical model is presented that frames the question of replication study
selection as an economical assessment of the value of information. Replication
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value is defined as the maximum expected utility we can expect to gain by
replicating an original study. The replication value of a study is determined by
how valuable we perceive the studied claims to be, and our uncertainty about
the claims after seeing the original study results. Highly valuable claims which
we remain highly uncertain about after an original study is conducted have a
high replication value and should be prioritized for replication if our goal is to
maximize the expected utility of research output.

Chapter 4 outlines a possible quantitative operationalization of replication
value, dubbed 𝑅𝑉𝐶𝑛. In this operational definition, the value of a claim is
operationalized in terms of citation impact. The uncertainty about a claim is
operationalized in terms of the sample size of the original study (this opera-
tionalization is only valid under a specific definition of test validity, which is
presented in chapter 3). An equation is proposed that combines citation and
sample size information into an overall estimate of replication value. A quanti-
tative definition of replication value allows for clear and precisely defined study
selection rules and makes it possible to sift large bodies of literature for poten-
tially high-value replication targets. However, to grant these benefits 𝑅𝑉𝐶𝑛
must be valid and reliable. To assess this, the strength and direction of the
causal relationships proposed in chapter 4 must be corroborated empirically.

Chapter 5 explores the feasibility of applying 𝑅𝑉𝐶𝑛 in a set of empirical
social psychology fMRI studies. It first reports efforts to generate a repre-
sentative candidate set of replication targets in social fMRI research. It then
explores the feasibility and reliability of estimating 𝑅𝑉𝐶𝑛 for the targets in
our set, resulting in a dataset of 1358 studies ranked on their value of priori-
tizing them for replication. Finally, the chapter assess the face validity of this
strategy for identifying the studies that would be the most important to repli-
cate. Chapter 5 demonstrates how 𝑅𝑉𝐶𝑛 could be implemented in practice
and provides a general framework for exploring the feasibility of formal study
selection strategies. However, the chapter stops short of providing rigorous
validation of 𝑅𝑉𝐶𝑛 as a measure of replication value, which is left for future
research.

Chapter 6 takes stock of the work presented in the previous four chapters,
solidifies the linkage between replication value and established theory on the
value of information, and considers possible future avenues for research into
replication value and replication study selection. In conclusion, this thesis (1)
establishes a formal framework for discussing what makes a study more or
less worth replicating, (2) demonstrates how quantitative operationalizations
of replication value may be derived from this framework, and (3) demonstrates
how the feasibility and validity of such operationalizations may be tested.
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Chapter 1

Introduction

1.1 Problem introduction

Professor X receives a big grant to conduct empirical research in cancer bi-
ology. Professor X has recently become aware of research that suggests the
reproducibility of published findings in this field may be compromised (Begley
and Ellis, 2012; Errington et al., 2014; Wen et al., 2018; eLife, 2017). In an
effort to improve on the current state of affairs, professor X decides to di-
rect their grant resources towards replication of published preclinical studies
in cancer research. Research staff is hired, lab space is acquired, and orders
are made for the necessary instruments and materials. All that is left to do
before work can commence is to identify and choose which studies to focus the
replication effort on.

However, a quick search in bibliometric databases suggests several thousand
empirical articles have been published in cancer biology in the last decade,
the vast majority of which will likely consist of non-replicated original studies.
This leaves professor X and their team with a problem. On the one hand,
all non-replicated empirical studies would in principle be candidates for their
replication effort. On the other hand, the grant does not provide sufficient
resources to replicate thousands of studies. In fact only one or a handful of
replication efforts can be carried out. The team must consider a very important
practical question. Which studies should be prioritized for the replication
effort? In other words, which studies are the most important to replicate?

The very structure or the question “which studies are most important to repli-
cate?” suggests that the value of a replication effort is something that can be
thought of in quantitative terms. Most important implies that there should
be some way to quantify, rate or at least rank-order the relative difference
in importance between different potential replication efforts. The existence

1



DECIDING WHAT TO REPLICATE

of a most important study implies there is also a least important study, and
so on. Researchers may not consciously rank-order studies in this way nor-
mally. However, their ability to do so is still evident from the fact that, when
pressed, they do choose among candidates for replication using quantitative
and qualitative criteria to justify why the chosen study should be considered
particularly worthwhile to replicate (compared with an explicit or implicit list
of alternative studies, Isager, 2018).
That we can quantify relative replication importance and use quantitative
estimates to devise strategies for study selection is a fundamental assumption
of this thesis, as well as a number of other attempts to devise study selection
guidelines in replication research (e.g., Field et al., 2019; Pittelkow et al., 2020;
Matiasz et al., 2018). But what exactly are we trying to quantify? What
information determines whether research is important to replicate, and how
could this information be estimated and used for replication study selection in
practice? Finally, for any given study selection strategy, how would we know
that it works as intended? These are the primary research questions of this
thesis.
By developing and validating principled strategies for replication study selec-
tion, we unlock a powerful tool for research coordination that all stakeholders
in the replication research space could make use of. First and foremost, re-
searchers like professor X could use such strategies to efficiently decide which
studies to concentrate time and grant resources on. Similarly, funding bod-
ies that issue replication grants could use the same strategies to decide which
proposed replication efforts to fund in the first place. Furthermore, a formal
theory of replication study selection is a very effective communication device.
When the rationale behind replication study selection is clearly specified it
becomes much easier for all stakeholders to discuss, argue, and come to agree-
ment about what research would be most important to direct grant resources,
research time, and journal space towards. Such coordination will eventually
benefit the most important stakeholder in science; the general public. When-
ever science is publicly funded, it is the duty of the scientific community to
ensure that the public funds invested in research are spent responsibly and
efficiently. Principled study selection strategies represent an important step
towards ensuring such efficiency in replication research.

1.2 Expected value of information

The idea of quantifying the potential value of information in order to make
research priorities more efficient was already considered over one hundred years
ago by Charles Saunders Peirce (Peirce, 1967; Wible, 1994):

The doctrine of economy, in general, treats of the relations between
utility and cost. That branch of it which relates to research consid-
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ers the relations between the utility and the cost of diminishing the
probable error of our knowledge. Its main problem is, how, with a
given expenditure of money, time, and energy, to obtain the most
valuable addition to our knowledge.

Following this assertion, Peirce proceeds to lay out a quantitative framework
for calculating the utility associated with various potential research efforts,
and to show how such a framework can be used to identify the research effort
that would be the most efficient to conduct, assuming the goal is to maximize
increase in utility.

Peirce is far from alone in thinking about knowledge gain in economic terms.
Indeed, an entire branch of economics, housed under the broader umbrella of
utility theory, is devoted to analysis of the value of information (VoI. Clemen,
1996; Raiffa et al., 1961; Wilson, 2015; Eckermann et al., 2010). The basic
premise for all VoI analysis is a decision scenario with multiple possible deci-
sions and multiple decision outcomes that can be valued more or less by the
decision-maker. The decision outcomes will usually depend both on what the
decision-maker decides to do, and on the state of the decision-makers world.
As an example, we may or may not bring an umbrella to work (two potential
decisions), and it may or may not rain on our way to work (two possible states
of the world). There are thus four potential decision outcomes (bring umbrella
and it rains, bring umbrella and it does not rain, do not bring umbrella and
it rains, do not bring umbrella and it does not rain) which we attach different
utilities to (we prefer to bring an umbrella when it rains and to leave it at
home when it does not rain).

The more certain we are about the state of the world, the easier it becomes
to optimize decision making; if we have perfect knowledge about when it will
rain, we always know when to bring an umbrella to work. The state of the
world is often something we are not perfectly certain about. However, we can
often gather more information to reduce uncertainty about the state of the
world (e.g., we can invest in meteorological research to obtain more accurate
information about which days it will rain). The goal of VoI analysis is to
assess the value of reducing uncertainty about the world. Value of information
is quantified as the increase in expected utility following decreases in uncer-
tainty. VoI analysis is usually used to guide decisions in applied settings (e.g.,
Heath et al., 2020; Clemen, 1996, see example on p. 448), where value can
be quantified as monetary gain, avoidance of monetary loss, lives saved (or
other quantifications of quality of life; e.g., Whitehead and Ali, 2010), adverse
effects avoided, etc., and where the decision that is going to be made based
on the research can be clearly defined (e.g., subject a patient to this or that
intervention, buy stocks in this or that company, seed a hurricane or not, etc.).

Since replication is an act of information gathering, it makes sense to consider
the value of replication as a specific instance of value of information, and to
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use principles from utility theory to help us make decisions about what to
replicate. However, the exact decisions research will inform, and the concrete
utility of different decision outcomes, is usually not obvious in basic social
and behavioral research, which is perhaps partly why VoI analysis is not more
widely adopted for replication study selection in these areas. This thesis will
offer an alternative implementation of VoI logic to determine which studies to
prioritize for replication that can potentially overcome the problem of fuzzy
decision contexts. The exact relationship between traditional VoI analysis and
the framework put forward in this thesis is formally worked out in the final
chapter of the thesis.

1.3 Replication in the last decade of psycholog-
ical science

In the past decade, there has been a renewed surge of interest in replication
research – particularly in close/direct replication (LeBel et al., 2018; Schmidt,
2009) – in fields such as psychology, behavioral economy, and areas in social,
behavioral, and medical science (Zwaan et al., 2018; Plucker and Makel, 2021;
Button et al., 2013; Blaszczynski and Gainsbury, 2019; Heirene, 2021; Sale
and Mellor, 2018; Murphy et al., 2021; Poldrack et al., 2017). The push for
increased focus on replication is downstream consequence of the “replication
crisis” – an ongoing period in the social sciences where the robustness of pub-
lished empirical research in the field is being called into questions following
high-profile failures to replicate highly impactful studies in psychology (e.g.,
Ritchie et al., 2012; Wagenmakers et al., 2016; Ranehill et al., 2015; Hagger
et al., 2016), estimates of low replication success in several fields (e.g., Open
Science Collaboration, 2015; Klein et al., 2014; Camerer et al., 2018; Erring-
ton et al., 2014) evidence of widespread publication bias (Scheel et al., 2019;
Franco et al., 2014) and other questionable research practices (Gopalakrishna
et al., 2021), etc.

Replication is seen as one tool in a larger toolkit to improve the quality and
reliability of social and behavioral research (Munafò et al., 2017; Nosek et al.,
2012). This makes sense. Replication can improve the reliability of research in
multiple ways. It provides additional data on a phenomenon, improving the
precision of original estimates. If performed by an independent team of re-
searchers, it can aid in verifying that observed results are genuinely produced
by the study methods, and are not influenced by personal biases in the orig-
inal research team. If performed under variations in conditions thought not
to matter for the phenomenon of interest it can also be used to study the ro-
bustness and boundary conditions of an effect (Baribault et al., 2018). For the
past decade, metascientific research has primarily focused on working out best
practices for performing high quality replication research, including preregis-
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tration of methods, open data and materials, clarifying the closeness of the
replication effort, clarifying the interpretation of replication results, etc. (e.g.,
Brandt et al., 2014; Morey and Lakens, 2016; LeBel et al., 2018; Nosek and
Errington, 2020). This line of research has been quite successful, and in just
a few years we have gained substantial knowledge about what can and cannot
be learned from particular replication study designs. However, as scientists in-
creasingly value replication studies but have limited resources to replicate the
exponentially growing literature of original non-replicated research, they must
also address the important problem of deciding which out of several potential
replication efforts to spend their limited resources on.

In principle, we may wish to replicate every original study in the literature,
ideally even multiple times. After all, there is a risk for any study that the
observed results are a statistical fluke that are not representative of the pop-
ulation in the long run. Similarly, any study result could be influenced by
particulars of the study context - the time, the place, the exact sample of
subjects chosen, etc. Beyond the challenge random and contextual variation
presentes, without replication any study results must be accepted based on
trust in the original study authors’ ability to summarize their research accu-
rately, honestly, and transparently. Replication is a cornerstone of science
because it provides a method for replacing this fundamental reliance on trust.
Taking nobody’s word for it, any study could thus potentially benefit from
close replication by independent authors.

In practice, however, we are currently generating original research findings
at a rate that far exceeds resources available for replication. The scientific
literature is expanding at an exponential rate (Bornmann and Mutz, 2015).
At the same time, replication of original research remains a rarity in several
research fields, such as psychology (Makel et al., 2012), economics, (Mueller-
Langer et al., 2019) and cognitive neuroscience (Poldrack et al., 2017). In
these fields, this state of research has led to an ever-increasing pool of non-
replicated original research findings. The size of this pool far exceeds the
resources we currently have available for conducting replications. Therefore,
while replication may in principle be something we wish to subject all scientific
research to, in practice researchers, funders, and other stakeholders in science
will need to decide which studies, findings, and claims are the most important
to replicate.

In psychology, early efforts to address the problem of study prioritization
include the Psychfiledrawer top-20 list of studies nominated for replication
(Psychfiledrawer, 2014). Any researcher in the community could nominate
any study they felt required replication to be included on the Psychfiledrawer
list. Visitors to the site could then “upvote” each nomination into the top-20
list and discuss the merits of each nomination openly. The Psychfiledrawer
was a laudable early effort to establish bottom-up coordination of replication
efforts in psychology by providing a platform for the community to nominate,
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rank-order and discuss the importance of potential replication candidates. Un-
fortunately, the platform was eventually discontinued.

Early efforts to coordinate replication priorities also include a collaborative
effort by multiple authors of the Open Science Collaboration to define and
test quantitative formulas for estimating replication value that could be used
to identify particularly important replication targets. These early efforts pro-
vided the foundations for the work presented in this thesis, and the formulas
developed by the original Open Science Collaboration team are included in the
supplementary materials of chapter 2: https://osf.io/asype/). More recent ef-
forts to formalize strategies for replication study selection have also focused on
the idea that replication value can be quantified (Field et al., 2019; Pittelkow
et al., 2020; Makel et al., 2012).

Authors of replication manuscripts in psychology sometimes implicitly express
a similar belief when they justify the selection of a study based on quantitative
heuristics such as the number of citations, the number of participants, the
width of confidence intervals, etc. (see Isager, 2018, for a review). However,
early efforts to operationalize and estimate replication value have been severely
limited by the lack of a formal, unifying explanation of the goal replication
study selection is supposed to achieve. In lieu of an underlying theoretical
rationale it is impossible to assess whether any criteria used for replication
study selection are appropriate.

1.4 Thesis outline

1.4.1 Thesis scope and aims

In this thesis I develop a formal model of the decision process underlying repli-
cation study selection. This model makes it possible to derive a transparent
and formalized definition of replication value. The decision model is outlined
in its entirety in chapter 2, and is founded on principles adopted from VoI
analysis. In this model the goal of replication study selection is clearly stated,
all key factors involved in the study selection process are identified, and the
relationships between factors are formally defined. A further aim of this thesis
is to demonstrate how the model can be used to justify different strategies for
replication study selection that are feasible to implement in practice. Chapter
4 presents an estimator of replication value based on observable quantitative
information. Importantly, this estimator can be directly related to the deci-
sion model developed in chapter 2, yielding a straight-forward rationale for
how the estimator is intended to work. Chapter 4 also outlines and discusses
the measurement assumptions that must be made explicit to connect the latent
constructs in chapter 2 with observable variables. This discussion demanded
a novel definition of measurement validity, which is presented in chapter 3.

6
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The definition of validity utilized in this thesis is a minor improvement on
the realist definition of validity proposed by Borsboom et al. (2004). A final
goal of this thesis is to assess whether to study selection strategies based on
the estimator proposed in chapter 4 in practice. An attempt to implement
the estimator in the context of social fMRI research is presented in chapter
5. In summary, the overarching aim of this thesis is to provide a strategy for
replication study selection that targets a specific and clearly stated research
goal, that is built on formal decision theory, that is practically feasible to
implement, and that can (in principle) be falsified by data.

Figure 1.1: Diagram of critical measurement choices in quantitative social
science, adapted from Lundberg et al. (2020). Dashed grey boxes illustrate
how each element of the model is related to the chapters and central problems
and concepts presented in this thesis. The only aspect of the model left for
future research is the collection of validating evidence that could be used to
corroborate the arguments and assumptions laid out in this thesis (“evidence
points to new questions” in figure).

In general terms, the first aim of the thesis is then to define ‘replication value’
as an estimand, and the second aim of the thesis is to operationalize an estima-
tor of this estimand. The overall line of research presented in this thesis closely
follows the general framework for estimand definition proposed by Lundberg et
al. (2020, see figure 1.1). In this thesis, deciding which claim to prioritize for
replication forms the general goal. Chapter 2 provides the ultimate theoretical
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estimand (expected utility gain) and proximal theoretical estimand (replica-
tion value) of interest. Chapter 4 connects these estimands to an empirical
estimand which we name RVCn (see the section on chapter 4 below for further
details). Finally chapter 5 explores how best to calculate RVCn in real-world
data.

1.4.2 Chapter 2

Summary: The goal of chapter 2 is to define replication study selection as
a decision problem and to identify the meaning of replication value in terms
of this problem. Importantly, the chapter formally defines the goal of replica-
tion research (to increase the utility of scientific claims), and it lays out how
replication study selection can help reach that goal in more or less efficient
ways. Having formalized the goal of replication study selection, the chapter
goes on to formally define replication value as a proxy of expected utility gain
- the theoretical estimand of interest in replication study selection. Chapter 2
also includes a comprehensive review of empirical estimators that have been
proposed and utilized to justify replication study selection in the published
literature.
Central research questions:

1. What makes something important to replicate?
2. What does replication value mean?
3. What are the key factors determining replication value?

Contributions: The model developed in chapter 2 provides the theoretical
bedrock for subsequent chapters in this thesis. Moreover, the model provides
a theoretical framework for developing and justifying study selection strate-
gies that other researchers could utilize and build upon. By clearly stating
the assumed goal of replication study selection and by formalizing the un-
derlying decision problem, chapter 2 provides the necessary foundations for a
constructive and transparent discussion of which studies are most important
to replicate.

1.4.3 Chapter 3

Summary: Chapter 3 proposes a novel definition of test validity that expands
on the definition proposed by Borsboom et al. (Borsboom et al., 2004). The
chapter argues that a test is valid for measuring an attribute if (a) the at-
tribute exists, and (b) variation in the attribute is d-connected to variation in
the measurement outcomes. A clear definition of test validity is a fundamental
precondition for being able to evaluate whether any proposed measure of repli-
cation value is valid or not. Chapter 3 thus introduces the core measurement
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assumptions that in chapter 4 is used to connect the theoretical estimand of
replication value with empirically observable variables. The original plan for
chapter 4 was to adopt the definition of validity from Borsboom et al. (2004)
wholesale. However, a refinement of the definition was needed in order to ex-
plain how the casual relationship between sample size and uncertainty could
be considered valid when sample size (the measured attribute) is the causal
parent of uncertainty (the target attribute). Thus, while chapter 3 may seem
somewhat dissociated from the overall thesis topic, it is fundamental to the
measurement rationale adopted in subsequent chapters.

Central research questions:

1. What does test validity mean?
2. Can a causal ancestor act as a valid estimator of its causal descendants?

Contributions: The d-connection definition of validity serves as the logical
backbone of the measurement model presented in chapter 4. Beyond the direct
relevance for this thesis, chapter 3 represents a general improvement on the
earlier definition by Borsboom et al. (2004) by resolving the logical disconnect
between the stated goal of measurement (derive procedures that are sensitive
to variation in target attributes) and the unnecessarily strict requirement that
the target attribute must cause the measured attribute. By relaxing the as-
sumption of causal direction and by couching the definition of validity within
the language of structural causal modeling (Pearl, 2009), our general under-
standing of what constitutes valid measurement in any given context should
be greatly increased.

1.4.4 Chapter 4

Summary: Chapter 4 links the theory of replication study selection developed
in chapter 2 to quantitative observable data. Building on the model developed
in chapter 2 and the definition of validity outlined in chapter 3, chapter 4
proposes to operationalize replication value as a function of the citation impact
of the article in which a claim is reported and the sample size of the study used
to test the claim (RVCn). The chapter lays out the rationale and measurement
assumptions used to justify the validity of RVCn as an indicator of expected
utility gain, it suggests how RVCn could be implemented for replication study
selection, and it provides some preliminary evidence for the validity of RVCn.
The chapter ends by discussing more rigorous ways in which the validity of
RVCn could be tested.

Central research questions:

1. How can replication value be estimated empirically?

9
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2. What auxiliary measurement assumptions must be added to justify the
empirical indicator, and how likely are these to hold?

3. What potential estimation issues can already be anticipated?

Contributions: Because the assumptions under which RVCn functions as in-
tended are made explicit, it can also be made explicit when RVCn will not
function as intended. Thus, chapter 4 provides the first demonstration of a
falsifiable strategy for replication study selection. The chapter serves several
purposes. First, it provides a first example of how the theoretical rationale
in chapter 2 can be used to develop concrete study selection strategies, and
what additional measurement assumptions must be added for the strategy to
be falsifiable. Future researchers could use chapter 4 as scaffolding to develop
new and improved indicators of replication value, or subject existing alterna-
tive indicators to the same form of analysis to make these falsifiable as well.
Second, the chapter provides the necessary foundations for validation of RVCn.
If RVCn turns out to be an accurate estimator of replication value, it could
have a substantial impact on the efficiency of resource allocation in replica-
tion research, which should in turn serve to increase the impact of replication
studies.

1.4.5 Chapter 5

Summary: Chapter 5 explores how RVCn can be implemented in practice,
by applying the general study selection procedure proposed in chapter 4 to
published research in the field of social fMRI research. The chapter touches on
many practical questions related to implementation of RVCn, such as how the
initial set of candidates to select from can be obtained, whether the information
needed to calculate RVCn can be reliably obtained, how time-consuming the
data collection effort is likely to be, whether undergraduate research assistants
can conduct the data collection, and whether additional quantitative indicators
of value and uncertainty can be obtained.

Central research questions:

1. Is the information required to calculate RVCn available in practice?
2. Are citation impact estimates reliable across sources?
3. Can study sample size be reliably coded by undergraduate student as-

sistants?

Contributions: Feasibility is a necessary precondition for implementing a
given study selection strategy, but dedicated feasibility reports are rarely of-
fered for existing strategies (but see Field et al., 2019). Chapter 5 provides
an example of how such feasibility reports could be carried out. Chapter 5
also clears a practical hurdle on the path to validation of RVCn by confirming
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that the data needed to calculate RVCn can be collected in a feasible and reli-
able manner for even large (>1000) sets of studies. The procedures for testing
feasibility developed in this chapter could easily be repeated to test the fea-
sibility of implementing RVCn in other research fields. Moreover, chapter 5
could serve as a template which could be adapted to examine the feasibility of
other replication study selection strategies.

1.4.6 Chapter 6

Chapter 6 takes stock of the work presented in the previous four chapters and
considers possible future avenues for research into replication value and repli-
cation study selection. In this final chapter, the direct relationship between
the model outlined in chapter 2 and VoI analysis is made explicit, demon-
strating that replication value is equivalent to the concept of value of perfect
information from decision theory. Using decision tree modeling, the definitions
of value and uncertainty given in chapter 2 can be made much more concrete.
From these definitions it can be shown that replication value is identical to
the expected value of perfect information, while expected utility gain is equiv-
alent to the expected value of sample information. Chapter 6 also highlights
potential sources of bias in measurements of replication value that may be
introduced when the model is applied in practice, discusses the clash between
the formal and vernacular meaning of “validity”, and considers how RVCn may
be subject to Goodhart’s law. Finally, chapter 6 considers the broader issue
of research efficiency as an emerging metascientific line of research, and the
contributions of this thesis to that research line.
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Chapter 2

Deciding what to replicate:
A decision model for
replication study selection
under resource and
knowledge constraints1

2.1 Introduction

The goal of science is the advancement of knowledge (Kitcher, 1995). To
achieve this goal, scientists need to generate novel claims2 about the world,
and they need to ensure that these claims represent true and robust knowl-
edge. An important first step in ensuring the robustness of many scientific

1This chapter has been published in Psychological Methods as Isager, P. M., van Aert, R.
C. M., Bahník, Š., Brandt, M. J., DeSoto, K. A., Giner-Sorolla, R., Krueger, J. I., Perugini,
M., Ropovik, I., van ’t Veer, A. E., Vranka, M., & Lakens, D. (2021). Deciding what to
replicate: A decision model for replication study selection under resource and knowledge
constraints. Psychological Methods. https://doi.org/10.1037/met0000438

2Throughout this article we will use the term ‘claim’ to refer to the target property of a
replication study (i.e., the phenomenon being replicated), unless we refer directly to previous
work that uses another term. Many terms could be used to refer to the replication target;
a result, a study, a finding, an effect, a procedure used to generate an effect, etc. There is
at present no consensus on which of these terms is the most appropriate to use. Preferred
terms vary across articles, and many authors use different terms interchangeably within the
same articles (Brandt et al., 2014; Coles et al., 2018; Field et al., 2019; Hardwicke et al.,
2018; Heirene, 2020; Kuehberger and Schulte-Mecklenbeck, 2018; LeBel et al., 2018; Mackey
and Porte, 2012; Schmidt, 2009; Zwaan et al., 2018).
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claims is to test whether the observations that support the claim are repli-
cable. Non-replicable observational claims are unlikely to represent true and
robust knowledge, so it is important to differentiate replicable from spurious
claims - preferably before the latter have an unwarranted impact on scientific
theories or collective beliefs in society. This concern is amplified by evidence
that (a) researchers overestimate the replicability of significant claims (Tver-
sky and Kahneman, 1971), (b) published articles report an implausibly high
rate of positive claims (Fanelli, 2010, 2012; Scheel et al., 2019), (c) there are
many scientific practices that can increase the false-positive rate in published
reports (e.g., Simmons et al., 2011), and (d) such practices may be relatively
common (Agnoli et al., 2017; Banks et al., 2016; Fiedler and Schwarz, 2016;
John et al., 2012; LeBel et al., 2013).

The definition of what constitutes a replication is a topic under constant de-
bate, on which many authors have weighed in over the decades (for summaries,
see Schmidt, 2009; Zwaan et al., 2018; or Machery, 2020). In this article we
start from the definition of replication by Nosek and Errington (2020): “to
be a replication, [two] things must be true: outcomes consistent with a prior
claim would increase confidence in the claim, and outcomes inconsistent with a
prior claim would decrease confidence in the claim”. We believe this definition
provides sufficient clarity about what is meant by replication throughout this
article. However, it is unlikely to be the final say in the definition debate, and
we urge the reader to consider whether the arguments that follow here would
make sense under other definitions of replication as well.

Previously, many scientific literatures have favored conceptual replication; ex-
tending an already-tested claim by testing it in a new method or context. This
replication scheme is effective for testing boundary conditions and generaliz-
ability of replicable claims. However, in this scheme it is not straight-forward
to adjust confidence in the original study’s claim based on replication results,
because any inconsistent result might be due to variations in context rather
than to the original finding being a false positive (LeBel and Peters, 2011;
Nosek and Errington, 2020). More recently, there have been increasing calls
to conduct and publish replication studies that follow as faithfully as possible
the methods and conditions of previously published research, in order to test
the robustness of the reported claims. Throughout this article the term ‘repli-
cation’ is used to refer to studies that are ‘close’ (Brandt et al., 2014; LeBel
et al., 2018) or ‘true’ (Moonesinghe et al., 2007) to the original study, often
also referred to as direct replications (Schmidt, 2009).

In the last decade, a number of failed (close) replications of prominent claims
from the published literature (e.g., Doyen et al., 2012; Hagger et al., 2016;
Nosek et al., 2012; Open Science Collaboration, 2015; Ranehill et al., 2015;
Ritchie et al., 2012; Wagenmakers et al., 2016) have spurred intense debate
about the nature and importance of replication – especially within the field
of psychology (Cesario, 2014; Earp and Trafimow, 2015; Ebersole et al., 2016;
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Finkel et al., 2017; Maxwell et al., 2015; Pashler and Wagenmakers, 2012;
Stroebe and Strack, 2014; Zwaan et al., 2018). The debate has generally
led to increased efforts to solidify the role of replication within psychologi-
cal research practice (Zwaan et al., 2018). Several journals have begun to
encourage submission of replication reports (e.g., Lindsay, 2015; Royal Soci-
ety Open Science, 2020; Simons, 2014; see Martin and Clarke, 2017, for a
review). Furthermore, funding bodies are starting to explicitly direct grant
resources toward replication efforts (e.g., Association for Psychological Sci-
ence, 2018; NWO, 2019). Perhaps the clearest signal of sustained changes
in research practice is the increase in published replication studies (see https:
//curatescience.org/app/replications for a comprehensive list of recent replica-
tion studies in psychology). Funders, researchers, and journals are increasingly
willing to finance, perform, and publish replication studies to improve the re-
liability of scientific knowledge.

Although the concept of replication is a central value of empirical science, not
every replication study is equally valuable. For example, most researchers will
intuitively agree that a study proposing 20 direct replications of the Stroop-
effect (Stroop, 1935), a phenomenon which is replicated in hundreds of psychol-
ogy classrooms every year, will not be the most informative scientific project to
perform if the goal is to simply verify that the Stroop-effect exists. If replica-
tion of empirical findings is considered important, but the value of replication
varies from claim to claim, this raises the question of when a replication of an
empirical finding is valuable enough to the scientific community to be worth
performing.

Scientists operate under resource constraints. Scarcity of time and money
means that there will be more claims that could be replicated than we cur-
rently have the resources to replicate. A researcher may be interested in the
replicability of more claims than they have the time and money to address.
A journal editor may want to issue a call for replications on important claims
in a special issue, but is unsure which study proposals to prioritize for review
and publication. A funding agency may receive more proposals for replication
studies than they can support. As one example, in 2016 the Dutch science
funder NWO decided to spend 3 million euro exclusively on replication grants
(NWO, 2019). The call initially ran for 3 years, and each year, only around
10% of submitted proposals could be funded, while many proposals received
high evaluations from peers. In these cases we need to evaluate which among
several potential replications would be the most valuable to conduct. This may
be especially important for fields that have failed to replicate studies from past
decades, and now realize their empirical foundations are less stable than as-
sumed. Consequently, we need guidelines for which claims are more and less
in need of replication, so that we can direct limited funding and working hours
towards the most pressing replication efforts.

In this article, we propose a formalized definition of replication value to guide
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the decision of which claims to select for replication when a choice between
several candidates must be made. We begin by reviewing proposed methods
for study selection in replication research and justifications for study selection
in published replication reports, and we summarize the factors that feature
prominently in this literature. We then present a formalized definition of
replication value based on decision theory, a central tenet of which is opti-
mizing decision making for expected utility gain. With this goal in mind, we
discuss how replication value can be used to evaluate the utility of replicating a
particular claim, relative to a set of candidate claims. Further, we suggest how
to construct formulas for estimating replication value quantitatively. Finally,
we discuss the most important challenges to implementing our approach for
study selection in replication research.
Our goal is not to provide a single set of rules for deciding what to replicate
in all circumstances. Study selection is a complicated decision problem that
will likely require different approaches depending on the specific purpose of
replication and the person or group who is replicating. Our goal is to provide
a general structure for the decision problem “what is (most) worth replicat-
ing?” to help researchers to consider what information is important, and which
trade-offs need to be made, when making this decision (Clemen, 1996). By
using a principled method, the decision of which study to replicate becomes
transparent and can be openly discussed.

2.2 What factors influence replication study se-
lection?

Researchers have explored to great depths how to conduct replication studies
and interpret replication results (e.g., Baribault et al., 2018; Brandt et al.,
2014; Frank et al., 2017; LeBel et al., 2018; Maxwell et al., 2015; Morey and
Lakens, 2016; Westfall, 2016). The question of what we should be replicating
has received comparatively less attention. In responses to a recent article
by Zwaan et al. (2018), arguing for the importance of performing replication
studies, some authors raised the importance of justifying the choice for which
claims to replicate. Study selection, they propose, could be based on a cost-
benefit analysis (Coles et al., 2018), a Bayesian decision-making framework
(Hardwicke et al., 2018), or on a random selection process (Kuehberger and
Schulte-Mecklenbeck, 2018). In response to these commentaries, Zwaan et al.
(2018) state:

“… we do not think that special rules for selecting replication stud-
ies are needed, or even desirable. […] Idiosyncratic interests and
methodological expertise guide the original research questions that
people pursue. This should be true for replication research, as
well.”
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Although it is important to allow for some degree of idiosyncrasy when select-
ing claims to replicate, we believe transparently communicating which claims
are deemed valuable to replicate is important (cf. Giner-Sorolla et al., 2018).
Publication is a strong extrinsic incentive for researchers to conduct research,
and there is currently a great deal of uncertainty about whether journals would
even publish replication studies. Given that replication studies are rewarded
less than original research (Koole and Lakens, 2012), the additional uncertainty
about whether any replication study would be seen as valuable by editors could
further reduce the probability that researchers will choose to perform a repli-
cation study even if they are intrinsically motivated to do so. Furthermore,
some researchers might not have strong idiosyncratic interests. They might
be primarily motivated to perform a replication study that makes the biggest
possible contribution to the scientific knowledge base. It seems unlikely that
leaving the selection of replication studies entirely up to idiosyncratic interests
will be the most efficient way to encourage researchers to conduct and publish
replication studies. If we want to guide researchers to claims that would be
important to replicate, this raises the question of which factors make a claim
important to replicate.

In the following sections we review three sources of information about which
factors may affect the need for replication. First, we review factors commonly
mentioned in theoretical discussions of replication study selection. Second,
we review attempts to develop quantitative models of replication importance,
and we examine commonalities between factors mentioned in these proposals.
Third, we examine stated justifications for the selection of a claim by authors
of replication studies. The main purpose of the following sections is to collate
existing viewpoints on the factors that make replications valuable. It is impor-
tant to note that this is not a systematic review. We have limited ourselves to
a discussion of factors that are primarily mentioned in psychological research.
A more systematic and comprehensive review would likely uncover additional
factors that play a role in replication study selection.

2.2.1 Theoretical discussions of replication study selec-
tion.

Theoretical discussions of replication study selection have considered a num-
ber of different criteria for selection. There are discussions that primarily
argue for targeting valuable research topics for replication. The underlying
intuition is that when a claim impacts scientific theory, clinical practice, or
public policy and understanding, the stakes of being right or wrong about the
claim are raised. The higher the impact, the more we should want to know
whether a claim is supported by evidence. Makel, Plucker, and Hegarty (2012,
p. 541) suggest that “the replication of important studies that impact theory,
important policies, and/or large groups of people would provide useful and
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provocative insights”. They also suggest that the citation count of the original
research article gives an indication of this underlying impact, and tentatively
offer a simple heuristic for deciding when a study should be replicated: “as
an arbitrary selection, if a publication is cited 100 times, we think it would be
strange if no attempt at replication had been conducted and published” (Makel
et al., 2012, p. 541). Coles et al. (2018) propose to develop a decision the-
oretical framework for replication study selection, which should encompass
evaluations of impact on theory and society (cf. Hardwicke et al., 2018). The
desire to concentrate replication efforts on valuable claims is also explicitly
stated in the editorial policies of many journals (Block and Kuckertz, 2018;
JESP, 2018; American Psychological Association, 2021a; Lindsay, 2017).

Then there are discussions that focus on the uncertainty of the to-be-replicated
claim in the current literature. The intuition here is that replication can hardly
be considered valuable if the claim has already been convincingly corroborated
or falsified in the past. Field et al. (2019) and Pittelkow et al. (2020) propose a
procedure based on Bayes factors to quantify the relative ambiguity of different
claims in order to target the most ambiguous claims for replication. Hardwicke
et al. (2018) propose a similar approach, in which the Bayesian evaluation
scheme could also be extended to incorporate how much information about
the claim one would be able to gain through replication. “Information” could
here capture both statistical uncertainties due to low sample size and imprecise
estimates, and lack of credibility due to suspicions of questionable research
practices such as p-hacking or publication bias. In other words, imprecise and
biased data are less informative about a claim than precise and unbiased data.

A more general framework for study selection in experimental research, still
focusing on uncertainty given the existing literature, has been proposed by
authors within the field of molecular and cellular cognition (Landreth and
Silva, 2013; Matiasz et al., 2017, 2018; Silva et al., 2014; Silva and Müller,
2015). The framework combines rules for causal identification with Bayesian
evidence (Matiasz et al., 2017, 2018) in an attempt to quantify the replicability
(or consistency) and convergence of causal claims across experiments (see Silva
et al., 2014, for an extensive introduction to the framework). The aim of this
approach is to concentrate replication studies on tests of causal claims that
are supported by weak or inconsistent evidence in the present literature.

While discussions often focus on either value or uncertainty, several authors
have argued for selection strategies that take both factors into account (Brandt
et al., 2014; Heirene, 2020; of Arts and Sciences, 2018; Mackey and Porte,
2012). Field et al. (2019) and Pittelkow et al. (2020) propose qualitative eval-
uation of factors related to value, such as the theoretical merits of the research
question, in addition to their Bayesian assessment procedure. Hardwicke et al.
(2018) suggest that the information gain framework could be incorporated into
an “expected value analysis” in which the value of the research topic is also
taken into account.
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Finally, some have argued that the value of replication also depends on the
quality of the research design and feasibility of the replication study. Hard-
wicke et al. (2018) argue that research designs that cannot distinguish between
different relevant hypotheses are not worth replicating, because they will not
lead to information gain if conducted. Replication studies have low informa-
tion gain when the quality of the replication study design is poor (Pittelkow
et al., 2020), when the study is too costly (Coles et al., 2018), or when it
cannot be conducted due to feasibility constraints (Field et al., 2019).

2.2.2 Factors included in proposals to quantify replica-
tion value

We have solicited additional perspectives on factors that contribute to replica-
tion study selection by asking researchers interested in replicability to create
a quantitative formula for replication value3. In January 2016 a public in-
vitation was shared in an online blog post (Lakens, 2016b) and distributed
through mailing lists, which led to eight teams of researchers who each created
a quantitative replication value operationalization. For a detailed overview of
the different operationalizations that were generated, see supplementary “RV
formula” documents on OSF (https://osf.io/asype/).
There was substantial variation in the rationale for each operationalization,
as well as in the specific factors that were considered. Yet, at a more gen-
eral level, all formula proposals contained some index quantifying the value of
the research topic (e.g., citation impact, field-weighted citation impact, jour-
nal impact factor, Altmetric Attention score), and some index quantifying
the uncertainty of existing knowledge (e.g., p-value of existing tests, Bayesian
posterior evidence, sample size, preregistration status, presence of inconsisten-
cies in reported statistical results). This demonstrates both a consensus on
the relevance of value and uncertainty in the study selection process, and a
recognition of the many ways these factors can be operationalized.

2.2.3 Self-Reported Justifications for Selecting Studies
for Replication

In addition to reviewing theoretical discussions of replication study selection
and soliciting proposals for replication value formulas, we also surveyed self-
reported justifications for study selection described by researchers who pub-
lished replication studies. The first author conducted a literature review of
study selection justifications in 85 replication reports (Isager, 2018). The re-
ports were collected from the Curate Science database (LeBel et al., 2018),

3Note that this project was undertaken prior to the development of the formal model
presented in this article. Thus, these researchers did not necessarily assume the definition
of replication value that is proposed here.
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and were supplemented by a small number of more recent replication studies
not mentioned in the database at the time of review.

Of those studies that specified a justification for their study selection (68 out of
85 reports), the justification was catalogued and categorized. Factors related
to the value of the research topic (citation impact, theoretical importance,
citation in textbooks, influence on public policy, etc.) was mentioned in 52
out of 68 reports. Factors related to the uncertainty of existing research (lack of
replication, imprecise estimates, prevalence of questionable research practices
etc.) was mentioned in 51 out of 68 reports. Many reports considered a
combination of factors related to both value and uncertainty (see table of
quotes in Isager, 2018). Some justifications also explicitly mentioned low costs
and feasible study designs as criteria for replication study selection (4 out
of 68 reports; see e.g., Errington et al., 2014; Open Science Collaboration,
2015)4. In addition to these factors, study selection was often motivated by
personal preferences. For example, in 16 out of 68 reports, study selection was
motivated at least partly by the research interests of the replication authors
(e.g., a replication was conducted as a first step in a broader effort to extend
on an existing study design).

Overall, our review suggests that researchers often consider four factors when
deciding what would be worth replicating: (1) the value of the research topic,
(2) the uncertainty about our current state of knowledge about the claim, (3)
the quality of the proposed replication study, or the ability of the replication
study to reduce uncertainty about the claim, and (4) the costs and feasibility
of running a particular replication study. These factors can also be recognized
in statements by journals who explicitly invite replication studies, such as the
Journal of Personality and Social Psychology:

“Major criteria for publication of replication papers include (i) the-
oretical significance of the finding being replicated, (ii) statistical
power of the study that is carried out, and (iii) the number and
power of previous replications of the same finding” (American Psy-
chological Association, 2021a).

Building on the recommendations from many previous authors, we argue that
when considering which finding is most worth replicating, we should ideally
take all of these factors into account. Fortunately, there already exist formal
theoretical frameworks for taking informed decisions based on the value and
uncertainty of different options. Building on ideas by Coles et al. (2018) and
Hardwicke et al. (2018), we will in the next section develop a formal model of
replication study selection based on principles from utility theory.

4It may be fair to assume that feasibility constraints played a role in all reports, whether
it is mentioned or not, since studies are only conducted if they are considered feasible to
conduct.
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2.3 Formalized definition of replication value

We model replication study selection in the structural causal model framework
developed by Pearl (2009, definition 7.1.1). Figure 2.1 and 2.2 present the
causal assumptions, structural equations, and verbal summaries for all terms
mentioned in the text. For clarification, all terms from figure 2.1 and 2.2 are
italicized whenever mentioned in the text.

Our proposed model represents a decision process, and we define replication
value based on decision theory (see Raiffa and Schlaifer, 1974, for an intro-
duction). We assume that the goal of replication is to maximize the marginal
gain in expected utility (or usefulness) of scientific claims after replication. In
our model, we consider expected utility for science as a whole, but it could
possibly be extended to consider costs and benefits for the individual scientist.
Based on this, we model the process of deciding “which claim in a given set
of claims would we gain the most utility by replicating?” In other words, we
assume a decision-maker who has already decided to conduct a replication (as
opposed to testing a novel claim, etc.). The expected utility of a finding before
replication is a function of two factors: the value of the research claim (e.g.,
how important it would be to know whether smoking causes cancer) and the
uncertainty of our knowledge about the claim before replication (e.g., how con-
fident we are based on existing research whether smoking causes cancer). The
assumed function of a well-designed replication is to reduce uncertainty after
replication, which in turn increases the expected utility of the scientific claim
after replication. Thus, our goal is to identify and perform replication studies
that can substantially reduce uncertainty about claims that would be valuable
to know the truth status of. If we incorporate the costs of a replication in the
model, there is a point where the benefits of performing an additional repli-
cation study no longer outweigh the costs. In the remainder of this section
we will explain this model in more detail and provide a formal definition of
replication value.

In the model, value, uncertainty (before and after replication) and costs are
all a function of undefined variables that are specified outside of the model
(Pearl, 2009, definition 7.1.1). In other words, the model does not specify how
value, uncertainty, and costs should be determined. However, even though a
formal causal definition does not follow from our model, we can still say some-
thing about which variables are likely to be contained in our set of undefined
variables, and the function with which they should be combined to determine
value, uncertainty, and costs.

The value of a claim is defined as the importance of gaining certain knowledge
about whether the claim is true or false5. The value of a research claim is

5More comprehensive definitions of value could be construed. For example, we might
want to differentiate between the value of becoming certain that the claim is true vs. the
value of becoming certain that the claim is false, or we might want to attach a negative
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Figure 2.1: Structural causal model of the system that determines replication
value. Arrow direction signals the causal direction of effects. Time flows from
the top to the bottom of the figure; variables (nodes) closer to the top are
determined earlier in time than nodes closer to the bottom (e.g., the value of
“Costs” is determined before the value of “Replication”). The “+” and “-”
signs on the arrows indicate whether the effect is positive or negative. Consult
figure 2.2 for variable definitions and the structural equations that determine
the value of each variable in the graph.
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Figure 2.2: Structural equations for the structural causal model in figure 2.1.
The “Name” column corresponds to the node names inside figure 2.1 (abbre-
viations in parentheses). The “Definition” column gives the verbal definition
of each variable. The “Structural equation” column describes how the value
of each variable in the model is causally determined by other variables in the
model. The structural equations use the abbreviated variable names from the
“Name” column. For any given structural equation, the variables on the right
hand side of the equation correspond to those variables that point towards
the variable in question inside figure 2.1. The only exception are the unde-
fined variables (u), which denote factors that are not specified by the model,
but that nonetheless influence the value of variables in the model. Structural
equations defined as a non-specific function f () are not specified in the model.
All we can formally say in these cases is that some function of the variables
contained inside f () can be used to determine the variable in question.
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usually related to the impact of the claim. This can include (but is not limited
to) the pure ideal of gaining knowledge, the theoretical implications of the
particular claim, or its potential for application. The more valuable the re-
search claim is (to researchers, practitioners, or the general public), the higher
the expected utility of the claim will be, and the more valuable a replication
of research examining this claim will be. Ignoring some extreme cases where
society would feel it is better not to know something, we assume that we can
represent the value of having scientific knowledge on a scale from zero (no
value) to infinity (infinitely valuable).

The uncertainty about a claim (before and after replication) is related to the
probability that the claim is true, given some knowledge we have about the
claim. Quantitatively, we express uncertainty on a scale from 0 (completely
certain) to 1 (completely uncertain). If the probability P(“smoking causes
cancer”|knowledge) = 1, we have no uncertainty about the truth value of
this claim (we know that it is true). If the probability P(“smoking causes
cancer”|knowledge) = 0, we also have no uncertainty about the claim (we
know that it is false). Conversely, if we think it is equally likely that smoking
causes cancer and that smoking does not cause cancer then the probability
P(“smoking causes cancer”|knowledge) = 0.5, and we are completely uncertain
about the claim6. There are many reasons we might be uncertain about a
claim. For example, the current evidence base may be sparse or ambiguous,
effects relevant to the claim may have been imprecisely measured, the validity
of designs in the existing empirical literature may be low, or existing studies
might not reduce uncertainty due to publication bias and other factors that
increases the prevalence of false positive findings (e.g., Lodder et al., 2019).
The more uncertain we are about a claim, the lower the expected utility of the
claim will be.

To the extent that we can quantify the value of scientific claims and the un-
certainty of current knowledge, expected utility can be defined as the product
of value and 1 - uncertainty (see figure 2.2 for structural equations), where
1 - uncertainty represents our certainty, or lack of uncertainty, about the
truth value of a claim based on existing research. If we are completely certain
that smoking causes cancer before replication then 𝑈𝑛𝑃𝑟𝑒 = 0, which implies
1 − 𝑈𝑛𝑃𝑟𝑒 = 1 and 𝐸𝑈𝑃𝑟𝑒 = 𝑉 × 1 = 𝑉 (abbreviations and structural equa-
tions are spelled out in figure 2.2). In words, under complete certainty the
expected utility of a claim simply equals the value of the claim. Conversely,
if we are completely uncertain about whether smoking causes cancer before
replication then the potential value of this knowledge might be very high, but
the expected utility is still zero (𝐸𝑈𝑃𝑟𝑒 = 𝑉 × 0 = 0). This explains why we

value to being wrong about a claim.
6A more comprehensive definition could consider the probability of various belief states

(e.g., correct rejection of claim vs. correct acceptance of claim vs. type 1 error vs. type 2
error), and should be able to model the fact that we can be misled by biased data such that
the probability of drawing the correct conclusion about a claim is less than 50%.
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do empirical research: We reduce the uncertainty about scientific claims we
find valuable in order to increase the expected utility of these claims.

As defined in the introduction, replication refers to studies for which any out-
come would be considered diagnostic evidence about a claim from prior re-
search (for a more comprehensive definition, see Nosek and Errington, 2020).
The function of replication in our model is to reduce uncertainty about a claim
after replication (e.g., by reducing sampling error). By reducing uncertainty,
replication increases the expected utility of scientific claims after replication,
which increases the expected utility gain. In the model, replication is repre-
sented as an action on a binary scale, in which we can either conduct the
replication (replication=“true”) or not (replication=”false”). The quality of a
replication study is, in our model, simply defined as the ability of the replica-
tion study to reduce uncertainty (represented by the effect size on the negative
arrow replication → uncertainty after replication, in figure 2.1). In other words,
a high quality replication study leads to a larger reduction in uncertainty after
replication than a lower quality replication study.

If our goal is to select the replication study that maximizes expected utility
gain, our main problem is that expected utility gain is partially defined by
expected utility after replication. Because this variable is determined after
replication, we would need to conduct the replication study to determine ex-
pected utility gain, which defeats the purpose of using expected utility gain to
determine which study should be replicated. However, if we are willing to make
some assumptions about the effect of replication on uncertainty (replication →
uncertainty after replication in figure 2.1), it is possible to estimate expected
utility gain based only on variables determined before replication. Given a
claim with a set value and uncertainty before replication, the replication value
of the claim is defined as the maximum possible gain in expected utility we
could achieve through replication. It is essentially identical to the concept
of “expected value of perfect information” from utility theory (Clemen, 1996,
chapter 12). Replication value indicates how much expected utility would in-
crease after replication by removing all remaining uncertainty about a claim.
If we assume that we could perform replication studies until all uncertainty
about the claim has been removed (𝑈𝑛𝑃𝑜𝑠𝑡 = 0) then replication value (𝑅𝑉 )
becomes equivalent to expected utility gain (𝐸𝑈𝐺𝑎𝑖𝑛) since:

𝐸𝑈𝐺𝑎𝑖𝑛 =
𝐸𝑈𝑃𝑜𝑠𝑡 − 𝐸𝑈𝑃𝑟𝑒 =
𝑉 × (1 − 𝑈𝑛𝑃𝑜𝑠𝑡) − 𝑉 × (1 − 𝑈𝑛𝑃𝑟𝑒) =
𝑉 × (1 − 0) − 𝑉 × (1 − 𝑈𝑛𝑃𝑟𝑒) =
𝑉 − 0 − 𝑉 + 𝑉 × 𝑈𝑛𝑃𝑟𝑒 =
𝑉 × 𝑈𝑛𝑃𝑟𝑒 =
𝑅𝑉
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(abbreviations and structural equations are spelled out in figure 2.2).

In reality, a replication study can never completely remove uncertainty. There-
fore basing replication value on the assumption that uncertainty is completely
removed following replication will lead us to consistently overestimate expected
utility gain. However, as long as the amount of uncertainty reduced is indepen-
dent of the replication value of the claim, rank-order replication value will still
be an unbiased estimator of rank-order expected utility gain across studies7. If
our goal is to find the claim with the highest expected utility gain from a set of
replication candidates, accurate rank-order estimates are all we require. How-
ever, we must then be willing to accept that we cannot use replication value to
evaluate whether one study is twice as important to replicate as another, and
other questions that require an interval scale variable. All else equal, repli-
cation value is highest for valuable claims that we are very uncertain about
before replication. Conversely, replication value will be low for highly uncer-
tain claims that are not worth knowing, and for valuable claims that we are
already quite certain about.

It is possible to further extend our consideration of which replication study
will lead to the highest expected utility gain by also considering the costs of the
replication study. If studies A, B, and C all have the same replication value,
but replications of each study differ in their costs, and we have the resources
to replicate either only study A or both studies B and C, then all else equal
we will gain most utility if we replicate studies B and C, instead of study A.
In utility theory this idea is known as marginal utility per dollar. We choose
to perform the replication study that provides the largest increase in scientific
knowledge per dollar spent on the study. All else equal, the lower the cost of
a replication study, the higher the gain in utility per dollar. Note that “per
dollar” is a simplistic turn of phrase in this setting, since costs can also refer
to non-monetary resources such as the amount of expertise we need to gain,
or the amount of work-hours we have to spend.

Sometimes the costs of a replication study are so high that it is not feasible to
replicate the study (e.g., access to the required population would take decades
or more money than is available). That the cost of a study can preclude
replication is represented by the negative arrow costs → replication in Figure
2.1. When a study is feasible, we can usually spend resources to improve
the quality of the replication and increase the reduction in uncertainty. This
can be done for instance by recruiting more participants to increase statistical

7As long as uncertainty after replication is marginally independent of replication value,
uncertainty after replication will simply introduce positive noise at random every time repli-
cation value is used to predict expected utility gain. The average positive shift is cancelled
out if we consider only the rank-order of these variables. All we are left with then is noise
due to random variation in the effect size Replication → Uncertainty after replication across
claims. This random noise will tend to distort the rank-order of expected utility gain relative
to the rank-order of replication value across claims, making replication value a less reliable
estimator of expected utility gain. However, since the noise is random it will not bias the
rank-order estimates in any particular direction.
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power, or by conducting more extensive pilot work to validate measures and
perform manipulation checks. This is represented by the negative arrow from
costs → uncertainty after replication in figure 2.1.

Once we take costs and the ability of the replication to reduce uncertainty
into account in our study selection strategy, we can consider not only the
maximum increase in expected utility that could be gained (replication value)
but also the predicted increase in expected utility after performing a specific
replication study. In utility theory, this idea is called the expected value of
sample information (Clemen, 1996): How much will the expected utility of our
decisions based on claims increase if we add the results of a replication study
to our scientific knowledge? All else equal, we would replicate the claims where
expected utility increases the most following replication.

In the following sections we will discuss the possibility of estimating replica-
tion value quantitatively, and we consider some practical challenges of using
replication value as a tool for choosing a study to replicate from among several
candidates. For simplicity, we will omit considerations of costs in this dis-
cussion, and we will assume that rank-order replication value is an unbiased
estimator of rank-order expected utility gain (i.e. we assume that replication
value is independent of the size of the causal effect replication → uncertainty
after replication, in the model in figure 2.1).

2.4 Quantitative formulas for estimating repli-
cation value

Starting from the model defined in the previous section, we argue that it is
both possible and desirable to develop quantitative formulas for estimating
replication value. Formula values can be used as a basis for formalized repli-
cation study selection procedures (e.g., Pittelkow et al., 2020). A formalized
procedure means the steps that together describe how selection between candi-
date studies will be performed are clearly defined and standardized (e.g., “the
n studies with the highest replication value based on formula Y will be chosen
for replication”). Such procedures are transparent about how studies will be
selected. They can hence be applied consistently to all candidate studies. Dif-
ferent stakeholders might disagree on which selection procedure would be the
most valid or efficient. However, a transparent and formalized decision process
should at least make it easy to identify sources of disagreement, and make it
possible to resolve disagreements by modifying the replication value formula
or selection procedure. Finally, because quantitative estimates of (rank-order)
replication value are easier to derive than evaluations based on qualitative re-
view of the literature supporting a claim, study selection procedures based on
quantitative estimates of replication value can be applied even in cases where
the number of replication candidates makes qualitative evaluation unfeasible.
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To quantify replication value we first need to operationalize the value and un-
certainty of original claims before replication. This will be challenging, as value
and uncertainty are both multi-faceted constructs (much like “intelligence” or
“socioeconomic status”), whose state likely depends on a combination of sev-
eral observable variables. In addition, since value is subjective, the value of
a claim (and, by extension, the replication value of the claim) will depend on
who is doing the evaluation. Resolving these measurement problems is beyond
the scope of this paper. Here we simply suggest a few quantitative variables
that are highly likely to be related to value and uncertainty in many contexts.

The scientific and societal impact of a claim are widely considered to be impor-
tant indicators of the claim’s value (Isager, 2018; of Arts and Sciences, 2018;
Mueller-Langer et al., 2019). Quantitative indicators of value might there-
fore include citation counts (Aksnes et al., 2019; Lewandowsky and Oberauer,
2020), Altmetric Attention scores (Bornmann, 2014), journal impact indica-
tors (Garfield, 2006; but see Oh and Lim, 2009), best paper awards, citation
by textbooks or clinical guidelines or public policy, reviewer ratings of impor-
tance and novelty, etc.8 An operationalization of value could also include a
utility function to represent subjective value.

Quantitative indicators of uncertainty before replication could include sample
size (Fraley and Vazire, 2014), Bayesian posterior belief or Bayes factors (Field
et al., 2019; Hardwicke et al., 2018), number of prior replications (Matiasz
et al., 2018) prediction market ratings of replicability (Dreber et al., 2015),
variance of effect estimates, statistical power of existing studies of the claim,
prevalence of reporting errors, statistical bias estimates, etc.

Once it has been decided how to operationalize value and uncertainty before
replication, we will need to decide how to combine these two indicators into
an overall estimate of the replication value of a claim. Following our model,
which is based on decision theory, the two terms should be multiplied (see the
structural equation for replication value in figure 2.2).

As a purely hypothetical example, suppose we operationalized the value of
the claim as a concave utility function of the Altmetric Attention score of the
paper the study is published in, and uncertainty before replication as a function
of the probability given by a prediction market that the claim will replicate.
The replication value based on these parameters could then be calculated as:

𝑅𝑉 = 𝑓(𝐴𝑙𝑡𝑚𝑒𝑡𝑟𝑖𝑐) × (1 − 2|0.5 − 𝑃𝑃𝑀 |)
8Note that impact metrics are not part of the value construct as such. Increasing the

citation count or Altmetric Attention score associated with a claim does not necessarily
make the claim more valuable. Such indicators are only valid for measuring value to the
extent that we tend to cite valuable claims more often than less valuable claims. Ideally we
would quantify indicators that are more directly related to value, such as the importance of
the claim for scientific theory, or the amount of human suffering that could be reduced by
policy based on the claim.
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where 𝑅𝑉 is the replication value, 𝑓(𝐴𝑙𝑡𝑚𝑒𝑡𝑟𝑖𝑐) is a concave function of the
Altmetric Attention score, 𝑃𝑃𝑀 is the probability that the claim will replicate
given by the prediction market, and the function (1−2|0.5−𝑃𝑃𝑀 |) is a transfor-
mation of the prediction market probability that the claim will replicate. The
transformation is needed to create a measure of uncertainty before replication
that equals 1 when the prediction market is completely certain either that the
study will replicate (𝑃𝑃𝑀 = 1) or that the study will not replicate (𝑃𝑃𝑀 = 0),
and that equals 0 when the prediction market is maximally uncertain about
the replicability of the study (𝑃𝑃𝑀 = 0.5). Indicators might often need to
be transformed to behave in line with the definitions of value, uncertainty be-
fore replication and replication value given by the model presented here. For
additional examples of how replication value could be quantified, consult the
supplementary “RV formula” documents on OSF (https://osf.io/asype/).

Several existing quantitative procedures for selecting studies for replication
could be viewed as special instances of the model proposed in this paper,
given a few additional assumptions. For example, quantitative comparison of
replication candidates based on Bayes factors proposed by Field et al. (2019)
could be considered an application of our model in which uncertainty before
replication is operationalized in terms of Bayes factors and value is assumed
to be constant across claims. In other words, this strategy assumes that all
candidate claims are equally valuable, and only uncertainty ought to influence
replication value estimates.

Conversely, proposed approaches that rely on citation metrics and other indi-
cators of impact to guide replication study selection (e.g., Makel et al., 2012)
could be considered an application of our model that operationalizes value in
terms of impact indicators and holds uncertainty before replication constant.
In other words, these approaches assume that all candidate claims have an
equal degree of uncertainty before replication, and only the value of the claims
should influence replication value estimates.

Researchers, journal editors and funding bodies may choose different quantita-
tive operationalizations because their priorities differ. For example, a funding
body that wants to support practical applications of claims may opt to quan-
tify value as the number of patents or clinical interventions generated based on
the knowledge considered. Furthermore, the same funding body might change
their definition of value based on context. They may adopt one definition for
funding instruments that support practical applications, and another for fund-
ing instruments that support basic research. Thus, we can acknowledge that
the exact determination of replication value is subjective and changes based
on the context and goals of the research, and still adopt a formalized approach
to replication study selection.

Finally, we should note that it is wise to combine quantitative estimation and
qualitative evaluation during study selection. First, many factors that deter-
mine the uncertainty and value of a claim cannot easily be quantified, such
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as concerns about questionable research practices used in the original study,
or the importance of a certain observational fact for a theory. However, such
factors can be qualitatively evaluated by the replicating researcher and inform
the decision as to whether a study is worth replicating. Second, replication
value does not, by definition, consider if and what kind of replication study
would reduce uncertainty about claims from the original study. However, the
replicating researcher will of course want to consider factors related to the ef-
fect of replication on uncertainty after replication. For example, it is important
to consider whether the original study design is of sufficient quality so that
a replication of this design will be informative. Because qualitative assess-
ment tends to be more time-intensive than quantitative estimation, we expect
that two-stage selection strategies will be most efficient, in which quantitative
replication value formulas are used to create a manageable list of promising
candidates that can then be qualitatively evaluated before a candidate is cho-
sen for replication. In fact, selection strategies based on a mix of quantitative
and qualitative information have already been proposed (Field et al., 2019;
Pittelkow et al., 2020).

2.5 Challenges and limitations

Throughout this article we have assumed that the goal of replication research
is to maximize gain in expected utility of claims through replication. However,
utility maximization is not always the goal of replication. Consider the Repro-
ducibility Project: Psychology, the goal of which was to accurately estimate
the overall replication rate of empirical findings published in flagship psychol-
ogy journals (Open Science Collaboration, 2015). This goal is not reconcilable
with the decision model we outline here. Accurate estimation of replication
success rates depends on random sampling of studies from the target popula-
tion (Kuehberger and Schulte-Mecklenbeck, 2018). Selecting studies based on
replication value prevents random sampling of studies and introduces selection
bias by design. In other words, the usefulness of the model proposed herein –
as well as any specific study selection strategy derived from it – is strictly lim-
ited by the goal we have assumed. Researchers aiming to reach different goals
will consequently need different decision models and different study selection
strategies.

Assuming that the goal of replication is utility maximization, three primary
challenges in using replication value for study selection are (1) deciding what
information is relevant for measuring value and uncertainty before replication,
(2) combining this information into a single judgement about replication value,
and (3) evaluating the validity of this approach for estimating expected utility
gain. We know from the literature that multiple sources of information can be
used to evaluate value and uncertainty before replication. Some factors feature
more commonly than others, such as citation count as an indicator of value,
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and the width of confidence intervals around effect sizes as an indicator of
uncertainty before replication (Isager, 2018). We need to investigate whether
such factors are valid measures of value and uncertainty before replication in
different replication contexts. For example, confidence intervals may not be
valid measures of uncertainty when we suspect that data have been selectively
or fraudulently reported. Citation impact may be a more valid measure of
value in some research fields than in others. Furthermore, in most cases, the
use of field-weighted citation counts might be preferable to absolute citation
counts (Purkayastha et al., 2019).

Researchers may legitimately disagree which variables should be used to mea-
sure value and uncertainty before replication and what functional form should
be used to combine these into an estimator of replication value. We should
expect that some factors are more relevant in some fields than others. Thus,
another important challenge to implementing algorithms for study selection
is to identify which factors are most relevant given a particular research field
or context, and which kinds of studies ought to be prioritized for replication
in particular research fields. As one example, Heirene (2020) proposes factors
(e.g., clinical impact) and replication targets (e.g., studies evaluating novel in-
terventions or screening procedures) that are particularly relevant within the
field of addiction research. Identifying and explicating such contextual fac-
tors will likely be an important precondition to formalized replication study
selection in any scientific field.

Once we have decided how we want to operationalize value and uncertainty
before replication and combine these to define replication value, we need to
verify that replication value is a valid and reliable measure of expected utility
gain. In other words, we need to make sure that replicating the studies with
the highest estimated replication value consistently causes us to maximize
the expected utility of our replication efforts. Partly, this depends on valid
operationalizations of value and uncertainty before replication. However, we
also need to know whether replication value alone is sufficient to estimate
expected utility gain, or whether the other causal determinants of expected
utility gain – costs and effect of replication on uncertainty after replication –
must be measured as well. It is, for example, possible to have a valuable and
uncertain claim for which a replication will do nothing to reduce uncertainty.
Suppose that our uncertainty about a claim stems primarily from the low
quality of the original research design used to test that claim, which would
presumably be repeated in the replication. In such a case replication value
becomes a poor predictor of expected utility gain since replication of a low-
quality study design would not reduce our uncertainty about a claim much,
regardless of what the replication value of the claim is.

Any operationalization of replication value will require validation. At the very
least, we should make sure that our assessment strategy will often indicate
a high replication value for claims that we are intuitively confident would
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be worth replicating, and a low replication value for claims we are intuitively
confident would not be worth replicating. More severe validation studies would
certainly be desirable, though we are not at present sure what such studies
would look like.

In practice, we might also want to entertain the idea that quantitative esti-
mates of replication value could be “gamed” to achieve goals not in line with
maximizing utility of existing research. Consider a funder who, based on the
example formula presented in section 4, sets a threshold replication value that
must be achieved before a replication study will receive funding. A team of
researchers who have already decided on a study to replicate, and are not inter-
ested in exploring alternative candidates, might attempt to artificially inflate
the replication value of the original study to meet the funder’s criterion. For
example, the researchers could add links to the original study in blog- or social
media posts to increase the Altmetric score of the article. Or they could try to
influence the opinions of the prediction market that assigns the value of 𝑃𝑃𝑀 .
Such practices would almost certainly compromise the validity of replication
value estimates for predicting expected utility, in a very similar way to how
p-hacking compromises the validity of the p-value as an inferential statistic.

Finally, a decision-theoretical approach to study selection could be extended
to include higher level questions such as whether resources are best spent on a
replication study or a novel study, or even which research lines should be pri-
oritized given limited resources. A fully developed decision-theoretical model
of study selection should allow us to consider the utility of different potential
research activities, such as measurement validation, examining computational
reproducibility, testing the generalizability of findings, or studying a novel the-
oretical prediction. The model we propose is a component of such a full model
of study selection, focusing on a specific decision, and does not currently assist
researchers in other types of decisions that need to be made.

Replication value can only be used to evaluate a number of replication candi-
dates relative to each other. It cannot be used to evaluate whether a replication
of an existing study would be more useful than a novel study. Deciding be-
tween a replication study and a novel study would require resolving important
questions about the goal of data collection, about the factors that determine
the importance of a novel research question, and about ways to quantify the
uncertainty about a novel theoretical prediction. Although such decision pro-
cesses occur in practice (e.g., at CERN where only a small set of all possible
research questions can be empirically examined in the Large Hadron Collider),
quantifying the value of novel research questions is itself a big (but possibly
valuable) challenge for future research.

Similarly, replication value can only be used to maximize utility within the set
of replication candidates under consideration. It can be used to guide decisions
about which candidate in the set to replicate but it does not necessarily help us
select a good set of studies to select from, which can limit our ability to achieve
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the goal of utility maximization. For instance, if a candidate set consists
entirely of the least valuable claims in a research field, maximizing expected
utility would likely be better achieved by picking a new set than by selecting
for high replication value claims within the set. Thus, the choice of candidates
to compare places an important practical constraint on the usefulness of study
selection strategies based on replication value.

2.6 Conclusion

Assuming that many claims are in need of replication, but resources for con-
ducting replication studies are limited, we need to decide which claims to
replicate first. For situations when the goal of replication study selection is to
maximize the expected utility gain of the replication effort, we propose that
several pieces of information are crucial for making this decision - the value
of having knowledge about the research claim, the uncertainty of our current
knowledge about the claim, the ability of the replication to reduce uncertainty
(replication quality), and the costs of conducting the replication. These fac-
tors are frequently considered both in theoretical discussions of replication
study selection, and during actual study selection in replication projects. Us-
ing well-known concepts from the framework of utility theory, we propose a
general decision model for study selection in replication research, and a formal
definition of replication value. We also suggest ways in which quantitative
formulas could be derived from this definition and used to generate formalized
study selection procedures.

Our decision model should be helpful for anyone who wishes to maximize the
expected utility gain of replication efforts under resource constraints, includ-
ing individual replication-oriented researchers and labs (e.g., Feldman, 2021),
large-scale collaborations with limited resource capacities (e.g., Paris et al.,
2020), replication funders with limited grant resources (e.g., NWO, 2019), and
metascientists in the business of developing formal study selection strategies
(e.g., Field et al., 2019). In general, we believe that our model will be help-
ful in structuring the discussion of how replication studies should be selected,
because it makes our assumptions about the function and goal of replication re-
search clear and explicit. Clear assumptions, in turn, make it easier to explain
and identify sources of disagreement about how a certain quantitative metric is
expected to work, which should make future discussion about study selection
strategies more productive. Thinking clearly about the value of replication
studies should also help individual researchers to more clearly formulate why
they are replicating a study, even when their approach to study selection is not
as formal as what we propose here. We hope that our model can be used as a
foundation for creating concrete study selection procedures that will enhance
the transparency, consistency, and efficiency of future replication research.
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Chapter 3

Test validity defined as
d-connection between
target and measured
attribute: Expanding the
causal definition of
Borsboom, Mellenbergh &
van van Heerden1

3.1 Introduction

Borsboom et al. (2009) give the following general definition of test/measurement
validity: “Validity is a property of measurement instruments that […] codes
whether these instruments are sensitive to variation in a targeted attribute”
(Borsboom et al., 2009, p. 135). A formalized definition is offered by
Borsboom et al. (2004; henceforth BMH), who state that “A test is valid for
measuring an attribute if (a) the attribute exists and (b) variations in the
attribute causally produce variation in the measurement outcomes” (BMH,
p. 1061). The latter definition implies that a measure can only be valid when

1This chapter has been made available on PsyArXiv as Isager, P. M. (2020, September 28).
Test validity defined as d-connection between target and measured attribute: Expanding the
causal definition of Borsboom et al. (2004). https://doi.org/10.31234/osf.io/btgsr
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the attribute of interest is a cause of measurement outcomes. However, it
is not clear from BMH why valid measurement should be restricted to this
specific causal scenario.

This article argues that variations in an attribute need not causally produce
variation in the measurement outcomes in order for the measurement instru-
ment to be “sensitive to differences in the attribute”. It is enough that the
measure and the attribute are d-connected, which we can acknowledge by
modifying the definition offered by BMH. What follows is an outline of such
a modified definition, as well as a discussion of which simple causal scenar-
ios can be considered valid measurement. For simplicity, the term measured
attribute will be used as a general term for referring to a “test”, a “scale”, a
“measurement tool”, a “measurement instrument”, or any other term refer-
ring to an observed variable that is used to estimate the values of a latent (or
unmeasured) target attribute.

3.2 D-connection definition of test validity

Definition: A measured attribute is valid for measuring a target (unmea-
sured) attribute if (a) the target attribute exists and (b) if the target attribute
is d-connected to (i.e. not d-separated from) the measured attribute, such that
variation in the measured attribute is statistically associated with variation
in the target attribute (for a definition of d-separation, see Pearl, 2009, def-
inition 1.2.3; Hernán and Robins, 2020, fine point 6.1). In other words, a
measurement instrument is valid if, in the true causal graph, there is an “open
path” between the instrument and the attribute that we want the instrument to
measure.

D-connection between target attribute and measured attribute ensures that
the instrument either gives us information about what has happened to the
target attribute in the past, or about what is going to happen to the target
attribute in the future. This proposed modification of BMH’s definition has
substantial implications for when a test would be considered valid for mea-
suring an attribute. Importantly, validity is no longer restricted to situations
where the measured attribute is caused by the target attribute. Valid mea-
surement would also include cases where the target attribute is caused by the
measured attribute, cases where measured and target attribute are not in a di-
rect causal relationship but share a causal ancestor, and cases where measured
and target attribute share a causal descendant that is conditioned on.

The rationale for preferring this d-connection definition over BMH’s definition
goes as follows: Criterion (b) in BMH’s definition clearly implies that mea-
surement involves gaining information about the values of one variable (the
target attribute) by observing the values another variable (the measured at-
tribute). Such information gain is possible when the target attribute causes
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the measured attribute. However, it is also possible in all cases where the
target attribute is d-connected to the measured attribute. If there is no other
justification for criterion (b) in BMH’s definition, then we should relax this cri-
terion to allow as valid all causal scenarios where observation of the measured
attribute yields information about the target attribute.
The following sections discuss six basic examples of valid and invalid measure-
ment according to the d-connection definition of validity. After this follows
a consideration of why one might prefer measured attributes that adheres to
BHM’s definition, even if d-connection is considered the fundamental crite-
rion for measurement validity. Finally, example statements from BMH are
discussed where the d-connection definition leads to radically different conclu-
sions.

3.3 Examples

3.3.1 Target attribute A causes measured attribute M

Target attribute A and measured attribute M are d-connected when A is
a causal parent of M (see figure 1A). In this case, variation in M gives us
information of what happened to A in the past. This situation is what is
covered in the definition given by BMH and is perhaps the most typical causal
scenario for measurement instruments in many sciences. As an example, an
MRI scanner can act as a measure of the spatial distribution of neural activity
because it is sensitive to blood flow/oxygenation in various regions of the brain.
It is a valid measure of neural activity in regions of the brain because neural
activity A has a causal effect on blood flow M in the same region.

3.3.2 Measured attribute M causes target attribute A

A and M are also d-connected when M is a causal parent of A (see figure
3.1B). In this scenario, variation in M gives us information about what will
happen to A in the future. As an example, consider a company that wants
to hire applicants that will perform well in their job. The company does not
know what the applicants’ future job performance A will be, but they do have
access to the applicants’ past work experience M. If past work experience has
a causal effect on future job performance, then M is a valid measure of A in
this case.
Note that the example above would not be considered a case of valid measure-
ment according to BMH’s definition of validity, since variation in the target
attribute “future job performance” does not causally produce variation in the
measured attribute “past work experience”. We return to this discrepancy
between the d-connection definition and BMH’s definition in the discussion.
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Figure 3.1: Causal models for various valid (1A-1D) and invalid (1E-1F) mea-
surement scenarios. A = target attribute, M = measured attribute, U =
unmeasured non-target attribute, S = shared causal descendant. The square
in panel D indicates that S is being conditioned on. Blue coloring of M in
panel 1A to 1D indicates that M is a valid measure of A. Orange coloring of
M in panel 1E and 1F indicates that M is an invalid measure of A.
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3.3.3 Target attribute A and measured attribute M are
both caused by some third attribute U

M can be a valid measure of A even when there is no direct causal relationship
between M and A. One example of this is when M and A share a causal
parent U (see figure 1C). In this case, M gives us information about what
happened to U in the past. Information about what happened to U in turn
gives us information about what will happen to A in the future, since U causes
A. As an example, consider again the company that wants to use past work
experience M to predict future job performance A. However, in this scenario
there is no direct relationship between past work experience and future job
performance. Both are simply caused by the applicants’ education U. However,
past work experience M is still valid for measuring future job performance A
since past work experience M is an indicator of the education U an applicant
has received, which in turn is an indicator of their future job performance A.

3.3.4 Target attribute A and measured attribute M both
cause some third attribute S that is conditioned on

Another example of when M is valid for measuring A - even when there is no
direct causal relationship between them - is when M and A both have a causal
influence on some shared descendant variable S, and we condition on S before
using M to measure A (see figure 3.1D). This is also known as conditioning in
a collider (Rohrer, 2018). In causal modeling terms, the variable S in figure 1
is called a collider variable (Pearl et al., 2016). Variables on the path on either
side of a collider are d-separated from each other (Pearl, 2009, definition 1.2.3)
unless they are conditioned on. When S is conditioned on, the marginally
blocked path becomes unblocked (Pearl et al., 2016). In general terms, we use
the combined knowledge of the values of M and S to reason back to what A
must likely have been.

As an example, suppose we intend to use a person’s height M as a measure of
their hand-eye coordination skills A. In the general population these attributes
are unrelated. However, suppose we restrict our measure to professional bas-
ketball players in the Women’s National Basketball Association (WNBA). In
this case, we know that both good hand-eye coordination and being tall are
important for performing well enough in basketball to play in the WNBA.
Thus, WNBA players either have good coordination skills, are tall, or both.
Women who are neither tall nor particularly sleight of hand will very likely not
make it into the WNBA. Thus, if we observe a shorter-than-average WNBA
player we can infer that they must likely have better-than-average hand-eye
coordination to make up for their height disadvantage. Otherwise, they would
not have made it into the WNBA. Consequently, height M is a valid measure
of hand-eye coordination A conditional on being a WNBA player S (assuming
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the causal relationships described above are true).

Valid measurement is not restricted to the examples above. Any causal sce-
nario in which A and M are d-connected (assuming A exists) represents a
scenario where M is a valid measure of A.

3.3.5 Invalid measurement

Invalid measurement occurs whenever the target attribute A does not exist,
since a measured attribute M cannot be d-connected to a non-existing target
attribute. Invalid measurement also occurs in situations where A exists, but
A and M are d-separated. This happens, for example, when M and A have no
direct causal relationship and do not share any causal ancestors or descendants
(figure 3.1E), and when A and M share a descendant which is not conditioned
on (figure 1F).

Suppose again that we are using height to measure hand-eye coordination, but
we are not conditioning on any common outcome S. In that case, M would
contain no information about A and would not be a valid measure of A. In
other words, whether a measurement instrument is valid depends not only on
properties of A and M, but also on properties of all variables that play a part
in the d-connection between A and M. This holds even if we assume BMH’s
more restrictive definition of test validity, since we can obviously alter the
context of measurement to manipulate whether variation in target attribute A
will causally produce variation in measured attribute M (e.g. by conditioning
on mediating variables).

3.3.6 Measuring target attribute scores vs. measuring the
effect of treatment on the target attribute

Although the d-connection definition of validity allows several causal scenarios
to be considered valid measurement, there may be good reasons to prefer
measurement tools where A causes M.

One reason is that the validity of a test depends on whether the goal of the
test is to predict target attribute values, or to detect change in the target
attribute as a function of some treatment. In all scenarios in figure 3.1, we treat
measurement as synonymous with prediction. The goal is to observationally
estimate (or “measure”, or “predict”, or “gain accurate information about”)
the true values of A. Given that the causal model is true in each case, M will
be valid for estimating A in figure 3.1A-D.

However, suppose we are conducting a randomized experiment where we want
to measure the causal effect of some treatment T on attribute A. Our target
attribute of interest is no longer A per se. Rather, we want to measure change
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Figure 3.2: Measurement validity when the goal is to measure change in an
attribute as a function of a given change in treatment. A = attribute, M =
measured attribute, T = treatment, 𝑓(T) = change in attribute as a function
of treatment. Blue coloring of M in panel 2A indicates that M is a valid
measure of A. Orange coloring of M in panel 2B indicates that M is an invalid
measure of A.

41



DECIDING WHAT TO REPLICATE

in A with respect to changes in T. In technical terms, we want the form of
the function 𝑓(T) in the structural equation that determines A, 𝐴 = 𝑓(𝑇 , 𝑈),
where U is all unmeasured causes of A that are either experimentally controlled
or randomized between groups in our experiment. For example, in a linear
model we would want to know the value of the direct effect of T, 𝛽𝑇 , in the
linear structural equation for A, 𝐴 = 𝛽𝑇 + 𝜖.
Figure 3.2 displays the same causal models for the relationship between A and
M as figure 3.1A and 3.1B (see figure 3.2A and 3.2B respectively), but now
shows what happens if our target attribute is changed to 𝑓(T). In figure 2A
our measured attribute M is still valid since it remains d-connected with 𝑓(T).
However, in figure 3.2B, even though M is d-connected to A, it is no longer
d-connected to the target attribute 𝑓(T) and ceases to be a valid measure. As
an example, imagine an employer who wants to know the effect of a training
program T on future job performance A. The employer has access to infor-
mation about employee’s past work experience M, and she knows that work
experience is a cause of future work experience. In that case, past work expe-
rience M is a valid measure of future job performance A. However, M is not
valid for measuring the effect of the training program T on performance 𝑓(T).
Regardless of how efficient the training program T is, it cannot change the ap-
plicant’s past work experience M, so M is completely insensitive to the effect
of the training program 𝑓(T), and consequently it is insensitive to changes in
A following change in T.
The advantage of a measurement instrument caused by the target attribute
(A→M) is that M will be d-connected to both A and any treatment effect
𝑓(T) on A (figure 2A). Thus, M will remain valid regardless of whether our
goal is simple prediction of A or testing the effect of some treatment T on A.
We can always use the principle of d-connection to determine if M is a valid
measure. However, when A is not a cause of M we need to be very conscious
about what target attribute we are interested in measuring.

3.3.7 Using a measured attribute for conditioning on a
target attribute that is a confounder.

Causal scenarios of the form A→M are also superior to other types of valid
measurement when we want to estimate a causal effect (X→Y ) and A is a
confounder which we need to condition on to accurately estimate the causal
effect of X on Y. In this case, a measured attribute M can be used to (par-
tially) block open paths through A, but only if M is a causal descendant of A
(Greenland and Pearl, 2014).
Figure 3.3 demonstrates the issue of using a measured attribute to condition
on a target attribute in two different causal scenarios. Suppose we want to
know if people who attend a job training program X increase their job per-
formance Y, and that this effect is confounded by job performance before

42



DECIDING WHAT TO REPLICATE

Figure 3.3: Measurement validity when the goal is to utilize the measurement
for conditioning on a confounder. A= confounding variable for the relationship
X→Y, M = measured attribute, X = cause, Y = outcome. Square nodes
represent those nodes that are (partially) conditioned on by conditioning on
M. Blue coloring of M in panel 3A indicates that M is can (partially) block the
confounding path between X and Y through A. Orange coloring of M in panel
3B indicates that M is not valid for blocking the confounding path through A.
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training A. For example, people who already perform well at their job may
be more likely to both attend the job training program, and to perform well
at their job in the future. Suppose we cannot observe employee pre-training
job performance A directly. However, we have access to supervisor ratings
of pre-training performance M (figure 3.3A). If performance A is a cause of
ratings M and we condition on M, we will at least partially condition on A
and block (some of) the back-door path between X and Y. Contrast this with
using past work experience M as a measure of pre-training job performance
A (figure 3.3B). In this case we are no longer using a causal descendant of A
as the measured attribute. Thus, even if M is valid for measuring A accord-
ing to the d-connection definition, M cannot be used to condition on A and
block the back-door path between X on Y. Whether this ability to condition
on the target attribute should be a required property of a valid measurement
instrument is left as an open question here. If one were to argue for this, one
would then have to admit that the goal of measurement is no longer simply to
construct instruments that “are sensitive to variation in a targeted attribute”
(Borsboom et al., 2009).

3.4 Points of similarity and divergence between
BMH and the d-connection definition of va-
lidity

In terms of philosophical foundations, the d-connection definition of test va-
lidity is identical to the definition of test validity offered by BMH. Validity is
still considered to be a concept within the domain of ontology (as opposed to
epistemology). Validity is still considered entity separate from reliability and
measurement bias (however, zero reliability does imply no validity because a
completely unreliable measure implies d-separation. I.e., variance in a com-
pletely unreliable measure cannot, by definition, be sensitive to variance in
the attribute). Existence of the target attribute, and the causal relationship
between target and measured attribute, are still the fundamental criteria used
to determine validity. Finally, several issues raised by BMH are equally appli-
cable to the d-connection definition, such as the distinction between intrain-
dividual and interindividual measurement structures, and whether validity is
best thought of as binary (true/false) or continuous entity.

The only difference between BMH’s definition and the d-connection defini-
tion is whether validity holds only when the target attribute is a cause of the
measured attribute, (A→M), or whether validity holds under any d-connected
relationship between target- and measured attribute. Still, this one modifi-
cation of the definition leads to very different conclusions about validity in
several scenarios discussed by BMH.
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As one example, consider the dissatisfaction of BMH with the statement by
Guilford (1946) that “a test is valid for anything with which it correlates”.
BMH argue that “… the likelihood of encountering zero correlation in real life
is exceedingly small, and especially in the social sciences, everything tends to
correlate with everything (Meehl, 1978). Therefore, the upshot of any line of
thinking that sees correlation as a defining feature of validity is that everything
is, to some degree, valid for everything else. This absurdity does not arise
in a causal theory because it is not the case that everything causes everything
else.” (BMH, p. 1066). In contrast, the d-connection definition of test validity
is in practice closely aligned with the statement by Guilford (1946). However,
Guilford’s statement does not suffice as a definition of test validity. A test “is
valid for anything with which it correlates” only if the correlation is caused by
d-connection between the test and the target attribute, and not by statisti-
cal noise or violation of causal identifiability conditions (Hernán and Robins,
2020). In addition, a test can be valid for measuring attributes with which the
test does not correlate. One example of such a case is BMH’s example of me-
ter stick measurements of rods of equal length. Another is when the measure
and attribute are strongly but non-linearly related (e.g., a measured attribute
M whose structural equation is the sine of A). In general, since validity is a
statement about ontology (i.e., about causal processes in the real world), the
language of causality must always be invoked to explain why correlation is
(sometimes) an indication of valid measurement.

As another example of when the d-connection definition deviates from BMH,
consider BMH’s’s statement that “Height and weight correlate about .80 in the
general population, but this does not mean that the process of letting people
stand on a scale and reading off their weight gives one valid measurements
of their height”. According to the d-connection definition, weight is a valid
measure of height in this scenario, so long as height exists and is d-connected
with weight. That is, so long as we can establish a d-connection relationship
as the source of the correlation between height and weight, either will be a
valid measure of the other. Some may object that we could easily imagine
scenarios where a change in weight implies no change in height. If we run
Mike Teavee through the taffy puller, he will become taller without gaining
any weight. However, this is equivalent to imagining an intervention on height
and wanting to know the effect of that intervention, which we can account
for using the d-connection definition. If height A and weight M are both
caused by common genes (U ; see figure 3.1C), then weight is not valid for
measuring a treatment effect 𝑓(T) on height. However, weight is still valid for
measuring raw scores of height in the population. If you know how much a
person weighs, you have (imperfect) information about how tall they are, even
if some members of the population have been run through the taffy puller.

Finally, consider the statement made by BMH that in formative models “the
observed indicators are not considered to be causally affected by the latent
variable but, rather, to cause such a latent variable. In this case, it is diffi-
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cult to see how these observed indicators could be conceptualized as measures
of the attribute in question because the arrows between the attribute and the
observations run in the opposite direction” (BMH, p. 1069). According to the
d-connection definition of test validity, observed indicators are valid measures
of target attributes in both latent variable models (figure 3.1A) and formative
models (figure 3.1B). To appreciate why this makes sense, consider an extreme
case where we know the exact structural equation that assigns values to a for-
mative target attribute, and we have accurately measured all causal parents
that enter into this equation. For example, many happily measure out 500
grams of sugar using a measuring cup, even though volume is a causal deter-
minant of mass. We can do this because we know that mass equals volume
times density, and we trust that the density of sugar is roughly accounted for
by the scale printed on our measuring cup. In this case we can calculate values
on our target attribute (weight of sugar in the cup) with near perfect certainty
using only one measured cause of the attribute (volume of sugar in the cup)
and an additional measurement assumption (sugar density is a constant that
is corrected for). Surely this estimation procedure can still be considered a
valid measure of the target attribute.

Note that in all the examples just mentioned, the d-connection definition is still
in line with the more general definition of validity offered in Borsboom et al.
(2009). That is, a measurement is “sensitive to differences in the attribute” as
long as the measured and target attribute are d-connected.

3.5 Implications of accepting the d-connection
definition of validity

Before accepting a d-connection definition of test validity, consider some of
the stranger implications of the d-connection definition of test validity. The d-
connection definition suggests that there is no substantive difference between
terms such as “measure”, “estimate”, “predict”, “determine”, and “compute”.
It implies that we can measure what has not yet happened (unless one argues
that what has not happened does not exist and, by extension, does not meet
the requirement that the target attribute must exist). It also implies that a
measurement instrument can be valid even if there is no direct causal path
between the instrument and the attribute it purports to measure.

The d-connection definition requires no particular causal proximity be-
tween measured and target attribute. The causal path from the target
A to the measured attribute M may include any number of mediators
(e.g. A→B→C→D→E→M). Causal proximity is still important for measure-
ment because a long mediating path implies many sources of error, which is
important for measurement reliability. But causal proximity does not factor
into whether a measurement is considered valid or not. In addition, the d-
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connection definition does not contain an explicit requirement of quantitative
structure, and it is therefore somewhat detached from the classical conception
of measurement utilized in the physical sciences (Michell, 2003).

The reader must critically evaluate whether these implications are acceptable.
Based on my personal experience discussing these ideas with colleagues, I
suspect many will be skeptical. This is good. The goal of this article is not
to argue that the d-connection definition of validity represents the final word
in the debate about what constitutes test validity. Rather, the goal is to add
to that debate by highlighting what seems to be a conceptual issue in BMH’s
framework, and by proposing a modification (d-connection) that would seem to
resolve this issue. Whether this modification is sensible or presents conceptual
issues of its own remains a topic for discussion – the outcome of which will
surely deepen our understanding of test validity even further.
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Chapter 4

Replication value as a
function of citation impact
and sample size1

4.1 Introduction

After close to a century of repeated reminders that replication studies play
an important role in establishing robust scientific knowledge, and following a
number of high-profile replications published in the last decade (e.g., Open
Science Collaboration, 2015; Ritchie et al., 2012; Wagenmakers et al., 2016;
Ranehill et al., 2015; Hagger et al., 2016), researchers from many scientific
disciplines are increasingly calling for a renewed focus on replication research
(Zwaan et al., 2018; Plucker and Makel, 2021; Button et al., 2013; Blaszczyn-
ski and Gainsbury, 2019; Heirene, 2021; Sale and Mellor, 2018; Murphy et al.,
2021). Given the exponential growth of the empirical literature (Bornmann
and Mutz, 2015; Parolo et al., 2015) and the low rates of replication up until
this point (Makel et al., 2012; Mueller-Langer et al., 2019), researchers inter-
ested in conducting replications of original research will often have to choose
which of several replication targets to focus limited resources on. Similarly,
funding bodies have to decide which of several proposed replication efforts to
direct limited grant money towards, and journals that limit the number of
articles they accept for publication might benefit from clearly communicat-
ing which replication studies will be accepted. Given that there will often be
a large number of replication targets to choose from, and assuming we can

1This chapter has been made available on MetaArXiv as Isager, P. M., van ’t Veer, A.
E., & Lakens, D. (2021, August 24). Replication value as a function of citation impact and
sample size. https://doi.org/10.31222/osf.io/knjea
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distinguish which targets would be most useful to replicate, study selection
strategies are needed that will allow stakeholders to transparently discuss and
compare the need for replication of candidate targets.

In response to this need, there has been an increasing interest in developing
quantitative, indicator-based strategies for estimating which targets are most
in need of replication (see Isager et al., 2020, for a review). Proposed quanti-
tative strategies tend to focus on different indicators. Field et al. (2019) base
selection on Bayes Factors, Makel et al. (2012) formulate a selection criterion
based on number of citations, Matiasz et al. (2018) devise a strategy based on
the number of existing replications of the same target, and so on (see supple-
mentary documents in Isager et al., 2020, for additional examples). Common
to all such strategies is that they are all fundamentally measurement instru-
ments. For a quantitative indicator-based strategy to make sense, there must
exist some target attribute (e.g., “replication importance”) that is related to
our replication goals, and that can be quantified in a meaningful way. Fur-
thermore, we must assume that the observed indicator(s) of interest (Bayes
factor, citation count, number of replications, etc.) is somehow a valid and
accurate measure of the target attribute (Borsboom et al., 2004).

So far there has been little formal analysis of the measurement assumptions
underlying proposed study selection indicators. For any given indicator it is
often not made explicit (1) what goal we are working towards, (2) how that
goal is related to the target attribute we are trying to measure, and (3) how
well we are able to measure that target attribute using the proposed indicator.
This makes validation of proposed study selection strategies challenging; it is
difficult to say whether a strategy works as intended if it is not first made
clear how the strategy is intended to work. To examine the quality of a given
indicator-based strategy, stakeholders must therefore specify the goal of repli-
cation, formalize how the goal can be achieved by selecting studies based on
the target attribute(s), and specify the measurement model that connects the
target attribute(s) to our measured indicator(s).

The aim of this article is to address the need for measurement models by
demonstrating how important measurement assumptions could be worked out
and reported for a particular quantitative indicator. We begin by clearly
stating the goal we want our study selection strategy to achieve, and the
target attribute relevant for achieving this goal (which has been worked out
in a previous article, Isager et al., 2020). We then propose a quantitative
indicator to measure the target attribute. As part of this process, we discuss
the various assumptions that must be met for the indicator to work as intended,
and we show how these assumptions lead to observational predictions that let
us test the validity of the proposed indicator. We are not advocating that
the indicator we propose should be used for study selection without further
validation of its usefulness, nor are we claiming that it is superior to already
proposed study selection strategies.
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4.2 The target attribute of replication study se-
lection.

The first step in working out the measurement assumptions of a replication
study selection strategy is to clearly define the assumed goal of the replication
effort. What are we trying to achieve that should lead us to prefer one replica-
tion target over another? Here, we build on the decision model of replication
study selection proposed by Isager et al. (2020). This model proposes that the
ultimate goal of replication study selection is to select the replication target
that, out of all targets considered, will yield the largest gain in expected utility
if replicated. Under certain additional assumptions, expected utility gain can
be approximated by replication value (RV ; see Isager et al., 2020, for a for-
mal definition of the term and outline of important underlying assumptions).
Replication value is a function of the value of having accurate knowledge about
a replication target claim, and our uncertainty about the truth status of the
target claim before it is replicated:

𝑅𝑉 = 𝑓(𝑣𝑎𝑙𝑢𝑒, 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦) (1)

If we further define value as “value of being correct about the truth status of a
claim”, and uncertainty as “the probability of being incorrect about the truth
status of a claim”, then we can express replication value more concretely as
the product of value and uncertainty:

𝑅𝑉 = 𝑣𝑎𝑙𝑢𝑒 × 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 (2)

If we are not willing to define uncertainty in terms of probability, we would
need a different function to relate value and uncertainty. In the remainder
of this article we will assume the definitions of value and uncertainty stated
above, and consequently assume that equation (2) is an appropriate function
for combining value and uncertainty into an expected utility estimate. Ex-
pected utility gain is thus our ultimate target attribute, and replication value
is our proximate target attribute (under the assumption that expected utility
gain can be satisfyingly approximated by equation 2).

4.3 Defining relevant measurement properties.

To create an indicator that is useful for replication study selection, we must
ensure that the indicator is valid for measuring the target attribute, and that
it measures the target attribute in a reliable and unbiased way. To accurately
estimate replication value stakeholders will thus need to find valid, reliable and
unbiased operationalizations of value and uncertainty. Following Isager (2020),
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we consider an indicator to be valid for measuring replication value if (a) the
attribute replication value exists and (b) replication value is d-connected to
the indicator (i.e., the two variables are joined by an unblocked path in the
causal model that describes their true relationship; see fine point 6.1 in Hernán
and Robins, 2020).
Following the APA Dictionary of Psychology, we consider an indicator to be
a reliable measure of replication value if quantitative estimates of replication
value are free of random error (American Psychological Association, 2021b).
For most measurement instruments, complete freedom from random error is
unattainable, and reliability is thus a matter of degree. In practice, we will
have to decide how reliable an indicator should be before we can use it for
replication study selection.
We consider an indicator to be an unbiased measure of replication value if
indicator rank-order estimates do not systematically diverge from the true
rank-order difference in replication value between the claims being considered
(American Psychological Association, 2020; Isager et al., 2020). It matters
less whether absolute replication value is over/under-estimated by the same
amount for all candidates in a set of replication targets, since only relative
rank-order replication value within the set matters for answering “which of
the candidates in this set would I increase expected utility the most by repli-
cating?”. Like reliability, bias is a matter of degree.
The validity, reliability and bias of an indicator combine to form the mea-
surement quality of the indicator (quality is often referred to as “validity” in
practice, but that term refers to something more specific here, Borsboom et al.,
2004). For an indicator of replication value to be useful for replication study
selection, it must have high measurement quality. That is, it must be valid
and reliable and unbiased2.

4.4 Operationalizing an indicator of replication
value.

Many replication value indicators have already been proposed. Of these, most
focus exclusively on either the value- or the uncertainty-side of equation 2.
Some suggested indicators take both value and uncertainty into account (Is-
ager et al., 2020, supplementary materials), but suffer from at least one of two
problems. In some cases, indicators are operationalized in obviously problem-
atic ways. For example, if an indicator uses p-values in their operationalization
of uncertainty (e.g., https://osf.io/x73rk/) it is not possible to differentiate be-
tween ambiguous statistical evidence (high uncertainty) and strong evidence

2Formally, we might say that a high-quality indicator implies high mutual information
(DeDeo, 2018) between expected utility gain, replication value, and the indicator we use to
estimate replication value.
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for the null (low uncertainty. See e.g., Field et al., 2019). In other cases, indi-
cators depend on information that is not easily available in practice (such as
whether the claim studied is considered “surprising”; https://osf.io/v8nkd/).
Indicators that are difficult to calculate will be difficult to use and to validate,
since validation depends on our ability to collect data about the indicator.
For these reasons we here propose a novel quantitative indicator of replication
value rather than analyze an existing indicator. However, we emphasize that
working out the goals and assumptions of already proposed indicators would
also be a highly worthwhile exercise.

We propose to operationalize the value of a claim as a function of the citation
count of the original paper in which the claim is reported. We propose to
operationalize the uncertainty of the claim before replication as a function of
the sample size of the replication target study (or studies). The operationalized
indicator of replication value thus becomes:

𝑅𝑉 = 𝑣𝑎𝑙𝑢𝑒 × 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦
≈ 𝑓(citation count) × 𝑓(sample size) (3)

In what follows, we provide a rationale for the choice of this indicator, define
the functions f(), and discuss known and potential issues related to validity,
reliability and bias.

4.4.1 Citation count as an indicator of value

We define the value of a claim as the stakes involved in decision outcomes based
on the claim. Suppose a mining company is considering whether to establish a
new mine. Research suggests “there is gold in them there hills”. If the claim is
correct and the company chooses to believe it, the new mine will turn a huge
profit. If the claim is false and the company chooses to believe it, the mine
will be a complete waste of resources. Thus, the value of the claim “there
is gold in them there hills” depends on the interaction between the decisions
we make based on the claim and the truth status of the claim, which will
determine the decision outcome. In other words, value is the expected utility
of being correct about the truth status of the claim (relative to the value of
being wrong). Value is usually related to the impact of the claim in science
and society. A claim may be impactful for many reasons. Scientific claims
can be used to build theories and research lines, transform clinical treatment,
guide education, inform public policy, etc. The potential benefits of such
applications of scientific claims will depend on the truth status of the claim.
Consider the claim “naltrexone is an effective treatment for drug craving”. If
true, this could have a huge impact on addiction treatment policy. Because the
stakes are high when applying this claim (e.g., the health and safety of drug
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dependent patients) the value of having accurate knowledge about the claim
is high. Formally, we could treat value as a formative attribute constructed
from multiple forms of impact. Whenever we state that a claim is valuable
we usually mean that the claim has been impactful in one or several ways.
Finding a valid measure of value thus entails operationalizing one or more of
these impact attributes. Stakeholders can differ in how they operationalize
these attributes, depending on what goal(s) they value.

Here we propose to focus on scientific impact, and operationalize impact in
terms of citation count, which is generally considered a valid indicator of sci-
entific impact (Aksnes et al., 2019). Scientific impact can be roughly defined
as the impact of a claim on future research decisions (such as whether to run
a follow-up study, build on a previous finding, etc.). If we can assume that
researchers tend to cite articles as support for important research decisions,
then citation count will be sensitive to variation in value that is caused by
variation in scientific impact (figure 4.1). Based on comprehensive reviews of
the literature on citation behavior (Aksnes et al., 2019; Bornmann and Daniel,
2008) and empirical studies of the relationship between citation count and per-
ceived scientific impact by researchers (Ioannidis et al., 2014; Radicchi et al.,
2017), we consider this assumption to be plausible in many fields of science.
By definition, it then follows that the number of citations of an article is a
valid measure of the perceived value of the claims in that article (Isager et al.,
2020). Citation count also has several other desirable measurement properties.
Its interpretation is relatively straight-forward. A meticulous record of cita-
tion count is kept by many bibliometric sources, which means that reliability
of the count across sources can be studied (Martín-Martín et al., 2018). Bib-
liometric recordkeeping also means that citation counts can be obtained with
little effort in any scientific discipline, which is crucial for being able to utilize
citation count for study selection in practice.

However, citation count is clearly an imperfect indicator of value. First, cita-
tion count is not considered a very good measure of other sources of impact
stakeholders value, such as societal or clinical impact. Impact on these di-
mensions is less likely to generate citations from articles published in scientific
outlets listed in major bibliometric databases (Aksnes et al., 2019; Eck et al.,
2013). Consequently, a traditional citation count metric will likely not be sen-
sitive to variation in value that is caused by variation in these dimensions of
impact (see dashed circles in figure 4.1). When these other sources of impact
are the most important to our overall definition of value, citation count is
going to be a poor measure of value (which, by extension, will lead to poor
estimates of replication value).

Second, even in cases where scientific impact is of primary interest, articles
are cited for a myriad different reasons that need not have anything to do with
the scientific impact of claims put forward in them. Non-relevant influences
on citation count include (but are not limited to) the time of publication, the
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Figure 4.1: Proposed causal relationship between value and citation count (ci-
tation count is outlined by a square to signal it is observable). The figure
can be interpreted as a directed acyclic graph model, where ‘value’ and ‘cita-
tion count’ are d-connected through ‘scientific impact’, and all other variables
act as independent noise factors on this relationship. Yellow-colored variables
represent those we want information about. Dashed circles represent variables
d-separated from ‘citation count’, which we want to but do not have knowl-
edge about. Since they are unmeasured causes of ‘value’ they also act as noise
factors by distorting the relationship between value’ and citation count. Grey-
colored variables represent noise factors that influence citation count* but are
d-separated from value. Additional sources of impact refer to any additional
non-confounding causes of value that we could think of (the unmeasured at-
tributes U traditionally used in causal graph models). Absence of a causal
arrow between any two variables in the model implies the strong assumption
that there is no causal relationship between these variables.
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bibliometric source that is doing the counting, arbitrary citation conventions
within scientific fields, the language in which an article is written, reputation
of article authors, preference for citing personal acquaintances, bandwagon ef-
fects, self-citations to increase academic standing, etc. (Bornmann and Daniel,
2008; Aksnes et al., 2019). To the extent that such factors are independent
of article impact, they act as random noise factors that reduce the reliability
of citation count for measuring scientific impact and value (see grey circles in
figure 4.1).

It is worthwhile to consider whether noise factors could be controlled to in-
crease reliability of the measurement. In some cases this will be challenging.
For example, while it might be possible to classify whether citations occured
due to arbitrary citation conventions, citations would need to be manually
classified for each replication target (though see Nicholson et al., 2021, for
an example of innovations in citation classification). However, three common
and substantial sources of noise could likely be corrected for or held constant
to improve the reliability of citation counts for measuring impact; the age of
the article (Bornmann and Daniel, 2008; Wang et al., 2013), the source of the
citation count (Martín-Martín et al., 2018), and the research field the target
claims are part of (Waltman and van Eck, 2013).

Replication can only increase the expected utility of research decisions that
have not yet been made. Therefore, we specifically want to know the future
scientific impact of a replication target. If citation impact is taken as an indi-
cator of simultaneous scientific impact, it follows that what we are interested
in is the future citation impact of a replication target article. Current total
citation count of an article is a measure of past citation impact, but is likely
predictive of future citation impact (Wang et al., 2019). However, total ci-
tation count is not a useful predictor of future citations as soon as we start
comparing target articles across different publication years, as older articles
have had more time to be cited. As an example, imagine two articles, A and
B, that are both cited exactly 10 times every year. However, at the time of
comparison study A is 3 years old and has a total citation count of 30, while
study B is 9 years old and thus has a total citation count of 90. If we would
use A and B’s total citation count as a linear predictor of their relative future
citation count we will erroneously conclude that B will receive three times as
many citations as A. It is therefore sensible to adjust the two totals for their
respective ages and estimate the yearly citation rate (i.e. the slope, or the
derivative) of article A and B when determining their replication value.

Here we propose to adjust for publication age by simply dividing citation
count by the number of years since the article was published. That is, we
operationalize the value of a claim as the average citations per year of the
paper that claim was reported in. In practice this assumes that past average
yearly citation rate is a good predictor of the future trajectory of citations per
year. This adjustment method works well when the future citation trajectory
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is relatively constant and similar to the past citation trajectory. Figure 4.2A
displays the 50-year citation trajectory for an imagined article. The yellow
line shows the predicted citation trajectory based on summing the citations
from the first 25 years (yellow bars) and dividing by the number of years. As
expected, the prediction of the actual citation trajectory (grey line) is very
accurate.
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Figure 4.2: Simulated 50 year citation rate for two imagined articles. The
yellow bars display the citation rate for the first 25 years in the article’s history.
The grey bars represent the future rate (year 26-50) that we want to predict.
The yellow labeled line displays the predicted trajectory of future citations
based on taking the sum of citations from the first 25 years and dividing by
the number of years. (A) The true citation trajectory is defined as a constant
citation count per year plus random error. The predicted trajectory is a very
good approximation of the true citation rate. (B) The true citation trajectory
is defined as a gamma function of the year since publication plus random error.
The predicted trajectory substantially overestimates the true citation rate.

Adjustment by averaging over age works less well when the citation trajectory
of an article is not constant over time. Figure 4.2B displays a more realistic
50-year citation trajectory (Parolo et al., 2015). In this context, predicting the
future trajectory based on past average yearly citation count leads to a consid-
erable overestimate of future citations. In fact, average yearly citation count
will systematically over- or underestimate the future citation trajectory when-
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ever the trajectory is not converging towards the past average yearly citation
count. We therefore recommend that, whenever possible, prediction of future
citation impact should be based on more sophisticated prediction techniques
that utilize the entire distribution of past citation rate and other bibliomet-
ric features of the target article (e.g., Chakraborty et al., 2014; Yuan et al.,
2018)3. However, these methods require advanced expertise to understand and
implement, and the information required to implement them may not always
be available. For now, we focus on the simpler method of averaging over article
age, which provides a rough but useful method for adjusting citation impact
estimates so replication targets of different ages can be compared.

In addition to controlling for age, we also need to consider the source that the
citation count estimate is derived from. Citation counts retrieved from differ-
ent sources (such as Google Scholar, Crossref, Scopus or Web of Science) differ
both in terms of their reference coverage and in their exact citation counts for
the same reference (Martín-Martín et al., 2018). However, rank-order corre-
lations between citation counts from different sources appear to be very high
(Martín-Martín et al., 2018; Burgers, 2019). Thus, as long as the same source
is consistently used for all replication candidates under consideration, the rel-
ative rank-order difference in citation count between two candidates should be
highly similar regardless of which source we use.

Finally, we need to consider the fact that article citation counts tend to sys-
tematically vary between research fields for reasons that have nothing to do
with the value of claims (e.g., Waltman and van Eck, 2013; Bornmann and
Daniel, 2008). Two fields may differ in average article citation count due to
differences in citation conventions, the amount of journals or issues published
per year, word limits and the maximum number of references that is allowed
for a specific article type, etc. A common approach to control for such varia-
tion is to replace raw citation count with field-weighted citation impact (FWCI,
Waltman and van Eck, 2019), in which citations are normalized against the
average citation count of articles from the same field of science.

One prominent difficulty with FWCI is determining the reference class to nor-
malize citation counts against. That is, when taking the average citation count
of a research field, which articles in the literature belong to that field? While
it is common to use Web of Science field categories for this delineation, these
are considered too heterogeneous to accurately control for variations in cita-
tion practices (Waltman and van Eck, 2013). Van Eck, Waltman, van Raan,
Klautz, and Peul (2013) have demonstrated that FWCI fails to account for
within-field variations in citations practices in medical science, and this can
lead to a severe underestimation of the impact of clinical research. Another
challenge when using FWCI to measure value is that some systematic differ-

3Even detailed access to the past citation record of an article will not always allow for
accurate prediction of future citation count however, due to phenomena such as “sleeping
beauties” (Ke et al., 2015) and other hard-to-predict fluctuations in citation rate.
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ences in citation counts between fields may genuinely be due to differences
in the value society places on knowledge produced in different fields. For ex-
ample, according to Web of Science, the field of oncology (cancer research) is
nearly four times the size of dermatology (skin condition research) in terms of
sheer volume of articles published (1,802,676 vs 481,033 records, as of 2021-
04-09) and at the time of writing, CA: A Cancer Journal for Clinicians is the
highest impact factor journal in the world (292 as of 2019). If the research
field of oncology contains more researchers than dermatology - leading to more
papers getting published and more citations generated, on average, for each
published paper - this could reflect the fact that research in oncology is, on
average, considered more valuable than research in dermatology (to society,
to clinicians, to the research community etc.). In this case, FWCI becomes
problematic because it partly suppresses the association between citation im-
pact and value. Researchers should think carefully about whether FWCI or
raw citation count is more appropriate for estimating value given the goals of
their replication effort, and should also consider whether some approaches to
field-normalization are more appropriate than others (Waltman and van Eck,
2019).

With the above-mentioned issues in mind, if we are still willing to assume that
scientific impact has a reasonably reliable causal effect on (age/source/field-
corrected) citation count, and if we are willing to assume that scientific impact
has a reasonably reliable causal effect on value, then citation count should be a
useful measure of value. Based on these assumptions, we propose the following
operationalization of value for the purposes of study selection:

𝑣𝑎𝑙𝑢𝑒 = 𝑤(𝐶𝑆)
𝑌 + 1 (4)

where C stands for citation count of the article in which the claim in question
is published, w() stands for the weighting function that should be applied to
the citation count (a field normalization, a utility function, etc. If raw citation
scores are used then no weighting function is applied to CS, 𝑤(𝐶𝑆) = 𝐶𝑆,
and w() can simply be removed from the equation), S denotes the source
the citation count is retrieved from, and Y denotes the age of the article in
years (1 is added to Y in order to prevent the equation from evaluating to
infinity when the article was published less than a year ago and 𝑌 = 0)4. The
Value of an article published less than a year ago simply equals the weighted

4Since all articles less than a year old will be adjusted by the same amount, an article
published in January will be considered of the same age as an article published in December,
even though the former has had many more months to acquire citations. This will likely
matter less when both articles are several years old, but for young articles the monthly age
difference may lead to substantial differences in their value estimates. If possible, instead
of adding 1 to the citation estimate one could consider collecting the exact publication date
of each article, treat each day as 1/365th of a year, and simply divide citations less than a
year old by 1/365th times the number of days since publication.
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citation count of the article (𝑤(𝐶𝑆)÷(0+1) = 𝑤(𝐶𝑆)), the Value of an article
published one year ago equals half the weighted citation count of the article
(𝑤(𝐶𝑆) ÷ (1 + 1)), and so on. Thus, Value is not identical, but closely related
to the average yearly (weighted) citation count of the article.

We could substitute equation (4) with a more intricate estimator and likely
get a more accurate impact estimate (Martin, 2011). However, there is an
effort/accuracy tradeoff involved in replication study selection. The benefits
gained by more accurate estimates of value need to be worth the additional
efforts expended in collecting those estimates (e.g., in reviewing documenta-
tion, interviewing key stakeholders, running case studies, etc. Klautzer et al.,
2011), since all effort could be avoided by simply choosing a replication can-
didate quickly based on random chance or personal interest, which would still
lead to some expected utility gain. Consequently, it may be preferable to use
a less accurate but more easily derivable operationalization of value, so long
as that measure is still accurate enough to yield study selection decisions that
increase utility more than random selection.

4.4.2 Sample size as an indicator of uncertainty

Uncertainty, like value, is a multi-determined attribute. We may be uncertain
about a claim for a variety of reasons. The study design(s) used to test the
claim may lack internal or external validity, we may have a high prior that
counteracts existing research, statistical power might be too low to detect effect
sizes of interest, original findings may not have been independently replicated
(or independent replication has failed to reproduce the original study results),
we may suspect that the evidence base is influenced by publication bias, se-
lective reporting, p-hacking, or fraud, and so on. Many factors related to
uncertainty could be quantified. For example, we can express our uncertainty
about parameter estimates using confidence intervals or other variability in-
dices, and we can express uncertainty about the relative likelihood of data
given different hypotheses using likelihood ratios or Bayes factors. We could
incorporate uncertainty due to publication bias into Bayesian prior beliefs,
which we could then combine with data into informed posterior beliefs about
claims. Alternatively, we could quantify uncertainty in terms of entropy using
principles from information theory (DeDeo, 2018). If our uncertainty depends
on results from multiple studies, we could combine their estimates through
meta-analysis. The list goes on. However, the information required to com-
pute informative Bayesian posteriors, Shannon entropy, etc., is often difficult
to curate from published research reports, which makes the task of estimating
uncertainty based on these indicators difficult in practice. To offer an indica-
tor of uncertainty that is more easily derivable we here propose to estimate
uncertainty about a claim via the sample size of the existing study (or studies)
that investigate the claim.
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Establishing the validity of sample size for measuring uncertainty requires a
small chain of measurement assumptions (figure 4.3). First, given a set of
findings comprising the original and the replication literature, we propose to
approximate uncertainty as the precision with which a parameter relevant to
the claim has been estimated (e.g., for the claim “stretching reduces the risk of
athletic injury” we might be interested in the precision of risk ratio estimates
from relevant randomized controlled trials). Precision of parameter estimates
is obviously only one factor that makes up our overall uncertainty about a
claim (Isager et al., 2020). Even so, it seems reasonable to assume that (all
else being equal) increasing precision of a parameter estimate also decreases the
uncertainty about claims based on that parameter. Statistically we can define
precision of the estimate as the standard error of the parameter estimate5.

Second, when the standard deviation is not available we propose to make
the assumption that it is constant across all replication candidates, and to
subsequently estimate the precision of the estimate using only the sample size
of the estimate. This assumption will obviously always be false to some extent,
which will lead to reduced estimate reliability. However, it does capture the
fact that, all else being equal, the higher the sample size the more precise the
estimate. Based on the assumptions above, we propose the following equation
for uncertainty:

𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 𝜎√𝑛 = 𝜎 1√𝑛 ∝ 1√𝑛 (5)

where 𝜎 is the standard deviation of the estimate, and n is the corresponding
sample size (i.e. the number of participants). When 𝜎 is constant, the equation
is proportional to 1 ÷ √𝑛. In other words, we assume that the standard
deviation is the same for all replication targets compared, and we assume
that no other variance components but participant variance are relevant to
our standard error estimate (Westfall et al., 2014). When a claim depends on
parameter estimates that have only been estimated in a single study, we can
set n to the sample size of that study. When parameters have been estimated
in multiple studies, we should set n to the total sample size over all studies
(see appendix A for a rationale and relevant equations). Equation 4 behaves in
line with the definition of uncertainty given by (Isager et al., 2020) whenever
𝑛 > 0.6

A limitation of this operationalization of uncertainty is that it ignores several
important factors that also contribute to uncertainty (dashed circles in figure

5This definition of precision of the estimate will only make sense for quantitative param-
eters

6When 𝑛 = 1 it is not possible to estimate between-subject variance, so we should be
maximally uncertain. When we are maximally uncertain, 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 1, which is what
equation 4 yields for 𝑛 = 1.
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Figure 4.3: Proposed causal relationship between ‘uncertainty’ and ‘sample
size’ (‘sample size’ is outlined by a square to signal it is observable). The fig-
ure can be interpreted as a directed acyclic graph model, where ‘sample size’
has a causal effect on ‘uncertainty’ by reducing the ‘standard error’ of rele-
vant parameter estimates. Dashed circles represent variables d-separated from
‘sample size’, which we want to but do not have knowledge about. Since they
are unmeasured causes of ‘uncertainty’, dashed circles also act as noise factors
distorting the relationship between ‘uncertainty’ and ‘sample size’. ‘Additional
sources of uncertainty’ refer to any additional non-confounding causes of ‘un-
certainty’ that we could think of (the unmeasured attributes U traditionally
used in causal graph models). Absence of a causal arrow between any two
variables in the model implies the strong assumption that there is no causal
relationship between these variables. 62
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4.3). For example, we may be highly uncertain about a claim if the experi-
ment used to support it is poorly designed, poorly conducted, or if the claim
suggests that experimental effects can be generalized to a widely different con-
text. This uncertainty may be completely independent of the sample size of
the study. In addition, there are instances where participant sample size is not
a strong determinant of the standard error. For example, participant sample
size is a poor estimator of the standard error in mixed model designs where
the random effect of participants is low compared with other random factors,
such as stimulus (Westfall et al., 2014; Rouder and Haaf, 2018; DeBruine and
Barr, 2021). The same happens in repeated measures designs where the num-
ber of repeated samples per participant can matter more than the number
of participants per se, depending on the within-subject correlation (see ap-
pendix B for a method of correcting the sample size estimate in such cases).
In general, because sample size is a cause of uncertainty, all determinants of
uncertainty that are independent of sample size will tend to reduce the relia-
bility of sample size as a measure of uncertainty. This problem is mitigated in
more complex uncertainty estimators such as Bayesian posteriors, which can
incorporate several independent causes of uncertainty into the estimate.

However, there are also advantages to using sample size as a measure of un-
certainty. Sample size contributes substantially to determining many of the
previously mentioned factors that influence uncertainty, such as Bayesian pos-
teriors, confidence/credible intervals, etc., without invoking particular statis-
tical inference philosophy. Sample size is also very often readily available in
published articles, regardless of the study design and statistical analysis meth-
ods used (which is not the case for other potential uncertainty estimators such
as Bayesian posteriors). In summary, we believe sample size will be valid
for estimating overall uncertainty in most circumstances, but the reliability
of these estimates may be low due to the many independent factors influenc-
ing overall uncertainty. Reliability could always be improved by substituting
sample size with the full standard error in equation 4, but this will require
information that is not always available. To facilitate more efficient estimates
of uncertainty it is important that researchers begin to share statistical infor-
mation consistently and in machine-readable formats (Lakens and DeBruine,
2021).

4.4.3 Replication value as a function of citation count
and sample size

If we operationalize value and uncertainty as specified in equations (4) and
(5) and assume the structural equation for replication value defined in Isager
et al. (2020) (equation (2) in this article), we can construct a quantitative
operationalization of replication value by multiplying equation (4) (our value
estimator) with (5) (our uncertainty estimator), which yields the following
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operational definition of replication value:

𝑅𝑉𝐶𝑛 = 𝑣𝑎𝑙𝑢𝑒 × 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 𝑤(𝐶𝑆)√𝑌 + 1 × 1√𝑛 (6)

where RVCn denotes a particular operationalization of replication value in
terms of citation count C, and participant sample size n, w() stands for the
weighting function that should be applied to the citation count, S denotes the
source the citation count is retrieved from, and Y stands for the age of the
article in years.

Figure 4.4 represents the measurement model for RVCn. It summarizes the
causal assumptions that justify the use of RVCn as a measure of expected utility
gain. Assuming that the casual relationships in the model holds, RVCn is d-
connected with, and hence a valid measure of, expected utility gain. However,
due to known unmeasured relationships (the U nodes in figure 4.4) RVCn can
not be expected to be perfectly reliable. The exact reliability of RVCn is
an important empirical question for future studies. Clearly, we must require
a certain level of reliability in order to consider RVCn a useful measure of
expected utility gain.

Figure 4.5 displays the distribution of RVCn over variations in the input param-
eters. RVCn estimates increase as the average yearly citation rate increases.
Conversely, RVCn estimates decrease as the sample size increases. The axes
in figure 4.5 cover a limited range of all possible input parameter values, but
the distribution of RVCn remains similar for any range of input values.

In summary, RVCn is an appropriate operationalization of replication value
when the following assumptions are met:

1. The goal of replication is to maximize expected utility gain for the
claim(s) targeted for replication.

2. Replication value, as defined in Isager et al. (2020) is a valid measure of
the expected utility gain that a replication study would yield.

3. Equation (4) is valid and sufficiently positively associated with the true
value of the to-be-replicated claim.

4. Equation (5) is valid and sufficiently positively associated with the true
uncertainty about the to-be-replicated claim.

5. Equation (2) remains an appropriate specification of equation (1) when
value is operationalized as equation (4) and uncertainty is operational-
ized as equation (5).

In situations where either of these assumptions is violated, RVCn will cease to
be a useful indicator of replication value.
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Figure 4.4: Measurement model justifying the validity of RVCn as a measure
of expected utility gain. RVCn is d-connected with expected utility gain, as
required for valid measurement by the d-connection definition of validity (Is-
ager, 2020). The causal relations value → expected utility gain and uncertainty
before replication → expected utility gain represent a simplified version of the
structural causal model defined in Isager et al., (2020). All relations U →
represent sources of noise due to unmeasured variables, such as the noise fac-
tors contained in figure 4.1 and figure 4.3. Absence of a causal arrow between
any two variables in the model implies the strong assumption that there is no
causal relationship between these variables.

65



DECIDING WHAT TO REPLICATE

1

2

3

4

5

6

20 30 40 50 60

Sample size

A
ve

ra
ge

 y
ea

rly
 c

ita
tio

n 
ra

te

0.1

0.2

0.3

0.4

0.5

RVCn

Distribution of replication value over input

Figure 4.5: Distribution of RVCn for a range of input parameters.

66



DECIDING WHAT TO REPLICATE

4.5 General study selection strategy

Having provided the measurement rationale for RVCn, we must now specify
how RVCn can be implemented in a study selection strategy. In line with
recommendations by Field et al. (2019), we propose a procedure for study se-
lection that combines RVCn with a more comprehensive evaluation of expected
utility gain. In-depth evaluation allows for quality control and nuance during
study selection. Given that multiple noise factors obscure the relationship be-
tween RVCn and expected utility, a certain amount of quality control will likely
always be beneficial. However, detailed evaluation is also time-consuming and
difficult to conduct in a systematic and unbiased way. To maximize the ac-
curacy of study selection while simultaneously minimizing the time spent on
assessment, we propose a study selection procedure in which RVCn is used to
narrow down the full set of replication candidates to a smaller subset of targets
that are likely to be the most worthwhile to replicate. A more detailed eval-
uation process can then be applied efficiently to the highest RVCn candidates
before a replication target is finally selected. Replication study selection thus
follows a general four-step procedure, outlined in figure 4.6.

First, a set of candidate replication targets is curated. This set should con-
tain all claims that are relevant to our interests and expertise. Targets that
cannot be replicated due to feasibility-constraints can be excluded from the
initial candidate set for efficiency. For example, suppose we want to form an
initial candidate set of all experimental studies on the psychoactive effects of
cannabis in healthy human participants. Curation of this set could begin by
extracting all empirical articles on the psychoactive effects of cannabis from
a bibliometric database. Subsequently, non-experimental studies, studies in
non-human populations, studies in patient populations, etc., could be pruned
away until the remaining set of candidates matches our research interests and
feasibility constraints. Second, RVCn is calculated for all replication targets in
the candidate set, so that replication targets can be rank-ordered relative to
each other based on their RVCn estimates. Third, a subset consisting of the
highest RVCn targets in our candidate set is selected for closer inspection. As-
suming RVCn is a valid estimator of expected utility gain, this should increase
the probability that the studies evaluated further are those most likely to lead
to high expected utility gain if replicated. We can then invest a more substan-
tial amount of time collecting both qualitative and quantitative information
about which studies in this subset would be most worth replicating. How this
evaluation should proceed is a topic of discussion (KNAW, 2018; Field et al.,
2019; Pittelkow et al., 2020), and should probably be adapted depending on
the goals of the stakeholder. However, the model put forth in Isager et al.
(2020) suggests that evaluation should always include some consideration of
(1) the perceived value of the research claim, (2) uncertainty about the truth
status of the claim prior to replication, (3) the ability of the planned replica-
tion study design to reduce uncertainty about the claim, and (4) the estimated
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Figure 4.6: A general procedure for replication study selection. Quantitative
estimation of replication value through RVCn (or through any other opera-
tionalization of replication value) can be implemented for study selection as
part of this four-step procedure.
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costs of conducting the replication effort. Empirical research to explore this is-
sue in further detail is currently underway (Pittelkow et al., 2021). Finally, the
replication target that is considered the most promising after comprehensive
evaluation is prioritized for replication. Alternatively, if detailed evaluation
suggests no study in the subset would be worthwhile to replicate, step 3 can
be repeated until a suitable target is found.

4.6 Preliminary validation of RVCn: assessing
the replication value of replicated studies.

Whether RVCn is a valid and high-quality estimator of expected utility gain
is an empirical question. Validation of replication value indicators will be
challenging, since there does not exist an observable ground-truth measure of
expected utility gain to benchmark indicators against. However, under some
additional assumptions it is possible to make statements about what we ex-
pect to observe if RVCn works as intended. For example, if the true expected
utility gain associated with a claim makes it more likely that researchers will
select that claim for replication, then RVCn estimates and researchers’ se-
lection preferences should be correlated under the causal model: RVCn ←
expected utility gain → selected by researchers for replication. Consequently,
studies that have been replicated should have a higher RVCn on average than
non-replicated empirical studies from the same discipline. We here provide
preliminary validation of this predicted difference in a set of empirical articles
from the field of psychology.

4.6.1 Methods

4.6.1.1 Samples

We collected one dataset intended to represent the population of replicated
studies in psychology, and one dataset intended to represent the general pop-
ulation of empirical studies in psychology.

The sample of replicated studies consisted of original study articles listed
in the Curate Science replication dataset (https://curatescience.org/app/
replications). As of 2020-10-20, the Curate Science replication dataset
contained information about 1127 replications of 202 original studies, pri-
marily from the field of psychology. For these original studies we estimated
RVCn using sample size information available in the Curate Science dataset,
and using publication year and citation count information from Crossref
(https://www.crossref.org/. Citation counts were extracted from crossref
2020-10-20 using the rcrossref package in R. Chamberlain et al., 2020). Due
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to missing DOI information, RVCn could not be calculated for 35 studies.
The final sample of replicated studies contained 167 studies from 145 articles.
The comparison sample consisted of 15104 empirical studies referenced in the
tables of meta-analyses published in Psychological Bulletin between the years
1914 and 2017. Since all articles contained findings that have been referenced
in meta-analysis tables in a general-topic psychology journal, we assumed this
sampling strategy would form a reasonably representative sample of published
empirical psychology studies. We also assumed, given the generally low rate
of replication in psychology (Makel et al., 2012), that the comparison sample
would consist largely of non-replicated original studies. We estimated RVCn
for each article using the sample size available in the meta-analysis tables, and
using publication year and citation count information from Crossref (citation
counts were extracted from crossref 2020-10-20). To retrieve citation count in-
formation, the DOI of each study had to be retrieved, which was accomplished
by applying a text-mining procedure to the bibliometric information available
in the meta-analysis tables and reference lists. However, limited bibliomet-
ric information in the meta-analysis tables led to many cases where the DOI
could not be retrieved. Due to missing DOI information, RVCn could not be
calculated for 11033 studies. The final sample of replicated studies contained
4071 studies from as many articles.

4.6.1.2 Statistical analyses

Our main hypothesis was that average RVCn would be higher in the sample
of replicated studies than in the comparison sample. In addition, we analysed
differences between samples in citation count, average citations per year, and
sample size, to better understand the causes of any potential differences in
RVCn between the two groups. Because all variables of interest were highly
skewed, non-parametric methods were used for all analyses. Median value
and interquartile range were calculated in both samples for each variable of
interest. To compare differences between samples, we calculated Vargha and
Delaney’s A for each variable of interest, which represents the probability that
a random observation from the sample of replicated studies has a higher value
than a random observation from the sample of non-replicated studies (Vargha
and Delaney, 2000). Bootstrapped 99% confidence intervals are reported for
each effect size A. Analyses were not preregistered.
The data files and analysis script used to generate all results reported below
are openly available on OSF (https://osf.io/e35pu/).

4.6.2 Results

Statistical results are presented in table 4.1. Cube-root transformed distribu-
tions of the variables of interest are presented in figure 4.7. RVCn was, on
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Table 4.1: Summary statistics for variables of interest in the replicated (Cu-
rate Science) and comparison (Psychological Bulletin) samples.

variable group n median Q1 Q3 A

citation
count replicated 145 112.00 37.00 301.00

0.711
99%CI[0.652,
0.767]

citation
count comparison 4071 39.00 17.00 82.50

citations
per year replicated 145 9.25 3.25 18.33

0.746
99%CI[0.686,
0.802]

citations
per year comparison 4071 2.67 1.12 5.63

sample
size replicated 167 57.00 36.00 99.00

0.334
99%CI[0.294,
0.379]

sample
size comparison 4071 113.00 49.00 297.00

replication
value replicated 167 1.01 0.46 2.70

0.797
99%CI[0.753,
0.841]

replication
value comparison 4071 0.22 0.08 0.53

average, substantially greater in the sample of replicated studies than in the
comparison sample (figure 4.7D). This difference seemed to be driven both
by differences in citations per year, and by differences in sample size. Repli-
cated studies received a greater number of citations (figure 4.7A), even after
adjusting for article age (figure 4.7B). Conversely, replicated studies had sub-
stantially lower sample size, on average (figure 4.7C).

The patterns reported above are what we would expect to see if (1) researchers
tend to follow the model of Isager et al. (2020) when selecting studies to repli-
cate, (2) researchers can reliably predict the expected utility of replication
efforts, and (3) RVCn is a valid but somewhat unreliable predictor of the ex-
pected utility of replication efforts. Under these assumptions, a higher RVCn
for replicated studies constitutes evidence for convergent validity between re-
searchers’ selection decisions and RVCn. Whether these assumptions truly
hold, and whether there are other assumptions that would lead to the same
predicted correlation without implying valid measurement, are still unresolved
issues. Readers should therefore consider these results preliminary evidence
for the validity of RVCn.
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Figure 4.7: Distributions of various parameters in the comparison sample of
psychological findings (red) and the sample of replicated findings in psychology
(blue). The scale in all plots has been transformed by taking the cube root
of the true values, which preserves the overall shape of the distribution but
compresses the scale towards 1. (A) Distribution of citation counts. (B)
Distribution of average citations per year. (C) Distribution of sample size.
The x-axis limit is set to 8000, which excludes less than 1 percent of data
points. (D) Distribution of RVCn replication value estimates.
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Our design is limited in a number of ways. The citation data used for these
analyses was collected in 2020 - years after the decisions to replicate were
made. It is unclear what effects this delay may have. In addition, our compar-
ison sample consisted entirely of empirical studies that are included in meta-
analyses, which might differ from empirical studies that are not in several
aspects, including citation count and sample size. Furthermore, RVCn could
not be computed for a majority of the comparison sample due to missing DOI
information, and cases may not be missing at random. Thus, the representa-
tiveness of the comparison sample could be questioned. An alternative method
for deriving a comparison group would be to count citations of studies from the
date each study was selected for replication and select matched non-replicated
controls from the same year and research field. Finally, the external validity
of the sample of replicated studies may be reduced due to overrepresentation
of a few large replication efforts. As one example, a large proportion of the
studies included in the Curate Science dataset were replicated as part of the
Reproducibility Project: Psychology (Open Science Collaboration, 2015). All
studies replicated as part of this effort used the same general study selection
procedure (see https://osf.io/ezrsc/ for details about the sampling strategy).

A more fundamental limitation of this validation effort is the relatively low
severity of the conclusions (Mayo, 2018). In effect, these data are weak falsifiers
of the construct validity of RVCn. Consider what would have happened if the
data showed no difference in replication value between the two samples. Would
this have suggested that RVCn is a poor measure of replication value? Or
would it have suggested that replication value is a poor measure of expected
utility gain? Or would it have suggested that researchers’ decisions of what to
replicate is a poor measure of expected utility gain? Perhaps RVCn is a better
measure of expected utility than researchers are? Conversely, a correlation
between researchers’ study selection decisions and RVCn does not necessarily
mean that either is a valid measure of replication value. Perhaps both are
consistently measuring a different construct than the one we are interested
in. The data presented here do not let us resolve these issues, so they cannot
definitely corroborate the validity of RVCn. Severity is also lowered by the fact
that these were exploratory analyses conducted by the same researchers who
proposed the model the data are trying to falsify. Preregistered independent
replication of these results in new data are therefore needed.

4.7 General discussion

To develop any strategy for efficient replication study selection, we need to
(1) specify the goal we are trying to achieve, (2) specify how this goal is
realized by the strategy we are proposing, and (3) empirically validate that
the proposed strategy works as intended. These three steps must be addressed
in sequential order. We cannot specify how a given strategy achieves a goal
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without first specifying the goal, and we cannot validate whether a strategy
works as intended before we can specify how the strategy is intended to work.
Isager et al. (2020) address the first of these steps. In this article, we have
focused on the second. Given the goal of maximizing expected utility gain (and
the assumption that this attribute can be approximated by replication value)
we have formalized an observable indicator - RVCn. We have formally specified
the assumptions under which study selection based on RVCn will maximize
expected utility gain, and we have discussed a number of obfuscating factors
that limit the usefulness of RVCn.

To our knowledge, RVCn is the first replication study selection indicator that
is explicitly treated as a measurement instrument. All indicators used for
study selection are fundamentally measurement instruments, but RVCn is cur-
rently the only indicator for which a formal measurement model exists. By
extension, RVCn is currently the only indicator whose validity could be strictly
falsified. RVCn is also the first indicator to incorporate information about both
value and uncertainty, which is important whenever the goal of selection is to
maximize expected utility gain. Should RVCn be a valid and reliable mea-
sure of expected utility gain, it holds enormous potential for improving the
transparency and efficiency of resource allocation in replication research. The
indicator could be utilized by any researcher, funder, journal, or other stake-
holder who wishes to direct limited resources towards important replication
targets. Because calculation only requires information about citation impact
and sample size RVCn should be applicable for study selection across a variety
of scientific disciplines. The strong measurement rationale on which RVCn is
built also makes it possible to improve and adapt the indicator to different
contexts. For example, in disciplines where sample size is a poor measure
of parameter estimate precision we can immediately see why RVCn estimates
would be unreliable (assumptions underlying equation (5) are violated) and
what remedy is required (replacing equation (5) with a valid measure of pre-
cision).

Three outstanding problems must be solved before we could confidently use
RVCn for study selection in practice. These problems concern the feasibility,
validity, and the overall quality of RVCn as a measurement instrument. We
conclude this article with a brief sketch of each problem in turn.

First, in order to study the validity and usefulness of a study selection strategy
based on RVCn, we need to know whether the strategy is feasible to apply in
practice. Feasibility depends on a number of factors, including how difficult it
is to assemble an initial pool of replication candidates and how difficult it will
be to obtain the citation count and sample size of each candidate in the pool.
Fortunately, obtaining citation counts will likely be a simple task regardless of
the number of candidates, since records of such information are kept by multi-
ple bibliometric services (e.g., Crossref, Scopus, and Web of Science), and can
be automatically extracted for free through API interfaces such as the rcrossref
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package in R (Chamberlain et al., 2020). Collecting sample size information
will likely be more difficult. While sample size is almost always reported for
empirical studies, it will likely have to be obtained manually for each replica-
tion target, and issues related to participant exclusion and multiple samples
(e.g., when standard errors depend heavily on both the number of participants
and stimuli sampled) will have to be reckoned with. In a forthcoming paper,
we will explore the feasibility of applying a study selection procedure based
on RVCn within the context of fMRI research in social neuroscience. Similar
studies will likely be needed in other areas in which RVCn is to be applied.

Second, provided it is feasible to collect data about RVCn it must then be
rigorously validated. That is, we must empirically corroborate that RVCn is
sensitive to variation in the actual expected utility gained from replication
efforts. The lack of high-quality indicators of expected utility gain prevents
straight-forward benchmarking. As a substitute we could attempt to identify
plausible indicators of expected utility gain and compare RVCn to these, like
is done in the study reported above. However, interpretation of results will
be less straight-forward in such studies because we must add the auxiliary
assumption that whatever attribute we compare RVCn with is itself a good
measure of expected utility gain (Meehl, 1997). Alternatively, RVCn could
be validated by corroborating the individual assumptions it is built on. The
constituent causal hypotheses in the chain that leads RVCn estimates to be a
valid measure of expected utility gain (figure 4.4) could be separated and tested
in isolation. In principle, falsifying any single causal assumption would falsify
the validity of RVCn overall, since valid measurement requires that all the
causal relationships hold. Finally, instead of examining the validity of RVCn
in isolation we could train machine-learning algorithms to predict indicators
of expected utility gain based on a broad range of bibliometric and statistical
information, as has recently been done to understand predictors of research
replicability (Altmejd et al., 2019; Yang et al., 2020). This should yield a
better understanding of the predictive power of citation impact and sample
size relative to other types of information we could be considering.

Third, even if RVCn would be valid for measuring expected utility gain we still
need to consider the broader issue of overall measurement quality (Borsboom
et al., 2004). That is, we need to empirically examine whether RVCn is suffi-
ciently reliable and unbiased. If we accept the causal hypotheses outlined in
figure 4.4, then by definition replication RVCn must be somewhat unreliable
due to the influence of unmeasured noise factors U in the measurement process.
The influence of the various noise factors will likely depend on the diversity
of the candidate set we are considering. Consider a set of studies, all from
the same subfield, all published within the span of a few years, and all utiliz-
ing similar study designs. Now compare this to a set consisting of replication
candidates from across a wide time-span and many scientific fields, studying
a wide range of topics with widely different study designs. Variation in the
noise factors included in figure 4.1 and figure 4.3 will likely be much higher
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in the latter set than in the former. Thus, the reliability of RVCn will likely
decrease as the diversity of replication targets increases, and there might even
be a limit to how broadly we can apply and compare RVCn estimates without
compromising measurement reliability entirely.

RVCn could also easily be a biased measure of expected utility gain. As an ex-
ample, consider the possibility that researchers prefer to cite articles that pro-
vide strong support for the claims tested within (i.e., citation count is reduced
by uncertainty about the claims). In this scenario, RVCn would consistently
underestimate expected utility gain since uncertainty ends up suppressing the
positive effect of citation count on RVCn estimates (figure 4.8). Similarly, over-
estimation of expected utility gain can happen if research which we are more
certain will not replicate tends to get cited more often. Recent research indi-
cates the latter situation might often be the case (Serra-Garcia and Gneezy,
2021). Note that we could in principle repeat this thought experiment for any
two variables in figure 4.4 not already joined by a causal arrow. Whenever
the causal relationship implied by such an arrow seems plausible and causes
systematic differences between the values of RVCn and expected utility gain,
we should be worried about bias in the measurement.

Figure 4.8: Causal scenario which will lead RVCn to become a biased measure
of expected utility gain due to the influence of uncertainty before replication
on citation count.

The key insight we wish to leave the reader with in this paper is that any
strategy for replication study selection must be able to demonstrate useful-
ness, which entails assessing the feasibility and quality of the study selection
criteria used. This assessment can only happen if we first specify the goal
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of replication and formalize how the goal is achieved through the selection
strategy we are proposing. Only then can we evaluate whether the strategy
works as intended. For existing indicator-based strategies where the ratio-
nale behind the indicator used remains unclear (e.g., Makel et al., 2012; Field
et al., 2019; Isager, 2018; Isager et al., 2020, supplementary materials), the
measurement model should be formalized so that validation and comparison
of different strategies can take place. The present article serves as a general
example of how study selection strategies could explicitly be related to the goal
we wish to accomplish when replicating, and how this in turn enables us to
examine whether a given strategy is likely to work as intended. In doing so we
enable a more transparent discussion of what is important to replicate, which
will be crucial for coordinating future replication efforts and direct resources
to where they are needed the most. Through such discussion and coordina-
tion we increase the overall impact of replication studies on scientific discourse
and strengthen the argument for why replications should be conducted and
rewarded.
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Chapter 5

Selecting Studies for
Replication in Social
Neuroscience: Exploring a
Formal Approach1

5.1 Introduction

Close replication of original research results is essential for ensuring that the
results can be reliably produced by different researchers (Poldrack et al., 2017).
The practice is especially important in subfields of social and cognitive neuro-
science where correlations between brain activity and behavioral outcomes are
often of primary interest. These research designs tend to be highly vulnerable
to error-rate-inflation and overestimation of effect size due to a combination of
(1) low statistical power (Szucs and Ioannidis, 2017), (2) substantial researcher
degrees of freedom (Carp, 2012; Botvinik-Nezer et al., 2020), and (3) incentives
to publish statistically significant results (Button et al., 2013). In addition,
neuroimaging research is generally vulnerable to generalizability issues that
arise as a result of the complicated measurement pipeline. Unsurprisingly,
rates of successful replications in the field are low (Boekel et al., 2015). And
yet, close replications – which protect against persistence of false-positives –
are not common practice (Poldrack et al., 2017; Huber et al., 2019; Ashar
et al., 2021). As a consequence, many original studies are currently in need of
replication. At the same time, the costs of data collection – and, by extension,

1This chapter is in preparation as Isager, P. M., Lakens, D., & van ’t Veer, A. E., Selecting
Studies for Replication in Social Neuroscience: Exploring a Formal Approach.
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replication – is high (Poldrack et al., 2017). With limited resources and many
non-replicated studies to choose from, the field should consider which studies
in the published literature would be the most important to replicate, so that
resources directed towards replication can be spent optimally.

Various formal strategies for replication study selection have been developed
in recent years (Field et al., 2019; Matiasz et al., 2018; Isager et al., 2021;
supplementary formula documents in Isager et al., 2020). If effective, such
strategies have a great potential for increasing the transparency and efficiency
of replication study selection in neuroimaging research. When criteria for
study selection are made transparent, it becomes easier to discuss which repli-
cation studies are worthwhile to fund, conduct, and publish. Additionally,
when important-to-replicate targets can be identified more easily the overall
contribution of replication as a research activity increases. By increasing the
efficiency of coordination and resource spending in replication research, formal
study selection strategies present a major step forward towards the important
goal of making replication part of mainstream research practice (Zwaan et al.,
2018).

However, no formal study selection strategy has been tested for application in
social neuroscience (or any other field for that matter). To be applicable, a
strategy must meet two basic conditions. First, it must be feasible to apply
the strategy in practice. That is, the information needed to execute the strat-
egy must be possible to obtain given reasonable time and resource constraints.
Most formal study selection strategies are based on a combination of statisti-
cal, bibliometric, and substantive information about the candidate replication
targets, which is often not easy to access (e.g., Tay et al., 2020; Sullivan and
Feinn, 2012; Furukawa et al., 2006; Glasziou et al., 2008; Federer et al., 2018).
The feasibility of existing strategies for application in any particular area of
research is therefore uncertain. Second, provided that the strategy is feasible
to apply we must validate that the strategy is actually helping us reach our
prespecified research goals. All feasible selection strategies lead to some prior-
itization of replication targets, but whether prioritized targets truly are those
more in need of replication is an empirical question.

In this article we explore how to apply a particular study selection strategy
(Isager et al., 2021) to fMRI research in social neuroscience. Because a strat-
egy must be feasible to apply before it can be validated, we focus mainly on
the issue of establishing the feasibility of selection strategies. By establishing
feasibility we simply mean that we will explore whether a certain strategy can
be carried out in practice (can we identify the set of replication targets, can
we collect reliable estimates of the necessary data, and so on) given reasonable
time- and resource constraints. We also provide a brief qualitative assessment
of the targets recommended to us by the strategy, noting potential issues that
future validation studies may want to examine more carefully.

The immediate goal in this article is to understand how best to implement this
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strategy in social fMRI research so that the strategy can be validated for use in
this field and potentially used for efficient study selection by future researchers.
However, our implementation efforts could also be used as a framework to test
the feasibility of alternative study selection strategies (e.g., Field et al., 2019).
In addition, we aim to curate and openly share a large dataset of metadata
about empirical studies from the social fMRI literature that could form the
basis for any replication study selection in this field, regardless of the selection
strategy utilized. Finally, by exploring the range of information relevant to
replication study selection in social fMRI, we hope to leave researchers in this
field better equipped to make well-informed decisions about which original
research to prioritize for replication.

5.2 A four step approach to selecting studies
for replication

To decide on a method for replication study selection, we must first settle on
a goal, and a rationale for why selecting certain studies helps us reach this
goal more efficiently. We here adopt the formal decision model for replication
study selection proposed by Isager et al. (2020). According to this model, the
goal of a replication effort is to maximize the expected utility of knowledge
gained. Expected utility gain can be approximated by the replication value
of the target claim we want to replicate. Replication value is a function of
the value of having accurate knowledge about the replication target, and our
uncertainty about the truth status of the target based on available evidence
prior to replicating. Research claims that are highly valuable, and about which
we are highly uncertain, will have a high replication value, and should be
prioritized for replication in order to maximize expected utility gain.
We have previously proposed an operational definition of replication value
(Isager et al., 2021), in which value is operationalized as the average yearly
citation impact of the article in which a claim is reported, and uncertainty is
operationalized as the sample size used to investigate the claim. Replication
value is then operationalized as the indicator RVCn:

𝑅𝑉𝐶𝑛 = 𝑣𝑎𝑙𝑢𝑒 × 𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 𝑤(𝐶𝑆)√𝑌 + 1 × 1√𝑛 (1)

where 𝑅𝑉 𝐶𝑛 denotes a particular operationalization of replication value,
𝐶 stands for citation impact, 𝑛 stands for the total number of participants
included in the study, 𝑤() stands for the weighting function that should be
applied to the citation impact, 𝑠 denotes the source the citation data is re-
trieved from, and 𝑌 stands for the age of the article in years. The equation
assumes that average yearly citation impact is causally influenced by scien-
tific impact, which itself is a determinant of the value of a replication target.
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Sample size (partially) determines the standard error of relevant parameter es-
timates, which in turn is a determinant of the uncertainty about a replication
target.

A four-step procedure for replication study selection based on RVCn is then
proposed (see figure 5.1). First, an initial set of replication candidates is iden-
tified based on the research interests and resource constraints of the replicating
researcher. As with every systematic review of the literature, the scope needs
to be broad enough to encompass all claims of interest to the researchers, but
narrow enough so that the review process becomes feasible. Second, RVCn
is calculated for each replication target included in the set to create an ini-
tial estimate of rank-order expected utility gain. Third, some subset of the
targets with the highest RVCn is inspected in-depth. This step functions to
quality-control RVCn estimates, evaluate a broad range of factors relevant to
value and uncertainty (e.g., Field et al., 2019; KNAW, 2018; Heirene, 2021),
and consider feasibility given available resources. Similarly, the ability of the
planned replication study design to reduce uncertainty should be considered
for each candidate during this step (Isager et al., 2020). Fourth, once the
researcher feels they have sufficient knowledge to make an informed choice,
the candidate deemed most worthwhile to replicate is selected. Alternatively,
if the researcher thinks no candidate would be worth replicating upon closer
inspection, step 3 and 4 can be repeated for the remaining candidates in the
larger set.

5.3 Exploring the feasibility of using RVCn for
study selection in Social Neuroscience

RVCn represents a promising step towards more efficient coordination of repli-
cation efforts in social fMRI research. However, it is not clear whether RVCn
is feasible to apply for study selection in social fMRI. The current report aims
to address the many practical questions related to application of RVCn that
are currently unresolved. How can we determine an initial set of replication
candidates? Does it matter from which source we collect citation impact infor-
mation? Can we code sample size for all candidates in a feasible and reliable
way? What additional insights could be gained about expected utility gain
from the in-depth evaluation process that follows quantitative ranking?

Our exploration focuses on the first two steps of the four-step procedure listed
in figure 5.1. We report the results of our attempt to implement these steps
in practice, including our method for collecting a sample set of replication
candidates (step 1), our method for collecting the citation impact and sample
size data necessary to calculate RVCn, the reliability of our methods for gener-
ating accurate citation count and sample size estimates, and the distribution
of RVCn for our set of candidates (step 2). In appendix D and E we also
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Figure 5.1: General study selection procedure in which the RVCn indicator is
implemented.
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briefly summarize unsuccessful pilot efforts to identify and collect additional
quantitative information for the candidates in our set. Finally, we also provide
a brief qualitative evaluation of the recommendations produced by RVCn to
better understand what sort of studies are being recommended, and to get a
sense of what factors one might want to consider in a comprehensive imple-
mentation of step 3. We end the article by generating hypotheses and offering
suggestions for studies that could be undertaken to test the validity of RVCn,
having established that it can feasibly be calculated in social fMRI research.

5.3.1 Step 1 - Determining an initial set of candidates

5.3.1.1 Eligibility criteria

To test the feasibility of calculating RVCn we first set out to determine a
suitable set of candidate articles given our interest to perform a replication in
social neuroscience. We would prefer if this replication effort would be focused
on studies that would be highly worthwhile to replicate, yet reviewing the
entire literature is not feasible. We restricted our search for replication targets
to fMRI research within social neuroscience, placing no further restrictions
on topics and subfields of interest. We further restricted our candidate set
based on article age. We reasoned that recently published empirical research
will have exerted less of its full potential impact on the field compared to
older research, such that a replication of recent research will more likely be
conducted “in time” to still prevent unproductive follow-up research (when the
original research is non-replicable) and stimulate productive follow-up research
(when the original research is replicable). We therefore restricted ourselves to
articles published in the last eleven years (2009-2019 at the time this decision
was made).

Social fMRI articles were collected using two separate search strategies which
we further detail below. From this initial set of articles we then excluded arti-
cles we did not believe would be feasible for us to replicate given our expertise
and available resources, which meant excluding animal model research, highly
invasive study designs, imaging methods outside our area of expertise, research
on patient groups, etc. Since we did not know all the reasons why a study might
not be possible for us to replicate, exclusion criteria were not predetermined,
but were exploratorily derived through inspecting keyword information in our
initial candidate set. To ensure transparency a written record of the decision
rationale for each excluded keyword has been made openly available on OSF
(https://osf.io/mtx72/).
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5.3.1.2 Search strategy

We used the Web of Science (WoS; www.webofknowledge.com) database to
construct our candidate dataset. WoS does not have a predefined field cate-
gory for social neuroscience. To identify articles related to social neuroscience,
we implemented a two-pronged search strategy. We first identified four jour-
nals in the WoS database as social neuroscience journals (Social Cognitive and
Affective Neuroscience; Social Neuroscience; Behavioral Neuroscience; and So-
cioaffective Neuroscience Psychology). Empirical articles published in these
journals were identified by submitting the following search term to Web of
Science:

(SO=(social neuroscience OR social cognitive and affective neuro-
science OR behavioral neuroscience OR socioaffective neuroscience
psychology) AND PY=( 2019 OR 2009 OR 2018 OR 2017 OR 2016
OR 2015 OR 2014 OR 2013 OR 2012 OR 2011 OR 2010 )) AND
DOCUMENT TYPES: (Article) Timespan: 2009-2019. Indexes:
SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI.

The search was conducted on 2019-02-21. 5636 articles were identified via this
search strategy.

Searching only field-specific journals is bound to miss many important articles
published in general topic journals such as PLOS ONE, PNAS or Neuroimage.
To identify social neuroscience articles in other journals we also searched the
entire WoS database for articles containing the keywords “social” and “fMRI”
in either title or abstract. Empirical articles containing the relevant keyword
information were identified by submitting the following search term to WoS:

ALL FIELDS: (fmri AND social) Refined by: DOCUMENT
TYPES: ( ARTICLE ) Timespan: 2009-2019. Indexes: SCI-
EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI.

The search was conducted on 2019-02-21. 2706 records were identified via this
search strategy.

5.3.1.3 Selection process

Unsurprisingly, the two search strategies yielded overlapping results, as arti-
cles published in the four social neuroscience journals we identified also fre-
quently contained the keywords “social” and “fMRI”. After removing duplicate
records, the two search strategies yielded 7413 unique empirical articles in total
(see figure 5.2). Basic bibliometric information about each article, including
author-provided keywords, were downloaded for all articles.

85



DECIDING WHAT TO REPLICATE

Authors PMI and AvtV reviewed the initial set of articles and determined
for each article whether author-provided keywords indicated that replication
would require access to samples or equipment that would not be feasible for us
to obtain (the complete list of excluded keywords, categories, and exclusion ra-
tionales can be found at https://osf.io/mtx72/). All articles whose keywords,
titles or abstracts matched keywords in our list were excluded. Our final set of
candidates contained 2268 empirical articles. These articles were considered
our initial candidate set.

5.3.1.4 Exploration of sample representativeness

Once the final set of candidate records was determined, we explored the avail-
able bibliographic information to ensure that the sample indeed seemed rep-
resentative of the field of social fMRI research. To verify that the initial
candidate set curated was representative of the population we wanted to sam-
ple from, two complementary validating questions were explored. First, does
the sample adequately sample the strata of our population of interest? That
is, are research topics and themes common in the population represented in
the sample, and does the sample seem sufficiently diverse in terms of topics,
themes, and subfields, given our expectation of diversity in the population
sampled from? Second, does the sample contain strata from populations we
did not intend to sample from? That is, are topics and themes prevalent in
the data that obviously do not belong in the research field we are trying to
sample from?

To address these questions we explored a number of bibliometric indicators
of the research topics contained within a set of articles, including (1) the
journals in which articles in the initial set were published, (2) the WoS field
categories (Clarivate Analytics, 2020) assigned to articles in the initial set, and
(3) topic-related keyword information gathered from the articles themselves.
The following sections summarize the analyses of each indicator in turn.

The analyses reported in the following sections only summarize a subset of
all bibliometric information available for our initial candidate set of articles.
Additional information includes all WoS Core Collection fields, the open ac-
cess status of each article, and a range of citation metrics. The full dataset,
including all bibliometric variables and a variable codebook, are available on
OSF (https://osf.io/f7zdq/).

5.3.1.4.1 Distribution of articles over journals We explored the dis-
tribution of journals in our data, including the topic specializations implied by
the journal titles and the frequency with which articles were published in each
unique journal. We addressed our two validating questions by examining (1)
whether there was a substantial spread of articles over general and specialty
journals, as we would expect in a sample of social fMRI articles, (2) whether
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Figure 5.2: Overview of candidate selection process and data points available
for each respective analysis reported below.
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journals known to be prevalent in social fMRI research were frequently pub-
lished in, and (3) whether journals obviously not related to social neuroscience
research were infrequently published in.

The records included in our dataset were published in 329 unique journals,
consistent with our expectation that social neuroscience is a broad and loosely
connected discipline of researchers from many subfields, who publish in a va-
riety of specialty- and general-topic journals. table 5.1 displays the name and
frequency of the 20 journals most frequently published in (0.71 of all articles in
the set were published in these 20 journals). Unsurprisingly, two of the four so-
cial neuroscience journals targeted by our search strategy were also among the
most prominent journals in the candidate set (Social Cognitive and Affective
Neuroscience, and Social Neuroscience). As to why the other two preselected
journals were not featured, the journal “Socioaffective Neuroscience & Psy-
chology” only contributed 19 articles to the initial candidate set, of which 17
were excluded based on keyword information. The journal “Behavioral Neuro-
science” contributed 810 articles to our initial candidate set, of which 805 were
excluded based on keyword information. Besides the preselected journals, the
sample appeared to be dominated by journals that were either general-topic
(PLOS One and PNAS) or general neuroscience/psychology (e.g. Neuroimage,
Frontiers in Psychology, Cortex), which is broadly in line with our expecta-
tions about which journals ought to be prevalent in social fMRI research.

Inspecting the full distribution of unique journal names yielded similar obser-
vations. Most journals appeared to be either specialty journals within various
subfields of psychology and neuroscience or general topic journals whose field
of interest might plausibly overlap with social neuroscience research. Only a
small minority of journals seemed clearly outside the normal scope of social
fMRI research (ACM Computing Surveys, Physical Review E, The Accounting
Review, as well as a small number of journals dedicated to statistics).

5.3.1.4.2 Distribution of articles over Web of Science field cate-
gories We explored the distribution of WoS field categories linked to our
data, including the range of categories mentioned and the frequency of each
category. We addressed our two validating questions by examining (1) whether
a substantial spread of categories from psychology and neuroscience were cov-
ered, as we would expect in an interdisciplinary research field, (2) whether
categories expected to be prevalent in social fMRI research were frequent in
our dataset, and (3) whether categories obviously not related to social neuro-
science research (e.g. “engineering, petroleum”) were infrequent in the data.

The records in our dataset were classified as being members of 178 unique WoS
categories. table 5.2 displays the name and frequency of the 20 WoS categories
most frequently tagged (0.865 of all articles in the set were sorted under these
20 Web of Science categories). This distribution is largely consistent with what
we would expect to see in studies sampled from social neuroscience research,
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Table 5.1: Journals which the articles in our initial candidate
set were most frequently published in.

Journal Frequency
Social Cognitive And Affective Neuroscience 324
Neuroimage 236
Frontiers In Human Neuroscience 115
PLOS One 112
Human Brain Mapping 109
Social Neuroscience 109
Journal Of Neuroscience 80
Journal Of Cognitive Neuroscience 78
Neuropsychologia 77
Cerebral Cortex 63
Scientific Reports 63
Frontiers In Psychology 51
PNAS 34
Cognitive Affective & Behavioral Neuroscience 30
Cortex 25
Frontiers In Behavioral Neuroscience 23
Brain Research 22
Experimental Brain Research 22
Brain And Language 19
Developmental Cognitive Neuroscience 18
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with many categories covered and with categories such as “Neurosciences; Psy-
chology; Psychology, Experimental” and “Multidisciplinary Sciences” being
among the most common. However, it is somewhat surprising that categories
such as “Psychology, Social” and “Neuroimaging” are not more prevalent in
a dataset that is supposed to contain fMRI studies of social psychological
phenomena.

Inspecting the full range of WoS category labels yielded similar observations.
Most labels were clearly related to areas of behavioral science, psychiatry, neu-
roscience and biology, consistent with the interdisciplinary branches of social
fMRI research. Only a few category labels seemed obviously unrelated to so-
cial neuroscience (“Engineering, Mechanical, Information Science & Library
Science”, “Ophthalmology”, “Physics, Fluids & Plasmas; Physics, Mathemat-
ical”, and “Urology & Nephrology”). Of the articles sorted under these cate-
gories in our data, only one article (Colman and Vukadinović Greetham, 2015)
seemed truly unrelated to social neuroscience on closer inspection.

5.3.1.4.3 Frequently co-occurring article keywords Journal- and
WoS category information encodes the research topics covered in our candi-
date set on a course level, since any journal or field category could include a
wide variety of research topics (e.g., research topics as diverse as empathy,
face perception, peer influence, and working memory all feature in the latest
journal issue of Social Neuroscience; Vol 16, issue 3). To supplement the
preceding analyses of journal and WoS field categories with more fine-grained
information, we utilized the statistical visualization software VOSviewer (van
Eck and Waltman, 2010) to extract commonly mentioned terms from the
titles and abstracts of all studies, and we studied whether terms co-occurred
in line with our prior knowledge of terminology in different subfields of social
neuroscience. Additional analyses of keywords retrieved from the Centre for
Science and Technology Studies (CWTS, https://www.cwts.nl/) are reported
in appendix C.

All data included in the initial candidate set were subjected to analysis in
VOSviewer (co-occurrence map with parameters set to binary counting, min-
imum number of occurrences set to 15, maximum number of keywords set to
200. Age-related and generic terms were excluded. The list of excluded key-
words and map files to recreate the reported co-occurrence map can be found
on OSF: https://osf.io/f7zdq/). figure 5.3 displays the co-occurrence map be-
tween commonly mentioned keywords in our dataset (online interactive version
of the figure: https://bit.ly/3yDPMup).

The VOSviewer co-occurrence map corroborates the findings of the previous
analyses. Themes commonly studied in social neuroscience frequently co-occur
in the titles and abstracts of articles in our data. Further, it seems that
individual topics could be organized into larger categories based on keyword
co-occurrence clusters (represented as keyword colors in figure 5.3, van Eck
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Table 5.2: Web of Science field categories most frequently
tagged in our initial candidate set.

Field Frequency

Neurosciences; Neuroimaging; Radiology, Nuclear
Medicine & Medical Imaging 345

Neurosciences; Psychology; Psychology, Experi-
mental 333

Neurosciences 291
Neurosciences; Psychology 225
Multidisciplinary Sciences 222
Behavioral Sciences; Neurosciences 112
Neurosciences; Psychology, Experimental 97
Psychology, Multidisciplinary 81
Behavioral Sciences; Neurosciences; Psychology,
Experimental 77

Psychology, Experimental 38
Psychology, Social 27
Audiology & Speech-Language Pathology; Lin-
guistics; Neurosciences; Psychology, Experimen-
tal

19

Psychology, Developmental; Neurosciences 18
Endocrinology & Metabolism; Neurosciences;
Psychiatry 13

Psychiatry 13
Psychology, Biological; Neurosciences; Physiol-
ogy; Psychology; Psychology, Experimental 12

Anatomy & Morphology; Neurosciences 10
Neuroimaging 10
Neurosciences; Pharmacology & Pharmacy; Psy-
chiatry 10

Neurosciences; Physiology 9

91



DECIDING WHAT TO REPLICATE

Figure 5.3: VOSviewer co-occurrence map of substantive keywords retrieved
from the title and abstract of articles in our dataset. Colors represent
VOSviewer-defined clusters of closely related keywords. See van Eck and Walt-
man (2014) for further details on clustering in VOSviewer.

and Waltman, 2014). As expected from a set of articles sampled from social
neuroscience, these categories center around themes such as face perception
(purple cluster), judgement and decision-making (green cluster), language (red
cluster), and social pain/ostracism/exclusion (blue cluster). The default mode
network (yellow cluster) also has clear ties to social neuroscience research (Li
et al., 2014).

5.3.1.5 Overall evaluation of step 1 implementation

Converging lines of evidence suggest that our search strategy and selection pro-
cess was successful in curating a dataset both representative of, and exclusive
to our target population of healthy human social fMRI research. Note that our
sampling and selection process was largely constructed to overcome the prob-
lem that social fMRI is not a well-defined bibliometric category. Determining
an initial set of candidates will likely be more straightforward when the field
of interest aligns more closely with a well-defined bibliometric category (e.g.,
a WoS field category).
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5.3.2 Step 2 - Deriving quantitative replication value es-
timates

Having determined a set of candidate articles to consider for replication, we
next set out to quantitatively estimate the replication value for each replication
target in this set (see figure 5.1, step 2). Following Isager et al. (2021) we
chose RVCn as our operationalization of replication value (equation (1)). This
means we operationalize value as a function 𝑤 of target article citation impact
𝐶 derived from a particular source 𝑆, divided by publication year (𝑌 ). We
operationalize uncertainty as the sample size (𝑛) of the target study.

5.3.2.1 Operationalizing value as citation impact

In practice, we need to specify what function w, type of citation impact 𝐶,
source 𝑆, and sample size 𝑛 we intend to use for calculating RVCn. To examine
the impact of choosing one specification over another, we studied the reliabil-
ity of citation impact estimates across a range of impact types 𝐶, sources
𝑆, and functions 𝑤. Two qualitatively different types of citation impact C
were collected; traditional academic citation indexes and Altmetric attention
scores. Altmetric attention scores were collected using the rAltmetric pack-
age in R (Ram, 2017, download date: 2020-10-30). Altmetric attention scores
are a weighted count of news- and social-media attention an article has re-
ceived (Altmetric, 2021). For traditional citation impact, we collected data
from multiple sources, including WoS (collected 2020-11-07 using the WoS
web interface), Crossref (collected 2020-10-30 using the rCrossref package in
R. Chamberlain et al., 2020), Scopus (collected 2020-10-30 using the rScopus
package in R. Muschelli, 2019), and CWTS (collected 2020-10-28 from the
CWTS database by author TvL). WoS, Crossref and Scopus citation counts
are all unweighted raw counts of incoming citations of an article. CWTS
citation counts consist only of incoming citations that are not self-citations.
We also collected field- and age-normalized citation counts from the CWTS
database (for details about the normalization procedure, see Waltman et al.,
2011). Thus, our data contained three different functions 𝑤 of citation impact
(raw count, self-citations subtracted, and field/age-normalized). Publication
year data 𝑌 was collected from the WoS database.

5.3.2.2 Operationalizing uncertainty as sample size

Following the rationale of Isager et al. (2021), we operationalized the uncer-
tainty about a claim before replication in terms of the standard error of effects
supporting the claim, which we then approximated as the sample size of the
study in which the claim is reported. Sample size was here defined as the total
number of participants in a study for which fMRI data was reported (i.e., the
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number of participants that were not excluded from all fMRI analyses). Sam-
ple size was manually coded by undergraduate students at Leiden University
and Eindhoven University of Technology.

We originally aimed to collect additional information about uncertainty
(e.g. information about statistical analyses, experimental design, whether the
study was exploratory or preregistered, number of existing replications, etc.)
that could be used to derive alternative operationalizations of replication
value. We subsequently planned to compare estimates from the RVCn
indicator with other proposed indicators of replication value (e.g., Field et al.,
2019, which requires information about bayes factors). However, following
two pilot studies aimed at identifying additional uncertainty information (see
appendix D and E), we concluded that additional information relevant to
uncertainty-assessment in social fMRI would not be feasible for us to collect.
The primary reason for this was the difficulties we faced in identifying the
main finding of interest in each study, which would be necessary in order to
know what test statistics, design features, replication studies etc. would be
relevant for the replication target. The secondary reason was that, even if a
main finding could be identified, both finding the corresponding result and
finding a consistent method of reporting results across the field was difficult.
In the end, sample size was the only operationalization of uncertainty we were
able to move forward with in this study.

5.3.2.3 Collecting and inspecting the reliability of RVCn input

In exploring how RVCn should be calculated based on the quantitative infor-
mation listed above we first studied the reliability of citation impact estimates
across sources and weighting schemes to gauge how much these factors matter
for the final citation impact estimate. Second, we considered the influence of
age on citation impact, and we estimated how well this influence is mitigated
by dividing citation impact by article age. Third, we explored the feasibility
and reliability of coding sample size for target studies in the candidate set. Fi-
nally, based on the preceding analyses we designed two alternative replication
value indicators and examined the divergence in their respective estimates.

5.3.2.3.1 Reliability of citation impact across sources To better un-
derstand the reliability of citation impact 𝐶 across sources 𝑆, we explored the
strength of association between a variety of citation metrics (table 5.3).
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Table 5.3: Frequency of various citation metrics available for our
data. Web of Science citation counts were originally available for
all articles, but some could not be retrieved when the citation count
data was updated in 2020.

Metric Description N
WoS Web of Science Core Collection

Times Cited Count, updated
2020-11-07

2105

Crossref Crossref citation counts,
downloaded 2020-10-30

2253

Scopus Scopus citation counts,
downloaded 2020-10-30

2238

CWTS Total Citation Score. CWTS
citation counts - excluding
self-citations, downloaded

2020-10-28

2220

CWTS
normalized

Total Normalized Citation Score.
CWTS citation impact of article
relative to the primary cluster to
which the article belongs. The
score represents how many more
times the article is cited relative
to the average citation count of
an article in its cluster from the
same year. I.e. An article that is
cited 10 times, and that belongs
to a cluster in which articles of
the same age are cited 4 times
on average, will receive a tncs

score of 10/4=2.5

2220
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Metric Description N
Altmetric Altmetric attention score,

downloaded 2020-10-30. The
number of missing Almetric
attention scores were high

compared with other citation
metrics. This is because

attention scores are not tracked
for an article until Altmetrics
have detected at least one
mention of the article.

Traditional citation metrics
separate between articles that
are tracked but cited 0 times

and articles that are not tracked,
but Altmetrics makes no such
distinction. Missing Altmetric

attention scores appeared
randomly distributed over the
distribution of traditional

citation count from all sources.

1874

Total Number of articles for which all
citation metrics were available

1706

All metrics were retrieved within a timespan of two weeks to ensure that there
would be no differences in citation impact from different sources due to time-
lag. Due to the skewed distribution of all citation metrics, and because we
are primarily concerned with the rank-ordering of the records (Isager et al.,
2020) Spearman’s rho correlation was used to assess the strength of association
between metrics.

In addition, we expected WoS, Crossref, Scopus, and CWTS to be highly cor-
related measures of the same underlying construct - the raw academic citation
impact of an article. To test this expectation, we subjected the citation data
from these sources to an intraclass correlation analysis (model = two-way fixed
effects, type = single rater, definition = consistency, Koo and Li, 2016) us-
ing the ICC function in the R package psych (Revelle, 2021, ICC3 output
reported).

Figure 5.4 displays the distributions of all citation metrics. All metrics are
heavily right skewed. The distributions of raw citation counts are highly over-
lapping across sources (Figure 5.4A). CWTS citation counts are more heavily
skewed towards zero than raw counts from other metrics, likely due to the fact
that CWTS subtracts self-citations from the total citation count.
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Figure 5.4: Density distribution of citation metrics. A) The distribution of raw
citation counts from Web of Science (black), Crossref (red), Scopus (blue) and
CWTS (orange). B) The distribution of CWTS citation impact, normalized
by research field/cluster. C) The distribution of Altmetric attention scores.
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Figure 5.5: Matrix of bi-variate correlations between the citation metrics avail-
able for the articles in our dataset.
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Figure 5.5 displays the rank-order correlations between various citation met-
rics. The correlation between raw citation counts from any two sources was
very high (always >0.936). The inter-rater reliability between these met-
rics was similarly high, ICC = 0.97, CI95%[0.968, 0.971]. Even though self-
citations are subtracted from CWTS citation counts, these scores were only
marginally less correlated with scores from the three other sources, compared
to intercorrelations between the other sources.

As expected based on the prior literature (Costas et al., 2015) the correlations
between Altmetric scores and all other metrics were consistently quite low.
The correlation between normalized and non-normalized citation counts was
consistently high across sources, though substantially lower than the inter-
correlation between different raw citation counts. This suggests that it matters
little for RVCn estimates which source 𝑆 is used, but it does matter whether
one chooses raw or field-normalized citation count as the operationalization of
𝑤(𝐶), and it would matter substantially whether one chooses to use traditional
citation count or news/social-media impact as the operationalization of 𝐶.
The reliability of Altmetric attention scores as estimates of news/social-media
impact remains unclear, as we had no other metrics for this kind of impact to
compare against.

5.3.2.3.2 Age and citation count. Because total citation count is a met-
ric that accumulates over time, it is strongly influenced by publication age.
The upshot is that value estimates based on raw citation count will tend to be
overestimated for older claims (Isager et al., 2021). In other words, total ci-
tation count will give the impression that older claims are more valuable than
younger claims, even if there is no change in value of claims studied over time.
To prevent such systematic measurement error RVCn attempts to adjust for
publication age by using average yearly citation count as a measure of value.

To explore the effectiveness of this method for age adjustment, we examined
how the correlation between age and citation count changed as raw citation
count was transformed into average yearly citation count. We focus on WoS
citation count data in this analysis, but the reported pattern of results is
highly similar regardless of which citation source is used (see appendix F). We
similarly examined the effect of age-averaging on Altmetric attention scores.
In addition, we explored the relationship between age-averaged citation count
and age/field-normalized CWTS citation count, which could be considered a
superior method of age adjustment. If age-averaging is an effective method for
age adjustment, age-averaged citation count should correlate more strongly
with CWTS normalized scores than raw citation count.

We computed pairwise spearman correlations between publication age, WoS
citation count, Altmetric scores, WoS citation count divided by years since
publication, Altmetric scores divided by years since publication, and CWTS
normalized citation count.
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Figure 5.6: Matrix of bi-variate correlations between age and citation indices.
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Figure 5.6 displays the correlation coefficients between all variables of interest.
As expected, there was a strong correlation between age and raw WoS citation
count (rho = 0.608). The correlation between citations and age dropped sub-
stantially when citation count was divided by years since publication. How-
ever, a meaningful residual correlation between average yearly citation rate
and publication age remains (rho = 0.218). This suggests that dividing total
citation count by the number of years since publication is an imperfect age ad-
justment method. Averaging over age works best if citation time accumulates
at a constant rate, but this rate is very likely not constant for most articles
(Isager et al., 2021). Encouragingly, however, averaging citation count by age
does increase the correlation between citation count and CWTS normalized
scores, whose method of age correction is superior to averaging because it does
not depend on a constant accumulation rate. Interestingly, even CWTS scores
are weakly positively correlated with age, suggesting that perfect adjustment
for article age is challenging. In summary, taking the average yearly citation
count seems to be an efficient method for age adjustment in traditional citation
metrics.

Unexpectedly, there was only a negligible correlation between age and Alt-
metric attention score in our data (rho = 0.034). It is not entirely clear why
Altmetrics, which also accumulates over time, is not dependent on publication
age. It may be due to differences in the processes that generate accumulation
of traditional citations and altmetric scores, respectively. For WoS citations
to accumulate, citing articles must themselves be published, which means the
accumulation of citation impact is a slow process stretched out over many
years. In contrast, Altmetric data such as blog citations, news report citations
and retweets can accumulate quickly, and may also subside more quickly as
the article fades from immediate public attention. Thus, Altmetric scores may
not be dependent on age beyond the first few weeks or months following pub-
lication (Chi et al., 2021). This hypothesis is further supported by the fact
that the correlation between Altmetric scores and traditional citation count
seems largely independent of age-correction. When there is no effect of age on
Altmetric scores, there is no need to control for age, and dividing the scores
by age creates an artificial negative effect of age on the Altmetric score (rho =
-0.239). The upshot is that we will tend to overestimate the citation impact
of recently published articles. Unless we purposefully want to bias our study
selection towards more recent articles it would be more appropriate to use raw
Altmetric scores than age-corrected Altmetric scores when RVCn.

5.3.2.3.3 Sample size inter-rater reliability There does not, as far as
we know, exist any tool for extracting sample size from research articles auto-
matically. Applications such as Statcheck (Nuijten et al., 2017) may allow for
this in the future through detection of relevant degrees of freedom in articles.
However, we were not able to utilize Statcheck for our data collection efforts
because articles in our dataset rarely report statistics in the format required for
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the algorithm to work. Sample size for each study in our dataset was therefore
coded manually. In this section we first report our procedure for extracting a
subset of the full set of candidate articles for which sample size could feasibly
be coded. We then report our procedure for coding the sample size of each
study included in this subset. Finally, we report the results of an inter-rater
reliability analysis designed to investigate the ability of coders to code sample
sizes reliably and without error.

From the outset it was unclear to us how challenging it would be to code sample
size information for the studies in our candidate set. However, manually coding
sample size for all studies in the full set of 2268 candidate articles was assumed
to be costly and time consuming from the outset. In lieu of prior information
about the speed and reliability with which sample size can be manually coded,
we tentatively aimed for a subset of 1000 coded studies. We sampled 1000
articles at random from the full set of 2268 articles and began the process
of splitting these into individual studies for sample size coding. However,
in the early stages of coding it became clear that many studies would have
to be excluded due to not meeting our initial selection criteria upon closer
inspection. To ensure that the final set of candidates would include at least
1000 studies, an additional sample of 500 articles were sampled at random
from the full set. The exact code used to draw the sample is available on
OSF (https://osf.io/rxukq/). After removing articles that matched our initial
exclusion criteria (e.g., single non-fMRI studies from multi-study articles, such
as De Vries et al., 2018, study 4) the sample size was coded for each fMRI study
in the article.

Coding was primarily performed by a team of three undergraduate research
assistants. For each article we identified the number of studies reported in
the article. For each study we recorded the number of participants who con-
tributed any fMRI data to analyses reported in the study (even if their data
were excluded from some analyses). We did not code more detailed sample
size information such as the number of stimuli and trials used in each study.
Although such information is obviously important for accurate estimation of
overall statistical uncertainty (Westfall et al., 2014) piloting efforts suggested
it would be too difficult to extract this information for over 1000 studies. For
further details about how coders were instructed to proceed with sample size
coding, see the supplementary coding instructions (https://osf.io/j3pxf/).

The 1500 articles contained 1681 individual studies, of which 323 matched our
exclusion criteria. The final dataset contained 1358 individual studies from
1283 unique articles. On average, coders reported that coding the sample size
of a single article would take a few minutes, but time taken was not normally
distributed. Most studies could be coded in only a minute or so when sample
size and exclusion criteria were clearly summarized in either the study abstract
or the “participants” subsection of the methods section. A smaller subset of
studies would take several minutes to code, usually because study authors
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would not report sample size clearly, or would not report clearly if data were
excluded, meaning the entire methods and results sections would have to be
read before sample size could confidently be coded.

Manual coding introduces human error. In addition, discrepancies between
coders can emerge when it is not clear whether participants should be excluded
from a study, whether a study should be excluded from the candidate set,
etc. In order to ensure that sample size estimates were reliably coded, a
subset of 250 studies, randomly selected from the larger set of 1358, were
double-coded by independent coders and subjected to an inter-rater reliability
analysis. Two additional coders (one additional undergraduate student - the
undergraduate coder - and the first author - the PhD coder) re-coded the
sample size for each study in this subset. While coding, all coders were blind
to the sample size provided by other coders. To study inter-rater reliability, we
subsequently calculated the percentage agreement between each of the coders,
and we calculated the intraclass correlation coefficient between coders (model
= one-way fixed effects, type = single rater, definition = absolute agreement)
using ICC function in the R package psych (ICC3 output reported).

Overall, there was a high but imperfect agreement between the three coders
(percentage exact agreement = 0.772). The undergraduate double-coder and
the PhD coder had a slightly higher agreement rate (percentage exact agree-
ment = 0.884) than either one had with the original undergraduate coders
(percentage exact agreement between original coders and undergraduate coder
= 0.816, percentage exact agreement between original coders and PhD coder
= 0.828). The intraclass correlation coefficient between raters was high, ICC
= 0.825, CI95%[0.795, 0.851]. Figure 5.7 displays the variation in sample size
between the coders, plotted on log scale.

Coders disagreed in 57 cases. All disagreements between coders were resolved
by the PhD coder after inspecting comments by the other coders. In most
cases, one coder was clearly correct and the other clearly incorrect. In cases
where the correct sample size was genuinely ambiguous (e.g., when study ex-
clusion procedures were not clearly explained) the PhD coder had final say
in which sample size would be considered correct. In addition to the cases
of disagreements identified in the data used for inter-rater reliability analysis,
one additional sample size coding error in the full set of 1358 studies was de-
tected and corrected at a later time during the analyses. Figure 5.8 displays
the distribution of sample size in our data after resolving coder disagreements
(mode=20, median=24, frequency of n<=10=37, 11-20=479, 21-30=365, 31-
40=184, 41-50=97, 51-60=60, 61-70=27, 71-80=25, 81-90=10, 91-100=10,
n>100=64).
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Figure 5.7: Variation in sample size between coders. Sample size is plotted on
log scale. The original sample size coded is represented on the x-axis. Double-
coded sample size values are represented on the y-axis. Blue circles represent
values from the PhD-student coder. Brown triangles represent values from the
undergraduate student coder.
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Figure 5.8: Distribution of sample sizes in the dataset. For visualization pur-
poses, the x-axis limit is set to n=500, excluding 10 cases where n>500.
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5.3.2.4 Calculating and comparing alternative operationalizations
of RVCn

Having established that accurate citation count and sample size estimates
can be reliably collected, we proceeded with the actual calculation of RVCn
Reliability checks revealed that traditional citation counts were not strongly
associated with Altmetric attention scores, regardless of citation source. Repli-
cating researchers might justifiably want to use either or both of these metrics
to estimate value. Therefore, we decided to compare the results of two alter-
native operationalizations of replication value; one indicator measured value
via the Web of Science citation count of the articles (RVWoS), while the other
indicator measured value via Altmetric score of the articles (RVAlt). Both
indicators used sample size as a measure of uncertainty. Note that we could
also construct and compare additional operationations based on these data,
for example based on field-normalized citation impact or a combination of ci-
tation impact and Altmetric score, but for illustration purposes we here focus
on the two least correlated value estimates.

RVWoS was based on the equations derived by Isager et al. (2021), and calcu-
lated in the following way:

𝑅𝑉𝑊𝑜𝑆 = 𝐶𝑊𝑜𝑆√𝑌 + 1 × 1√𝑛 (2)

where 𝐶𝑊𝑜𝑆 denotes the Web of Science citation count of the article a study
is reported in, 𝑌 denotes the article age in years, and 𝑛 denotes the sample
size of the study after exclusion.

RVAlt was calculated in the following way:

𝑅𝑉𝐴𝑙𝑡 = 𝐶𝐴𝑙𝑡 × 1√𝑛 (3)

where 𝐶𝐴𝑙𝑡 denotes the Altmetric attention score of the article, and 𝑛 denotes
the sample size of the study after exclusion. Because exploratory analyses
revealed that Altmetric attention scores are not correlated with article age
in our data, we did not average 𝐶𝐴𝑙𝑡 over publication year in this replication
value indicator. Because Altmetric attention scores were not available for all
reports in our dataset, 𝐶𝐴𝑙𝑡 could only be calculated for 1156 of 1358 studies.

Importantly, we calculated both RVWoS and RVAlt under the assumption that
no study in our candidate set is a replication of another study in the set,
implying that no studies should be combined in the estimate of n. This as-
sumption is very likely false for some candidates, in which case it would have
been more appropriate to combine the sample size from the original study and
it’s replications (see appendix A)S. However, detecting such cases is extremely
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challenging because original and replicated studies are not linked in bibliomet-
ric records. Because lack of replication research in fMRI research (Poldrack
et al., 2017) implies that only very few articles in our dataset would be replica-
tions of one another, we found it acceptable to proceed with calculation under
the assumption that there were no replications in the data.

The distribution of replication value from both indicators was visually in-
spected, and estimates from both indicators were correlated to study their
similarity. Spearman’s rho was used since rank-order correlation between dif-
ferent indicators is what matters for what decisions they lead to in practice.
95% bootstrap confidence intervals were calculated for the correlation estimate
using the spearman.ci function of the RVAideMemoire package in R (Hervé,
2021).
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Figure 5.9: Scatter plot visualizing the relationship between RVWoS and RVAlt.
Distribution of RVWoS estimates are visualized as bars on the x-axis. Distri-
bution of RVAlt estimates are visualized as bars on the y-axis. Blue bars (and
dots) represent the 10 highest RVAlt scores. Red bars (and dots) represent
the 10 highest RVWoS scores. Purple dots represent scores that are among the
10 highest scores on both estimators. Two of the ten studies with the highest
RVWoS scores are not included in the scatter plot because their RVAlt scores
could not be computed due to missing Altmetric attention scores.

Figure 5.9 displays the distribution of RVWoS and RVAlt and their associa-
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tion. Overall, both distributions are highly skewed (see bars on axes in figure
5.9), which is expected given that sample size, Web of Science citation count
and Altmetric attention scores are all highly skewed as well (see figure 5.4
and figure 5.8). Overall rank-order correlation between estimators was mod-
erate, 𝜌 = 0.401, CI95%[0.348, 0.45]. Since our replication selection strategy
involves selecting a study from the subset of the highest indicator-ranked stud-
ies, we also considered rank-order overlap between the two indicators for the
highest-ranked studies from each indicator. Of the ten highest-ranked stud-
ies from each indicator, only two studies (Tamir and Mitchell, 2012; Kassam
et al., 2013) were ranked among the top ten in both indicator rank-orderings
(purple-colored points in figure 5.9). Besides these, these top ten studies based
on RVWoS (red bars and points in figure 5.9) had substantially lower scores
on RVAlt than the top ten studies based on RVAlt (blue bars and points in
9), and vice versa. This weak association between RVWoS and RVAlt is as
expected. Traditional citation impact and altmetric attention scores are gen-
erally thought to measure different aspects of impact and are known to be
weakly associated.

In other words, quantitative recommendations for which studies to replicate
will vary substantially based on whether traditional or altmetric citation im-
pact is used to estimate replication value, because these impact metrics mea-
sure different attributes. To the extent that they measure scientific impact,
they measure non-overlapping aspects of scientific impact. Different stakehold-
ers may prefer either operationalization, depending on what aspects of impact
they find most relevant. If a stakeholder has no preference, they should either
combine both sources of impact in their estimate of 𝐶, or focus on studies with
a high value on both indicators.

5.3.2.5 Overall evaluation of step 2 implementation

In summary we return to the research questions posed in the introduction.
First, does it matter from which source we collect citation impact estimates?
It depends. For academic citation impact, exact count may vary between
sources, but relative citation rank-order appears very reliable across sources.
So long as the same source is used consistently for all replication targets evalu-
ated, choice of source has little consequence. Field-normalizing citation counts
seems to have a more substantial impact on citation rank-order, though cor-
relation between raw and field-normalized counts was also quite high for our
data. Altmetric attention scores are only weakly correlated with traditional
citation counts,which has a substantial impact on RVCn estimates. This is
to be expected since Altmetric attention scores and traditional citation count
metrics measure different value-related attributes, and it means that, in prac-
tice, researchers need to think carefully about which of these metrics more
closely represents their personal definition of value. Finally, it seems that the
recommendation to average citation impact over article age in the RVCn esti-
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mate (Isager et al., 2021) is an effective but imperfect method of adjustment
for article age. However, depending on the citation metric chosen, averag-
ing over age may itself introduce systematic measurement error in the scores.
We therefore urge researchers to consider alternative age adjustment methods
when these are available.

Second, can we code sample size for all candidates in a feasible and reliable
way? Indeed it seems so. However, (1) this process was more challenging than
we had first anticipated, (2) inter-rater reliability of manual coders is high, but
not perfect, and (3) we were only able to code sample size coarsely as ‘number
of participants in study’, omitting information often used in the calculation of
the standard error such as number of trials and stimuli (Westfall et al., 2014).
Our main obstacle in the coding process was the non-standardized reporting of
participant exclusions, which we needed to derive the final sample size of the
study design. Most often, exclusions and final sample size would be reported
in the ‘participants’ subsection of the methods section. However, information
about participant exclusions would frequently not appear until the results sec-
tion. In several cases, exclusions would be reported in several places. For
example, participants excluded after psychiatric assessment might be men-
tioned in the methods section, while participants excluded due to movement
artifacts might appear as part of the reported results. Frequent inconsistencies
like these meant that double-checking usually had to take place, which slowed
down the coding effort and led to several coding errors. In the end, we were not
able to code sample size for all studies in the entire set of 2268 articles given
our time- and resource constraints, but a substantial subset could be coded
by a small roster of undergraduate research assistants in less than 100 hours,
all told. We estimate that the entire set could likely be coded in less than
200 hours. In cases where it is not feasible for researchers to carry out step
2 for the entire set of candidates derived in step 1 (see figure 5.1), randomly
selecting a feasible subset of all candidates in step 2 seems to us a reasonable
way to proceed, since it at least gives every candidate an equal chance of be-
ing evaluated further. Of course, alternative methods for narrowing down the
candidate set could also be considered. A simple procedure would be to define
the field of interest more narrowly than we did here, leaving fewer replication
targets in the initial set of candidates to begin with.

5.3.3 Step 3 - In depth review of recommended candi-
dates

To assess the face validity of RVWoS and RVAlt recommendations, we followed
up the quantitative analyses with a brief qualitative review. The goal of this
review was twofold. First, we wanted to see whether quantitative replica-
tion value estimates would conform to our own intuitions about replication
value. Would it usually seem obvious to us that studies which received a
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high RVWoS/RVAlt estimate would be more worthwhile to replicate than stud-
ies that received a low estimate? Second, we wanted to diagnose potential
sources of noise and systematic error in the replication value estimation proce-
dure, leading to a high replication value estimate without actually warranting
a replication (e.g., an article may be highly cited for reasons other than the
empirical studies it reportes, by utilizing a novel method, espousing an ide-
ological claim, etc.). Importantly, the goal of this section is not to identify
targets for replication per se, because we are not yet confident that RVWoS
and RVAlt are estimating replication value as intended during step 2. Rather,
the goal is to identify potential issues with validity, reliability and measure-
ment error that future validation studies of RVCn may want to follow up on.
Therefore, we do not commit to the same depth of qualitative analysis here
that we would normally recommend during full-scale execution of step 3.

5.3.3.1 Review procedure

Because RVWoS and RVAlt rank order was only moderately correlated with
each other, we included the 10 highest and 10 lowest estimates from both
indicators in our review. In addition, we included the 10 lowest non-zero
estimates from the RVWoS distribution, because we suspected that RVWoS
scores of 0 often simply reflect a paper too young to have picked up citations
yet. In total, 44 unique studies were included in our face validity review (6
studies were among the highest or lowest scores for both indicators).

Since our goal was partly to explore what information might be important
to consider in a full-scale qualitative review, formal review criteria were not
established in advance. Authors PMI and AvtV read the title and abstracts of
all studies included in the review, consulted the article text intermittently for
clarifications, and reviewed quantitative information related to the replication
value estimates of these studies (i.e., reviewers were not blinded to a record’s
rank position). Both reviewers first made notes for each study in private,
focusing on their intuitive validity judgement of the replication value estimate
and on potential sources of error and bias. Notes were then discussed by
PMI, AvtV, and DL in two meetings to distill the most central outcomes of
the review effort. The full set of notes is available on OSF for author PMI
(https://osf.io/vwpqs/) and AvtV (https://osf.io/953rh/).

5.3.3.2 Central outcomes of the review process

The review process was completed in roughly one week. Due to issues with
blinding, which are detailed below, we elected not to increase the sample of
reviewed studies beyond the 44 initially reviewed. In future feasibility studies,
and in a full-scale implementation of step 3, researchers may want to review a
larger subset of candidates, which is of course possible so long as one has the
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time and resources available. It should be noted that a full-scale implementa-
tion of step 3 will likely involve a more in-depth review of each candidate than
was conducted here, which would entail a much longer review process for the
same number of studies.

The face validity review led to three primary observations. First, detailed
inspection of quantitative replication value estimates turned out to be highly
important for quality control. We discovered two cases of erroneously coded
sample sizes. In the one case, the correct sample size of 16 was coded as 1,
likely due to a typographical error. In the other case, missing data exclusion
was not taken into account and the coded sample size of 561 was corrected to
114. In addition to manual errors in sample size encoding, we noticed eight
studies that were not obviously connected to social neuroscience, and one
study that should clearly have been filtered out by our initial step 1 exclusion
criteria because it did not utilize fMRI for imaging. Finally, in one case we
had incorrectly labeled a single two-session repeated measures study as two
separate studies.

Second, correspondence between RVWoS/RVAlt rank order and our intuitions
about the replication value of the claims (based on title and abstract infor-
mation) was not immediately obvious. In some cases, it seemed natural to
us that the studies estimated as having the lowest/highest replication value
should belong to that group; in other cases it did not. In hindsight, lack of
blinding on part of the reviewers made interpretation difficult because it pre-
vented unbiased interpretation of sample size and citation impact information
during review. Normally, this information would have been natural to consider
when forming an intuitive judgement about replication worthiness, but in the
present analysis we could not consider it without confounding the comparison
between formula estimates and intuitive judgements. Therefore, we cannot at
present conclude whether lack of correspondence between intuition and for-
mula estimates signals a problem with RVWoS/RVAlt or simply indicates that
the assessment procedure is compromised.

Third, we discovered a number of potential sources of noise and systematic
error in the RVWoS/RVAlt estimates during review (which may partly be re-
sponsible for the low perceived correspondence between indicator estimates
and reviewer intuitions). The most obvious problem was the number of stud-
ies utilizing within-subject designs. Variation in study design leads to noisy
estimation of true replication value, since both RVWoS and RVAlt exclusively
use number of participants to estimate uncertainty and thus ignore reduction
in uncertainty due to repeated measures of each participant. More problem-
atic still, the use of within-subject designs seemed to be much more common
among the highest ranked studies. This makes intuitive sense. A within-
subject design is likely to require a lower number of participants on average
than a between-subject design, since lack of participants can be compensated
for by repeated measures, which means study design and sample size is likely
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to be correlated. If so, RVWoS and RVAlt will tend to overestimate the true
replication value of within-subject designs compared to between-subject de-
signs. Similarly, there seemed to be consistent differences between studies in
the higher and lower groups with respect to study design more generally. Stud-
ies with larger sample size often concerned large-scale collaborations studying
genetic effects and resting state fMRI, while smaller sample size studies were
more often single-lab studies measuring BOLD contrasts during a task manip-
ulation. If certain research areas utilize within-subject research designs more
often than others, then research from these areas will tend to get favored by
RVWoS and RVAlt simply due to systematic failure to account for study de-
sign in the uncertainty estimate. In future applications of RVCn-based study
selection we therefore recommend that the sample size estimate is corrected
for the study design used, ideally for all studies during step 2 or, if this is
unfeasible, at least as part of evaluation during step 3 (see appendix B for
technical details on how such correction can be achieved).

Finally, we discovered a few cases of disconnect between the replication tar-
gets reported in an article and the apparent reason why the article received
attention. In one case, an article containing both a literature review and
an empirical study seemed to be cited primarily due to the literature review
(Dimoka et al., 2011). In another case, a study on human navigation appeared
to receive a large Altmetric score primarily due to speculative news reports
claiming that GPS use can “turn the brain off”, which does not clearly follow
from the study’s conclusions (Javadi et al., 2017). While one could argue that
correctness of reporting is unrelated to news media impact per se, it is unclear
whether the solution to dubious interpretation of study claims is replication of
the original study. Formally, it is unclear how much we would be able to re-
duce uncertainty by replicating. Researchers should always consider the likely
effect of replication on uncertainty during step 3 since replication value indi-
cators, by definition, are not sensitive to this determinant of expected utility
gain (Isager et al., 2020).

Our face validity review thus identifies several issues that are important to
consider when conducting in-depth review of replication targets, including cod-
ing errors in RVCn estimates, potential systematic mismeasurement of certain
study designs and topics, and the appropriateness of replication for reduc-
ing uncertainty about highly cited claims. Future research should give us a
better understanding of which factors to consider during in-depth review of
replication candidates (e.g., Pittelkow et al., 2021).

5.4 General discussion

The overall aim of this exploratory study was to test the feasibility of imple-
menting the four-step replication study selection procedure based on RVCn
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proposed by Isager et al. (2021) in social fMRI research - a field of interest
that spans several thousand replication targets. Based on the exploratory re-
search reported in the previous sections, we believe the basic feasibility of the
procedure has been established. It was possible to construct an initial set of
relevant empirical claims (step 1 in figure 5.1). By excluding articles based
on keyword information, non-relevant research topics and study populations
could be filtered out of the candidate set. Further, reliable estimates of both
sample size and citation impact could feasibly be derived for each study in
order to calculate RVCn (step 2 in figure 5.1). Undergraduate student coders
were capable of providing reliable estimates of sample size, though their accu-
racy was not perfect. Traditional citation count metrics were highly rank-order
correlated, meaning there is little difference in which source 𝑆 is used in the
calculation of RVCn. Altmetric attention score was only weakly correlated
with traditional citation impact in this field, and might represent a qualita-
tively different way of measuring value. Whichever measure is preferred, both
Altmetric scores and traditional citation counts could easily be extracted using
free and open source applications (e.g., Ram, 2017; Chamberlain et al., 2020).
Finally, in-depth review of the highest ranking indicator estimates from step
2 appears to be an important method of quality control before a candidate is
selected for replication. Whether these conclusions generalize to application of
RVCn in other disciplines is an open question which will need to be empirically
examined.

The validity of RVCn for estimating expected utility remains an open question.
The current exploration suggests several factors that could compromise the
validity of RVCn. To help facilitate future validation of this indicator, we
briefly suggest a few different study designs that validating researchers might
consider.

5.4.1 Suggestions for future research

Ideally, we would validate any quantification of replication value by bench-
marking the quantitative estimates against some gold standard for measuring
expected utility gain. However, such benchmark validation will be highly dif-
ficult to implement in practice. First, no gold standards exist. Second, even
if a standard could be formalized in terms of observable variables, one would
then need to actually conduct the replication in each case to determine the
post-replication utility that was gained. Only when this is done for a large
number of claims could the association between the gold standard (whatever
it may be) and RVCn be studied reliably. Validation through benchmarking
is therefore at present unfeasible. However, they might become possible once
the number of replications in the literature increases.

In lieu of gold standards, we could instead investigate whether RVCn is associ-
ated with other operational measures that are hypothesized to predict expected
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utility gain. That is, we can attempt to provide criterion validation of RVCn.
This works under the assumption that the measures RVCn is compared with
have a causal structure that makes them both valid measures of expected util-
ity gain and correlated with RVCn (one does not necessarily follow from the
other per the definition of validity proposed in Isager, 2020). For example,
we would expect RVCn to predict which studies are chosen for replication in
practice under the assumption that both RVCn and replication authors’ selec-
tion criteria are caused by the expected utility of the replication effort (Isager
et al., 2021).

If replication authors are capable of predicting the expected utility gain of dif-
ferent replication targets, RVCn could also be validated by asking researchers
to intuitively estimate the relative replication value of a set of replication can-
didates from their discipline and then examine the ability of RVCn to predict
these estimates. A validation effort of this kind is currently being developed
by the authors of this article. In a similar vein, one could perform more exten-
sive versions of the survey research reported here (see appendix D) to increase
understanding of which factors researchers usually consider when selecting a
study for replication. Empirical research on this front is currently underway
(Pittelkow et al., 2021). Subsequently, one could examine whether RVCn are
associated with these factors in the published literature. Such data would also
be able to provide content validation of RVCn by informing us of which aspects
of value and uncertainty are adequately captured by RVCn, and which are not.

It might also be worthwhile to test the discriminant validity of RVCn with re-
spect to certain key variables. In particular, it would be useful to ensure that
RVCn is not associated with replicability. That is, RVCn estimates should not
be predictive of whether a study will replicate successfully. RVCn estimates
should be the highest for studies which we are very uncertain whether or not
will replicate successfully. Conversely, studies that are very likely to repli-
cate and studies that are very unlikely to replicate should both receive low
RVCn estimates, all else being equal. One way to examine this predicted non-
relationship is to collect the RVCn estimates of original studies from existing
replication efforts where the replication outcome is fairly certain (e.g., Klein
et al., 2018), and then test whether RVCn is unassociated with replicability
(Lakens et al., 2018a). Another potential way to test the hypothesis would
be to collect estimates of replicability through prediction markets, which are
known to successfully predict replication outcomes (e.g., Forsell et al., 2019)
and test whether RVCn estimates are associated with the strength of market
beliefs, but unassociated with the direction of beliefs.

5.4.2 Conclusion

The replication study selection procedure proposed by Isager et al. (2021)
seems to be a feasible option for replication study selection in social fMRI
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research. An initial candidate set can be curated and filtered based on available
bibliometric information, and RVCn can be calculated in a reliable manner
using bibliometric information, and sample size information can be reliably
coded by (under)graduate coders. However, whether the procedure assessed
here is valid for use in replication study selection is currently unclear. Rigorous
empirical validation of RVCn isrequired before the indicator can confidently be
utilized for replication study selection. If RVCn proves to be a valid and reliable
measure of expected utility gain, social fMRI researchers (focusing on healthy
human subjects) could utilize the data provided in this article to select studies
for replication more efficiently. Additionally, the candidate set of studies we
have curated could serve as an initial candidate set for any study selection
strategy adopted by researchers in our field, regardless of the strategy utilized
for selection. Our study procedure could be extended to test the feasibility
of implementing other proposed study selection strategies (e.g., Field et al.,
2019; Matiasz et al., 2018; supplementary formula documents in Isager et al.,
2020), and could be reiterated to examine the feasibility of applying RVCn in
other research contexts. Finally, by exploring and documenting the wealth
of information relevant to replication study selection, we increase the ability
of researchers to make well-informed decisions about which original research
would be the most important to replicate.
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Chapter 6

General Discussion

This thesis investigates the potential for using quantitative indicators of repli-
cation value to construct efficient study selection strategies. The thesis began
by solidifying theoretical foundations on which indicators could be justified
(chapter 2 and 3), which were previously left more or less implicit in discus-
sions about which replication studies were valuable to perform. From these
foundations a particular quantitative indicator (RVCn) was then constructed,
and additional measurement assumptions needed to complete the rationale for
RVCn was identified and explicated (chapter 4). The feasibility of using RVCn
for study selection in practice was explored by calculating the indicator for a
large set of empirical studies from the field of social neuroscience (chapter 5).

The ultimate goal throughout the thesis has been to construct a formal, well-
justified, and feasible strategy for selecting replication studies efficiently. All
chapters can be viewed as incremental steps in the process of reaching this
ultimate goal. In this final chapter I will revisit the research questions posed
in the introduction to this thesis and elaborate on the immediate outstanding
challenge of providing empirical validation of RVCn. I will also revisit cer-
tain important problems that arose in discussions of chapter 2-4 based on the
preprints that were posted online. Finally, I will briefly consider some of the
broader metascientific themes touched on in this thesis, including the need
for formalization of meta-scientific theory, and the emergence of the meta-
scientific subfield of research efficiency analysis.

6.1 Central research questions revisited

Before moving on to discussion of outstanding challenges and future research,
I will briefly summarize what the work presented in the preceding chapters
can tell us about the research questions posed at the outset of this thesis.
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6.1.1 Chapter 2

Central research questions:

1. What makes something important to replicate?
2. What does replication value mean?
3. What are the key factors determining replication value?

Chapter 2 provides a clear answer to the question of what makes something
important to replicate (though alternative goals of replication research could
be formulated). Replications can be considered important when they have a
high expected utility gain. That is, a replication is most worthwhile when it
substantially reduces our uncertainty about a claim we find valuable. Replica-
tion value is closely related to the expected utility gain of the replication effort.
However, it is not exactly the same because the quality of a replication effort is
not known before the study is planned. Instead, replication value refers to the
potential expected utility gain that a high-quality replication would be able to
achieve. This makes replication value possible to estimate without specifying
in advance how the replication study will be designed, because the only factors
required to determine replication value of a claim is the expected value of the
claim (to science and/or society) and our pre-replication uncertainty about the
truth status of the claim. Later in this chapter I show how the meaning of
expected utility gain and replication value can be made even more explicit by
formally relating these terms to concepts from value of information analysis
through decision tree modeling.

6.1.2 Chapter 3

Central research questions:

1. What does test validity mean?
2. Can a causal ancestor act as a valid estimator of its causal descendants?

Chapter 3 provides a clear and general definition of test validity. The purpose
of a measurement instrument is to gain information about a target (unmea-
sured) attribute. As such, a test is valid for measuring an attribute if (a)
the attribute exists, and (b) variation in the attribute is d-connected to vari-
ation in the measurement outcomes. In other words, there are many causal
relationships between target and measured attribute that can lead to valid
measurement, including scenarios where the measured attribute is the causal
ancestor of the target. This definition of validity improves on the existing
realist definition offered by Borsboom et al. (2004) by resolving the logical in-
consistency of requiring the target to be the cause of the measured attribute.
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It is not necessary for a target attribute to cause the measured attribute in
order for the measurement instrument to give accurate information about the
target attribute. The d-connection definition of validity is used in chapter 4
to explain how sample size can be considered valid for estimating uncertainty
when sample size is clearly a causal ancestor of uncertainty. Later in this
chapter I revisit the terminology of chapter 3 in light of objections raised by
readers and consider some changes to avoid future misunderstanding about
the necessary conditions for valid measurement.

6.1.3 Chapter 4

Central research questions:

1. How can replication value be estimated empirically?
2. What auxiliary measurement assumptions must be added to justify the

empirical indicator, and how likely are these to hold?
3. What potential estimation issues can already be anticipated?

Chapter 4 provides a simple and straightforward method for estimating repli-
cation value empirically through information about article citation impact and
total study sample size. The resulting indicator is dubbed RVCn. To formalize
the measurement rationale and make RVCn, measurement assumptions about
the causal relationship between citation impact and value, and between sample
size and uncertainty, had to be explicated. Now that these assumptions are
made explicit, it is possible to explain how RVCn is supposed to function, and
whether it is likely to function as intended in practice. The operationalized
indicator proposed in chapter 4 is obviously only one of many possible ways
replication value could be estimated. Future research will undoubtedly be able
to improve on what should be considered a rather crude measurement instru-
ment for the target attribute of interest. A concrete step to improving RVCn
is to identify and find potential solutions to sources of error in the measure-
ment of expected utility gain. Chapter 4 anticipates several potential sources
of measurement error that can arise when using RVCn to measure replication
value (see figure 4.1, figure 4.3, and figure 4.8 in chapter 4 for a summary) and
potential solutions to several of these are discussed (e.g., averaging citations
over article age, using field-normalized citation impact, adjusting the sample
size estimate for study design). Later in this chapter I will outline plausible
sources of measurement error that cut across operationalizations of replication
value.

6.1.4 Chapter 5

Central research questions:
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1. Is the information required to calculate RVCn available in practice?
2. Are citation impact estimates reliable across sources?
3. Can study sample size be reliably coded by undergraduate student as-

sistants?

Chapter 5 provides initial confirmation that RVCn is feasible to calculate in
practice, even for large replication candidate sets. With a small team of un-
dergraduate research assistants, sample size could be reliably coded for over
one thousand studies in less than 100 hours. Citation impact estimates could
be automatically extracted for all studies from bibliometric databases and the
relative impact estimates were highly similar across sources (Altmetric citation
impact was substantially different from traditional citation impact, however).
The feasibility of calculating RVCn substantially relies on the ease with which
sample size can be coded in any given research area. Feasibility studies may
have to be repeated in other fields, though we suspect that the results of chap-
ter 5 are likely to generalize across subfields in cognitive neuroscience. By
exploring how RVCn can be calculated in practice, chapter 5 sets the stage for
empirical validation to take place - the final outstanding task of this research
program.

6.1.5 The outstanding task of validating RVCn

The challenge of providing a formal and unifying definition of replication value
turned out to be formidable. As did the challenge of outlining the assumed
measurement properties of RVCn, allowing us to say something about how
and with what accuracy RVCn can be expected to estimate replication value.
Providing a theoretical framework and working out measurement assumptions
was, however, necessary in order to begin the work of empirical validation.
Without these foundations in place, it would not have been possible to form
clear hypotheses about how a quantitative indicator is supposed to behave,
making validation impossible. We cannot validate whether a given strategy
works as intended until we can clearly explain how the strategy is intended to
work
The task of validating RVCn, or any other operationalization derived from
chapter 2, will likely be as challenging as the task of making validation possi-
ble. The central challenge is that there does not yet exist any gold standard
measurement of replication value that quantitative indicators could be com-
pared against. Contrast this with efforts to quantify predictors of replication
success. Prediction market scores, machine learning algorithms, and surveys
used to forecast if an original study is replicable can all be compared to actual
replication outcomes by running replications of forecasted studies (e.g., Yang
et al., 2020). Conversely, for the question of whether the original is valuable
enough to replicate, it is not clear how actual replication value should be mea-
sured, except perhaps through a complex historical analysis of the scientific
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record, in which the downstream consequences of replication efforts for subse-
quent decision-making (in science and society) are compared for high- vs low
replication value studies (in the spirit of the actuarial approach to cliometric
metatheory proposed by Meehl, 1992). Such an analysis could in theory be
undertaken, but would require a great deal of time, resources, and access to de-
tailed historical data on part of the investigator. Validation of RVCn and other
indicators will therefore likely depend on alternative methods of corroboration.

One method for validating RVCn, would be to examine if it correlates with
alternative indicators that are predicted to capture replication value in roughly
the same way (i.e., criterion validation). An alternative method would be to
determine observable events that should follow from a study having a high
replication value, and then examine whether indicators of replication value
are able to predict the occurrence of such events. An example of this kind
of validation is presented in the empirical section of chapter 4. In chapter
4 it is assumed that claims tend to get replicated because they have a high
replication value, implying that an indicator of replication value should be
able to predict which studies are chosen for replication. From the assumption
that claims with high replication value tend to get selected for replication, it
necessarily follows that researchers should have some awareness of the relative
replication value of claims. In an ongoing validation effort we are utilizing
this assumption to test whether RVCn is able to predict researchers’ beliefs
about which studies in a set are more worthwhile to replicate (Isager et al.,
2019). We will recruit research participants familiar with the study population
sampled in chapter 5. Each participant will be presented with pairs of study
summaries from the studies coded in chapter 5. For each pair of studies we
will ask the participant to indicate which of the studies they believe is most
valuable to replicate. Our hypothesis is that RVCn should predict which study
in each pair is preferred for replication (assuming that researchers’ preferences
are guided by differences in replication value, and assuming that researchers
agree on how value and uncertainty should be defined).

Work is also being carried out to better understand the range of factors con-
sidered important by researchers when choosing which target to replicate.
In an ongoing research project, led by Merle Pittelkow, the Delphi method
(McKenna, 1994) is being employed to generate expert consensus on which
factors are relevant to consider during replication study selection (Pittelkow
et al., 2021). Studies of this kind will likely be important for future validation
of quantitative indicators. They inform us about the kinds of information that
a quantitative indicator should ideally be sensitive to and, consequently, leave
us better able to foresee potential measurement problems with proposed indi-
cators. As an example, RVCn is not sensitive to the influence of questionable
research practices on study results, even though this factor clearly motivates
study selection in certain cases (Isager, 2018).

The ongoing research listed above will need to be supplemented by additional
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validation studies to ensure rigorous validation of the usefulness of quantitative
metrics for replication study selection. Consider for instance that both studies
outlined above assume researchers are capable of making well-informed judge-
ments about the replication value of claims. However, there is no guarantee
that this is the case. Researchers may not be looking to maximize expected
utility gain, or they may simply decide to replicate the first candidate that
comes to mind without considering potential alternatives. In this case it is
no longer reasonable to assume that RVCn predicts researcher preferences, or
that expert consensus is useful for devising study selection strategies. It is
also likely that indicators like RVCn are valid for measuring replication value
in some contexts and invalid in others. For example, citation practices may be
predictive of value in one field but not another, and different researchers may
legitimately hold different notions of how value is to be defined, which will have
downstream consequences for what each researcher considers valid estimation
of value. By understanding these nuances of the replication study selection
process, we can better understand when specific study selection strategies are
more and less efficient, and which strategy might be the most efficient for a
particular researcher in a particular context.

6.2 Reflections on earlier chapters

6.2.1 Chapter 2 and 4: On the formal relation between
replication value and value of information, and con-
sequences for the interpretation of RVCn

In discussions following the preprint publication of Isager et al. (2020), several
colleagues have raised the question of whether the model proposed in chapter
2 is related to value of information (VoI) analysis from decision theory. This
relationship was specified in chapter 2, but was not formally demonstrated
there due to the still imprecise definitions of value and uncertainty. In this
section I will demonstrate the direct relationship between VoI and replication
value. I will show how the concepts of value, uncertainty, expected utility gain
and replication value introduced in chapter 2 can be directly translated into
terms from VoI analysis. The model in chapter 2 is by implication simply
a special case of ordinary VoI analysis, in which replication functions as the
specific method for changing the outcome probabilities involved in the decision
model.

The clarification of the relationship between replication value and VoI pre-
sented below allows us to clarify and correct the concept definitions intro-
duced in chapter 2, which have certain inherent limitations. Specifically, it is
not clear from the definition of uncertainty proposed in chapter 2 how we could
model false certainty, which could easily arise through publication bias and
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questionable research practices, and which replication could help to reduce.
For example, a replication may cause us to reject the results of an original
study and return us from a state of false certainty to a state of uncertainty.
Similarly, the definition of value offered in chapter 2 offers no way of differ-
entially modeling the value of being certain that the claim is true vs. being
certain that the claim is false. Consider the claim “drug X cures HIV”. If the
claim is true, we can use the information to save lives that would otherwise be
lost. If the claim is false, however, we are left stranded with no way to treat
patients. It is not obvious that the value of these two knowledge states is the
same. Here, I will show how we can resolve the conceptual issues by redefining
value and uncertainty in terms of well-defined concepts from VoI analysis.

To demonstrate the equivalence between replication value and VoI, I will uti-
lize decision tree modeling, which is a common way to represent problems
in decision analysis (e.g., Clemen, 1996; Raiffa et al., 1961). Decision tree
modeling requires explicit specification of the potential outcomes involved in
the decision scenario. Considering the outcomes associated with making a
scientific claim turns out to be the key to unifying the two frameworks and
improving the model put forward in chapter 2.

6.2.1.1 Calculating replication value using decision trees – example
case

To demonstrate the relationship between replication value and VoI, consider
the following fictional example. Suppose we are considering whether to imple-
ment a novel cancer treatment policy at our local hospital. If the treatment is
implemented and is effective, it could potentially save 100 lives per year that
would otherwise have succumbed to cancer (given the proposed treatment effi-
cacy and the number of cancer patients admitted to the hospital). However, if
the treatment is implemented but is not effective, it would replace old effective
treatment options with a new ineffective one, and 300 people would succumb
to cancer that would otherwise have survived. If we decide not to implement
the treatment, everyone is simply given the old treatment options, and no
additional lives are saved or lost. Thus, our claim is “the cancer treatment is
effective”1, which will lead to different patient outcomes depending both on
whether it is true or not, and whether we believe it is true or not.

Given the track record of past cancer treatments and the general state of un-
certainty about the mechanisms of cancer development, the prior probability
that any given cancer treatment will be effective is quite low (30%). To figure
out if this particular cancer treatment is effective, we consult the one existing

1In reality, we would probably claim that the treatment works and has a certain level of
efficacy, thus invoking a claim about effect size, and we would probably place a different value
on the treatment depending on treatment efficacy. However, for demonstration purposes I
here simplify treatment efficacy to a binary parameter; the treatment either works perfectly
or it does not work at all.
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study that has investigated it. The study suggests that the treatment is ef-
fective. The study was designed in such a way that the type 2 error rate was
controlled at 20%, but at the expense of a very high type 1 error rate of 60%
due to a combination of several researcher degrees of freedom. What is the
value of the claim “the cancer treatment is effective” given current evidence
from this study? What is the replication value of this claim? And what is the
expected utility gain of a replication that could maintain type 2 error at 20%
while reducing type 1 error to 5% through elimination of researcher degrees of
freedom?

In order to accurately calculate replication value and expected utility for this
claim, we model the decision process as a decision tree. This process begins
by identifying the potential outcomes involved in the decision process. In the
case of inferring the truth status of a binary claim like “the cancer treatment
is effective”, there are four potential outcomes to consider. First, the claim
may be either true or false; the cancer treatment either works or it does not.
When the claim is false, we either correctly conclude that it is false, or we
incorrectly conclude that it is true (type 1 error). When the claim is true,
we either correctly conclude that it is true, or we incorrectly conclude that it
is false (type 2 error). This “true state” times “decision” interaction is what
forms the tree structure in our decision tree (see figure 6.1A).

Each outcome in the tree has a certain value attached, which in this example
is represented as human lives saved and lost as a consequence of the treatment
policies that will be adopted (figure 6.1A, right-hand nodes). Thus, value
from chapter 2 would be better defined as the discrete distribution of whatever
quantity of interest that is gained or lost over the four relevant outcomes in
the replication decision scenario. In other words, value is really a set of values
distributed over all relevant decision outcomes. Under this conception of value
it is possible to model decision scenarios where a type 1 error is more costly
than a type 2 error. The example scenario discussed here is such a case.

Each outcome also has a certain probability attached, which is a function of
both the prior probability that the claim is true, and the likelihood of making
a correct inference about the truth status of the claim given available empir-
ical evidence (figure 6.1A). It is this total distribution of probability over the
outcomes that together forms the definition of uncertainty, as opposed to the
single probability-like parameter defined in chapter 2. In other words, uncer-
tainty is a set of probabilities distributed over all relevant decision outcomes,
where the total probability over all outcomes in the set must sum to 1 (some
outcome will happen). By defining uncertainty in this way, we can now model
cases where we are less than 50% likely to be correct about the truth status
of the claim. The example scenario discussed here is such a case.

In our example, we know that current evidence concludes the claim is “true”.
If our strategy is to enforce policy based on whatever the evidence concludes,
we only need to consider the outcome branches associated with a “true” claim
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Figure 6.1: The decision tree representing a fictional cancer treatment ex-
ample. Value is expressed in lives saved (compared with current treatment
strategy). Capital TRUE/FALSE represents the actual truth status of the
claim. Lower case “true”/“false” represents what truth status is suggested by
the empirical evidence.
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decision when calculating replication value and expected utility, since the evi-
dence does in fact suggest that the claim is “true”2. This is better represented
by flipping the decision tree using Bayes rule (figure 6.1B; see Clemen, 1996,
chapter 12 for details on how to “flip” decision trees). In this tree, we start with
the probability of deciding whether a claim is “true” or “false” on the evidence.
Then we consider how likely the effect is to really be true or false for each deci-
sion. In our example, we can ignore the 0.66 prior probability that evidence will
suggest the claim is “true” since we have looked at the evidence and confirmed
that it does suggest the claim is true. In other words, 𝑃("𝑡𝑟𝑢𝑒") is 1. Thus,
only the probabilities 𝑃(𝑇 𝑅𝑈𝐸|"𝑡𝑟𝑢𝑒") and 𝑃(𝐹𝐴𝐿𝑆𝐸|"𝑡𝑟𝑢𝑒") matter for cal-
culating expected utility in this case, since 𝑃("𝑓𝑎𝑙𝑠𝑒") = 1 − 𝑃("𝑡𝑟𝑢𝑒") = 0.
The expected utility of the claim given the existing evidence base is then
calculated as the sum of the value of each outcome o times the probability of
that outcome happening (Briggs, 2019). This means that the equations for
EUPre and EUPost defined in chapter 2 should be revised slightly:

𝐸𝑈𝑝𝑟𝑒/𝑝𝑜𝑠𝑡 = ∑
𝑜∈𝑂

𝑉 (𝑜)𝑃 (𝑜) (6.1)

where 𝐸𝑈𝑝𝑟𝑒/𝑝𝑜𝑠𝑡 stands for the expected utility (before or after replication),
𝑂 stands for the set of all outcomes 𝑜. 𝑉 (𝑜) stands for value of the outcome,
and 𝑃(𝑜) stands for the probability of the outcome happening.

In our example, 𝐸𝑈𝑝𝑟𝑒 = 100 × 0.364 − 300 × 0.636 = −154.4. In other words,
in the long run we expect that a decision to treat based on our prior beliefs
and existing evidence will cause the avoidable death of about 154 people on
average3.

To calculate the replication value of the claim, we utilize a concept from VoI
known as the expected value of perfect information (𝐸𝑉 𝑃𝐼). After redefining
value, uncertainty, and 𝐸𝑈𝑝𝑟𝑒 as specified above, replication value becomes
exactly equivalent to 𝐸𝑉 𝑃𝐼 . That is, 𝐸𝑉 𝑃𝐼 is the amount of expected util-
ity we would gain by becoming completely certain about the truth status of
the claim (for further elaboration, see e.g., Raiffa et al., 1961; Clemen, 1996;
Wilson, 2015; Eckermann et al., 2010), which is identical to the conceptual
definition of replication value proposed in chapter 2.

In order to calculate 𝐸𝑉 𝑃𝐼 , we first need to set up a new decision tree, using
𝑃(𝑇 𝑅𝑈𝐸|"𝑡𝑟𝑢𝑒") and 𝑃(𝐹𝐴𝐿𝑆𝐸|"𝑡𝑟𝑢𝑒") from the decision tree in figure 6.1B

2In some scenarios, we might want to consider other branches instead. For example, we
could decide not to utilize the new treatment unless we are 90% confident it works, in which
case we would only consider the “false” branches unless 𝑃(𝑇 𝑅𝑈𝐸|"𝑡𝑟𝑢𝑒") > 0.9.

3This assumes that our strategy is simply to treat if the evidence suggests that the
treatment works. We could also calculate the expected utility of the optimal strategy based
on available evidence. E.g., if the risks of treating outweigh the benefits, we could choose
not to treat even if evidence suggests the treatment is effective. In our example, 𝐸𝑈𝑝𝑟𝑒
would then equal 0, since we could always decide not to treat until 𝐸𝑈𝑝𝑟𝑒 is positive.
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as the prior likelihood of whether the claim is true or false. We then imagine
that we collect enough evidence that both type 1 and 2 errors become 0 (fig-
ure 6.1C), and calculate the expected utility of this imagined “perfect world”
tree. The expected utility of our example claim given perfect evidence is 36.4.
𝐸𝑉 𝑃 𝐼 is the difference between the expected utility of the claim given perfect
information and the expected utility of the claim given current information:

𝑅𝑉 = 𝐸𝑉 𝑃𝐼 = 𝐸𝑈𝑝𝑒𝑟𝑓𝑒𝑐𝑡 − 𝐸𝑈𝑝𝑟𝑒 = 36.4 − (−154.4) = 190.8 (6.2)

Compared to a strategy of following currently available evidence, in the long
run we expect to save about 191 additional lives on average by first becoming
completely certain about whether the treatment works or not4. In other words,
the replication value in this case is 191 lives. It is interesting to note here that
the use of replication value for replication study selection proposed in chapter
2 is very reminiscent to the suggestion by Clemen (1996) for how to use 𝐸𝑉 𝑃𝐼
in decision making:

A third step in the structuring of a probabilistic model would be to
calculate the 𝐸𝑉 𝑃𝐼 for each uncertain event. This analysis would
indicate where the analyst or decision maker should focus subse-
quent efforts in the decision-modeling process. That is, if 𝐸𝑉 𝑃𝐼 is
very low for an event, then there is little sense in spending a lot of
effort in reducing the uncertainty by collecting information. But if
𝐸𝑉 𝑃𝐼 for an event is relatively high, it may indeed be worthwhile
to put considerable effort into the collection of information that
relates to the event. Such information can have a relatively large
payoff by reducing uncertainty and improving the decision maker’s
EMV. In this way, 𝐸𝑉 𝑃𝐼 analysis can provide guidance to the
decision analyst as to what issues should be tackled next in the
development of a requisite decision model. – Clemen (1996)

Now suppose we would like to calculate the actual expected utility gain of a
replication attempt that cannot give us perfect information about treatment
efficacy, but that could maintain type 2 error at 20% while reducing type 1 error
to 5%. Given the new definitions of value and uncertainty, it can be shown
that expected utility gain as defined in chapter 2 is exactly equivalent to the
expected value of sample information (𝐸𝑉 𝑆𝐼) from VoI. 𝐸𝑉 𝑆𝐼 is the amount
of expected utility we would gain by changing the distribution of probabilities

4Of course, in the single example we will eventually either lose 300 lives, save 100 lives,
or do nothing. The 190.8 lives referred to in the 𝐸𝑉 𝑃𝐼 must be interpreted in relation to
an imagined long run of decisions with identical values and probabilities attached. Thus,
𝐸𝑉 𝑃𝐼 = 190.8 lives saved means something like “if we eliminated all uncertainty before
making a decision in an infinitely large number of decision scenarios with these exact decision
outcomes, values, and probabilities attached, the number of lives on average over all scenarios
would approach 190.8”.
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for various outcomes (uncertainty) in a certain way (for further elaboration,
see e.g., Raiffa et al., 1961; Clemen, 1996; Wilson, 2015; Eckermann et al.,
2010). Reduction in uncertainty following a replication could be represented
as a reduction in type 1 error, type 2 error, or both. Moreover, there is nothing
stopping us from modeling failures to reduce uncertainty, or even increases in
uncertainty, such as when a fraudulent or flawed replication study shifts our
beliefs away from true knowledge about the claim. The current definitions
of value and uncertainty thus gives us a much more powerful way to model
expected utility gain than the definitions proposed in chapter 2.
In order to calculate 𝐸𝑉 𝑆𝐼 , we first set up a new decision tree, using
𝑃(𝑇 𝑅𝑈𝐸|"𝑡𝑟𝑢𝑒") and 𝑃(𝐹𝐴𝐿𝑆𝐸|"𝑡𝑟𝑢𝑒") from the decision tree in figure 6.1B
as the prior likelihood of whether the claim is true or false. We then plug in
the expected type 1 and 2 error rates that will result from the replication
in combination with existing evidence (figure 6.1D). 𝐸𝑉 𝑆𝐼 is the difference
between the expected utility after replication and the expected utility of the
claim given current information:

𝐸𝑈𝑔𝑎𝑖𝑛 = 𝐸𝑉 𝑆𝐼 = 𝐸𝑈𝑝𝑜𝑠𝑡 − 𝐸𝑈𝑝𝑟𝑒 = 19.5 − (−154.4) = 173.9 (6.3)

In words, we expect to save about 174 additional lives on average via the
information gained by our replication. 𝐸𝑉 𝑃𝐼 creates an upper bound on
𝐸𝑉 𝑆𝐼 . In our example, it is not possible to design a replication study for
which 𝐸𝑈𝑔𝑎𝑖𝑛 is larger than 190.8.
We can also consider the costs involved in running the replication above, as-
suming costs and value are measured on the same scale, or that some multiat-
tribute strategy for comparing costs and benefits can be constructed. Suppose
for example that in order to run the replication study imagined above, we
would need to spend money that would otherwise go to treating patients, such
that the monetary costs of running the study implies that 10 lives are lost due
to lack of resources for treatment. The net utility gained is then the utility
gained minus the costs of running the study, or 173.9 − 10 = 163.9.
Figure 6.2 summarizes the definitions proposed above. It is intended as a
supplement to figure 2.2 provided in chapter 2 (Isager et al., 2020).

6.2.1.2 Consequences for RVCn as defined in chapter 4.

Redefining replication value in the manner proposed here resolves the issues
caused by the previous definitions. False certainty and differential value of
becoming certain that the claim is true vs false can now be modelled explicitly,
and replication study selection can be reasoned about using familiar concepts
from VoI analysis. Having worked out a more satisfying definition of terms,
we must now consider what this implies for the interpretation of RVCn, which
was built on the definitions of value and uncertainty from chapter 2.
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Figure 6.2: Model parameters from figure 2.2 in chapter 2, redefined so as to
be consistent with VoI concepts.
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The definition of RVCn in chapter 4 assumes that the distribution of value
and uncertainty over decision outcomes can each be described using a single
parameter(or, in the case of value, as a single set of attribute parameters (lives
saved, money earned, CO2-emissions reduced, etc.). On this assumption, it
makes sense to use a single variable like citation impact to measure value,
and sample size to measure uncertainty. Since the defining value and uncer-
tainty as distributions over all possible outcomes violates this assumption, we
must consider what this implies for the interpretation of RVCn. It is possi-
ble to collapse the distribution into a single parameter and still meaningfully
describe the decision problem at hand, but only under certain reductionistic
assumptions.

If value is collapsed into a single parameter, it could be defined simply as
‘the difference in value between being right and being wrong about the truth
status of the claim’. This definition preserves the idea that value is related to
the outcome of deciding whether to believe in a claim - the stakes involved in
being right or wrong. However, note that we are now forced to assume that
the stakes are the same regardless of whether the claim is true or false; it does
not matter whether the treatment is efficient or not – the value gained by
becoming certain that it works is the same as the value of gain by becoming
certain that it does not work. This assumption may not always be reasonable.

It is not entirely obvious that a metric like citation impact is well-suited to
measure this collapsed definition of value. If the drug works, the study cor-
roborating this fact will likely receive a high citation count. However, if the
drug does not work, it is not at all obvious that the study corroborating this
fact will be cited in the same way. In other words, citation counts may not
actually respect the assumption that certainty is equally valuable regardless
of whether the claim is true or false.

To collapse uncertainty into a single value, it could be defined simply as ‘the
probability of being correct about the truth status of the claim’. This defi-
nition preserves the idea that uncertainty has to do with type 1 and 2 error
probabilities and the prior probability that the claim is true. In fact, to cal-
culate the probability of being correct about the truth status of the claim, we
utilize all this information since:

𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) = 𝑃 ("𝑡𝑟𝑢𝑒"|𝑇 𝑅𝑈𝐸)×𝑃(𝑇 𝑅𝑈𝐸)+𝑃("𝑓𝑎𝑙𝑠𝑒"|𝐹𝐴𝐿𝑆𝐸)×𝑃(𝐹𝐴𝐿𝑆𝐸)
(6.4)

However, in collapsing the definition of uncertainty in this way we are again
forced to assume that the utility of the claim being true or false is the same,
since there is no longer a way to separately calculate the utility of being correct
about a true claim and being correct about a false claim. Thus, we also can no
longer compare cases where type 2 error is high to cases where type 1 error is
high and reason about which case might be more worth replicating. Collapsing
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uncertainty into a single value forces us to treat error reduction of any kind as
equally valuable, and leads to incorrect reasoning whenever this assumption
does not hold. As an example, suppose we would compare the cancer treatment
scenario above (treatment A) with an almost identical treatment (treatment
B). The only difference between treatment A and B that past research on
treatment B has lower power (0.2) and a lower type 1 error rate (0.343) than
treatment A. Substituting the type 1 and 2 error rates for treatment B in
figure 6.1A decision tree yields a lower expected utility and replication value
than for treatment A (𝐸𝑈𝑝𝑟𝑒 = −128.6, 𝑅𝑉 = 171.4). However, because
𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) = 0.52 for both treatment A and B, and their value distributions
are identical, we would be forced to assume that the expected utility and
replication value is the same in both cases if we used only 𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡) to model
uncertainty.

It is interesting to consider how a metric like sample size is related to
𝑃(𝑐𝑜𝑟𝑟𝑒𝑐𝑡). On the one hand, it does not take into account any prior
information about 𝑃(𝑇 𝑅𝑈𝐸) and 𝑃(𝐹𝐴𝐿𝑆𝐸). On the other hand sample
size will be related to either 𝑃("𝑡𝑟𝑢𝑒"|𝑇 𝑅𝑈𝐸) or 𝑃("𝑓𝑎𝑙𝑠𝑒"|𝐹𝐴𝐿𝑆𝐸) or both
(depending on the method used to set the type 1 and type 2 error rates.
Maier and Lakens, 2021), since collecting a larger sample size allows one to
design a more informative study with lower error rates. Future studies could
investigate the measurement properties of this new target attribute that
sample size is proposed as a measure of. However, it is also worthwhile to
consider whether Bayesian decision analysis (e.g., as proposed by Hardwicke
et al., 2018) might be better suited to quantify uncertainty as defined in this
chapter.

6.2.2 Chapter 2: On potential violation of assumptions
in the structural causal model

The assumptions supporting the structural causal model in chapter 2 may not
necessarily hold, and are subject to scrutiny. When these assumptions do not
hold, it is important to understand the consequences of their violation for our
overall ability to maximize expected utility gain through study selection. One
benefit of representing replication study selection as a causal graph model is
that we can introduce additional causal relations into the model and gain a
clear visual understanding of their consequences for model assumptions. This
is useful for modeling potential measurement problems that can arise when
replication study selection is carried out in a practical setting and additional
factors besides those mentioned in chapter 2 come into play. One example of
such a measurement problem is the problem discussed in chapter 4 (see chapter
4, figure 4.8); once value is operationalized as article citation count, it is pos-
sible that citation count is also influenced by the citing authors’ uncertainty
about the original research, which would lead replication value to underesti-
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mate the true expected utility gain. Similar problems may arise through other
pathways as well. Such problems ought to be explored by future critics of the
model proposed in chapter 2. In this section I will consider a few concrete
measurement problems related to the quality of the replication research de-
sign. My goal is to show that the assumptions in chapter 2 can be questioned,
and to demonstrate how the causal graph model provides a useful tool for
analyzing the downstream consequences of particular assumption violations.

Replication design quality is an umbrella term meant to capture all the el-
ements of a replication study design that together determine how much un-
certainty is reduced following a conducted replication attempt. This could
include the sample size of the replication, the validity of the experimental ma-
nipulation, the validity of the measurement instruments, the validity of control
conditions, the appropriateness of the statistical analysis, the level of experi-
mental control, potential for selection bias, blinding procedures, manipulation
checks, etc. Through some complicated and unknown function, these factors
are combined to determine our uncertainty about the tested claim after repli-
cation (see figure 6.3A). In other words, in order to reduce uncertainty after
replication we must both decide to do a replication and run a replication study
design that is of high enough quality to reduce uncertainty. The latter is not
a trivial matter, and the recent history of replication in psychology includes
several debates over whether beliefs about some substantive claim (facial feed-
back, ego depletion, etc.) ought to be updated based on replication evidence
given certain details about the replication study design (e.g., Noah et al., 2018;
Drummond and Philipp, 2017).

On its own, replication design quality is a noise factor. Replication design
quality has a net positive effect on expected utility gain but has no effect on
replication value (figure 6.3A) which implies that the replication value con-
struct is inherently insensitive to variation in expected utility that is caused
by variation in replication design quality. However, introducing design quality
into our model also opens the door to measurement bias once we acknowledge
that the quality of the replication design in large part depends on the quality
of the original study design.

Since a replication (at least a close replication) essentially involves duplicating
most aspects of the original research design, the strengths and flaws of the
original design will tend to determine the quality of the replication study design
(except those explicitly altered in the replication, such as the sample size).
Simultaneously, the original study design quality greatly influences uncertainty
prior to replication, by the exact same logic that the replication study design
influences uncertainty after replication. This opens a biasing path between
replication value and expected utility gain (figure 6.3B). On the one hand we
would like to replicate claims with high prior uncertainty, because these are
claims where we could potentially reduce uncertainty a lot (and gain a lot of
utility). However, high uncertainty claims may be uncertain because the study

132



DECIDING WHAT TO REPLICATE

Figure 6.3: Structural causal models visualizing the potential relationship be-
tween replication design quality and the decision model proposed in chapter 2.
A) Replication design quality represents a noise factor in the estimation of EU
gain through its influence on Uncertainty post, and is otherwise independent
of all variables in the model. B) Replication design quality mediates measure-
ment bias caused by Orig design quality. Low Orig design quality increases
RV but decreases EU gain. C) Replication design quality causes measurement
bias. Low Replication design quality increases RV but decreases EU gain.
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designs used to test them are of low quality. This is a problem because the
amount of utility we are expected to gain depends on the replication study
design, which is going to inherit the low quality of the original design. This
puts us in a bind. Prioritizing highly uncertain claims for replication commits
us to replicating low-quality study designs. This is obviously not desirable.
This kind of bias is an example of a violation of the assumption stated in
chapter 2 (Isager et al., 2020) that the effect of replication on expected utility
is independent of the decision to replicate.

The same kind of bias could also originate from replication design quality itself.
Consider the possibility that as the quality of the replication study design in-
creases, the study becomes progressively less feasible to conduct (figure 6.3C).
Increasing the number of participants, sampling diversely from the population,
running more ecologically valid experimental manipulations, and other efforts
to increase study design quality will likely increase the time, resources, and
expertise required to run the study. Decreased feasibility, in turn, will likely
decrease the probability that the replication study is run. This puts us in the
same bind as before. If higher feasibility increases the probability of selecting
a study for replication, and if more feasible studies tend to imply lower-quality
study designs (as compared to less feasible studies), the same studies selected
for replication will tend to be those that reduce our uncertainty about claims
the least.

The obvious solution to the problems outlined above is to find a method for
estimating the quality of the replication study design. In practice this will
likely be difficult, which is why chapter 2 attempted to side-step the issue
via assumptions to begin with. However, the examples above show that the
assumption of independence between effect of replication and probability of
doing replication may be violated in practice. In other words, side-stepping
the estimation of a replication’s effect on uncertainty may not always be an
acceptable solution. The magnitude of the problem will of course depend on
the magnitude of the causal effects that make up the bias. If biasing effects
are small in practice, the assumptions put forward in chapter 2 might still,
for all intents and purposes, hold. However, if we suspect substantial bias, we
should carefully consider whether replication value is a useful tool for study
selection, or if additional information is necessary to devise a selection strategy
that maximizes expected utility gain. Future theoretical work should examine
other scenarios in which the assumptions of chapter 2 could be violated.

6.2.3 Chapter 3: On the conflict between the formal and
vernacular definitions of test validity.

Following the preprint publication of chapter 3, readers have raised various
objections to the d-connection definition of test validity. Some of these were
included in the subsequent revision of chapter 3, such as the detachment of the
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d-connection definition from the classical definition of measurement utilized
in the physical sciences (Michell, 2003). However, the most commonly raised
objection, which has not yet been adequately considered, has to do with the
separation of validity from the other important measurement concepts; relia-
bility and bias. Following the rationale offered by Borsboom et al. (2004), it is
perfectly reasonable to consider validity as separate from reliability and bias.
However, this narrow conceptualization of validity is budding hard against the
conventional, vernacular meaning of validity, which seems to cause a great
deal of confusion among critics. It simply does not “sit right” with many that
a biased and unreliable measurement instrument can be considered valid for
measuring a target attribute, even though this is a perfectly reasonable and
logical thing to do given that we assume the d-connection definition of validity.

As an example, consider the use of a weight scale to measure a person’s height.
On the d-connection definition of validity, this measurement instrument is
perfectly valid so long as we can assume that variation in height tends to
cause variation in weight (if a person grows taller, they don’t simply stretch
out their current body mass, but adds additional mass which increases their
body weight). However, it does not feel right to call weight a valid measure
of height. Why not? Perhaps it stems from the fact that we could easily
imagine how this measure of height will be unreliable, since a person could
gain or lose substantial weight without changing their height at all. Perhaps
we feel dissatisfied because we could easily imagine much better measurement
instruments for the same target attribute. Perhaps there is something about
the causal distance between weight and height that troubles us; we may feel
that a measure of height should work more like a meter stick, tapping the
target attribute “directly” instead of roughly estimating it through a proxy
variable.

Whatever the case may be, it is evident that the conventional interpretation of
validity is more similar to what Borsboom et al. (2004) refers to as “quality”.
That is, in common research vernacular, validity means something like the
overall “goodness” or “appropriateness” of the test, which is a function of the
causal relationship between measurement and target, but also clearly depends
on the test being reliable and unbiased. Divorcing the validity term from this
vernacular use does not come naturally to many, which leads to confusion.
Specifically, there is a tendency to voice disagreement with chapter 3 on the
grounds that d-connection does not by itself ensure that a test is “good”. The
disagreement is an illusion, however, because chapter 3 never argues that d-
connection can ensure overall test “goodness”. Thus, in chapter 3, a “valid”
test does not automatically mean a “good” test. It simply means that two
necessary conditions for a test to be “good” are satisfied - the target attribute
exists and is d-connected with the measured attribute. The fulfillment of these
conditions is all that is meant by “validity” in chapter 3.

Conceptual clarity is perhaps the most important goal in concept formation.
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However, it is not the only goal. In pursuit of clarity, the d-connection defini-
tion of validity has been overly neglectful of validity´s conventional meaning,
and has perhaps strayed too far from Gerring’s criterion of familiarity:

The degree to which a new definition “makes sense,” or is intuitively
“clear,” depends critically upon the degree to which it conforms,
or clashes, with established usage-within everyday language and
within a specialized language community. If a term is defined in a
highly idiosyncratic way it is unlikely to be understood, or retained.
- Gerring (1999)

Fortunately, the conceptual confusion can be remedied easily. The vernacular
meaning of test validity very closely resembles what Borsboom et al. (2004)
refer to as test quality. To avoid confusion, we could simply substitute validity
for quality to let the former concept retain much of its conventional meaning.
We will then need a new name for the concept referred to as validity in chapter
3. A simple solution would be to split this concept into its constituent condi-
tions of existence of the target attribute, and d-connection between target and
measured attribute. These conditions, along with reliability and bias, together
form the necessary and sufficient conditions for a test to be valid. In other
words, a test is valid if (1) the target attribute exists, (2) variation in the target
attribute is d-connected to variation in the measured attribute, (3) estimates
of the target attribute are (sufficiently) reliable, and (4) estimate of the target
attribute are sufficiently unbiased. Chapter 3 is then simply claiming that
d-connection is a necessary (but not sufficient) condition for valid measure-
ment to take place. Reorganizing the measurement framework of Borsboom
et al. (2004) in this way should help increase conceptual familiarity and reduce
confusion about what valid measurement entails.

6.2.4 Chapter 4: On Goodhart’s Law in relation to RVCn

Any observed statistical regularity will tend to collapse once pres-
sure is placed upon it for control purposes. - Goodhart (1984)

When a measure becomes a target, it ceases to be a good measure.
- Strathern (1997)

On the assumption that RVCn is a valid indicator of expected utility gain in
principle, it is worthwhile to consider what might happen as the indicator be-
comes adopted by the research community. Throughout this thesis, RVCn has
been treated as a passive measurement procedure, simply designed to access
information about a particular feature of the research process (expected utility
gain). However, the research process is a complex system and, like any other
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complex system, has a tendency to react and change when subjected to mea-
surement (Meadows, 2008, chapter 5). A pernicious such reaction often occurs
when indicators are used for performance measurement and control. In such
cases, the system becomes incentivised to maximize measured performance at
whatever cost, and cheating or “gaming” the performance metric is unfortu-
nately often an effective strategy. This tendency is known as Goodheart’s
law. A well-known example in research practice is the degradation of citation
metrics through citation rings and other forms of post-production misconduct,
which is motivated by the use of citation metrics to hire, promote, and control
academic survival (e.g., Biagioli, 2016). Since RVCn is also proposed as a form
of control mechanism - it essentially helps to control what will and will not be
replicated - it is interesting to consider whether there is a danger that it too
may be subject to Goodheart’s law.

The most immediate way in which RVCn might suffer from degradation due to
indicator gaming is through gaming of the indicators that are used as input to
the indicator. When citation count is widely gamed by researchers for selfish
purposes it becomes a less useful measure of scientific impact, which will at
best hurt the reliability of RVCn and at worst will invalidate the indicator
altogether. Similar problems may also apply to sample size as a measure of
uncertainty if sample size becomes valued for its own sake (e.g., as a measure
of journal quality. Fraley and Vazire, 2014) at the expense of the overall quality
of the research design.

Whether RVCn itself will become subject to gaming is less obvious, because it
is not obvious that a high or low RVCn is unequivocally good or bad. A high
RVCn may indicate that a study has had substantial scientific impact, but it
also implies that the study results are not very conclusive. A low RVCn may
indicate a high-quality research design, but may also indicate that a study has
not been very impactful. Thus, in principle RVCn should be more resistant
to gaming than more straight-forward performance metrics. However, RVCn
may in practice be used in ways that leaves it vulnerable to Goodhart’s law.
Suppose a funder makes a rule that only proposed studies with an RVCn over
a certain amount will receive funding. The goal of the funder is to maximize
the expected utility gain of the money they invest in research. However, re-
searchers applying for funding may become concerned with pursuing RVCn
for its own sake, or for the sake of acquiring funding, which leads to pro-
motion, which leads to academic survival. RVCn is not a perfect measure of
expected utility gain, and it is perfectly possible to artificially increase the
RVCn of a replication effort. One method would be to (1) publish an origi-
nal study with as low sample size as possible, (2) inflate the citation impact
of this study through self-citation etc., and (3) apply for funding once RVCn
reaches the desired level. Alternatively, RVCn-based thresholds for funding
and replication may lead researchers to exploit measurement error in an effort
to maximize RVCn. For example, within-subject designs may be preferred for
replication over between-subject designs simply because RVCn is overestimated
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for within-subject designs. One could adjust the RVCn estimate for study de-
sign of course, but researchers may prefer not to do so because measurement
error is actually helpful for the goal of acquiring funding. Other examples of
incentivized gaming could easily be construed. Because RVCn may be sub-
ject to gaming in practice, monitoring the use and misuse of RVCn will be an
important aspect of validating the metric in the future.

6.3 The value of formalizing concepts in meta-
science

Taking a step back from the specific problem of selecting a study for replica-
tion, a more general aim of this thesis has been to explore how meta-scientific
concepts and theory can be formalized. I began my PhD studies in metascience
in 2017, about the same time as the problem of weak and verbal theory in the
“soft” sciences was beginning to attract serious attention by metascientists. In
the years preceding, the field of metascience was chiefly concerned with prob-
lems in methodology and research practice related to the replication crisis,
such as analytic flexibility, publication bias, lack of open data and materials,
and lack of focus on direct replication. However, in recent years there has
been an increased focus on weak theory as a potential driver of low replicabil-
ity (Muthukrishna and Henrich, 2019). A number of calls to formalize theory
in areas of social science have been published (e.g., Smaldino, 2016; Muthukr-
ishna and Henrich, 2019; Smaldino, 2019; Oberauer and Lewandowsky, 2019;
Devezer et al., 2021; Fried, 2020), as have suggestions for how formalization
could systematically be carried out (e.g., Borsboom et al., 2021; Navarro, 2021;
Robinaugh et al., 2021).

In my own lab, we became intimately familiar with the downstream conse-
quences of weak theory through our work on introducing equivalence tests in
psychological research practice (Lakens et al., 2018b). The frequentist version
of an equivalence test is a variation on traditional null-hypothesis testing which
offers researchers the possibility to test whether an effect can be considered
trivially small for practical purposes. The procedure is designed to combat the
common problem in psychology that absence of a significant null-hypothesis
test result is interpreted as evidence for the absence of any effect; absence
of evidence is interpreted as evidence of absence. Informative application of
equivalence tests depends on the researchers’ ability to specify an informative
smallest effect size of interest. This is typically a scenario in which theory
should aid the researcher by placing constraints on what effect sizes are ex-
pected. However, most psychological theories place no boundaries on what
effect sizes are expected. Consequently, specification of the smallest effect size
of interest is currently the biggest roadblock to application of equivalence tests
in psychology.
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Lack of formal theory was also an important early obstacle in developing for-
mal strategies for replication study selection. When my PhD project began,
several quantitative indicators of replication value had already been proposed,
and a manuscript outlining the underlying rationale behind various indicators
had been drafted (see supplementary documents in Isager et al., 2020). How-
ever, initial work on validating the various indicators quickly revealed deep
conceptual questions about replication value that had not yet been answered,
or even addressed. The intuition driving indicator development at the time
was the idea that replication value should be some function of the impact of
the empirical findings (usually quantified in terms of number of citations),
and the quantity and quality of empirical evidence used to test the claim
(quantified in various ways). Why should impact and empirical evidence be
the only factors involved in estimating replication value? How should these
factors be combined into an estimate of replication value? Moreover, what
was the measurement rationale justifying the use of various observed variables
(citation counts, p-values, observed power, sample size, etc.) as indicators of
impact and quantity of evidence? What was the similarity between the dif-
ferent quantitative indicators proposed that could justify assuming that they
were tapping the same latent construct? At the time, no theory of replication
study selection existed that would allow us to answer these questions. For-
malizing such a theory quickly became one of the main goals of this thesis,
resulting in the model presented in chapter 2. Once such a model was in place
and sufficiently formalized, it allowed for a much clearer analysis of how vari-
ous selection strategies ought to function and - given their intended function
- how they should be designed.

As an example, consider the proposal by Field et al. (2019) and Pittelkow
et al. (2020) to use the Jeffreys-Zellner-Siow (JZS) Bayes factor to select t-test
results in need of replication. Stated very briefly, the strategy is to assign
a higher replication priority to statistical results based on how close to 1 the
Bayes factor of the test statistic is. Based on the theoretical model presented in
chapter 2, we can reason clearly about how this selection strategy is intended
to help maximize expected utility gain. Selecting studies for replication based
on the JZS Bayes factor makes sense given that this metric is a reasonable
quantitative measure of our overall uncertainty about a claim before replica-
tion. The crucial assumption is that the claims with the JZS Bayes factor
closest to 1 represent those studies for which we can reduce uncertainty the
most through replication. Further, we also need to assume that the result of
a single t-test is a reasonable unit of selection, given that the true replication
target we are after is the overall claim about which we are uncertain. For
studies in which the overall claim is related to a single test result this might
be reasonable, but less so in cases where a single overall claim is supported
by a combination of multiple test results. We can also immediately identify
limitations in selecting studies purely through Bayesian evidence. The strat-
egy does not take the value of the potential replication targets into account,
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and does not consider the ability of a replication to reduce uncertainty in each
case, even though we know on the theory that these factors are important for
determining expected utility gain. Hence, we can also explain why assessing
these factors qualitatively as a separate step in the strategy makes sense, as
Field et al. (2019) propose.

Replication study selection is not the only subfield of metascience who could
benefit from further theory- and concept formalization. Metascientific research
often aims to (1) identify interventions (replication, preregistration and regis-
tered report publication, preprinting, open data sharing, abandoning statistical
significance, etc.) that either promote desirable research practices or prevent
undesirable research practices, and (2) anticipate the effects of such inter-
ventions (reduction in false positive findings in published literature, increased
diversity in hiring and promotion, increased transparency, reduced prevalence
of fraud etc.). In other words, metascientific research often assumes specific
causal relationships between researcher incentives, research practices engaged
in, the effect of such practices on the scientific literature, and the effects of
certain interventions on research practice. In addition, metascientific research
very often relies on assumptions about the purpose of scientific research. Es-
sentially, any argument that a certain research practice is questionable, ne-
glected, or flawed must rest on some assumption of what research practice
should ideally be like. In many cases, however, assumptions about mecha-
nisms and ideal practice are left partially or completely implicit, which can
impede constructive discussion and progress on metascientific topics (Devezer
et al., 2021).

Consider as an example the registered report format (Chambers and Tzavella,
2020), in which submitted empirical articles are accepted in principle, based
on a preregistered analysis plan, before data is collected. Is the purpose of
this publication process (1) to prevent editors and reviewers from engaging in
results-based publication bias, (2) to reduce the researcher degrees of freedom
of the submitting authors, (3) to reassure readers that preregistration was
carried out faithfully by having the editor oversee the process as a neutral
third party, (4) to make sure that reviewer comments can benefit the research
design before it is executed, (5) to nudge submitting authors to formalize their
substantive hypotheses and more clearly link them to data, all of the above,
or something else? Further, why are any of the outcomes above, if achieved,
desirable? What scientific goals are they supposed to help us achieve, and how
- in formal terms - is this achieved by the preregistration process? Are there
any conditions under which the registered report format can hinder scientific
goals from being achieved (Chambers, 2019)? Lack of formal treatment of these
questions makes life difficult for both advocates and critics of the registered
report format. For the critic it is difficult to understand what exactly is being
advocated for, and for the advocate it is difficult to understand exactly what
aspects of the format are being criticised, and whether those aspects were
assumed by anyone to begin with (Scott, 2013; Chambers, 2019). By working
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out the entire range of costs and benefits associated with the registered reports
format, and by considering how costs and benefits interact in moving towards
or away from some assumed research goal, we are in a better position to
consider the overall utility of the format (Soderberg et al., 2020).

Fortunately, there are clear signs that metascience is beginning to heed its own
call for increased focus on formal theory development. Examples include recent
efforts to formalize the function of research practices like replication (Tunç and
Tunç, 2020; Earp and Trafimow, 2015) and preregistration (Lakens, 2019), as
well as efforts to formally define the functional relationships between various
metascientific concepts and phenomena (McElreath and Smaldino, 2015). I
expect that focus on formally defining the central concepts and relations in
metascience research will only intensify in the years to come. In doing so we
will greatly improve our ability to talk and reason about all topics with which
metascience is concerned.

6.4 Research efficiency: An emerging metasci-
entific area of research.

The question of which targets to prioritize for replication is one example of an
emerging class of metascientific problems that concerns the efficiency of re-
search practice. These problems start off from an assumption about a desired
outcome (or set of outcomes) of research we wish to maximize and some as-
sumptions about resource limitations researchers operate under, and then ask
how the researcher can maximize some desired outcome given their resource
constraints. It is important to recognize that efficiency only has meaning
in relation to some desirable outcome. What we consider to be the desired
outcome defines what we mean by efficiency, and efficiency can thus mean dif-
ferent things to different stakeholders. It is also important to recognize that in
practice we will usually have many outcomes we wish to achieve at once, and
that efforts to maximize one desired outcome can come at the expense of other
desirable outcomes (Peterson and Panofsky, 2021). For example, replication
increases the reproducibility of research but will demand resources that could
be spent on exploring novel research topics and synthesizing the existing lit-
erature. Thus, efficiency-related problems include not only how to maximize
one specific outcome given available resources, but also how to appropriately
balance resources over a number of different activities that can have positive
and negative influences on a number of desired outcomes.

Problems that deal with making research efficient differ from the class of prob-
lems that deal squarely with research quality. Quality-related problems tend to
start from an assumption about ideal research practice, followed by a compar-
ison of the ideal with current practice, and ask how real and imagined research
practices could move actual research practice closer to or further away from
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the ideal. In this context, research practices are usually considered in isolation
as categorically good or bad, where good means closer to ideal practice. Con-
sider for instance the longstanding literature on the misinterpretation of the
p-value in empirical research (Bakan, 1966; Goodman, 2008). In an ideal world,
researchers would simply interpret p-values correctly, and in line with their
statistical philosophy. In practice, researchers often misinterpret the meaning
of the p-value. The question is then how these misinterpretations lead us away
from ideal research practice (e.g., by increasing type 1 error rates) and what
can be done to remedy the situation (e.g., increased statistical education). The
same problem of discrepancy between real and ideal research practice forms
the basis for a wide range of metascientific topics, such as replication suc-
cess rates, publication bias and the file-drawer effect, failures to align policy
with research evidence, the quality of study designs, the quality of statistical
analysis, open science initiatives, and questionable research practices. In each
case we are in some way considering the alignment between current research
practice and some ideal state of research practice.

Research on quality-related problems has been very successful in the sense that
we have gained a good understanding of how the quality of research could in
principle be improved, and the metascience community has been quite success-
ful in pushing for the adoption of certain practices intended to increase the
quality of research, such as preregistration, open science practices, and direct
replication. Perhaps due to this success, metascience is increasingly facing the
problem that solutions to quality-related problems often have practical costs.
This tends to transform problems about how to increase quality in principle to
problems about how to increase quality in practice, given limited resources and
trade-offs between multiple quality-increasing efforts we could engage in. For
example, lowering the type-1 and type-2 error error rates as much as possible
would be ideal in principle. In practice, lowering error rates either requires
spending resources which are limited (participants, time, equipment, etc.), or
one type of error could be reduced by increasing the other. For example, we
may set a lower alpha level to reduce the type 1 error of a test, but the like-
lihood that a true effect fails to reach significance increases as a consequence.
These practical constraints have motivated research into optimal thresholding
and balancing of error rates (Maier and Lakens, 2021).

Replication study selection is a good example of an efficiency-related problem
that has emerged from solutions to a quality-related problem. In the past
decade, metascientific research on replication was by and large focused on how
replications ought to be designed and incorporated into research practice in
order to increase the reliability of published research (Brandt et al., 2014;
Open Science Collaboration, 2015). Today, we know much about how replica-
tion studies ought to be designed and interpreted (e.g., Baribault et al., 2018;
Tunç and Tunç, 2020; Muradchanian et al., 2021; LeBel et al., 2018) and we are
slowly seeing them become a more regular part of mainstream research prac-
tice. As a consequence, practical problems emerge such as deciding when to
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spend time and resources replicating vs. conducting a novel study, whether to
replicate a single resource-intensive study or several less resource-demanding
ones, and which out of several replication targets to prioritize.
Issues related to the efficiency of research are not limited to replication research
however. In fact, the question of how to maximize research quality given
limited resources is central to many problems throughout metascience and
applied statistics, including (but not limited to) the following:

• Given a set amount of resources, how big a sample size can we collect,
how big a sample size should we collect, and is the study worth doing
given the sample size that could be collected? (e.g., Lenth, 2001; Lakens,
2021)

• Given relevant decision outcomes, what thresholds for type 1 errors, type
2 errors, relative Bayesian evidence, etc. are appropriate? Relatedly,
given a certain sample size, what is the optimal balance between type 1
and type 2 errors? (e.g., Maier and Lakens, 2021; Kim and Choi, 2021).

• Given a certain set of equivalent causal models, which of several possible
studies we could run would let us reject the most alternative explanations
from the equivalence class? (Matiasz et al., 2017)

• Given a finite amount of grant resources and a set of research proposals,
which research proposals should be funded? Relatedly, how should fund-
ing be distributed across researchers and labs in order to achieve desired
research outcomes? (Smaldino et al., 2019)

• How do we determine which effect sizes are “practically relevant” and
worth following up on in future research? (e.g., Torgerson et al., 1995;
Lakens et al., 2018a; Anvari et al., 2021)

• Is the registered report format an inherently slower and more labor-
intensive format than traditional research reports, or is the labor simply
shifted from the end of the research process to the beginning? (e.g.,
Chambers, 2019)

Central to each question above is the assumption that resources are finite.
Sample sizes cannot be made infinitely large. Type 1 and 2 errors cannot be
made infinitely small. We cannot conduct or fund all studies we can imagine.
Forced to consider the practical constraints of limited resources and multiple
desirable options, it makes sense to consider not only which research practices
increase the quality of research, but also which practices increase quality the
most given a finite set of resources and a set of available, mutually exclusive
options.
There are good reasons to think that research efficiency as a metascientific
topic will only become more important in the years to come (see Peterson and
Panofsky, 2021, for a critique of this view, though the critique could also be
read as an argument in favor of the importance of efficiency as a topic for
debate and study). First, consider the emergence of large-scale data collection
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collaborations in several areas of social science in the past decade (e.g., Alipour-
fard et al., 2021; Moshontz et al., 2018; Coles et al., 2019; Klein et al., 2014;
Frank and Ben, 2021; Botvinik-Nezer et al., 2020; Wagge et al., 2019). Such
collaborations usually target substantial data collection efforts - sometimes
involving hundreds of researchers - towards a small selection of study designs
(e.g., Forscher et al., 2020) to overcome various methodological issues in single-
lab research. When resources get concentrated in this way, it becomes all the
more important to ensure that the knowledge we generate will be worth the
resources invested. Second, consider the growing number of calls to increase
quality in all areas of research practice, including theory (Muthukrishna and
Henrich, 2019) measurement (Borsboom, 2006; Flake and Fried, 2020) gener-
alizability (Yarkoni, 2020), transparency (Nosek et al., 2016), reproducibility
(Munafò et al., 2017), etc. Since raising the quality of research often comes
at a cost to the researcher, it is important that metascience consider possible
unintended consequences of proposed interventions to increase quality (Peter-
son and Panofsky, 2021). E.g., researchers might be tempted to switch to
more feasible data collection methods and study designs such as online sur-
veys and cross-sectional designs (e.g., Kuehberger and Schulte-Mecklenbeck,
2018), which could reduce the practical efficiency of policies that ought, in
theory, to increase research quality. Third, consider that recent calls to in-
crease research quality also generates a need for more efficient coordination
in years to come. That is, if we want improved theoretical rigor, improved
measurement instrument quality, etc. we need researchers within subfields to
come together, identify the central quality issues relevant to their field, and
coordinate their resources to tackle these issues as a community. Metascience
ought to be at the forefront in studying how coordination could be organized
to increase research efficiency.

Beyond generating a unifying framework for the study of replication study
selection, this thesis also contributes to the broader field of research efficiency
in important ways. First, it identifies a research goal (increasing the expected
utility of scientific claims) that could be extended and serve as an end point
for other research processes as well. Second, the thesis highlights important
interdisciplinary bridges that can be of value to any future research on research
efficiency. For example, application of causal graphical models for represent-
ing research decision scenarios should be useful for modeling a broad range
of metascientific interventions. Another example is the application of VoI
concepts (Clemen, 1996) for modeling and comparing the expected utility of
different possible research decisions. In principle, if we were able to accu-
rately estimate the EVSI of various research activities, such as preregistering
a study design, increasing sample size, validating a measurement instrument,
or conducting a novel study, then we should be able to extend the model in
chapter 2 to formalize and compare the expected utility of these research ac-
tivities. A topic to which VoI concepts should be more immediately applicable
is the problem of alpha justification (Lakens et al., 2018b), since EVSI max-
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imization is simply the formal combination of “weighing the relative cost of
errors” and “incorporating prior probabilities” proposed by Maier and Lakens
(2021). Model generalization will be more challenging for research practices
whose function is complicated and may serve multiple goals (e.g., open access
publishing).

6.5 Conclusion

As replication slowly becomes adopted into mainstream research practice, de-
ciding which studies to focus replication efforts on is a problem faced by a
growing number of researchers. In this thesis I explore solutions to this prob-
lem by establishing a unifying framework to justify study selection strategies,
by demonstrating how a formal study selection strategy can be derived from
this framework given certain additional measurement assumptions, and by ex-
ploring how the selection strategy can be carried out in practice. Left for
future research is the crucial task of validating RVCn and comparing its per-
formance with other potential indicators of replication value. It is my sincere
hope that this thesis will have provided sufficient foundations for such work
to commence.

It is also my hope that this thesis can help facilitate a more nuanced discussion
of efficiency in metascience more generally. Scientists face resource constraints
not only when deciding what to replicate, but also when deciding whether to
replicate or pursue a novel line of research, which line of research to pursue,
whether to run a small-scale study on a self-determined topic or join forces with
a larger consortium, which research design to opt for, how much resources to
invest in data collection, whether to invest all resources into a single project or
distribute funds over several projects, etc. Whenever resource constraints force
us to choose between several courses of action that all have desirable properties,
it is important that we carefully consider what goals we are hoping to achieve.
Furthermore, it is important that we actively debate the relative importance
of different goals in different contexts, and consider how different research
activities may be more or less helpful (or even harmful) for reaching the various
goals of scientific research. Only through careful consideration of what our
goals should be and how a given research practice relates to these goals can we
say anything meaningful about whether engaging in that research practice is
efficient. Every working scientist funded by the public has a responsibility to
make sure that their research is carried out efficiently, in a manner that ensures
high quality research for the resources the public has invested. Subsequently,
every metascientist advocating for a certain (change to) research practice has
a responsibility to make sure this research practice will not only be helpful for
reaching a particular goal in principle, but that it will be efficient in practice
given all the goals deemed important in science. Thus, it should be of great
interest to the metascientific community to discuss problems of efficiency. This
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thesis provides one example of how such discussion could be carried out.
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Appendix A

Updating replication value
once a replication is
conducted

A.1 Calculating replication value for a meta-
analytic estimate

When replications of a replication target have already been performed, we
will usually want to combine the information from these replications in our
replication value estimate. Similarly, once we have replicated a chosen replica-
tion target, we may want to combine the information from the original study
and our replication to consider if further replication is warranted, or if it
would be better to focus new resources on a different replication target. A
straight-forward way to calculate RVCn based on combined evidence from sev-
eral studies would be to calculate the meta-analytic variance estimate for the
studies.

For a fixed effects meta-analysis, RVCn can be estimated in the following way:

𝑅𝑉𝑓𝑖𝑥𝑒𝑑 = 𝑤(𝐶𝑆)
𝑌 + 1 𝑆𝐸𝑀 = 𝑤(𝐶𝑆)

𝑌 + 1 √
1

∑𝑘
𝑖=1 𝑊𝑖

= 𝑤(𝐶𝑆)
(𝑌 + 1)√ 1

∑𝑘
𝑖=1 𝑊𝑖

(A.1)

where RVfixed is the estimate of replication value, C is the citation count of the
original article reporting on the target claim, Y is the number of years since
the original article was published, SEM is the standard error of the summary
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effect for the fixed effect meta-analysis (see Borenstein et al., 2009, equations
11.4 and 11.5), W is the inverse variance weight of each included study (see
Borenstein et al., 2009, equation 11.2), and i denotes a particular study in the
set k included in the RVfixed estimate.
Equation A.1 can still be used for calculating RVfixed whether or not we want
to assume that the standard deviation is equal across all candidates and use
only sample size to estimate the standard error for each study. When we make
the assumption of equal standard deviations, the equation stays identical, but
we must change the variance estimate provided to the inverse variance weight
W (see Borenstein et al., 2009, equation 11.2) from 𝜎2

𝑛 to 1
𝑛 . The inverse

variance weight then simply becomes the sample size, since 1
𝑉 𝑎𝑟 = 1

1
𝑛

= 𝑛.
In many situations, however, it would be more appropriate to calculate the
variance for a random effects meta-analysis, because there is often true ef-
fect size heterogeneity which will influence the variance estimate (Borenstein
et al., 2009, chapter 13)1. For a random effects meta-analysis, RVfixed can be
estimated in the following way:

𝑅𝑉𝑓𝑖𝑥𝑒𝑑 = 𝑤(𝐶𝑆)
𝑌 + 1 𝑆𝐸𝑀∗ = 𝑤(𝐶𝑆)

𝑌 + 1 √
1

∑𝑘
𝑖=1 𝑊𝑖∗

= 𝑤(𝐶𝑆)
(𝑌 + 1)√ 1

∑𝑘
𝑖=1 𝑊𝑖∗

(A.2)

where RVrand is the estimate of replication value, C is the citation count of the
original article reporting on the target claim, Y is the number of years since
the original article was published, SEM* is the standard error of the summary
effect for the mixed effect meta-analysis (see Borenstein et al., 2009, equation
12.8 and 12.9), W is the inverse variance weight of each study including 𝜏2

(see Borenstein et al., 2009, 2013, equation 12.6, 12.7), and i is a given study
in the set k included in the RVrand estimate.
While the random effects model is theoretically straightforward to calculate
for a set of studies, there are two practical obstacles to using random effects
variance in the estimate of RVCn:

1. In addition to variance estimates, which can be derived using only the
sample size, we need to determine the effect sizes of interest in order to
calculate the between-study heterogeneity estimate 𝜏2 (see Borenstein
et al., 2009, equation 12.2 and 12.3).

2. We need a sufficient sample of studies in order to reliably estimate 𝜏2

(Borenstein et al., 2009, page 84).
1However, when we only allow close replications into the meta-analytic estimate, we only

expect theoretically close effects to be included (LeBel et al., 2018), which should imply low
effect size heterogeneity. This means that, in practice, the difference between RV estimates
based on fixed-effects and random-effects models should be low whenever close replication
results are combined.
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In addition to the practical difficulties of deriving random effects precision
estimates, it can also be difficult to determine which among a set of findings
should be combined in a meta-analysis (Sharpe, 1997; Esteves et al., 2017).
Because closely related findings are rarely linked to each other in meta-data,
identifying such findings will currently require manual inspection by the repli-
cating researcher. However, platforms like CurateScience could perhaps make
automatic identification of replications possible in the future (LeBel et al.,
2018).

One might reasonably ask whether the citation count of all replications should
also be combined in the meta-analytic replication value estimate. On the one
hand, more studies entail a larger literature, which in theory could increase the
overall impact and visibility of the claims studies, and perhaps citation count
would reflect such increases. However we regard it as likely that replication
and original studies are usually cited together, or at least for similar reasons,
which means that each replication’s citation count provides highly overlapping
information about the underlying value of the replication target. We there-
fore only include the citation count of the original study in the definitions of
RVfixed/RVrand, though we recognize the appropriateness of this choice is a
largely unresolved empirical question.

A.2 Example: Applying RVfixed to studies on
the Stroop effect

The R script containing the data material and exact calculations used to
produce the numbers reported in this section can be found on OSF (https:
//osf.io/e35pu/).

Suppose we would like to calculate RVfixed for the classic Stroop effect (Stroop,
1935). The Stroop effect is an extremely impactful finding, and one of the most
cited publications in psychology. On the other hand, the original results have
been consistently replicated in many research efforts [e.g., MacLeod (1991);
Ebersole et al. (2016); Verhaeghen and De Meersman (1998), not to mention
psychology classrooms around the world. Considering whether to, at this
point, commit further resources to replicating the Stroop effect, we need to
consider our uncertainty about the Stroop effect given the total weight of
evidence from both the original study as well as from replications.

As of 2021-08-14, the citation count of the original Stroop effect (Stroop, 1935)
was 9423 according to Crossref, and the age of the publication at that time
was 83 years. There are three separate studies reported in Stroop (1935).
Study 2 directly tests the well-known interference effect of word meaning on
color naming that most later replications have been based on (MacLeod, 1991;
Ebersole et al., 2016).
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Study 2 includes data from 100 participants, but we should adjust this sample
size for the fact that Stroop (Stroop, 1935, Study 2) is a within-subject design
(see supplementary material 2). Unfortunately, like many repeated measures
experiments, Stroop does not report the correlation between dependent mea-
sures, which is necessary to accurately calculate the standard error and effect
size of a repeated measures experiment (Dunlap et al., 1996). However, we can
estimate the within-subject correlation from data generated by a similar Stroop
paradigm. For example, a close replication of the original Stroop paradigm
was performed by Burns et al. (Burns et al., 2019). For the conditions relevant
for the replication of Stroop (1935), Study 2, the within-subject correlation in
this study is 0.932, 95%CI[0.901, 0.954]. With this correlation estimate we
can convert the within-subject effect size to a corresponding between-subject
effect size that would have the same amount of precision. The adjusted sam-
ple size is (100*2)/(1-0.932) = 2958.737 (see appendix B, equation B.1). The
replication value for Stroop (Stroop, 1935, Study 2) thus becomes:

𝑤(𝐶𝑆)
𝑌 + 1 × 1√𝑛 = 9423

86 + 1 × 1√
2958.737 = 1.991 (A.3)

Suppose we would like to update this replication value estimate after replica-
tions of the Stroop effect are performed. A collection of close replications of
the original Stroop paradigm can be found in Verhaeghen and De Meersman
(1998). Study designs and sample characteristics (within the young group)
were similar to Stroop (1935), Study 2 in all but two of the studies reported
in this meta-analysis (in two cases, subjects were told to read the words, not
name the colors. Dulaney and Rogers, 1994; Park et al., 1996).

We can track change in replication value as replications accumulate by recal-
culating equation A.1 after every successive replication attempt, including in
each calculation all replication studies published up until that point. Assum-
ing equal standard deviations, the only parameter changing between successive
replications is the sample size. Therefore, replication value will always decrease
monotonically under these assumptions2. Figure A.1 displays the reduction in
replication value with every replication reported in Verhaeghen and De Meers-
man (1998), in the order by which these replications were published.

2Monotonic decrease may not hold under different assumptions. For example, if we in-
stead use equation A.2 to update replication value, replication value could in theory increase
after a replication if the effect size heterogeneity 𝜏2 increases substantially.
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Figure A.1: Cumulative replication value of the Stroop effect over time, de-
rived by recalculating equation A.1 after every successive replication attempt.
Studies included are reported in Verhaeghen and De Meersman (1998), table
1, with the exception of Dulaney and Rogers (1994), and Park et al. (1996).
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Appendix B

Converting within-subjects
sample size to
between-subjects sample
size

A statistical limitation that arises when we approximate standard error from
sample size alone is that we ignore the statistical design of the studies we
intend to compare, which is usually important for accurately estimating the
standard error (Borenstein et al., 2009, chapter 8). As one example, a paired
samples t-test has better precision for the difference score that is calculated
between the two measurements than an independent samples t-test, partly
because the participants contribute twice as many data points in the paired
design, and partly because of within-subject correlation (Lakens, 2016a).
We can attempt to mitigate this violation, however, by converting the sam-
ple sizes from within-subject designs into the sample size that would achieve
the same precision in a between-subjects design. In a replication candidate
set composed of both within-subject and between-subject designs, convert-
ing within-subject sample size in this way should increase RVCn measurement
quality by reducing measurement bias caused by variation in study design.

𝑛𝐵 = 𝑛𝑊 𝑎
1 − 𝜌 (B.1)

where nW is the sample size of the within-subject design1, 𝜌 is the within-
subject correlation, a is the number of groups that each subject contributes

1Note that we have replaced the capital N in Maxwell and Delaney (2004) with the
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data points to, and nB is the estimated sample size that a between-subject
study would need to reach the same level of precision.

The population parameter 𝜌 is usually estimated from the within-subject cor-
relation r in the sample. A practical issue is that this value is very rarely
reported in published manuscripts. In these cases, it is possible to calculate r
from summary statistics. For example, if we have access to the t-value, Cohens
daverage (see Borenstein et al., 2009, equation 4.18), and the sample size nW,
we can calculate r by solving for r in Dunlap et al. (1996), equation 3:

𝑟 = 2𝑡2 − 𝑑2
𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑛𝑊
2𝑡2 (B.2)

Or, if we have access to the standard error of the difference and the standard
error of both groups, we could calculate r by solving for r in Lakens (see
Lakens, 2013, equation 8):

𝑟 =
𝑆𝐷2

1 + 𝑆𝐷2
2 − 𝑆2

𝑑𝑖𝑓𝑓
2𝑆𝐷1𝑆𝐷2

(B.3)

If we do not have access to these summary statistics or the raw data, we could
estimate 𝜌 based on r in conceptually similar studies. If there are no realistic
reference points for 𝜌 whatsoever, we could potentially consider setting 𝜌 to
0. nW will still receive a correction in this case from being multiplied by a.
Note however, that this is a very conservative assumption, and unlikely to
be realistic in most cases. More importantly, the choice of 0 over any other
arbitrary value of 𝜌 is motivated purely by a desire to be conservative in our
assumptions about the strength of 𝜌, though it is not clear why one would
want to be conservative.

lowercase n used to refer to sample size throughout this article. The two symbols refer to
the same entity.
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Distribution of CWTS
citation cluster keywords

We acquired additional bibliometric information from the Centre for Science
and Technology Studies (CWTS, https://www.cwts.nl/) about citation clus-
ters in our data (a proxy for scientific subfields based upon clustering of pub-
lications based on citation relationships, Waltman and van Eck, 2019). Each
citation cluster can be thought of as a data-defined research subfield, where
articles that cite similar articles tend to end up in the same cluster/subfield.
The clusters were generated independently of our study, based on all biblio-
metric information in the CWTS database. For each article in our dataset,
we retrieved information about its corresponding CWTS cluster, including
how many articles in the entire CWTS database were included in this cluster.
The CWTS cluster algorithm also generates key-terms that describe the most
prevalent research topics dealt with in each cluster. This allows for a higher-
resolution analysis of the research topics covered in our dataset. We expected
to see a wide range of CWTS clusters included in our data, and we expected
the cluster labels would primarily denote terms related to social phenomena
and their influence on cognition and neural activity.

The records in our dataset were sampled from 162 unique CWTS citation
clusters. The size of each cluster varied substantially (min = 829 records,
median = 12354 records, max = 39770 records). The full distribution of cluster
size visualized in figure SM1.

To better understand the scientific topics covered in these citation clusters, we
inspected the category labels assigned to each cluster by CWTS. In total, the
citation clusters were associated with 774 unique labels. Table 2 displays the
frequency of the 50 most frequently mentioned category labels in our data.
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Figure C.1: Distribution of the size of CWTS clusters to which the articles
in our dataset belong. The size of each cluster refers to the total number of
records associated with that cluster over the entire CWTS database, which
includes millions of articles from all over science. Thus, the size of the cluster
refers to the population size of the cluster, not how many articles are included
in the cluster in our data.
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Table C.1: Frequency table of the 50 most prevalent cluster la-
bels in our dataset. Label frequencies are identical for many labels
because multiple labels are used to describe a single cluster. For ex-
ample, the terms “face recognition”, “face processing”, “prosopag-
nosia”, “unfamiliar face”, and “facial identity” all appear 118 times
because they are all used to describe one, and only one, cluster to
which 118 articles in our data belong.

Label Frequency
50 intertemporal choice 364
46 decision making 358
47 delay discounting 358
48 impulsivity 358
49 iowa gambling task 358
45 imitation 318
41 action observation 258
42 empathy 258
43 mirror neuron 258
44 motor imagery 258
40 attentional bias 210
39 fear 207
36 emotional face 203
37 facial expression 203
38 social anxiety 203
31 default mode network 180
32 fmri 180
33 fmri data 180
34 functional connectivity 180
35 resting state 180
30 alzheimer 125
25 face processing 118
26 face recognition 118
27 facial identity 118
28 prosopagnosia 118
29 unfamiliar face 118
21 n400 109
22 primary progressive aphasia 109
23 semantic dementia 109
24 visual word recognition 109
16 contamination 67
17 disgust 67
18 disgust sensitivity 67
19 moral dilemma 67
20 moral judgment 67
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Label Frequency
10 death anxiety 65
11 mind 65
12 mortality salience 65
13 ostracism 65
14 social exclusion 65
15 terror management 65
5 autobiographical memory 63
6 expressive writing 63
7 generativity 63
8 mental time travel 63
9 rumination 63
2 false belief 60
3 infant 60
4 month old infant 60
1 effect 52

While most cluster labels describe substantive topics, the inclusion of “effect”
in the top 50 most prevalent labels should highlight that not all labels assigned
by the cluster algorithm are equally informative for understanding cluster con-
tent. The distribution of substantive topic labels is largely consistent with our
expectations. Terms like “fmri”, “fmri data”, “imitation”, “empathy”, “fa-
cial expression”, “social anxiety”, and “social exclusion” are frequently used
to describe subfields to which the articles in our dataset belong. Conversely,
we did not observe any labels that were obviously unrelated to our a-priori
expectations about which topics should be covered in a sample of social fMRI
articles.

Close inspection of the cluster label data revealed an important confuscating
factor, however. While cluster labels are descriptive of the whole cluster as
it appears in the CWTS database, they are not necessarily descriptive of the
subset of that cluster included in our candidate set. As a prominent example,
the citation cluster described by the labels “intertemporal choice”, “decision
making”, “delay discounting”, “impulsivity” and “iowa gambling task” is the
most prevalent cluster in our data. However, the labels used to summarize the
13168 CWTS records in this cluster are not necessarily representative of the
minority of articles from the cluster that are included in our dataset. Although
the term “iowa gambling task” is descriptive of the cluster as a whole, only
one out of the 358 articles from the cluster in our dataset mentions the Iowa
gambling task. Inferring about the contents of our dataset based on these
labels alone could therefore be misleading. However, correspondence in topics
between frequently occurring CWTS cluster labels and frequently co-occurring
keywords in VOSviewer (see figure 3 in main manuscript) is encouraging.
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Appendix D

Consulting field experts to
identify potential
quantitative indicators of
uncertainty.

To better understand what information is important for assessing overall un-
certainty about findings from fMRI research, we constructed a survey to probe
experts in fMRI research about which information they use to assess the qual-
ity and quantity of evidence for fMRI findings in their field. The purpose of the
survey was twofold. First, we wanted an opportunity to discover quantitative
indicators of uncertainty we had not previously considered, and that might
be feasible to code in our data. Second, we wanted to compare the reported
importance of sample size for evaluating uncertainty in comparison with other
information researchers might also be using.

D.1 Methods

Pilot data collection was carried out on a convenience sample of colleagues of
the first (Peder) and second (Anna) author. 13 researchers responded to the
survey. All participants were researchers with, or in the process of completing,
a PhD, who had experience with collecting and analyzing fMRI data. The
purpose of this sampling restriction was to ensure that all participants had
sufficient prior knowledge of fMRI methodology to give informative answers
to the survey items they were presented with.
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The survey was created in Qualtrics (https://www.qualtrics.com/). The sur-
vey and all data collected are available on OSF (https://osf.io/f7zdq/). The
survey contained open-ended items encouraging researchers to list whatever
information they considered important for assessing evidence. The survey also
contained a number of closed-ended questions asking researchers to rate (on
a visual analogue scale from 1:100 with 1 being the least important and 100
being the most important) and rank-order the importance of the following
factors for judging the quality and quantity of evidence in support of a find-
ing (this list of factors were generated by the authors after internal discussion
about which factors could plausibly be used to evaluate uncertainty about
social fMRI research):

1. The total sample size collected for the study.
2. The percentage of participants that were excluded (after they met the

inclusion criteria for participating in MRI research).
3. The statistical power of the study to detect effect sizes of interest.
4. The size of the effect (e.g. Cohen’s d for condition differences, Pearson’s

r for brain-behavior correlations, or percentage signal change for raw
BOLD signal differences).

5. Cluster extent of relevant cluster(s).
6. The p-value for relevant cluster(s).
7. Whether the finding is a main effect or an interaction.
8. How participants were assigned to conditions, if relevant (e.g., randomly,

single/double blind, etc.).
9. In cases where you know of a replication study, the result(s) of a repli-

cation study,
10. In cases where you know of a replication study, whether the replication

is a close (direct) or conceptual replication.
11. In cases where you know of a replication study, whether the replication

is conducted by an independent team or not.
12. Whether the finding is based on within-subjects measurements or

between-subjects measurements.
13. Peak Z-value for relevant clusters.
14. Open access to the underlying empirical data that were analyzed.
15. Whether the study has been preregistered.
16. Whether there are statistical errors in the results reported (e.g., the

degrees of freedom do not correspond to the other reported statistics,
the total sample size does not equal the sum of the group sample sizes,
etc.).

17. Whether the finding has a strong connection with theory.
18. Whether the finding is predicted a priori or discovered during data ex-

ploration.
19. How participants were sampled from the population (e.g., stratified ran-

dom sampling, snowball sampling, convenience sampling, etc.).
20. Whether the finding is unexpected (e.g., counterintuitive), or in line with
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what we already know.

For each factor, we also asked for open-ended comments to better understand
how the information was being used by researchers to assess evidence. For
example, after asking researchers to rate the importance of “the percentage
of participants that were excluded”, we also asked participants to “indicate in
what way you believe this information is related to the quality and quantity of
evidence in support of a finding”. We used the participants’ responses on the
items related to “the total sample size collected for the study” as a preliminary
validation of whether sample size relates to uncertainty in the way assumed
by Isager et al. (2020).

D.2 Results

The open responses by participants did not reveal novel quantitative indicators
of uncertainty that we had not already considered, and that would be feasible
to collect for all studies in our data.

There seemed to be broad agreement among experts that sample size is im-
portant for evaluating the quality and quantity of evidence for a typical fMRI
finding. Several experts freely offered sample size as a piece of information
they would be evaluating when assessing the credibility of a finding (before
seeing our list of potentially important factors). Sample size also received the
second highest median rating out of all factors (see table SM2-1 and figure
SM2-1, and the highest average rank-order out of all factors (only “the results
of a replication study” received an equally high rank. See table SM2-1 and fig-
ure SM2-2). In addition, statistical power, partially a function of sample size,
was consistently highly rated and ranked by experts, and one expert explicitly
pointed to the relationship between sample size and power in their comments
(“Sample size is the easiest way to increase statistical power”). Finally, when
asked specifically about the importance of sample size, there seemed to be
broad agreement that a higher sample size generally entails higher credibility,
in line with the assumptions of Isager et al. (2021). However, two experts de-
scribed feeling less confident about findings supported by a very high sample
size, due to the elevated risks of overinterpreting trivially small and mean-
ingless effects (a problem often referred to as “the crud factor”, Meehl, 1990;
Orben and Lakens, 2020). Besides sample size (and statistical power) partic-
ipants seemed to consistently agree on the importance of a few other factors
(see table SM2-1, figure SM2-1 and SM2-2).

There seemed to be broad agreement among experts that sample size is im-
portant for evaluating the quality and quantity of evidence for a typical fMRI
finding. Several experts freely offered sample size as a piece of information
they would be evaluating when assessing the credibility of a finding (before
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seeing our list of potentially important factors). Sample size also received the
second highest median rating out of all factors (see table SM2 and figure SM2-
1, and the highest average rank-order out of all factors (only “the results of
a replication study” received an equally high rank. See table SM2 and figure
SM2-2). In addition, statistical power, partially a function of sample size,
was consistently highly rated and ranked by experts, and one expert explicitly
pointed to the relationship between sample size and power in their comments
(“Sample size is the easiest way to increase statistical power”). Finally, when
asked specifically about the importance of sample size, there seemed to be
broad agreement that a higher sample size generally entails higher credibility,
in line with the assumptions of Isager et al. (2021). However, two experts de-
scribed feeling less confident about findings supported by a very high sample
size, due to the elevated risks of overinterpreting trivially small and mean-
ingless effects (a problem often referred to as “the crud factor”, Meehl, 1990;
Orben and Lakens, 2020). Besides sample size (and statistical power) partic-
ipants seemed to consistently agree on the importance of a few other factors
(see table SM2, figure SM2-1 and SM2-2).

Overall, we cautiously interpret these results as preliminary validation of cor-
respondence between the rationale of Isager et al. (2020) and how experts
actually use sample size when evaluating uncertainty. However, we stress that
the low sample size and exploratory nature of this pilot calls for replication
before any firm conclusions can be drawn.

Table D.1: Median rating and rank for all factors asked about in
the pilot survey.

Factor N ratings
Median
rating

N
rankings

Median
rank

effect predicted or
exploratory

9 88 10 7

statistical errors 9 86 10 9.5
sample size 11 84 10 4
replication result 10 84 10 4
open data available 9 83 10 8
strongly connected to
theory

10 81 10 4.5

statistical power 10 78.5 10 5.5
replication close or not 10 78 10 NA
preregistered 11 77 10 9.5
condition assignment 11 75 10 13
replication independent
or not

10 74.5 10 NA

within or between design 9 71 10 13
effect size 9 67 10 5
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Factor N ratings
Median
rating

N
rankings

Median
rank

cluster p-value 9 60 10 13
effect unexpected 9 59 10 10
cluster extent 10 51 10 12
participants excluded 10 45 10 15
cluster peak Z-value 9 37 10 11.5
participant sampling 10 24 10 15.5
main effect or interaction 9 17 10 12.5

replication result sample size statistical errors statistical power within or between

participants excludedpredicted or exploratory preregistered replication close replication independent

effect size effect unexpected main or interaction open data participant sampling

cluster extent cluster p−value cluster peak Z condition assignment connected to theory
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Figure D.1: Histograms of ratings for each of the 20 factors presented to
participants. All factors were rated on a visual analogue scale from 1:100 with
1 being the least important and 100 being the most important.
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Figure D.2: Histograms of relative rank-order ratings for the 18 factors that
participants were asked to rank (“replication close or not” and “replication
independent or not” were not included for rank-ordering). Participants assigns
one value of rank from 1-18 to all factors, where rank 1 indicates the most
important factor, and rank 18 indicates the least important factor.
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Appendix E

Identifying the “main
claim/finding” for each
study

Some information that is relevant for assessing replication value is related to
individual empirical findings within studies (e.g., the precision of the estimate
for a particular effect size of interest). If we want to use such information to
compare the replication value of two studies, we first need to decide which
findings from each study to use for our comparison. For example, consider the
implication of using the standard error of the mean to calculate RVCn. If we
do not approximate the standard error via the total sample size of the study,
standard error is related to a particular mean estimate within the study. Since
a study may report many mean estimates, it may be related to any number
of standard errors. Thus, it is no longer enough to decide which studies to
include as replication candidates. We now also have to decide which specific
findings from these studies to consider, because RVCn estimates depend on
statistical information from these findings.

We conducted a study to try and identify the main finding of each study in
our set of replication candidates. The main finding was defined as the reported
finding which is centrally highlighted in either the abstract or conclusion sec-
tion of the article in which the study is reported, and which seemed to be the
focus point of the study design. For example, the finding that the fusiform face
area is reliably and selectively activated by images of faces is the main finding
used to support the more general claim that faces are processed in a specific
spatial location within the human brain. The ultimate goal of this study, in
conjunction with the pilot study reported in supplementary material SM2,
was to identify indicators of statistical uncertainty for each main finding (such
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as standard error of the mean, and Bayesian posterior evidence) from which
different estimators of replication value could be constructed, calculated, and
compared with RVCn.

Main findings for each paper had to be coded manually. We developed a
general coding procedure, instructing coders on where in the paper to look for
mentions of the main finding, and what would indicate that something is a
main finding. Three co-authors (PMI, AvtV, LG) then applied this procedure
to a small set of studies within our candidate set to test the feasibility of the
coding effort. All data and materials from this small coding effort is available
on OSF (https://osf.io/953du/). Below follows a brief summary of our own
conclusions.

Our pilot suggested that main findings from each study could indeed be iden-
tified. Identification was relatively time-intensive. A main finding could be
identified within a few minutes on average, but overall time taken varied con-
siderably around this average estimate. Some studies included the main claim
in the title, in which case coding could take seconds. Other studies required
coders to consult several sections of the article to verify that a claim in ques-
tion was indeed the main claim of the paper. In these cases coding could take
several minutes. In every case, the main finding of the study was mentioned
in the abstract of the article in which the study appeared.

With respect to identifying statistical information for each finding, however,
we quickly realized that this would become challenging. By and large, main
findings were associated with a number of different statistical results. Consider
the following, example:

In two experiments, we used a functional magnetic resonance
(fMR)-repetition suppression paradigm to demonstrate that dis-
tinct frontal–parietal–temporal regions are sensitive to processing
the scenarios or what participants imagined was happening in
an event (e.g. medial prefrontal, posterior cingulate, temporal–
parietal and middle temporal cortices are sensitive to the scenarios
associated with future social events), people (medial prefrontal
cortex), objects (inferior frontal and premotor cortices) and
locations (posterior cingulate/retrosplenial, parahippocampal and
posterior parietal cortices) that typically constitute simulations
of personal future events. This pattern of results demonstrates
that the neural substrates of these component features of event
simulations can be reliably identified in the context of a task
that requires participants to simulate complex, everyday future
experiences. - Szpunar et al. (2014)

It is clear that many statistical results are being utilized in this statement,
and it is not clear which, if any, would be more appropriate to serve as the
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results on which a replication value estimate is based. Many of the find-
ings identified in our pilot had a similar structure to the example above. We
suspect this finding structure will be common in the field of social fMRI,
where hypotheses are often of the form “what does neural activity look like
for task/manipulation/stimulus/group X?” and therefore relate to multiple as-
pects of the fMRI data collected. For the purposes of collecting statistical data
for replication value estimation, it appears it would not be enough to simply
identify the main finding of each study in our dataset. We would also have
to determine, for each finding, which empirical results to extract statistical
information from and how to resolve the common case where a finding is re-
lated to multiple statistical results. Due to the labor intensity this implies, we
determined not to proceed with the coding of main findings in this project.
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Appendix F

Age-citation correlation
matrices for all citation
sources
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Figure F.1: Matrix of bi-variate correlations between age and Web of Science
citation count.
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Figure F.2: Matrix of bi-variate correlations between age and Crossref citation
count.
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Figure F.3: Matrix of bi-variate correlations between age and Scopus citation
count.
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Figure F.4: Matrix of bi-variate correlations between age and CWTS citation
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