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Chapter 1

Introduction

1.1 Background

In recent years, the workload for health workers and the costs of healthcare have in-
creased consistently. Important drivers for the increase in workload are a lack of trained
personnel, see Buchan and Aiken (2008); Duffield and O'Brien-Pallas (2003), and the
aging Western world’s population (Jakob and Rothen, 1997). This increasing workload
has negative effects such as, for example, burnouts (Aiken et al., 2002; Holden et al.,
2011; Leiter and Maslach, 2005; Portoghese et al., 2014), adverse events related to ven-
tilation (Filho et al., 2011), increased mortality rates (Aiken et al., 2002; Ball et al.,
2018; Neuraz et al., 2015; Tarnow-Mordi et al., 2000), increased chance of medication
errors (Holden et al., 2011), and increased length of hospital stay (de Magalhães et al.,
2017). Therefore, it is vital to reduce the workload in healthcare and therewith reducing
costs.

This thesis focuses on improvements of the treatment and reducing the workload re-
lated to mechanical ventilation. Mechanical ventilation is a treatment used for patients
that are unable to breathe sufficiently on their own. A mechanical ventilator supports or
takes over the breathing of a critically ill patient. Especially on the Intensive Care Unit
(ICU) ventilation has proven to be a life-saving treatment for many patients. Demand
for ventilation has been increasing over the past decades (Needham et al., 2005). Espe-
cially during the flu-season or a pandemic, such as the COVID-19 pandemic, demand
for mechanical ventilation is very high (Wells et al., 2020). Therefore, improving qual-
ity of mechanical ventilation and development of autonomous mechanical ventilators
can potentially improve the treatment outcome, decrease the workload in the ICU, and
reduce the costs of healthcare.

Modern mechanical ventilators are complex mechatronic systems that are used to
support or take over a patient’s breathing. Several ventilator manufacturers world-wide
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aim at developing the best possible ventilator to assist the clinician. This has resulted
in a large variety of ventilation modes, diagnostics tools, and estimated parameters that
can aid the clinician’s decision making. However, significant improvements can still
be achieved by utilizing state-of-the-art techniques from engineering fields, such as,
control engineering, system identification, and artificial intelligence.

In this thesis, two different aspects of technological development for ventilators are
considered. Both aspects focus on improving the treatment and reducing the workload
for the hospital staff. The first part of this thesis aims at improving pressure tracking
performance of ventilators by using advanced learning control algorithms. Improved
tracking performance ensures that the desired pressure levels are achieved more accu-
rately, and undesired pressure peaks and oscillations are avoided. Therewith, harmful
pressure peaks are avoided and the treatment is improved. The second part of this
thesis aims at aiding the clinician’s decision making by presenting clinically relevant
information about the patient or the treatment. This information is retrieved by novel
data-driven algorithms. Eventually, these algorithms can be used in the development
of closed-loop autonomous ventilators. This results in a reduction of the workload and
can potentially improve the treatment as well.

The remainder of this introduction contains a brief history of ventilation in Section
1.2. Thereafter, the ventilation system and modes considered in this thesis are explained
in Section 1.3. The challenges in ventilation that are in scope of this thesis are presented
and an overall research challenge for ventilation is formulated in Section 1.4. Next, in
Section 1.5, the research goals of this thesis are formulated and the literature relevant
to these research goals is briefly reviewed. Then, the contributions of this thesis are
formulated in Section 1.6. Finally, the outline of the remainder of this thesis is presented
in Section 1.7.

1.2 History of mechanical ventilation

Mechanical ventilators use mechanical means to assist or replace a patient’s sponta-
neous breathing. The goal of ventilation is to ensure oxygenation and carbon dioxide
elimination (Warner and Patel, 2013). The development of mechanical ventilation has a
long history. It started in 1543, when Andreas Vesalius published his book De Humani
Corporis Fabrica (On the Fabric of the Human Body), which likely contains the first
reference to ventilation. In Vesalius (1543), he wrote: “But that life may be restored to
the animal, an opening must be attempted in the trunk of the trachea, into which a tube
of reed or cane should be put; you will then blow into this, so that the lung may rise
again and take air”. This essentially describes modern-day positive pressure ventila-
tion with an endotracheal tube. However, this was forgotten and not incorporated into
medical practice for several centuries.

In the late 19th century, negative pressure ventilators were developed. Negative
pressure ventilators generate a subatmospheric pressure around the patient’s body, caus-
ing the lungs to expand and air to flow into the patients. A picture of one of the first
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negative pressure ventilators, from Jone (1864), is shown in Fig. 1.1a. In Schwake
(1927), a negative pressure ventilator is developed which allows for synchronization of
the mechanical assisted breath and the patient’s required breath, see Fig. 1.1b. In this
ventilator, the patient can manually move the bellow to improve synchronization of the
machine and patient breaths. A disadvantage of such ventilators is that proper treatment
of the patient by the nursing staff is challenging, since, they cannot access the patient’s
body. To address this problem the respirator room, as shown in Fig. 1.1c, is proposed in
Lord and Lord (1908). In this system, the entire room is pressurized, with the patient’s
body inside this room. The medical staff can enter the room through a door to tend to
the patient. All these designs have their limitations and were not adopted widely.

The first negative pressure ventilator, named the “iron lung”, that is adopted widely
is proposed in Drinker and Shaw (1929), see Fig. 1.1d. This negative ventilator is
first used on a human in 1928 to treat a patient with respiratory failure due to polio.
Thereafter, designs with small improvements were developed and employed around the
world. With long rows of iron lungs filled hospitals wards at the height of the polio
outbreak in the 1940s and 1950s (Slutsky, 2015).

Eventually, the switch to positive pressure ventilation was made and the negative
pressure ventilators have been replaced rapidly. In positive pressure ventilation an alter-
nating positive pressure pattern is generated near the patient’s airway. This alternating
pattern results in flow in and out of the lung, which is a substitute for the patient’s spon-
taneous breathing effort or an addition to its spontaneous effort. The main reason for
this change is that during the polio pandemic in the 1950s positive pressure ventilation
resulted in a significantly lower mortality rate (Lassen, 1953). Furthermore, nursing a
patient attached to a positive pressure ventilator is much easier than nursing a patient
inside an iron lung.

The first positive pressure “ventilators” were typically Non-Invasive Ventilation
(NIV) machines. In NIV, the patient is not intubated but the interface between the
patient and the ventilator is not invasive, e.g., using a ventilation mask. The first non-
invasive positive pressure “ventilator” is introduced by Chaussier in 1780 according to
Mushin et al. (1980). This system consisted of a bag, which was manually operated and
a mask is used as an interface to the patient. Thereafter, in 1887 a system with bellows
and a mask has been introduced by Fell. Then, in 1911 the Dräger Pulmotor has been
introduced. This is a more sophisticated pneumatically operated positive pressure de-
vice. This device is credited with saving thousands of lives according to Mushin et al.
(1980).

The invasive positive pressure ventilators, which are typically used in modern ICUs,
became available in the 1940s and 1950s. The first systems are rather limited in func-
tionality compared to modern ventilators. They only allowed volume-controlled modes
and patient-triggered ventilation was not available. Typically, these old systems are
driven by bellows, a piston, or compressed air. Furthermore, monitoring possibilities
were rather limited.
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(a) One of the first negative pressure
ventilators. Image from: Jone (1864).

(b) Negative pressure ventilator with
synchronization. Image from: from
Schwake (1927).

(c) A respirator room to improve nurs-
ing possibilities. Image from: Lord
and Lord (1908).

(d) An “iron lung”, the first nega-
tive pressure ventilator that is widely
adopted to treat polio patients. Image
from: Drinker and Shaw (1929).

Fig. 1.1. History of various negative pressure ventilators.

The current ICU ventilators made significant steps compared to the first positive
pressure systems, an example of a modern ICU ventilator is depicted in Fig. 1.2. One
of the most important drivers of this change is the introduction of microprocessors,
allowing significantly more monitoring and control possibilities. With extensive inno-
vation and engineering contributions, modern ventilators have a large variety of venti-
lation modes, ventilation maneuvers, and monitoring possibilities. In the remainder of
this thesis, such modern ICU ventilators are considered. More details on this type of
ventilation are presented in the following section.
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Fig. 1.2. The DemcAir ICU ventilator developed by DEMCON macawi respira-
tory systems.

1.3 Modern positive pressure ventilation
Nowadays, a variety of positive pressure ventilators and ventilation modes are available.
In Section 1.3.1, different types of ventilators are briefly described. Thereafter, different
ventilation modes are briefly described in Section 1.3.2. For both the ventilator type and
ventilation modes, it is made explicit what is considered in this thesis.

1.3.1 Modern ventilators
Two features are used to distinguish the different types of ventilators. Firstly, a differ-
entiation is made between blower-driven ventilators and ventilators using compressed
air. Secondly, a differentiation is made between passive expiration leaks and active
expiration valves.

A blower-driven ventilator is using a centrifugal blower to compress ambient air
to achieve the desired flow or pressure at the ventilators outlet. Machines using com-
pressed air are connected to an air source, i.e., bottles with compressed air or a wall
outlet in the hospital. These ventilators are using valves to achieve the desired pres-
sure or flow. Usually, both types of machines have the ability to include compressed
oxygen as well. The compressed oxygen is mixed with air to improve oxygenation. In
this thesis, blower-driven ventilators are considered. The main advantage of blower-
driven ventilators is that they do not require an external air source. Especially during
transportation of patients this saves weight and space.

The second differentiation in ventilation systems are active and passive expiration
systems, as depicted schematically in Fig. 1.3a and 1.3b, respectively. In a passive
expiration system, exhalation, i.e., flushing of exhaled CO2 rich air, is done through
an intended permanent hole in the hose. In a ventilator with an actively controlled
expiration valve, a controlled expiration valve is used to ensure that the exhaled CO2-
rich air flows out of the system, see Fig. 1.3b. An advantage of the active expiration
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Blower Hose Intended Leak

Sensor Tube

Lungs

(a) Schematic of a ventilation system with passive expiration.

Blower Inspiration Hose

Sensor Tube

Lungs

Expiration Hose

Expiration Valve

(b) Schematic of a ventilation system with active expiration.

Fig. 1.3. Schematic of a ventilation system with passive expiration and a venti-
lation system with an actively controlled expiration valve.

system is that less supplemented O2 is spilled because the expiration branch can be
closed. A disadvantage of the active expiration system is that modeling and analysis
is significantly more complex, making it less suitable for development. Therefore, a
ventilation system with passive expiration is considered throughout this thesis.

1.3.2 Modern modes of ventilation
The ventilators presented in the previous section aim at moving a desired volume of
air in and out of the lungs. This can be achieved in different ventilation modes. These
modes can be divided into two main categories: pressure-controlled modes and volume-
controlled modes. Within these two main categories, various ventilation modes have
been developed that achieve a different level of synchronization between the patient
and the ventilator. First, both main categories are addressed. Thereafter, the relevant
pressure-controlled ventilation modes are summed up.

Pressure-controlled ventilation achieves ventilation by applying a certain desired
pressure profile near the patient’s airway. This pressure profile results in a flow in and
out of the lungs. An example of a pressure-controlled profile and its resulting flow
is depicted in Fig. 1.4a. The pressure profile has a Positive End Expiratory Pressure
(PEEP), then it builds up to an Inspiratory Positive Airway Pressure (IPAP) to enable
air to flow into the lungs.

Volume-controlled ventilation achieves ventilation by forcing a desired volume pro-
file into the patient’s lungs. In volume-controlled ventilation a desired flow profile is
applied, resulting in a corresponding pressure in front of the patient’s mouth. An exam-
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IPAP

PEEP

Inspiration Expiration
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Time [s]
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t

(a) Airway pressure (paw) and patient
flow (Qpat) during one breathing cycle of
pressure-controlled ventilation.

Inspiration Expiration

Time [s]

Time [s]

p a
w

Q
pa

t

IPAP

PEEP

(b) Airway pressure (paw) and patient
flow (Qpat) during one breathing cycle of
volume-controlled ventilation.

Fig. 1.4. Schematic pressure and flow curves for a pressure and volume-
controlled ventilation mode. Showing the airway pressure and the flow into the
patient’s lungs.

ple of a volume-controlled flow profile and its resulting pressure is depicted in Fig. 1.4b.
The figure shows a constant volume flow during inspiration. The required airway pres-
sure increases, since the pressure in the lung increases. When the flow of air stops, we
see a drop in the airway pressure, this pressure drop is caused by the resistance of the
patient’s airway.

Both pressure-and volume-controlled ventilation have advantages and disadvan-
tages. However, there is no consensus on which one is better in general. Typically,
it depends on the region, hospital, and hospital staff which mode is preferred.

In both pressure-and volume-controlled ventilation, different modes of ventilation
are available. In the past decades an abundance of modes has been developed. These
different modes allow a varying level of synchronization between the patient and the
ventilator. A synchronized mode aims to respond to the demand of the patient, if a pa-
tient starts a breath the ventilator assists the patient. In modes without synchronization,
a breath is forced on fixed intervals.

Several relevant ventilation modes are Continuous Mandatory Ventilation (CMV),
Pressure Controlled - Assist Control Ventilation (PC-ACV), Pressure Support Ventila-
tion (PSV), and Continuous Positive Airway Pressure (CPAP). All of these ventilation
modes allow a different level of synchronization and are used in a different phase of
a patient’s treatment. Note that naming of ventilation modes throughout literature is
inconsistent, i.e., several names are used for one mode. The naming used in this section
is adopted throughout this thesis.

Concluding, in this thesis a blower-driven ventilation system with passive expira-
tion, as depicted in Fig. 1.3a, is considered. Furthermore, only pressure-controlled ven-
tilation modes are considered and the exact ventilation mode depends on the specific
chapter and use-case. The exact ventilation mode that is considered for every technique
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is clearly described in the specific chapter. Note that the presented techniques can be
extended, potentially with some minor changes, to different ventilation modes and a
ventilation system with an active expiration valve.

1.4 Challenges in mechanical ventilation

In the past decade mechanical ventilation has evolved and improved significantly, sav-
ing many lives. However, several open challenges that should be tackled to further
improve mechanical ventilation can be identified. In this section, several mechanical
ventilation-related challenges are presented and an overall research challenge is for-
mulated. Thereafter, currently available systems that aim to solve this challenge are
presented.

Mechanical ventilation has proven to be a life-saving treatment. However, it can
also cause damage to a patient’s lungs, referred to as Ventilator-Induced Lung Injury
(VILI) (Slutsky and Ranieri, 2013). This VILI has many potential causes, a few exam-
ples are high pressure peaks, low PEEP, and large tidal volumes. Significant effort has
been made in literature to avoid VILI by choosing the optimal ventilator settings, e.g.,
PEEP and IPAP levels, for example in Amato et al. (2015); Brochard et al. (1998); De-
termann et al. (2010); Lachmann (1992); Rittayamai and Brochard (2015); Rouby et al.
(2002). Because the optimal settings are highly dependent on the patient, the settings
that are used in practice are still subject to the specific clinician’s expertise.

Ventilation becomes even more challenging in case of partially spontaneously breath-
ing patients. Spontaneous breathing effort of the patient has several benefits; it prevents
muscle atrophy, avoids paralysis, and decreases sedation needs (Goligher et al., 2015;
Mauri et al., 2017). However, uncontrolled spontaneous effort also has serious disad-
vantages. Firstly, this spontaneous effort is typically not measured and unknown. When
this effort is not taken into account when choosing the ventilator settings this might
damage the lungs (Mauri et al., 2017; Yoshida et al., 2012), excessive effort might even
damage the diaphragm (Goligher et al., 2015). Secondly, spontaneous effort of the
patient may result in asynchrony between the ventilator and the patient. According to
Holanda et al. (2018), asynchrony can refer to a mismatch between the patient’s demand
and the ventilators delivery regarding time, flow, volume, or pressures. According to
Thille et al. (2006) up to 24 % and according to Vignaux et al. (2009) up to 43 % of
the ventilated patients experience severe levels of asynchrony. According to Blanch
et al. (2015); Epstein (2011); Thille et al. (2006), patient-ventilator asynchrony is asso-
ciated with various negative treatment outcomes, such as prolonged ICU stay and even
increased mortality rates.

Other challenges in ventilation are the earlier mentioned shortage of nursing staff
and the high costs of a mechanically ventilated patient on the ICU. According to Aiken
et al. (2002); Rafferty et al. (2007); Verdon et al. (2008), the shortage in staffing is
related to higher mortality rates and burnout rates. Furthermore, the costs of a me-
chanically ventilated patient on the ICU are very high (Cox et al., 2007; Dasta et al.,
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2005).
Considering these challenges, the overall Research Challenge for mechanical ven-

tilation is formulated:

Research Challenge: Reduce the mechanical ventilation-related workload and costs,
while simultaneously improving the treatment for the ventilated patient.

This Research Challenge requires changes and innovations in different fields of ex-
pertise, such as, regulatory affairs, medical innovations, and technological develop-
ments. The aim of this thesis, is to tackle the Research Challenge with technological
developments. To accomplish the Research Challenge, through technological innova-
tions, a tremendous joint effort of researchers, engineers, and clinicians is required.
In the following section, existing approaches towards solving the Research Challenge,
with technological developments, are presented. This literature focuses on developing
closed-loop ventilation systems.

1.4.1 Closed-loop ventilation systems
Several closed-loop ventilation systems are already available and according to Lel-
louche and Brochard (2009) the importance of such systems will increase in the future.
Such closed-loop ventilation systems automatically adjust ventilation settings using an
algorithm to achieve a particular goal, e.g., blood saturation levels. In theory, these
algorithms are able to decrease the required number of staff interventions and improve
the treatment. Different closed-loop ventilation systems are described in literature;
overviews of such systems are presented in Chatburn (2004); Wysocki et al. (2013).
These systems typically use measured data, some clinician-set parameters, and algo-
rithms to improve certain aspects of ventilation, e.g., synchrony and/or automate (parts
of) ventilation. Next, several commercially available closed-loop ventilation systems
are briefly presented.

Proportional Assist Ventilation (PAV) is a ventilation mode for spontaneously breath-
ing patients. The ventilator pressure is generated in proportion to the patient’s sponta-
neous breathing effort (Younes, 2003). A clinical trial in Younes et al. (1992) has shown
that PAV is a feasible ventilation mode for spontaneously breathing patients. Further-
more, it can be implemented at lower peak pressures, potentially reducing VILI. Ac-
cording to Grasso and Ranieri (2001), PAV can potentially improve the patient’s control
over ventilation.

SmartCare is an automated protocol that automatically lowers the ventilatory sup-
port with the goal to wean a patient from the ventilator, i.e., lowering the ventilator
assist with the goal of detaching the ventilator. SmartCare aims at keeping the patient’s
spontaneous effort in a certain comfortable zone and gradually lowers the ventilator sup-
port. In Lellouche et al. (2006) and Bouadma et al. (2005), it is shown that ventilation,
weaning, and ICU time is signifcantly reduced by the SmartCare automated weaning
protocol compared to a standardized weaning protocol executed by a clinician. How-
ever, in Rose et al. (2008), SmartCare showed no benefits over weaning conducted by
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well-trained ICU staff in a one-to-one patient-to-nurse ratio. However, it is potentially
beneficial in settings with lower staffing and training levels.

Adaptive Support Ventilation (ASV) is a ventilation mode that automatically adjust
the respiratory rates, tidal volume, and inspiratory time. These settings are adjusted
based on the patient’s lung mechanics and the spontaneous breathing effort. ASV aims
to maintain a operator-set minute volume and determines the ventilator settings based
on the minimal work of breathing principle as described in Otis (1954). ASV is suc-
cesfully used in several studies, e.g., Chen et al. (2011); Gruber et al. (2008); Kirakli
et al. (2011); Petter et al. (2003); Tassaux et al. (2002). These studies showed several
benefits, such as improved patient-ventilator synchrony, decreased weaning duration,
earlier extubation, fewer manual adjustments, and fewer alarms.

Neurally Adjusted Ventilatory Assist (NAVA) is an automated ventilation mode that
uses measurements of the electrical activity of the diaphragm using a sensor attached to
an esophagus catheter. The information about the diaphragm activity is used to achieve
faster triggering and to adjust the level of ventilator assistance. NAVA has been imple-
mented successfully in Kacmarek et al. (2020); Kallio et al. (2015); Liu et al. (2020);
Piquilloud et al. (2011); Yonis et al. (2015). These studies show several benefits over
conventional ventilation, such as improved patient-ventilator synchrony, reduced seda-
tion levels of the patient, earlier weaning, and shorter ventilation times.

Intellivent-ASV is a closed-loop ventilation system where the clinician has to choose
targets for the end tidal CO2 (the partial pressure of CO2 at the end of an exhaled breath)
and the oxygen saturation in the patient’s blood. These values are measured using two
additional sensors. The ventilator determines the optimal PEEP level, supplemental O2

level, and target minute volume using results from literature and the measured data.
Then, the ASV algorithm determines the required tidal volume and respiratory rate.
Furthermore, Intellivent-ASV has an automated weaning protocol that decreases the
ventilators assist if possible. Intellivent-ASV has been successfully implemented in
several studies, e.g., Arnal et al. (2013, 2012); Beijers et al. (2014); Fot et al. (2017);
Lellouche et al. (2013). These studies show that Intellivent-ASV is safe, uses lower
pressures, keeps patient in an optimal ventilation zone, and requires fewer interventions
by the hospital staff.

The available closed-loop systems have great potential in reducing the workload
and improving the treatment, and therewith (partially) fulfilling the Research Challenge.
However, several technological breakthroughs are required to fulfill the Research Chal-
lenge. The main challenges in developing such system is to make them insightful, such
that the hospital staff knows why the system is making particular choices (Wysocki
et al., 2013). This brings us to the first shortcoming of the presented systems. Namely,
the available system are not insightful to the hospital staff. In other words, it is hard to
deduce why the described systems adjust a particular setting. This insight is essential
for acceptance of such systems in practice. The second shortcoming is that the more
advanced systems presented in this section require additional sensing which is unde-
sired. Adding additional sensors results in an increased workload, increased costs, and
an increased risk of sensor failure. The third shortcoming is that further automation is
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required, still clinicians or nurses have to intervene with the presented systems. Ideally,
the ventilator requires no human interventions from intubation until extubation of the
patient. Using this knowledge, two research goals are defined in the following section to
further improve mechanical ventilation and make a significant step toward the Research
Challenge.

1.5 Research goals
In the previous section, it is shown that significant steps towards solving the Research
Challenge are already being made. However, there is still significant room for improve-
ment. Therefore, in this thesis two research goals are addressed, which are formulated
in Section 1.5.1. Thereafter, for both research goals the relevant literature is presented
in Section 1.5.2.

1.5.1 Research goals
Based on the Research Challenge, two distinct research goals are addressed in this
thesis. Both goals aim to improve ventilator performance and the treatment in a distinct
way and are significant steps towards the overall Research Challenge. The first research
goal, which is addressed in Part I of this thesis, is formulated as:

Research Goal I: Improve the pressure tracking performance of mechanical ventila-
tors to avoid pressure peaks and oscillations using self-learning control strategies that
achieve superior tracking performance for a wide variety of patients and scenarios.

Several benefits can be achieved if this research goal is accomplished. First, it
can improve the treatment by avoiding overshoot and oscillations in the pressure and
flow signals. Such overshoot and oscillations are potentially harmful to the patient’s
lungs and cause VILI as mentioned in Section 1.4. Furthermore, overshoot and oscilla-
tions might introduce auto triggering of the ventilator and therewith introduce patient-
ventilator asynchrony. Also, control strategies that achieve superior performance on a
wide variety of patients improve consistency of the treatment over varying patients and
scenarios.

The second research goal, which is addressed in Part II of this thesis, is formulated
as:

Research Goal II: Improve the monitoring capabilities of mechanical ventilators us-
ing the available data and novel algorithms to retrieve real-time information about the
patient’s clinical condition and the ventilator’s performance.

The second research goal is mainly focused on assisting the hospital staff in choos-
ing the optimal treatment for a specific patient. This helps to improve the treatment,
reduce the workload, and reduce the costs. This is achieved by using the measured
data to retrieve information about the patient’s clinical condition and the ventilator’s
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performance. The focus of this thesis towards reaching this research goal is twofold,
namely:

(a) estimation of the spontaneous breathing effort and lung mechanics parameters
of the patient;

(b) detection and classification of patient-ventilator asynchrony.

It is envisioned that, in the near future, the retrieved information is presented to the
hospital staff such that they can respond accordingly to improve the treatment outcome.
Eventually, the retrieved information can be used in autonomous ventilators that use
this information to change the ventilator settings automatically without human inter-
ventions.

1.5.2 Current state-of-the-art
Both research goals are a step towards fully closed-loop ventilation systems and there-
with towards the Research Challenge. In this section, first, a literature review on the
current state-of-the-art in achieving Research Goal I is presented. Thereafter, the rel-
evant literature for Research Goal II is presented. The literature on Research Goal II
is divided in two separate sections corresponding to the distinct focus areas within Re-
search Goal II of this thesis.

State-of-the-art control strategies for improved tracking performance

The main challenge in control for mechanical ventilation is the wide variety of uncer-
tainties, e.g., patient type, leakages, hose system, and patient effort. This challenge
has spurred significant efforts to improve the tracking performance of mechanical ven-
tilators using novel control strategies. An overview of control and modeling methods
for mechanical ventilation is presented in Borrello (2005). Since then, a lot of new
contributions to control for ventilation have been made that are also included in this
section.

In Borrello (2002), a positive feedback loop is added in a flow controller for me-
chanical ventilation. This results in a system where the output appears to be a constant
pressure source. A funnel-based control strategy is developed and applied in Pom-
prapa et al. (2015). A variable-gain controller is developed and implemented in Hun-
nekens et al. (2020); Van de Wouw et al. (2018). This variable-gain controller helps
to overcome the conflicting goals of fast pressure rise times and limited overshoot. In
Chellaboina et al. (2010), a model reference direct adaptive controller framework for a
multi-compartmental patient model is developed and implemented. Model Predictive
Control (MPC) using the model of Chellaboina et al. (2010) is applied to ventilation
in Li and Haddad (2013). This method exploits the ability of MPC to include con-
strains and the repetitive nature of breathing by combining the method with repetitive
control. Another model-based control approach is developed in Scheel et al. (2017). In
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this work, a disturbance observer is used to estimate the patient’s spontaneous breath-
ing effort, which is then used to improve the control performance. In Borrello (2001)
and Borrello (2018), adaptive control strategies are applied to ventilation. Adaptive
control strategies adapt the control parameters during operation using measured signals
and an update law. Other learning control strategies, that exploit the repetitive nature of
breathing, are Iterative Learning Control (ILC) and Repetitive Control (RC). ILC has
been applied to mechanical ventilation in De Castro and Tôrres (2019); Scheel et al.
(2015); Hazarika and Swarup (2020), showing a significant potential in performance
gain.

The presented literature has shown significant improvements in tracking control
for mechanical ventilation. However, further improvements are desired to improve the
safety, comfort, and accuracy of the treatment. Therefore, improvements in tracking
performance for varieties of circumstances are achieved in this thesis by utilizing data-
driven control techniques. Contribution I.a - Contribution I.f, presented in Section 1.6,
aim at further improving control for mechanical ventilation using data-driven control
techniques. Therewith, a significant step towards achieving Research Goal I is made.

State-of-the-art on estimation of breathing effort and lung mechanics

Estimation of lung mechanics parameters and spontaneous breathing effort requires
simple and accurate lung and patient effort models. Therefore, different types of mod-
els that are developed in literature are addressed first. Thereafter, different estimation
approaches of the parameters corresponding to these models are addressed.

A large overview of models for lung mechanics is presented in Bates (2009). The
models in this work vary from linear one-compartmental to multi-compartmental mod-
els with nonlinear compliances and resistances. Furthermore, in Van Diepen et al.
(2021) different patient models are presented that represent different types of clinical
conditions, e.g., ARDS and COPD. Besides models of the lung mechanics, different
methods to model the patient’s spontaneous breathing effort are presented in literature.
Most common is a method where the patient’s effort is considered to be a disturbance to
the pressure inside the lungs, caused by the movement of the diaphragm. This method
is used in for example Navajas et al. (2000); Scheel et al. (2017); Vicario et al. (2015).
Another method to model a patient’s breathing effort is to model the patient’s lung com-
pliance as a time-varying parameter. This is method is used in Chiew et al. (2015); Kim
et al. (2017); Van Drunen et al. (2014).

For sedated patients, considering a particular patient model, parameter estimation is
straightforward. In Avanzolini et al. (1997); Borrello (2001) patient parameters are es-
timated using recursive least squares algorithms. In Schranz et al. (2011), a hierarchical
approach to estimate nonlinear patient model parameters is proposed.

When a patient is spontaneously breathing, performance of such algorithms dete-
riorates because the patient’s breathing effort introduces a significant, unknown dis-
turbance which has to be taken into account. Therefore, other approaches to estimate
patient parameters and patient effort have been developed. In practice, methods such as
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an esophageal pressure measurement or measurements of the Electromyography (EMG)
signal of the diaphragm give an indication of the patient’s spontaneous breathing effort.
However, adding an additional sensor results in an increased workload. Therefore, al-
gorithms to estimate the patient effort have been developed that use the signals that are
already available in typical ventilation systems. In Dietz et al. (2003); Navajas et al.
(2000), a method to estimate the respiratory parameters of spontaneously breathing pa-
tients is proposed. This method uses the assumption that the patient effort is the same
over successive breaths. In Maes et al. (2014, 2017), another method to estimate the
lung mechanics parameters of a spontaneously breathing patient is developed. In this
method, the respiratory system is excited by applying a multisine pressure signal to
the patient’s airway. Using the measurements, a frequency-based analysis is used to
determine the lung characteristics. In Kim et al. (2017), a method is proposed that es-
timates the patient’s effort by considering a negative elasticity component of the lung
that represents the patient effort. Another method is proposed in Vicario et al. (2015),
this method uses a constraint optimization to obtain the lung parameters and the patient
effort. Furthermore, in Scheel et al. (2017), a disturbance observer is used that assumes
that the patient effort is a pure sine wave.

The presented estimation algorithms show significant potential in estimation of the
patient’s lung mechanics parameters and effort. However, all methods use either ad-
ditional sensing, stringent assumptions on the patient effort, or adapt the excitation
signal. Additional sensing is undesired because it increases the workload and is error
prone, stringent assumptions on the patient’s breathing effort results in unrealistic esti-
mation results, and adaptations of the excitation signal interrupts the ventilation treat-
ment which is undesired. Contribution II.a, presented in Section 1.6, aims at overcom-
ing these shortcomings in the presented literature, which is a significant step towards
achieving Research Goal II.

State-of-the-art on detection and classification of patient-ventilator asynchrony

As mentioned, patient-ventilator asynchrony is a major issue in mechanically ventilated
patients. According to Colombo et al. (2011) physicians are unable to detect asynchrony
accurately based on the measured waveforms. Therefore, researchers have worked on
developing algorithms that can detect and classify patient-ventilatory asynchron related
to the timing of the patient’s breath and the ventilator assisted breath.

Rule-based algorithms are developed to detect asynchrony in ventilated patients,
for example, Adams et al. (2017); Blanch et al. (2012). More specifically, in Adams
et al. (2017), parameters such as the tidal volume are used in a manually tuned rule
based algorithm to detect different asynchrony types. In Blanch et al. (2012), an ideal
expiration curve is compared to the measured expiration curve. If these curves deviate
too much, it is concluded that an ineffective patient effort is present.

Besides these coded rule-based algorithms, more advanced algorithms are devel-
oped, using machine learning techniques. Several different techniques are used in prac-
tice. In Mulqueeny et al. (2009), a Bayes’s rule was used to distinguish normal breaths
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from ineffective efforts. In Rehm et al. (2018), an ensemble machine learning algo-
rithm is developed that can detect double triggers and breath stacking. In Sottile et al.
(2018), several algorithms are tested, such as random forest and Gaussian naive Bayes.
In Gholami et al. (2018), a random forest is used to distinguish cycling asynchronies
from normal breaths. The algorithms in this paragraph use breath-by-breath features,
such as the tidal volume and the respiratory rate, as inputs for the algorithms. This re-
quires a lot of signal processing, which is error-prone. Therefore, algorithms using the
measured waveforms directly are presented next.

The use of raw data, instead of features has significant advantages. The first advan-
tage is that it reduces the loss of information between data-acquisition and feeding it
into the algorithm. The second advantage is that it reduces the required amount of data
pre-processing, which is challenging to implement robustly and might require a lot of
computation power and data storage capacity on the ventilator. In Loo et al. (2018),
a convolutional neural network is used to distinguish between synchronous and asyn-
chronous breaths. This is achieved by using a convolutional neural network to analyze
images of the pressure and flow waveform. Furthermore, in Zhang et al. (2020), an
Long Short-Term Memory (LSTM) network is used that uses the raw pressure and flow
data from the mechanical ventilator. This algorithm distinguishes ineffective efforts,
double triggering, and normal breaths. These algorithms make a significant step for-
wards in terms of loss of information. However, interpretation of the output of these
algorithms remains challenging, i.e., the relation between data and output is a black box
model. This makes acceptance by clincians challenging. Therefore, Pan et al. (2021)
developed an algorithm that indicates which part of the waveform is used to classify
the breath. In this work, a convolutional neural network is used that gives an indica-
tion of the most relevant parts of the waveforms for classification. Another method that
gives more insights in the decision is the work of Bakkes et al. (2020). In this work, a
modified version of the U-net, from Ronneberger et al. (2015), is used to detect the start
times of the patient’s and ventilator’s inspiration and expiration. These timings are used
to determine which type of timing asynchrony is occurring, e.g., delayed triggering or
premature cycling.

A challenge of all developed algorithms is gathering accurately labeled data, since
manual labeling by a clinician is error-prone. Therefore, in Van Diepen et al. (2021), the
algorithm developed in Bakkes et al. (2020) is tested on simulation based data. Using
this simulation based data, the ground-truth labels are always correct. In this study, it
is shown that the algorithm developed in Bakkes et al. (2020) works on this simulation
data as well.

The presented asynchrony detection and classification algorithms show promising
results in detection and classification of patient-ventilator asynchrony. However, the
following open challenges are identified that, when addressed, will lead to a major
breakthrough in patient-ventilator asynchrony detection and classification:

• development of a clear framework that distinguishes the different types of asyn-
chrony;
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• the presented algorithms focus on a detecting and/or classifying a limited number
of asynchrony types; an algorithm or a combination of algorithms should be able
to detect all types of asynchrony;

• the presented algorithms require some form of a data pre-processing step, e.g.,
extracting features and/or dividing the data in separate breaths; this is error-prone
and challenging to implement robustly;

• the ground-truth labeling of real ICU data by clinicians is error-prone and time
consuming, which limits the achievable performance of the algorithms.

Contribution II.b, presented in Section 1.6, aims at overcoming these gaps in the pre-
sented literature. Therewith, a significant step towards achieving Research Goal II is
made.

1.6 Contributions of this thesis
In this section, the contributions of this thesis are summed up. The contributions are
divided by the specific research goals that they aim to accomplish. More specifically, the
contributions of this thesis that are related to Research Goal I are described in Section
1.6.1. Thereafter, the contributions that are related to Research Goal II are described in
Section 1.6.2.

1.6.1 Contributions to Research Goal I
This thesis considers several data-driven control strategies to further improve pressure
tracking control in mechanical ventilation. These techniques achieve accurate tracking
of the target pressure.

To control the airway pressure accurately, the pressure drop over the hose should be
compensated. Using a model of the hose resistance in a feedback loop and estimating
its linear resistance parameter led to the first contribution.

Contribution I.a: An adaptive control strategy using a linear hose model to compen-
sate the pressure drop over the hose, for both fully sedated and spontaneously breathing
patients.

The proposed control strategy in the first contribution led to a significant improve-
ment in tracking performance. However, the assumption that the hose resistance is
linear and that the system has no (measurement) delays still limits the actual achievable
performance. This insight led to the second contribution of this thesis.

Contribution I.b: An adaptive control strategy using an estimated non-linear hose
model to compensate the pressure drop over the hose, taking into account the mea-
surement delay during estimation, for both fully sedated and spontaneously breathing
patients.
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The control strategy in the second contribution has further improved pressure track-
ing performance in a variety of patients and ventilation modes. However, the tracking
performance can be improved even further.

Breathing is a repetitive process, especially in the case of mandatory ventilation
of sedated patients. Exploiting this fact, a learning control approach, that learns from
errors during previous breaths, has been designed and implemented in ventilation. This
led to the third contribution of this thesis.

Contribution I.c: A linear control strategy designed for and applied to ventilation of
fully sedated patients.

The experimental results achieved with the control strategy of the third contribu-
tion led to perfect tracking in a wide variety of patients during continuous mandatory
ventilation. Since the stability proof of repetitive control assumes linear models, a feed-
back linearization technique has been used to formally guarantee stability, this led to
the fourth contribution of this thesis.

Contribution I.d: Feedback linearization to guarantee stability of linear repetitive
control applied to fully sedated patients in ventilators with nonlinear hose characteris-
tics.

This led to perfect tracking with a formal stability guarantee. However, the stability
proof relies on exact estimation of the nonlinear hose resistance. Therefore, a repetitive
control strategy that guarantees stability of the nonlinear system for a set of nonlinear
hose characteristics is developed. This led to the fifth contribution of this thesis.

Contribution I.e: A repetitive control strategy applied to fully sedated patients with a
stability guarantee for a set of nonlinear hose characteristics.

This contribution led to significantly improved tracking performance with a formal
stability guarantee, with significantly better robustness against an estimation error in the
nonlinearity of the hose resistance. However, performance of the strategy proposed in
the third, fourth, and fifth contribution degrades in ventilation modes for spontaneously
breathing patients. Therefore, a learning control strategy that can handle triggering of
repetitive tasks on a varying interval has been developed. This led to the sixth contribu-
tion of this thesis.

Contribution I.f: A triggered repetitive control framework is developed and applied
to spontaneously breathing patients.

The developed control framework in the sixth contribution has been applied to spon-
taneously breathing patients, resulting in a significant improvement in tracking perfor-
mance compared to existing techniques for spontaneously breathing patients.

Concluding, Contribution I.a - Contribution I.f significantly improve pressure track-
ing performance in a wide variety of mechanical ventilation scenario’s. Therewith, they
make a substantial contribution to Research Goal I.
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1.6.2 Contributions to Research Goal II
The last two contribution of this thesis focus on assisting the clinician to choose the op-
timal ventilator settings. This is achieved by using data-driven algorithms that estimate
or detect relevant information about the patient and/or the treatment.

From Section 1.5.2, it is concluded that the spontaneous breathing effort and the
lung mechanics of a spontaneously breathing patient are very valuable information.
The desire to accurately retrieve this information led to the seventh contribution of this
thesis.

Contribution II.a: A non-invasive estimation algorithm using sparse estimation tech-
niques to estimate the spontaneous breathing effort and lung mechanics parameters
during ventilation.

In experiments it is shown that the developed algorithm retrieves accurate and useful
estimates of the patient effort and lung mechanics. Furthermore, it does not interfere
with the patient’s treatment.

In Section 1.5.2, it is concluded that accurate information about patient-ventilator
asynchrony is important to further improve ventilation and a patient’s treatment in gen-
eral. The desire for information about patient-ventilation asynchrony has led to the
eight contribution of this thesis.

Contribution II.b: A framework, based on a supervised learning approach and us-
ing the typically available sensor data, to detect and classify timing asynchronies in
ventilated patients.

It is shown that by generating augmented data using a simulation environment, ac-
curate classification algorithms for patient-ventilator asynchrony can be developed. The
developed algorithm has been validated in a lab environment, showing that it can accu-
rately detect and classify a wide variety of patient-ventilator asynchronies.

Concluding, Contribution II.a and Contribution II.b can significantly improve the
monitoring capabilities of modern ventilators. Therewith, they significantly contribute
to achieving Research Goal II.

1.7 Thesis outline
The organization of the remainder of this thesis is presented in Fig. 1.5. The thesis is di-
vided into two parts, corresponding to research Goal I and research Goal II. Each chap-
ter of this thesis corresponds to one of the contributions of this thesis. Besides the orga-
nization of this thesis, Fig. 1.5 also shows how the different contributions interact with
the ventilator, patient, and clinician. More specifically, Contribution I.a-Contribution I.f
are in the low-level control loop to improve the target pressure tracking. Contribution
II.a-Contribution II.b are helping the clinician to determine the optimal target pressure
profile, in other words, the optimal ventilation strategy. Finally, the main conclusions
of this thesis and recommendations for future work are accumulated in Chapter 10. All
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chapters are based on research papers and are self-contained, hence, every chapter can
be read independently. A full list of the author’s relevant publications is included at
the end of this thesis. In a footnote at the start of every chapter it is indicated which
research paper is the basis of the particular chapter.

Part I: Research Goal I

Part II: Research Goal II

Chapter 10: Conclusions and recommendations

Chapter 1: Introduction

Adaptive hose compensation control

Repetitive control

Chapter 3: Contribution I.b

Chapter 4: Contribution I.c

Chapter 2: Contribution I.a

Chapter 5: Contribution I.d

Chapter 7: Contribution I.f

Chapter 8: Contribution II.a

Chapter 9: Contribution II.b
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Fig. 1.5. Organization of this thesis.
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Chapter 2

Adaptive control for mechanical
ventilation for improved pressure

support

Abstract – Respiratory modules are medical devices used to assist patients to breathe. The aim of this
chapter is to develop a control method that achieves exact tracking of a time-varying target pressure, for
unknown patient-hose-leak parameters and in presence of patient breathing effort. This is achieved by an
online estimation of the hose characteristics that enables compensation for the pressure drop over the hose.
Stability of the closed-loop system is proved and the performance improvement compared to existing control
strategies is demonstrated by simulation and experimental case studies.

2.1 Introduction
Mechanical ventilation is commonly used in Intensive Care Units (ICUs) to assist pa-
tients who need support to breathe sufficiently. The main goals of mechanical ven-
tilation are to ensure oxygenation and carbon dioxide elimination (Warner and Patel,
2013). A large number of patients requires mechanical ventilation. According to Need-
ham et al. (2005), 19,186 people required mechanical ventilation in Ontario, Canada, in
2000. Therefore, improvements of ventilation benefit a large population worldwide.

The goal of mechanical ventilation is achieved using a mechatronic system, the me-
chanical ventilator. A schematic overview of a mechanical ventilator, with a single-hose
setup and a patient, is depicted in Fig. 2.1. In this chapter, blower-driven Pressure Con-
trolled Ventilation (PCV) of sedated patients and Continuous Positive Airway Pressure
(CPAP) ventilation of spontaneously breathing patients is considered.

The contents of this chapter are published in Reinders et al. (2021b), preliminary results are presented in
Reinders et al. (2019).
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Fig. 2.1. Schematic representation of the blower-hose-patient system of the con-
sidered positive pressure ventilation system.
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Fig. 2.2. Airway pressure and patient flow during one breathing cycle of pressure
controlled ventilation (paw: airway pressure, Qpat: flow into the patient’s lungs,
see also Fig. 2.5).

In PCV, the blower compresses ambient air to achieve the desired pressure profile,
see Fig. 2.2, near the patient’s mouth. The blower is increasing the airway pressure dur-
ing inspiration, to achieve the Inspiratory Positive Airway Pressure (IPAP), filling the
patient’s lungs with air. After a preset amount of time has passed, the blower decreases
the pressure to the Positive End-Expiratory Pressure (PEEP), such that the lungs are
emptied.

In CPAP, the goal is to achieve a continuous airway pressure, while the patient
breaths through this profile. A substantial amount of research has been conducted to
obtain the optimal ventilator settings and modes, e.g., Lachmann (1992), Amato et al.
(1998), and Amato et al. (2015), which focuses on the design of the pressure set-point.

Accurate tracking of the target pressure is important to achieve sufficient support for
the patient, especially in cases of large flows, as a result of large lungs and/or uninten-
tional leaks, e.g., in non-invasive ventilation. Furthermore, accurate pressure tracking
results in better patient-ventilator synchrony; in Van de Wouw et al. (2018) and Hun-
nekens et al. (2020), it is argued that better tracking prevents false triggers, improving
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patient-ventilator synchrony. Asynchrony between patient and machine is even asso-
ciated with high mortality (Blanch et al., 2015). Finally, for more complex ventilation
modes, allowing for patient effort, exact tracking is essential to deliver the required
level of assistance more accurately.

Traditionally, these ventilators are controlled using linear time-invariant feedback
controllers. This results in unsatisfactory tracking performance in terms of overshoot
and settling time, as shown in Fig. 2.2. The main cause for such unsatisfactory perfor-
mance is the large variation of plants for which the linear feedback controller should be
robust. Indeed, the controller should ensure robust performance for a broad spectrum of
patients, from infants to adults, varying disposable hose-filter systems, unknown leak-
age, and possibly unknown patient activity.

Different control strategies have been investigated to improve the mechanical venti-
lators. In Borrello (2005), an overview of modelling and control techniques for mechan-
ical ventilation is presented. Variable-gain control is proposed in Van de Wouw et al.
(2018) and Hunnekens et al. (2020), which aims to achieve pressure tracking while
reducing the overshoot in patient flow, preventing false triggering. This work shows
a clear reduction in patient flow overshoot. However, still some overshoot is present
and the patient flow is used in the control strategy, which is typically not available. In
Borrello (2001), an adaptive feedback control approach is applied which is estimating
the patient model and using this to adaptively tune a controller which achieves a de-
sired closed-loop transfer function. In theory this works well, however, in practice it
is complex to obtain an accurate patient model. Furthermore, in Borrello (2001) the
hose resistance is neglected, while for large air flows, induced by large lungs and/or
leakage, the hose-induced pressure drop cannot be neglected. Also funnel-based con-
trol (Pomprapa et al., 2015) is applied to mechanical ventilation, however, the obtained
gain in tracking performance is limited. In Scheel et al. (2017), a model-based con-
trol approach is used and in Li and Haddad (2012) a model predictive control approach
is applied. These methods require accurate patient parameters which are typically not
available in practice. Furthermore, iterative learning control (Scheel et al., 2015) is ap-
plied to mechanical ventilation. This work shows a significant improvement in tracking
performance. A drawback of this approach is that it is limited to repeated sequences
of the set-point and initial conditions. Therefore, performance of the iterative learning
control framework proposed by Scheel et al. (2015) degrades when patients are breath-
ing spontaneously.

Although previous research shows promising improvements in tracking performance,
it does not achieve sufficiently accurate tracking of the target pressure, for the required
range of patients, patient effort, hose-filter systems, and set-points. To achieve this, this
chapter presents an adaptive control strategy that compensates for the pressure drop
over the hose. A hose resistance estimate and the measured output flow are used to
compensate for the pressure drop over the hose. Manual calibration of the hose-filter
system to obtain the hose resistance is an undesired option, because of the already in-
creasing demand of health care and the lack of trained personnel, see Needham et al.
(2005) and Angus et al. (2000). Further, the hose resistance might change during venti-
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lation, due to clogging of the filter. Therefore, an online Recursive Least Squares (RLS)
estimator is developed to estimate the hose resistance automatically during ventilation.

In this work, an adaptive control scheme is considered instead of a robust scheme.
First, the wide variety in patients and hose types leads to a situation where it is challeng-
ing to achieve adequate performance for every patient using one single robustly-tuned
linear feedback controller. Second, manual calibrations are undesired because of the
lack of time in a hospital setting; such calibration can be omitted by using an adap-
tive controller. Third, since the system parameters may vary over time, it is beneficial
that an adaptive scheme allows to respond to such variations, thereby guaranteeing high
performance under such changing circumstances.

The main difference with the adaptive control strategy in Borrello (2001) is that in
the proposed control strategy only the hose-resistance model is estimated and used in
the feedback loop. The patient parameters are not estimated, which is typically chal-
lenging because of the wide variety of patients and the model uncertainty concerning
the structure of the patient model. Therewith, the method proposed in this work is in-
variant to the patient model, which is a significant advantage over the adaptive control
scheme in Borrello (2001).

The main contribution of this chapter is the design of a control strategy for mechan-
ical ventilation which ensures exact tracking of the airway pressure independent of the
patient, hose, leakage, patient effort, and set-point. Key advantages of the proposed
approach include that it

• allows for a fast and accurate pressure response, even for large lungs and big
leaks;

• prevents overshoot in the patient flow and therewith prevents false triggering; and

• is not using direct feedback on the patient airway pressure, improving robustness,
since the patient airway sensor tube might detach;

The first subcontribution is a stability proof of the resulting closed-loop system, ensur-
ing exponential convergence of the estimation and tracking errors to zero. As a second
subcontribution, a significant improvement in tracking performance in comparison to
state-of-practice control strategies is shown through a simulation case study. The third
subcontribution, is an experimental case study that shows the practical applicability of
the controller and improvement over the state-of-practice control strategies.

The outline of this chapter is as follows. In Section 2.2, the control problem and
high-level control approach are described. In section 2.3, a mathematical model of
the patient-hose system is presented. In Section 2.4, the developed control strategy
is described and a stability analysis is presented. A model-based simulation study is
presented in Section 2.5, comparing state-of-practice control strategies to the developed
adaptive controller. In Section 2.6, the adaptive controller is compared to state-of-
practice control strategies in an experimental case study. Finally, the conclusions and
recommendations are presented in Section 2.7.
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Fig. 2.3. State-of-practice control scheme with a linear feedback and unit feed-
forward controller that generate the controller output pcontrol. Furthermore,
showing the plant that consists of a blower, which generates the blower outlet
pressure pout, and the patient-hose system with the outlet flow Qout, the patient
flow Qpat, and the airway pressure paw.

2.2 Control problem formulation
In this section, the considered system is first presented. Thereafter, the control problem
is formulated and the state-of-practice control approach is discussed in this context.
Furthermore, a high-level description of the proposed control approach is given.

A schematic overview of the system, with the most important system components,
is depicted in Fig. 2.1. The system is operated by the blower, which pressurizes ambient
air in order to ventilate the patient. A hose is used to connect the respiratory module
to the patient. The flow, which leaves the blower, runs through the hose towards the
patient. The patient exhales partly back through the blower, and partly through a leak
in the hose near the patient’s mouth, see Fig. 2.1. This leak is used to refresh the air in
the hose, to ensure that the patient does not inhale previously exhaled, low-oxygen, air.

2.2.1 Control problem and state-of-practice approach
In blower-driven respiratory systems, typically linear integral feedback controllers are
used. Implementing a linear feedback controller results in a closed-loop system, as
depicted in Fig. 2.3. In this closed-loop system the airway pressure paw is the variable
to be controlled, i.e., it should track the target pressure ptarget. The overall control goal
is to minimize the tracking error, defined as

e := ptarget − paw, (2.1)

or ideally let it converge to zero asymptotically.
The blower is internally controlled by an accurate lookup table and an additional

feedback controller using the blower error (pcontrol − pout). This controller achieves a
blower output pressure that is equal to the main controller output pcontrol, i.e., pout =
pcontrol. Combined, the lookup table and the feedback controller accurately achieve
pout = pcontrol in the frequency domain of interest. Consequently, the unit feedfor-
ward in combination with the blower characteristic ensures that pout is exactly tracking
ptarget. Therefore, in the remainder of this chapter, it is assumed that pout = ptarget.

Since unit feedforward achieves pout = ptarget, the feedback controller in Fig. 2.3
has to compensate for the pressure drop ∆p = pout − paw along the hose. Note that it
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is challenging to predict the pressure drop along the hose due to several factors:

• the type of lung attached, i.e., the patient, is in principle unknown. Although the
pressure target is a priori known, the amount of flow entering a lung depends on
the lung resistance and lung compliance and is therefore unknown. Therewith,
also the flow through the hose, and thus the pressure drop ∆p are unknown;

• the characteristic of the hose system attached is also unknown. Hence, the pres-
sure drop along the hose is unknown;

• during (non-invasive) ventilation there can be leakage around the mask, which
cannot be predicted and therefore results in an a priori unknown pressure drop;

• additionally, patients can have spontaneous breathing activity (resulting in a flow
and therewith a pressure drop along the hose), which also cannot be predicted a
priori.

Therefore, exact feedforward control cannot be used to compensate for the pressure
drop ∆p over the hose.

Alternatively, a linear feedback controller, typically a Proportional-Integral (PI)
controller, is used to compensate for the pressure drop over the hose. A linear feed-
back controller has to be tuned for robustness over large plant variations. Therefore, it
is unable to achieve accurate tracking for all considered patients. Furthermore, a feed-
back controller uses the measured airway pressure paw in the feedback loop. Feedback
on paw is undesired, since the sensor tube might get detached in practice.

2.2.2 Proposed control strategy
Here, a control strategy is proposed that uses an estimated hose resistance model and
the output flowQout, which is measured near the blower, to compensate for the pressure
drop ∆p over the hose, see Fig. 2.4. Because the hose resistance is unknown, an offline
calibration could be conducted by hospital personnel to estimate the hose resistance
prior to ventilation. This calibration requires extra time of the hospital staff, which is
undesired because of the already existing lack of time for hospital staff, as mentioned
in Section 2.1. Furthermore, the resistance may change over time.

Therefore, an adaptive control approach is developed, which is using an online Re-
cursive Least Squares (RLS) estimator to estimate the hose resistance automatically
during ventilation, see Fig. 2.4. Practically, this approach is considerably more reliable
than the state-of-practice feedback method, which is using paw directly in the feed-
back loop. The proposed strategy is only using paw for updating the estimator. In
practice, the sensor tube used to measure paw might get detached. In such a scenario,
the proposed controller can keep running without updating the resistance, whereas the
feedback controller fails and may cause a potentially dangerous situation.

Another advantage of this control strategy is that it compensates for the pressure
drop ∆p over the hose using the measured blower outlet flow Qout. The pressure drop
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Fig. 2.4. Schematic representation of the proposed closed-loop system with a
recursive least squares estimator for the hose resistance estimation.

over the hose ∆p depends on the flow through the hose, which is equal to the blower
outlet flow Qout. Therefore, exact compensation of this pressure drop based on the
measured flow allows for perfect tracking independent of the leak, patient dynamics,
and patient effort. In the following section, a model of the patient-hose dynamics is
presented.

2.3 Patient-hose dynamics
In this section, a description of the system parameters used in the model is given. There-
after, the open-loop patient-hose dynamics are presented.

2.3.1 Patient-hose parameters
Before presenting the mathematical model, the system parameters and their physical
meaning are discussed. Consider the schematic representation of the blower, hose, and
patient depicted in Fig. 2.5. First, the blower compresses ambient air to the desired
blower outlet pressure pout. Note that all pressures are defined relative to the ambient
pressure, i.e., pamb = 0. This outlet pressure results in a flow Qout through the hose,
with resistance Rlin. Furthermore, the patient airway pressure paw is measured just in
front of the patient’s mouth, using the sensor tube. A leak is used to flush exhaled CO2-
rich air from the hose system and is modeled using the leak resistance Rleak. The lung
is modeled using a linear one-compartmental lung model as described in Bates (2009),
with lung compliance Clung and resistance Rlung. Note that all physical patient-hose
parameters, i.e., Rlin, Rleak, Rlung, and Clung, are strictly positive. Furthermore,
Fig. 2.5 shows the patient’s breathing effort ṗpat, which is considered an exogenous
disturbance on the lung pressure, caused by the patient’s respiratory effort.

2.3.2 Patient-hose model
Using the parameters and models outlined above, a mathematical patient-hose model is
derived. This model describes the relation between the blower outlet pressure pout, the
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Fig. 2.5. Schematic representation of the blower-hose-patient system, with the
corresponding resistances, lung compliance and patient effort.

disturbance ṗpat, the state plung, and the outputs paw and Qout.
Using conservation of flow, the output flow Qout, patient flow Qpat, and leakage

flow Qleak are related by

Qpat = Qout −Qleak. (2.2)

The resistances are modeled using a linear resistance model, which is reasonably
accurate for typical flows in ventilation. Using the linear resistances Rlin, Rleak, and
Rlung, the pressures and flows are related as follows:

Qout =
pout − paw

Rlin
,

Qleak =
paw
Rleak

, (2.3)

Qpat =
paw − plung
Rlung

.

The lung dynamics are governed by

plung(t) =
1

Clung

∫ t

0

Qpatdt+ ppat(t) + plung(0) (2.4)

with ppat(t) the (time-varying) patient effort. The patient effort is modeled as an un-
known disturbance on the lung pressure, induced by the patient’s respiratory efforts,
e.g., diaphragm and/or abdominal muscle contractions. Furthermore, plung(0) repre-
sents the initial lung pressure excluding the patient effort. The time derivative of the
lung pressure then satisfies

ṗlung(t) =
1

Clung
Qpat + ṗpat. (2.5)

Combining (2.3) and (2.5), the lung dynamics are described by

ṗlung =
paw − plung
ClungRlung

+ ṗpat. (2.6)
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The following relation for the airway pressure is obtained from (2.2) and (2.3):

paw =
RlinRleakplung +RleakRlungpout

R̄
(2.7)

with R̄ := RlinRleak + RlinRlung + RleakRlung. By substituting (2.7) into (2.6), a
differential equation for the lung dynamics is obtained

ṗlung =
−(Rlin +Rleak)

ClungR̄
plung +

Rleak
ClungR̄

pout + ṗpat. (2.8)

Given (2.8), (2.7), and (2.3), the patient-hose system dynamics can be written as a linear
state-space system with input pout, outputs paw and Qpat, state plung, and disturbance
ṗpat:

ṗlung = Ahplung + Bhpout + ṗpat[
paw
Qpat

]
= Chplung + Dhpout

(2.9)

with

Ah = −Rlin +Rleak
ClungR̄

, Bh =
Rleak
ClungR̄

,

Ch =
[
RlinRleak

R̄
−Rlin+Rleak

R̄

]T
,

Dh =
[
RleakRlung

R̄
Rleak
R̄

]T
.

(2.10)

Since all resistances and the compliance are strictly positive constants, Ah is negative
and hence the patient-hose system is inherently asymptotically stable. Note that ṗpat is
considered to be an exogenous disturbance, whereas in practice it contains dynamics,
i.e., the patient’s breathing behavior.

2.4 Adaptive controller design and stability analysis
In this section, the proposed adaptive control approach is presented, leading to the main
contribution of this work. In Section 2.4.1, the closed-loop dynamics resulting from the
new control strategy are presented, for the case in which a constant estimate R̂lin of the
hose resistance Rlin is used. In Section 2.4.2, the RLS estimator, used to estimate the
hose resistance, is given. Finally, in Section 2.4.3, a stability analysis of the resulting
closed-loop dynamics, including the estimator, is presented.

2.4.1 Closed-loop dynamics for a constant hose-resistance estimate
In this section, a state-space description of the closed-loop dynamics with a constant
estimate R̂lin are derived. This state-space description is needed to analyze the per-
formance and stability of the controlled system. In the closed-loop dynamics, a feed-
back controller on the blower outlet flow Qout is included, as depicted in Fig. 2.4.
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The constant feedback controller in Fig. 2.4 and the fact that the blower gain is 1 in
the frequency domain of interest results in pout = pcontrol = ∆p̂ + ptarget. Using
pout = ∆p̂+ ptarget and (2.9) results in

ṗlung = Ahplung + Bh (ptarget + ∆p̂) + ṗpat. (2.11)

From Fig. 2.4, we know that the estimated pressure drop is given by ∆p̂ = R̂linQout.
Using (2.2), (2.3), and (2.5) this pressure drop estimate can be rewritten to

∆p̂ = R̂linQout

= R̂lin (Qpat +Qleak)

= R̂lin

(
Clung(ṗlung − ṗpat) +

paw
Rleak

)
.

(2.12)

Note that pcontrol = ∆p̂ + ptarget together with (2.12) essentially form the proposed
feedback law that aims at compensating the pressure drop over the hose-filter system.
Substituting the airway pressure, obtained from (2.6), into (2.12) gives

∆p̂ = R̂lin

(
Clung

(
1 +

Rlung
Rleak

)
(ṗlung − ṗpat) +

plung
Rleak

)
. (2.13)

For notational purposes, the combined variable

R(eLS) := eLS (Rleak +Rlung) +RleakRlung (2.14)

is defined with the estimation error

eLS := Rlin − R̂lin. (2.15)

Then, substitution of (2.13) in (2.11) gives

ṗlung =
−Rleak − eLS
ClungR(eLS)

plung +
Rleak

ClungR(eLS)
ptarget + ṗpat. (2.16)

The variables paw, Qpat, and Qout are considered as outputs and the resulting
closed-loop system is described as follows:

ṗlung = A(eLS)plung + B(eLS)ptarget + ṗpat pawQpat
Qout

 = C(eLS)plung + D(eLS)ptarget
(2.17)

with

A(eLS) =
−Rleak − eLS
ClungR(eLS)

, B(eLS) =
Rleak

ClungR(eLS)
,

C(eLS) =
[
1− (Rleak+eLS)Rlung

R(eLS)
−Rleak−eLS
R(eLS)

−Rleak
R(eLS)

]T
,

D(eLS) =
[
RleakRlung
R(eLS)

Rleak
R(eLS)

Rleak+Rlung
R(eLS)

]T
.

(2.18)
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Note that the dynamics in (2.17) are in fact nonlinear in the estimation error eLS because
of the dependency of the system matrices on this estimation error. Next, the system
is analyzed for a constant least-squares estimation error eLS . In particular, we are
interested in these linear dynamics for eLS = 0 to understand the closed-loop system
behavior, with hose pressure compensation once a perfect hose resistance estimate is
available. This analysis is performed by means of the transfer function of the linear
system with a constant estimation error. From this transfer function strong performance
features of the closed-loop system are obtained.

Using the system dynamics in (2.17) and (2.18), the transfer function from the in-
puts ptarget and ṗpat to the output paw is computed. Hereto, the closed-loop system is
rewritten to the following form:

ṗlung = Āplung + B̄u (2.19)
paw = C̄plung + D̄u (2.20)

with a combined input vector u =
[
ptarget ṗpat

]T
,

Ā = A(eLS), B̄ =
[
B(eLS) 1

]
, (2.21)

C̄ = C1(eLS), D̄ =
[
D1(eLS) 0

]
, (2.22)

where C1(eLS) and D1(eLS) are the first elements in C(eLS) and D(eLS), respectively.
Using this form of the closed-loop system, the transfer function from u to paw is ob-
tained

paw(s)

u(s)
= C̄(s− Ā)−1B̄ + D̄ (2.23)

with s ∈ C the Laplace variable. Using this, an expression for paw is obtained

paw(s) = P1ptarget(s) + P2ṗpat(s) (2.24)

with

P1 =
Rleak + ClungRleakRlungs

Rleak + ClungRleakRlungs+ eLS(1 + Clung(Rleak +Rlung)s)

and

P2 =
ClungeLSRleak

Rleak + ClungRleakRlungs+ eLS(1 + Clung(Rleak +Rlung)s)
.

Next, an exact estimate of the hose resistance is assumed, i.e., estimation error
eLS = 0. For an exact estimate of the hose resistance, the term P1 in (2.24), i.e., the
transfer function from ptarget to paw, is one for all s ∈ C. Further, the term P2, i.e.,
the transfer function from ṗpat to paw, is zero for all s ∈ C. Therefore, the airway
pressure of the closed-loop system is exactly the same as ptarget. Furthermore, the
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airway pressure is independent of the patient dynamics and the exogenous disturbance
ṗpat related to the patient effort. This is a highly desirable property for a controlled
system. A formal proof of these properties (zero tracking error independent of patient
effort and patient dynamics) for the full nonlinear dynamics, i.e., with convergence of
eLS to zero, is presented in Section 2.4.3.

2.4.2 Recursive least squares estimation of the hose resistance

In the previous section, the equations describing the proposed controlled plant model
are presented for a given (constant) hose resistance estimate R̂lin. Since the hose re-
sistance is an unknown parameter, an RLS estimator that estimates the value of Rlin
automatically during ventilation is proposed; hence no additional calibration steps are
required in the hospital. In this particular application, an RLS algorithm with exponen-
tial forgetting factor β is used (Ioannou and Sun, 1996, p. 200), since data far in the
past is considered less important than more recent data. A schematic representation of
the system including the hose resistance estimator is depicted in Fig. 2.4.

The RLS estimator with forgetting factor is given by1:

˙̂
Rlin = P

∆p− R̂linQout
m2

Qout, (2.25)

Ṗ =βP − P 2Q
2
out

m2
, (2.26)

where Qout is the exciting variable, P (t) is called the covariance, and ∆p−R̂linQout
m2

represents the normalized estimation error of the pressure drop, withm2 > 0 a constant
normalization parameter. Since ∆p = RlinQout, eLS(t) = Rlin− R̂lin(t), and Rlin is
a constant, the least squares error dynamics are written as follows:

ėLS = −P Q
2
out

m2
eLS . (2.27)

The resulting closed-loop dynamics with estimator and hose compensation controller
are given by (2.17), (2.18), (2.26), and (2.27).

The parameters β and P (0) should be chosen such that convergence is sufficiently
fast, i.e., within a couple of breaths. However, choosing β too high results in fast
convergence but might also result in strong oscillations in the parameter due to mea-
surement noise and effects that are not captured by the hose model. Furthermore, β
and P (0) should be positive to ensure stability as discussed in the following section.
Additionally, in this chapter, the constant normalization parameter m is chosen to be
one, i.e., m = 1, to reduce the number of tuning parameters.

1The notation equivalents to the notation of (Ioannou and Sun, 1996, p. 200) are Rlin = θ∗, R̂lin = θ,
Qout = φ0, and ∆p = z.
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2.4.3 Stability analysis
The closed-loop system dynamics with the adaptive controller are given by (2.17),
(2.18), (2.26), and (2.27). In this section, stability conditions for the closed-loop con-
trolled system are derived. First, several auxiliary results are presented. Using these
auxiliary results, Theorem 2.1 is presented below. Theorem 2.1 provides sufficient
conditions for exponential convergence to zero of the tracking error e(t) and of the
estimation error eLS(t). Herein, we consider time-varying pressure targets ptarget(t),
unknown patient effort ppat(t), and unknown patient-hose parameters, i.e., resistances
and compliance. In support of the proofs, the auxiliary lemmas in the appendix are
used.

First, a Persistently Exciting (PE) signal is defined.

Definition 2.1. A piece-wise continuous scalar signal φ(t) is PE if there exist constants
α0, α1, T0 ∈ R>0 such that

α1 ≥
1

T0

∫ t+T0

t

φ2 (τ) dτ ≥ α0,∀t ≥ 0. (2.28)

Furthermore, the RLS estimator in (2.26) and (2.27) is assumed to satisfy Assump-
tion 2.1.

Assumption 2.1. The RLS estimator in (2.26) and (2.27) is designed and initialized
such that the following properties hold:

• P (0) is chosen to be positive, i.e., P (0) > 0.

• R̂lin(0) is chosen such that the following inequalities hold (with ε > 0 a small
constant):

R̂lin(0) < Rlin +Rleak,

R̂lin(0) ≤ Rlin +
RleakRlung
Rleak +Rlung

− ε.

• β is designed to be positive, i.e., β > 0.

Note that we can always design and initialize the RLS estimator such that Assump-
tion 2.1 holds. Furthermore, choosing R̂lin(0) = 0 directly ensures the inequalities in
Assumption 2.1, since all resistances are positive, though this may be a conservative
initial estimate for the hose resistance.

Assumption 2.2 below states that the target pressure profile is always positive and
bounded.

Assumption 2.2. ptarget(t) is bounded and positive by design; in particular, ε1 <
ptarget(t) <∞, ∀t ≥ 0, with ε1 > 0 a positive constant.
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This is a valid assumption, since a positive and bounded target pressure is desired
during positive pressure ventilation see Fig. 2.2, with PEEP > 0.

Assumption 2.3 below states that the disturbance ṗpat(t) is bounded.

Assumption 2.3. The patient effort ppat(t) is a bounded signal. Furthermore, its time
derivative ṗpat(t) is a bounded signal as well.

Assumption 2.3 is valid in practice, since a patient cannot generate unbounded pres-
sure or derivatives in pressure.

Note that PE-conditions on the excitation signals are required to guarantee RLS es-
timators with a forgetting factor to converge, see Corollary 4.3.2 in Ioannou and Sun
(1996). Here, the exciting variable Qout(plung(t), eLS(t), ptarget(t)) is not an external
signal, but a variable dependent on the states, see (2.17) and (2.18). This complicates the
stability analysis and requires an analysis of the PE-properties ofQout(plung(t), eLS(t),
ptarget(t)) as in Lemma 2.1 below. Note that no additional excitations are induced to
ensure the PE condition, i.e., Qout is PE in the considered, common, ventilation sce-
narios.

Lemma 2.1. Consider the closed-loop system dynamics defined by (2.17), (2.18), (2.26),
and (2.27) and adopt Assumptions 2.1, 2.2, and 2.3. Then, Qout(plung(t), eLS(t),
ptarget(t)) is PE as defined in Definition 2.1.

Proof. To ensure the existence of upper bound α1 of the PE condition in Definition
2.1, Lemma 2.5 in the Appendix is invoked, which ensures that Qout(plung(t), eLS(t),
ptarget(t)) is bounded for all t ≥ 0. SinceQout(plung(t), eLS(t), ptarget(t)) is bounded,
α1 > 0 indeed exists such that the upper bound in (2.28) is satisfied for φ(t) :=
Qout(plung(t), eLS(t), ptarget(t)).

Next, we have to show that the lower bound α0 in the PE condition in (2.28) exists.
For such lower bound to exist, the following equality should not hold for any t∗ ≥ 0 for
some T0 ∈ R>0:

Qout(plung(t), eLS(t), ptarget(t)) = 0,∀t ∈ [t∗, t∗ + T0]. (2.29)

If there is no output flow, i.e., Qout(plung(t), eLS(t), ptarget(t)) = 0, then from (2.2),
−Qleak = Qpat. Furthermore, the pressure drop paw − pout = ∆p = RlinQout and
the estimated pressure drop ∆p̂ = R̂linQout are also zero under such condition. Using
this and Assumption 2.2 gives paw(t) = pout(t) = ptarget(t) > ε1,∀t ∈ [t∗, t∗+T0] if
Qout(plung(t), eLS(t), ptarget(t)) = 0,∀t ∈ [t∗, t∗ + T0]. Moreover, −Qleak = Qpat
in combination with (2.3) gives

−ptarget
Rleak

=
ptarget − plung

Rlung
, (2.30)

which is rewritten to obtain

plung(t) =
Rlung
Rleak

ptarget(t) + ptarget(t),∀t ∈ [t∗, t∗ + T0]. (2.31)
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Using (2.4) and (2.31) we obtain

1

Clung

∫ t

t∗
Qpat(τ)dτ + ppat(t) + plung(t

∗)

=
Rlung
Rleak

ptarget(t) + ptarget(t),∀t ∈ [t∗, t∗ + T0],

which is rewritten to

− 1

ClungRleak

∫ t

t∗
ptarget(τ)dτ + ppat(t) + plung(t

∗)

=
Rlung
Rleak

ptarget(t) + ptarget(t),∀t ∈ [t∗, t∗ + T0],

(2.32)

using Qpat = −ptargetRleak
. We can choose a value T0 ∈ R>0, such that this will

not hold for any t∗ ≥ 0. If we take T0 → ∞, the term with the integral will go to
minus infinity, using Assumption 2.2. We know that ppat(t) and plung(t∗) are bounded
using Assumption 2.3 and Lemma 2.4, respectively. Hence, the left-hand side of the
equation will become negative for large values of T0 and the right-hand side is always
positive by Assumption 2.2. Since (2.32) does not hold for T0 → ∞, we know that
(2.29) does not hold for any t∗ for some very large T0. Therefore, we can conclude that
Qout(plung(t), eLS(t), ptarget(t)) is PE, according to Definition 2.1.

Finally, using Lemma 2.1, and Lemmas 2.4 and 2.5 in the Appendix, stability of the
closed-loop system including the RLS estimator is proved. More precisely, Theorem
2.1 shows exponential convergence of the least squares error eLS(t) and the tracking
error e(t) to zero.

Theorem 2.1. Consider the system dynamics (2.17), (2.18), (2.26), and (2.27) and
suppose that Assumptions 2.1, 2.2, and 2.3 hold. Then, solutions of the dynamical
system (2.17), (2.18), (2.26), and (2.27) have the following properties:

• P (t), P−1(t), plung(t) and Qout(t) are bounded ∀t ≥ 0,

• eLS(t) = Rlin − R̂lin(t) and e(t) = ptarget(t)− paw(t) exponentially converge
to zero.

Proof. First of all, the boundedness of plung and Qout are shown in Lemma 2.4 and
2.5, respectively, see the Appendix. Furthermore, using Lemma 2.2 we know that P (t)
and P−1(t) are bounded ∀t ≥ 0.
From Lemma 2.1, we know that the PE property holds for Qout(t). Therefore, Corol-
lary 4.3.2 in Ioannou and Sun (1996) can be used to show that eLS(t) is exponentially
converging to zero.
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Finally, we have to show that e(t) exponentially converges to zero. By substituting
the airway pressure paw, defined in (2.17) and (2.18), into the error definition e(t),
defined in (2.1), the tracking error can be written as:

e(t) =
−Rleakplung(t) + (Rleak +Rlung)ptarget(t)

eLS(t)(Rleak +Rlung) +RleakRlung
eLS(t)

=: v(t)eLS(t).

(2.33)

Since, firstly plung(t) is bounded (Lemma 2.4), secondly ptarget(t) is bounded (As-
sumption 2.2) and, thirdly eLS(Rleak + Rlung) + RleakRlung is bounded away from
zero (as shown in Lemma 2.4), it is guaranteed that v(t) in (2.33) is bounded. Since v(t)
is bounded ∀t ≥ 0, i.e., there exists a bounded vmax, such that |v(t)| ≤ vmax,∀t ≥ 0,
we can write

|e(t)| ≤ vmax|eLS(t)|, ∀t > 0. (2.34)

Since eLS(t) converges to zero exponentially, (2.34) shows that e(t) also converges to
zero exponentially.

Theorem 2.1 ensures exponential convergence of the tracking error e(t) to zero for
a time-varying target pressure, under mild conditions on the initial estimate for the
hose resistance and the target pressure profile ptarget(t). Furthermore, this property is
independent of the unknown disturbance induced by the patient’s breathing effort, as
long as it remains bounded. In control systems, perfect tracking is typically possible
when inverse-plant feedforward is applied and no further disturbances are present. In
this case, it is achieved by compensating for the disturbance through feedback. More
precisely, the measured flow Qout that is used in the feedback loop contains the distur-
bance, i.e., Qout depends on ṗpat through plung. The estimate of the hose resistance is
used to compensate for the pressure drop, such the target pressure is an invariant solu-
tion of the closed-loop dynamics. This can be seen in equation (2.24) with eLS = 0,
which gives paw = ptarget independent of the patient effort and dynamics. This is
achieved independent of the system, i.e., patient and hose, parameters as mentioned in
Remark 2.1. The system parameters only affect the flow and therewith the convergence
speed of the hose-resistance estimate.

Remark 2.1. The relation between the hose-induced pressure drop ∆p and the mea-
sured flow through the hose Qout is independent of the patient and leak parameters,
and the patient effort. The patient and leak parameters only influence the measured
blower output flow Qout and therewith the convergence speed of the estimator is af-
fected. However, exact tracking of the target pressure independent of patient and leak
parameters, and the patient effort is achieved.

2.5 Simulation case study
In this section, the improvement in tracking performance of the proposed adaptive con-
trol approach compared to state-of-practice control strategies is shown through simu-
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Table 2.1. Estimation parameters of the adaptive controller and the patient and
hose parameters, as used in the simulations.

Parameter Value Unit
β 0.7 1/s
P (0) 5× 10−8 s/mL2

R̂lin(0) 0 mbar s/L
m 1 -
Rleak 24 mbar s/L
Rlung 5 mbar s/L
Rlin(0) 4.4 mbar s/L
Clung 20 mL/mbar

lations. Performance of the different control strategies is compared by analyzing the
pressure tracking, i.e., rise-time, overshoot, undershoot, and settling time. Further-
more, overshoot in patient flow is considered, since a decrease in overshoot prevents
false triggering and improves patient comfort.

Two different scenarios are considered is this section. In Section 2.5.1, a sedated pa-
tients, i.e., ppat(t) = 0,∀t, under Pressure Controlled Ventilation (PCV) ventilation is
considered. In Section 2.5.2, a spontaneously breathing patient, i.e., ∃t ≥ 0 : ppat(t) 6=
0, under Continuous Positive Airway Pressure (CPAP) ventilation is considered.

In the case with a sedated patient, a step in the hose resistance is introduced to
show that the new control approach can handle changes in resistance, which may be
induced by clogging of a filter. The following two state-of-practice control strategies
are considered to benchmark against:

• feedforward control; and

• linear feedback control.

The feedforward controller is a unit feedforward; in other words, the desired airway
pressure is applied as ptarget = pcontrol = pout and no feedback based on measure-
ments is used. For the linear feedback controller, an integral controller is used to com-
pensate for the pressure drop ∆p over the hose. This feedback controller is used in
addition to the unit feedforward controller. The integral controller results in conver-
gence of the tracking error to zero for constant target pressures. Because the plant
variations are large, the linear feedback controller is tuned for robustness instead of
performance resulting in an integral controller with transfer function C(s) = 10

s , with
s ∈ C the Laplace variable. The RLS estimator parameters and the patient-hose system
parameters are presented in Table 2.1.
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Fig. 2.6. Simulation results of the feedforward, feedback and adaptive control
strategy. This figure shows the resulting airway pressure and patient flow.

2.5.1 Scenario with sedated patients

First of all, ventilation of sedated patients under PCV is considered. This section is
divided in the test case description, the simulation results, and a summary of the main
conclusions.

2.5.1.1 Test case

In these simulations, target pressures of 5 and 20 mbar are used for the Positive End-
Expiratory Pressure (PEEP) and the Inspiratory Positive Airway Pressure (IPAP), re-
spectively. Furthermore, we introduce a step in the hose resistance at t = 10 s, to show
that the controller can handle a change in resistance. This step in resistance is depicted
in the bottom figure of Fig. 2.7. Finally, simulations with different patient characteris-
tics, such as compliance and resistance, are performed to show that the controller works
for a wide range of patients.

2.5.1.2 Simulation results

The resulting airway pressure of the simulations is shown in Fig. 2.6. These results
clearly show that the feedforward controlled system has a steady-state tracking error,
which is caused by the pressure drop ∆p over the hose. For the linear feedback con-
troller it is observed that the pressure is converging to the desired pressure but there
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Fig. 2.7. Tracking errors of the different controllers and convergence of R̂lin of
the adaptive controller.

is undesired overshoot and undershoot caused by the feedback controller. This results
in non-optimal patient support. More specifically, the undershoot in pressure causes
overshoot in the patient flow, see the zoomed inset in the bottom figure of Fig. 2.6.
Overshoot in patient flow may result in false triggers during ventilation modes that al-
low for patient-triggered breaths, see Van de Wouw et al. (2018). The resulting airway
pressure of the developed adaptive controller is also displayed in Fig. 2.6. It shows that
during the first breathing cycle the proposed controller behaves almost the same as the
feedforward controller. This is caused by the initial estimate of R̂lin(0) = 0, resulting
in ∆p̂ ≈ 0 during the first breath, i.e., the adaptive controller is not compensating the
pressure drop yet. In the third breathing cycle, almost perfect tracking with no over-
shoot and oscillations is achieved. Thereafter, at t = 10 s, the controller has to adapt to
the step in Rlin, which introduces a deviation between the target pressure ptarget and
the airway pressure paw. This has almost completely vanished after the fifth breathing
cycle.

In Fig. 2.7, the significant improvement in tracking performance is visualized. The
tracking error of the adaptive controller indeed converges to zero. The tracking errors of
the feedforward and feedback controllers remain the same over successive breaths, with
a slight increase when the hose resistance is increased. Furthermore, this figure shows
that the estimated resistance is converging to the actual value, as expected. Therefore,
no manual calibration of the hose is required, such that no additional time of the hospital
staff is required. It is also clearly observed that the controller can handle the step in
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Fig. 2.8. Airway pressure paw for multiple types of lungs, with the adaptive
controller. The lung characteristics are given in the legend where the units for R
are mbar s/L and the units for C are mL/mbar.

hose resistance, since the tracking error is converging to zero again after the step in
resistance.

Convergence of the estimator takes about 10 seconds, i.e., 2-3 breaths. In practice,
this is sufficiently fast because a patient breaths over 20,000 times a day. Therefore,
these three breaths are considered negligible in practice. Furthermore, a manual calibra-
tion typically takes longer, during which the patient is not ventilated at all. Therefore,
the adaptive scheme is preferred over a manual calibration procedure.

Pressure profiles for different lung characteristics (resistance and compliance, see
legend) are displayed in Fig. 2.8. This figure shows that the control approach works
for a broad range of patients.The patient parameters do affect the flow and, therewith,
the estimator performance is slightly affected. However, the estimator will converge
and the compensation ultimately achieves perfect tracking independent of the patient
parameters.

2.5.1.3 Main conclusions

The simulations show that the estimation error eLS(t) converges to zero and, therewith,
the tracking error e(t) converges to zero as well, as expected from Section 2.4.3. Fur-
thermore, the simulations show that there is no overshoot in patient flow, preventing
false triggering of breaths. It is also shown that the adaptive controller works for a
broad range of patients and is able to handle changes in the hose resistance.

2.5.2 Scenario with spontaneously breathing patients

Since many patients are conscious, and therewith able to breath them selfs, another
common ventilation mode is considered, namely, CPAP. CPAP aims to maintain a con-
stant positive airway pressure to assist the patient’s breathing and to keep the lungs
open. Also this section is divided in the test case description, the simulation results,
and a summary of the main conclusions.
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Fig. 2.9. Figure of the patient effort of the spontaneously breathing patient. This
patient effort is used in the simulations and experiments.

2.5.2.1 Test case

The considered patient has a respiratory rate of 15 breaths per minute and generates
a pressure of −12 mbar in the lungs. The patient effort profile is a semi-sinusoidal
profile, similar to semi-sinusoidal profile of the ASL 5000 Breathing Simulator, which
is used in the experiments in Section 2.6. The patient effort curve is depicted in Fig. 2.9.
Note that there is no consensus on how to model realistic patient effort according to
Olivieri et al. (2011). However, the default semi-sinusoidal of the ASL 5000 Breathing
Simulator is most often used according to Fresnel et al. (2014). The target pressure used
in this simulation is 5 mbar. Furthermore, we used the same control and patient-hose
parameters as in the previous section, see Table 2.1.

2.5.2.2 Simulation results

The resulting airway pressure paw for the feedforward, feedback, and adaptive con-
troller are depicted in Fig. 2.10. It is clearly shown that the airway pressure converges
to the desired constant pressure with the adaptive controller. In the other two control
approaches, we observe undesired pressure oscillations, caused by the patient’s effort,
around the pressure target. This case study shows that the developed adaptive controller
improves tracking performance significantly during CPAP ventilation.

2.5.2.3 Main conclusions

These simulations show that the tracking performance is improved, see Fig 2.10. The
adaptive controller achieves exact tracking of the desired airway pressure, whereas the
feedforward and feedback controller show significant spikes in the airway pressure,
caused by the patient’s effort.
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Fig. 2.10. Simulation results of the feedforward, feedback, and adaptive control
strategy. This figure shows the resulting airway pressure of a spontaneously
breathing patient with the CPAP ventilation mode.

2.6 Experimental case study

In order to show the practical applicability and performance of the adaptive controller,
an experimental case study has been conducted. First of all, the results of two exper-
iments for the scenario of a fully sedated patient on PCV are shown. Thereafter, the
results for the scenario of a spontaneously breathing patient with CPAP ventilation are
presented.

The main components of the experimental setup used in this case study are depicted
in Fig. 2.11. In Fig. 2.11a, a blower-driven mechanical ventilation module of Macawi is
depicted (DEMCON Macawi respiratory systems, Best, The Netherlands). Inside this
module, the commercially available Macawi respiratory centrifugal blower with its cus-
tom motor and motor controller are used for actuation of the system. The blower flow
Qout is measured using a MEMS thermal flow sensor inside the respiratory module.
The airway pressure paw and the blower outlet pressure pout are both measured using
a gauge pressure sensor inside the respiratory module. The ventilator is attached to a
dSPACE system (dSPACE GmbH, Paderborn, Germany), where the controls are im-
plemented using MATLAB Simulink (MathWorks, Natick, MA) running at a sampling
frequency of 500 Hz.

Furthermore, the ASL 5000™Breathing Simulator (IngMar Medical, Pittsburgh,
PA), as depicted in Fig. 2.11b, is used to emulate the patient. This lung simulator can
be used to emulate a wide variety of patients with a linear resistance and compliance.
Furthermore, it is able to simulate a patient with breathing effort.

The patient and controller parameters in the experiments are the same as the cor-
responding parameters in the simulations of Section 2.5, see Table 2.1. However, the
hose and leak resistance in the simulations are estimated using an offline least squares
fit of the actual hose resistance, this results in a slight parametric difference between
the simulation and experimental scenarios.
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(a) Macawi blower-driven mechanical ventilator.
(b) The ASL 5000 Breathing Simula-
tor.

Fig. 2.11. The main components of the experimental setup.

2.6.1 Scenario with sedated patients
In this section, ventilation of a sedated patient under PCV is considered. This section
is divided in the test case description, experimental results, and a summary of the main
conclusions.

2.6.1.1 Test case

The same patient and controller parameters as in the simulation case study for sedated
patients are used, see Table 2.1. Furthermore, two different target profiles are consid-
ered. First of all, a target profile is used with a PEEP and IPAP of 5 and 10 mbar,
respectively. This first test case, with low pressures, is considered to validate the devel-
oped control strategy and its theory. These low pressures result in low flows, hence, the
linear component of the hose resistance is dominant over the quadratic part. Thereafter,
the same target profile as in the simulation case study is used with a PEEP and IPAP of
5 and 20 mbar, respectively. Another difference with the simulation-based case study is
that the hose resistance in the experiments is constant. In other words, the experiments
do not contain a step in the hose resistance.

2.6.1.2 Experimental results

First of all, the results of the experiments with the IPAP of 10 mbar are presented and
discussed. Thereafter, the results of the experiments with the IPAP of 20 mbar are
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shown and discussed.
The results of the experiments with the IPAP of 10 mbar are displayed in Fig. 2.12

and 2.13. The airway pressure and tracking error e = ptarget− paw are depicted in this
figure. The figure clearly shows the constant offset in the airway pressure for the unit
feedforward controller. Furthermore, it is clearly shown that the feedback controller has
significant overshoot and undershoot. As expected, the adaptive controller converges af-
ter approximately 3 breaths, see Fig. 2.13. The resistance estimate is slightly oscillating
upon convergence, this is caused by the quadratic nature of the hose-resistance. How-
ever, these oscillations are considered small because the outlet flow Qout remains in a
small interval. Fig. 2.12 shows that upon convergence the adaptive controller achieves
significantly better tracking performance than the feedforward controller. Furthermore,
the adaptive controller shows significantly less overshoot and undershoot than the lin-
ear feedback controller. These overshoots are undesired because the resulting peak
pressures might damage the lungs. Furthermore, the undershoot is undesired since it
causes oscillations in the patient flow possibly resulting in false triggering. Consider-
ing the tracking error in the bottom figure of Fig. 2.12, it is noticed that still sharp peaks
are present during the increase and decrease of the pressure, for both feedback con-
trol strategies. These peaks are mainly caused by a delay in the blower transfer from
pcontrol to pout and the measurement delay of the airway pressure paw. The blower
delay causes a timing mismatch between the desired controller pressure pcontrol and
the blower outlet pressure pout. Furthermore, the measurement delay of the airway
pressure paw causes a timing mismatch between the performance variable paw and the
target pressure ptarget. This measurement delay is clearly visible in the tracking error
during changes of ptarget.

The results of the experiments with the IPAP of 20 mbar are displayed in Fig. 2.14
and 2.15. The obtained response is similar to the simulations for both the feedback
as the feedforward controller. The feedforward controller does not compensate the
pressure drop over the hose. The feedback controller shows overshoot and undershoot in
airway pressure paw. This causes overshoot in the patient flow, which might cause false
triggering in triggered ventilation modes. Hence, such overshoots are highly undesired.

The adaptive controller shows convergence of the airway pressure during the first
few strokes. Thereafter, a clear decrease in overshoot and undershoot compared to
the linear feedback controller is seen. The reduction in overshoot prevents ventilator-
induced lung injury caused by peak pressures. Furthermore, the reduction in under-
shoot is beneficial in preventing oscillations in the patient flow. These oscillations
are unpleasant for the patient and might result in false ventilator induced triggering.
Therefore, the adaptive controller improves patient comfort and consistency of the treat-
ment. Besides all these improvements, during the 5th breath the adaptive controller is
slightly overcompensating the pressure drop, causing overshoot in the airway pressure,
see Fig. 2.14. This is explained by the fact that a linear resistance model is used to
estimate the quadratic hose resistance of the actual hose. This causes the estimator to
overestimate the resistance during the start of inhalation. The high flows during in-
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Fig. 2.12. Experimental results of the feedforward, feedback, and adaptive con-
trol strategy. This figure shows the resulting airway pressure and tracking error
of the different controllers with a target pressure of PEEP and IPAP of 5 and 10
mbar, respectively.
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Fig. 2.13. Experimentally obtained estimate of the hose resistance for a target
pressure of PEEP and IPAP of 5 and 10 mbar, respectively.

halation result in a large contribution of the quadratic term to the pressure drop. When
the flow has converged to a steady value during the remainder of the inhalation, the
controller will overcompensate the pressure drop, causing the pressure to exceed IPAP
level. This oscillation of the estimated resistance is clearly shown in Fig. 2.15.

A visualization of the resistance estimate R̂lin compared to the actual resistance
is depicted in Fig. 2.16. This figure shows the pressure drop ∆p over the hose on
the left vertical axis and the flow through the hose Qout on the horizontal axis. The
estimated resistance model, i.e., after 16 seconds in Fig. 2.15, is depicted by the blue
area, the estimated resistance model is oscillating in this area. The blue dots show the
actual measured resistance model of the hose. This shows that the estimate is still fairly
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Fig. 2.14. Experimental results of the feedforward, feedback and adaptive con-
trol strategy. This figure shows the resulting airway pressure and patient flow
with a target pressure of PEEP and IPAP of 5 and 20 mbar, respectively.
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Fig. 2.15. Tracking errors of the different controllers and convergence of R̂lin
of the adaptive controller with a target pressure of PEEP and IPAP of 5 and 20
mbar, respectively.

accurate in the low outlet flow area, up to 4 × 104 ml/min. The histogram in Fig. 2.16
displays how often a given flow is measured. Since the flow is mainly in the low flow
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Fig. 2.16. Variation of the estimated hose model, linear resistance with estimated
R̂lin, with the actual measured model with a target pressure of PEEP and IPAP
of 5 and 20 mbar, respectively. Maximum flow in this figure is the same as the
maximum flow Qout through the hose in the experiment.

regime, the linear estimate is fairly accurate on average.

2.6.1.3 Main conclusions

This experimental study shows that the adaptive controller is practically applicable to
sedated patients under PCV. The experimental study with low flows shows that the
tracking error converges to zero and decreases overshoot and undershoot significantly
compared to the linear feedback controller. The error is clearly converging to zero
except for the region where the pressure is increasing and decreasing. In these areas
the controller is responding slightly too late, which is mainly caused by the presence of
delays in the system. In the experimental case study with higher pressures and flows,
the tracking error decreased significantly compared to the state-of-practice controllers.
In particular, the adaptive controller prevents overshoot in patient flow, which prevents
false triggering. It should be noted that performance could be further improved by using
a quadratic resistance model in the adaptive controller; this could prevent oscillations
of the resistance estimate. Furthermore, it may improve the accuracy of the estimated
pressure drop and therewith the tracking performance. To improve performance even
further, the delays in the system should be analyzed and compensated in the control
strategy. The latter two aspects are considered outside the scope of this work.
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Fig. 2.17. Experimental results of the feedforward, feedback, and adaptive con-
trol strategy. This figure shows the resulting airway pressure of a spontaneously
breathing patient with the CPAP ventilation mode.

2.6.2 Scenario with spontaneously breathing patients

In this section, the results of an experiment with a spontaneously breathing patient under
CPAP ventilation are presented and discussed. Again, the section is divided in the same
subsections, i.e., the test case description, experimental results, and a summary of the
main conclusions.

2.6.2.1 Test case

The same setup, i.e., patient, hose, leak, and controllers are used as in the previous
experiments. Furthermore, the patient effort is the same as in the simulations and is
depicted in Fig. 2.9. This profile is generated by the ASL 5000 Breathing Simulator,
which is used in the experiments. The target pressure used in this simulation is 5 mbar.

2.6.2.2 Experimental results

The resulting airway pressure for all three controllers is depicted in Fig. 2.17. The
feedforward and feedback controller show results comparable to the simulations. The
adaptive controller shows an improvement in tracking performance. The biggest im-
provement is the decrease in undershoot, see the arrow in Fig. 2.17. Furthermore, the
same problem as for the fully sedated patient is seen; the controller is slightly over-
estimating the resistance during inhalation. This causes the pressure to be slightly
higher than desired after inhalation and it is slowly converging to the desired value,
see Fig. 2.17. Furthermore, the figure shows some peaks when the patient starts and
ends inhalation, this indicates that the controller does not respond fast enough to the
patient-induced disturbance.
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2.6.2.3 Main conclusions

This experimental case study shows that the adaptive controller is practically applicable
to spontaneously breathing patients as well. The overall performance is improved over
the state-of-practice controllers. However, it shows oscillations in the patient airway
pressure paw, whereas the simulations showed exact convergence.

Concluding, the adaptive controller shows an overall improvement in performance
over the state-of-practice controllers. However, performance of the adaptive controller
could be further improved by using a more realistic hose model, i.e., including a quadratic
term. Another problem that affects the performance in experiments is the delay in the
sensor line of the airway pressure. This delay causes a timing mismatch between the
measured signals. Compensation for this delay in the estimator might improve perfor-
mance as well.

2.7 Conclusions and recommendations

In this chapter, an adaptive control approach for mechanical ventilation is presented.
This control approach aims to improve tracking performance for large variations of
patient-hose parameters, unintended leakages, and unknown patient breathing efforts.
It has been shown through stability analysis that this controller ensures exact tracking of
the desired pressure set-point, independent of the patient-hose parameters, unintended
leakages, and unknown breathing efforts. Using this control approach requires no ad-
ditional calibration of the hose-filter system, which saves valuable time in the intensive
care unit of a hospital.

Furthermore, using a simulation study, it is shown that the adaptive controller achieves
exact tracking, and therewith improves tracking performance significantly over state-of-
practice controllers. Through an experimental case study it is shown that the controller
is practically applicable. In these experiments, the adaptive controller shows an im-
provement in pressure tracking performance, i.e., improved rise-time, less overshoot
and undershoot, and faster settling times, compared to the state-of-practice linear feed-
back controller. Furthermore, it prevents overshoot in patient flow, which might prevent
false triggers and improve patient comfort.

To improve the performance in practice, the adaptive controller could be extended to
contain a quadratic hose resistance term. Furthermore, the delays in the system should
be incorporated in the controller design. This might prevent the oscillations of the hose
resistance estimate, resulting in improved tracking performance in practice.

In future work other control methods should be considered to improve control per-
formance of mechanical ventilation further. A key example is a data-driven control
method, namely, repetitive control. Repetitive control makes use of tracking errors dur-
ing previously executed tasks to improve performance in the current task. Therefore, it
is particularly suitable for a repetitive process such as ventilation.



52 Chapter 2. Adaptive linear hose compensation control

2.A Appendix
The lemmas presented in this Appendix are used to prove Lemma 2.1 and Theorem 2.1,
in Section 2.4.3. Lemmas 2.2 to 2.4 below serve as auxiliary results to Lemma 2.5, in
which boundedness of Qout(t) is shown. First, Lemma 2.2 shows that P (t) is always
non-negative.

Lemma 2.2. Consider the covariance dynamics in (2.26) and suppose that Assumption
2.1 holds. Then, P (t) > 0 for all t ≥ 0.

Proof. Using (2.26), it can be concluded that sufficiently small positive P results in
Ṗ > 0. Hence, P (t) > 0 for all t ≥ 0 if Assumption 2.1 (P (0) > 0) holds.

In Lemma 2.3, it is proven that |eLS(t)| is non-increasing (and bounded), hence, the
sign of eLS(t) will never change.

Lemma 2.3. Consider the least squares error dynamics in (2.27) and suppose that
Assumption 2.1 holds. Then, |eLS(t)| is non-increasing (and bounded) for all t ≥ 0
and the sign of eLS(t) will never change.

Proof. The differential equation governing the dynamics of eLS is given in (2.27), this
can be written as ėLS = −α(t)eLS , with α(t) := P

Q2
out(t)
m2 . From Lemma 2.2, the fact

that Q2
out(t) ≥ 0, and m2 > 0, it is ensured that α(t) ≥ 0 and thus that |eLS(t)| is non-

increasing (and bounded) for all t ≥ 0 and the sign of eLS(t) will never change.

In Lemma 2.4, boundedness of plung is shown.

Lemma 2.4. Consider the lung dynamics in (2.16) and suppose that Assumption 2.1,
2.2, and 2.3 hold. Then, plung(t) is bounded for all t ≥ 0.

Proof. First, it should be noted that ptarget is bounded by design (Assumption 2.2) and
ṗpat is bounded (Assumption 2.3). Therefore, plung (see (2.16)) is bounded if, firstly,

−Rleak−eLS
Clung(eLS(Rleak+Rlung)+RleakRlung) remains negative and bounded for all t ≥ 0, note
that eLS is bounded, see Lemma 2.3 and, secondly, eLS(Rleak +Rlung) +RleakRlung
is bounded away from zero, i.e., |eLS(Rleak +Rlung) +RleakRlung| > ε, for some
ε > 0, for all t ≥ 0. If these conditions hold, ṗlung in (2.16) has the opposite sign of
plung(t) for large enough values of |plung(t)| and therefore plung(t) is bounded. The
following inequalities ensure the required properties:

(I) eLS(t) > −Rleak,∀t ≥ 0

(II) eLS(t) ≥ − RleakRlung
Rleak+Rlung

+ ε, ∀t ≥ 0 for some ε > 0.

Using Lemma 2.3, it is obtained that both inequalities, (I) and (II), hold for all t ≥ 0 if
these hold at t = 0, since the sign of eLS will not change and |eLS | is non-increasing.
Using eLS := Rlin− R̂lin, it is obtained that both inequalities, (I) and (II), are ensured
by Assumption 2.1, hence plung is bounded for all t ≥ 0.
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Finally, in Lemma 2.5 boundedness of Qout(t) is ensured.

Lemma 2.5. Consider the output flow Qout(t) induced by the dynamics (2.17) and
(2.18) and suppose that Assumptions 2.1, 2.2, and 2.3 hold. Then, for all t ≥ 0,Qout(t)
is bounded, hence, Qout(t) ∈ L∞.

Proof. Qout(t) is characterized by (2.17) and (2.18). Since plung is bounded (Lemma
2.4) and ptarget is bounded by design (Assumption 2.2),Qout(t) is bounded if eLS(Rleak
+ Rlung) + RleakRlung is bounded away from zero for all t ≥ 0, see the expression
Qout(t) in (2.17) and (2.18). The latter is ensured as well, as shown in the proof of
Lemma 2.4. Since Qout(t) is bounded, we also know that Qout(t) ∈ L∞.





Chapter 3

Accurate pressure tracking to support
mechanically ventilated patients using

an estimated nonlinear hose model and
delay compensation

Abstract – Tracking of a desired pressure profile is key in mechanical ventilation to sufficiently support
a patient. The aim of this chapter is to improve pressure tracking performance of mechanical ventilation
systems. This is achieved by explicitly taking into account the nonlinear hose characteristics and delays
in the control strategy. Through an experimental case study it is shown that this can significantly improve
tracking performance.

3.1 Introduction
Mechanical ventilation is used in Intensive Care Units (ICUs) to support breathing of
patients. The main goals of mechanical ventilation are to ensure oxygenation and car-
bon dioxide elimination (Warner and Patel, 2013). In the past decades, demand for
ventilation has increased rapidly and is prospected to increase further in the coming
years (Needham et al., 2005). Especially during the flu season or a world-wide pan-
demic such as the COVID-19 pandemic that started in 2019, demand for mechanical
ventilation is high. Improved ventilation is desired to reduce overall ventilation time.

Mechanical ventilators are a life-saving device. A schematic overview of a me-
chanical ventilator, with a single-hose setup and a patient is depicted in Fig. 3.1. In this
chapter, a blower-driven single-hose setup as depicted in Fig. 3.1 and Pressure Con-

The contents of this chapter are published in Reinders et al. (2021a).
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Fig. 3.1. Schematic representation of the blower-hose-patient system, with the
corresponding resistances, lung compliance, pressures, and flows.
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Fig. 3.2. Airway pressure paw and patient flow Qpat during one breathing cycle
of pressure controlled ventilation.

trolled Ventilation (PCV) of sedated patients are considered. In PCV, the mechanical
ventilator aims to track a pressure profile near the patient’s mouth as determined by the
clinician, see Fig. 3.2. The Inspiratory Positive Airway Pressure (IPAP) and Positive
End-Expiratory Pressure (PEEP) induce flow in and out of the lungs, respectively. This
alternating flow of air allows the lungs to exchange CO2 for O2 in the blood. The objec-
tive of the control system is to achieve accurate tracking of the desired target pressure
profile and therewith to achieve the desired ventilation of the patient.

Accurate tracking of the target pressure is important to achieve sufficient support for
the patient, especially in cases of large flows as a result of large lungs and/or uninten-
tional leaks during non-invasive ventilation. Furthermore, accurate pressure tracking
results in better patient-ventilator synchrony (Hunnekens et al., 2020). According to
Blanch et al. (2015), asynchrony between patient and machine is associated with high
mortality.

A large number of control strategies have been investigated to improve the perfor-
mance of mechanical ventilators. In Borrello (2005), an overview of modeling and con-
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trol techniques for mechanical ventilation is presented. In Van de Wouw et al. (2018)
and Hunnekens et al. (2020), variable-gain control is proposed to overcome the trade-off
between fast pressure rise times and limited overshoot in patient flow. This variable-
gain control strategy shows a reduction in patient flow overshoot. However, still some
overshoot remains and the measured patient flow is used in this control strategy. The
patient flow is typically not available for control in practice. In Borrello (2001), an adap-
tive control strategy is applied to mechanical ventilation. A patient model is estimated
and the obtained parameters are used to adapt the controller parameters to achieve the
desired closed-loop behavior. In practice, it is challenging to obtain accurate patient
models, deteriorating performance of such strategies. Also funnel-based control is ap-
plied to mechanical ventilation (Pomprapa et al., 2015). However, the improvement
in tracking performance is limited. In Scheel et al. (2017) and Li and Haddad (2012),
model-based control and model predictive control are applied, respectively. Also these
methods require accurate patient models, which are typically not available in practice.
Furthermore, iterative learning control is applied in Scheel et al. (2015) and repetitive
control is applied in Reinders et al. (2020). These methods achieve superior perfor-
mance in case of a fully sedated patient, i.e., the reference is repetitive. However, in
case a patient starts breathing spontaneously, performance of these methods degrades.
Finally, in Reinders et al. (2019) and Reinders et al. (2021b), an adaptive control scheme
is proposed. This control scheme estimates a linear hose-resistance model during ven-
tilation and uses this model to compensate the pressure drop over the hose. In an exper-
imental study, it is shown to improve performance significantly. However, overshoot
and long settling times are observed in case of large flow variations. These perfor-
mance limitations are mainly due to delays and nonlinearities in the system which are
neglected.

Although the mentioned control approaches show a significant improvement in
tracking performance, most of them are neglecting system delays and the nonlinear
characteristics of the hose. The aim of this chapter is to develop a control method that
automatically estimates the nonlinear characteristics of the hose while taking the rele-
vant system delays into account. The estimated hose model is used to improve tracking
performance. The control method in Reinders et al. (2021b) is recovered as a special
case of the method proposed in this chapter in case of no system delays and nonlineari-
ties of the hose.

The main contribution of this chapter is a control strategy that improves pressure
tracking performance by explicitly taking into account delays and the nonlinear hose
characteristics of ventilation systems. Specific contributions include the following.
First, a control strategy with a linear hose-resistance estimator is presented that compen-
sates the measurement delays in the system. Second, an input-to-state stability proof
of the closed-loop dynamics with this control strategy is provided. Third, a control
strategy that takes into account the nonlinear characteristics of the hose-resistance is
developed. Fourth, an experimental case study evidences a significant improvement in
tracking performance.

The outline of this chapter is as follows. In Section 3.2, the detailed problem def-
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inition is given. Then, in Section 3.3, a high-level description of the proposed control
strategy is given. In Section 3.4, linear models of the open-loop and closed-loop plant
with delays are presented. Thereafter, in Section 3.5, the linear resistance estimator
with delay compensation is presented. Then, in Section 3.6, the nonlinear estimator
with delay compensation and the nonlinear pressure drop compensation are presented
to cope with the nonlinear hose characteristics. In Section 3.7, a simulation case study
of the linear estimator is presented to show the effectiveness of delay compensation.
Thereafter, in Section 3.8, the results of an experimental case study are presented. This
experimental case study shows a clear performance improvement by taking measure-
ment delays and the nonlinear hose characteristics into account. Finally, in Section 3.9,
the main conclusions of this work are given.

3.2 Problem formulation

3.2.1 Control goal
The control goal in PCV is to achieve accurate pressure tracking of a time-varying
pressure target ptarget(t) for a wide variety of patients. In Fig. 3.2 an example of such
target pressure profile is shown. The controlled variable is the airway pressure paw, i.e.,
the pressure near the patient’s mouth. The airway pressure is measured using the pilot
line and a pressure sensor inside the module, see Fig. 3.1. The goal is to ensure that the
tracking error

e(t) := ptarget(t)− paw(t), (3.1)

is small, i.e., |e(t)| is small for all t ≥ 0.

3.2.2 System description
The blower-patient-hose system is depicted in Fig. 3.1. The main components in the
system are the blower, the hose-filter system, and the patient. The blower compresses
ambient air to change the blower outlet pressure pout, such that the airway pressure paw
tracks the desired target pressure. The difference between the outlet pressure pout and
the airway pressure paw results in a flow through the hose Qout, related by the hose
resistance model Rhose(Qout). Rhose(Qout) can refer to different hose models, in this
chapter Rhose(Qout) refers to the considered linear and a quadratic hose model. The
change in airway pressure paw results in two flows, namely, the leak flow Qleak and
the patient flow Qpat. The leak flow is used to flush exhaled CO2-rich air from the
hose and is modeled using a linear leak resistance Rleak. The patient flow is a result of
the linear resistance Rlung and the difference between the airway pressure and the lung
pressure plung , i.e., the pressure inside the lungs. The patient flow results in a change
in the lung pressure. The relation between patient flow and lung pressure is given by
the linear lung compliance Clung. This patient model, defined by Clung and Rlung, is
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referred to as the linear one-compartmental lung model, analyzed in Bates (2009, pp.
37–60). Note that for notational convenience all pressures are defined relative to the
ambient pressure, i.e., pamb = 0. A mathematical description of the system dynamics is
derived in Section 3.4.

3.2.3 Control relevant system properties

As mentioned in Section 3.1, previously developed control strategies for mechanical
ventilation often neglect several essential system properties. The properties addressed
in this chapter are 1) time delays and 2) nonlinear hose characteristics. Another chal-
lenge for mechanical ventilation is that it should achieve the desired performance for a
wide range of patients.

Several components depicted in Fig. 3.1 introduce time delays. Two delays are
caused by the propagation speed of a pressure wave through air as mentioned in Borrello
(2005). The first pressure propagation delay is the hose delay τh from pout to paw. This
delay is defined as the time it takes for a pressure wave to propagate through the hose,
i.e., from the blower outlet to the patient’s airway. The second pressure propagation
delay is the pilot-line delay τp from paw to the paw sensor, which represents the time it
takes for a pressure wave to propagate through the pilot line. For simplicity τh and τp,
are lumped into one output delay from paw to the paw-sensor called the sensor delay
τs = τh + τp. The third delay is a delay in the blower dynamics. More specifically, it is
a delay from the control input pcontrol to the blower outlet pressure pout. A method to
partially compensate for these delays is presented in Section 3.5.

In Fig. 3.3, the measured hose resistance characteristics clearly shows a quadratic
relation between the flow through the hose Qout and the pressure drop over the hose
∆p := pout − paw. These nonlinear hose characteristics are often approximated by a
linear hose-resistance model. In Fig. 3.3 it is shown that the linear models accurately
describe the hose-characteristics for a small flow range, in particular in the low flow
regime. However, for a large flow range a quadratic model is significantly more ac-
curate. Therefore, in Section 3.6, a control strategy is presented that incorporates a
nonlinear hose-resistance model.

Concluding, a control strategy for mechanical ventilation should achieve accurate
pressure tracking performance for a wide range of patients. In previous work, the sys-
tem delays and nonlinear hose characteristics are often neglected. Therefore, in this
chapter a control strategy is presented that takes these system properties into account to
improve pressure tracking performance for a variety of patients.

3.3 Proposed high-level control strategy

A controller for mechanical ventilation has to ensure that the airway pressure paw tracks
the target pressure ptarget. The main cause of a difference in these pressures is the
pressure drop over the hose ∆p = pout − paw. By increasing pout, such that pout =
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Fig. 3.3. Calibration curve of the hose with two linear resistance models and a
quadratic resistance model. This figure clearly shows the nonlinear nature of the
hose resistance.

ptarget + ∆p, paw will be equal to ptarget. In the developed control strategy a hose-
resistance model is used to estimate ∆p as a function of the measured flow through
the hose Qout and hose-resistance parameters. The hose-resistance parameters can be
obtained using an estimator. Because Qout is measured and used in the control loop,
this strategy is independent of the attached patient type as long as the hose-resistance
parameters are obtained correctly.

A block diagram of the developed control strategy is depicted in Fig. 3.4. The
blower, patient-hose, and delay block denote the ventilation system dynamics. The
estimator, R̂hose(Qout), and delay blocks with τ̂s denote the proposed control strategy.
The estimated hose-resistance model R̂hose(Qout) and the measured flow through the
hose Qout are used in a feedback loop to estimate the pressure drop over the hose.
By adding this estimated pressure drop ∆p̂ to the target pressure ptarget, the airway
pressure converges to the desired target pressure if the estimated hose model is correct.
Because the hose characteristics are typically unknown in practice an estimator is used
to estimate the parameters of the hose-resistance model during ventilation.

The block diagram in Fig. 3.4 has two dashed arrows; these dashed arrows distin-
guish between two different phases. Estimation of the hose-resistance model and com-
pensation for the pressure drop are separated in two phases. In the estimation phase,
the ventilator is controlled in open loop while estimating the hose parameters. After
convergence, estimation is stopped and the obtained parameters are used in the com-
pensation strategy, i.e., the compensation phase. In other words, only one of the two
dashed lines is active simultaneously.
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Fig. 3.4. Schematic representation of the proposed closed-loop system with an
estimator for the hose resistance estimation. Furthermore, delay compensation
for estimation is included. Only one of the dashed lines is active simultaneously.
This means that either the hose model is estimated during open-loop control or
the estimated hose model is used in the control loop.

The delays in the system and the nonlinear hose characteristics are explicitly taken
into account in this control strategy. The output delay τs is compensated by delaying
the estimator inputs that are unaffected by the delay τs. This is achieved by choosing
τ̂s appropriately, this is described in detail in Section 3.5. To take the nonlinear hose
characteristics in account a quadratic hose model is used for R̂hose(Qout) of which the
parameters are estimated by the estimator, this is described in detail in Section 3.6. The
control method presented in Reinders et al. (2021b) is retrieved as a special case of the
strategy presented in this chapter. In an experimental case study, it is shown that the
method in this chapter outperforms the control strategy in Reinders et al. (2021b).

3.4 Linear closed-loop dynamics

In this section, the linear system dynamics with delays are presented. First of all, the
open-loop system dynamics are presented in Section 3.4.1, i.e., the system dynamics in
the estimation phase. Thereafter, in Section 3.4.2 the closed-loop system dynamics with
a constant hose-resistance estimate are presented, i.e., the system in the compensation
phase. The hose resistance is assumed to be linear throughout this section.

3.4.1 Open-loop system dynamics

To obtain the open-loop system dynamics, the patient is modeled using the linear one-
compartmental lung model described in Bates (2009, pp. 37–60), i.e.,

ṗlung(t) =
paw(t)− plung(t)
ClungRlung

. (3.2)
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Furthermore, the hose, leak, and lung resistance are assumed linear, hence

Qout(t) =
∆p

Rlin
=
pout(t)− paw(t)

Rlin
, (3.3)

Qleak(t) =
paw(t)

Rleak
, and (3.4)

Qpat(t) =
paw(t)− plung(t)

Rlung
(3.5)

with Rlin the linear hose resistance, note that Rhose(Qout) becomes RlinQout in case
of the linear hose model.

Moreover, it is assumed that the internal blower controller achieves a blower transfer
function from pcontrol(t) to pout(t) of magnitude one. The presence of the blower
delay τb results in the following relation between the blower outlet pressure pout and
the control pressure pcontrol:

pout(t) := pcontrol(t− τb). (3.6)

Combining (3.2), (3.3), (3.4), (3.5), and (3.6), using conservation of flow, i.e., Qout =
Qpat +Qleak, results in the following open-loop system dynamics with blower delay:

ṗlung(t) = Ahplung(t) +Bhpcontrol(t− τb)
paw(t) = Chplung(t) +Dhpcontrol(t− τb)

(3.7)

with

Ah = −Rlin +Rleak
ClungR̄

, Bh =
Rleak
ClungR̄

,

Ch =
RlinRleak

R̄
, and Dh =

RleakRlung
R̄

(3.8)

with R̄ := RlinRleak +RlinRlung +RleakRlung.
Furthermore, the lumped output delay τs, in the measurement of paw, results in

p̃aw(t) := paw(t− τs) (3.9)

with p̃aw the measured airway pressure.

3.4.2 Closed-loop error dynamics for a constant resistance estimate
In this section, the open-loop system dynamics defined in (3.7) and (3.8) are combined
with the control strategy depicted in Fig. 3.4 for a constant linear hose model estimate
R̂lin. Note that the hose-resistance estimate is considered constant; therefore, the mea-
sured airway pressure p̃aw and the delay τs do not appear in these error dynamics.
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From Fig. 3.4 it is obtained that

pcontrol(t) = ptarget(t) + ∆p̂(t)

= ptarget(t) + R̂linQout(t),
(3.10)

where the estimated pressure drop ∆p̂ is computed using (3.3). Next, Qout(t) is rewrit-
ten using conservation of flow, the patient model in (3.2), and the resistance models
(3.4) and (3.5). This gives

Qout(t) = Qpat +Qleak (3.11)

=
paw(t)− plung(t)

Rlung
+
paw(t)

Rleak
(3.12)

= Clung

(
1 +

Rlung
Rleak

)
ṗlung(t) +

1

Rleak
plung(t). (3.13)

Substitution of (3.13) in (3.10) results in the control law

pcontrol(t) =ptarget(t)

+ R̂lin

(
Clung

(
1 +

Rlung
Rleak

)
ṗlung(t) +

1

Rleak
plung(t)

)
.

(3.14)

Next, (3.14) is substituted in the open-loop dynamics of (3.7) and (3.8). This results in
the closed-loop dynamics in terms of the state plung:

d

dt

(
plung(t)− R̂linBhClung

(
1 +

Rlung
Rleak

)
plung(t− τb)

)
= Ahplung(t) +

R̂linBh
Rleak

plung(t− τb) +Bhptarget(t− τb).
(3.15)

The patient model in (3.2) is rewritten to obtain:

paw(t) = ṗlung(t)ClungRlung + plung(t). (3.16)

Substituting (3.16) in the error definition in (3.1) and differentiating with respect to time
results in

ė(t) = ṗtarget(t)− p̈lung(t)ClungRlung − ṗlung(t). (3.17)

From (3.15),

ṗlung(t) =R̂linBhClung

(
1 +

Rlung
Rleak

)
ṗlung(t− τb)

+Ahplung(t) +
R̂linBh
Rleak

plung(t− τb) (3.18)

+Bhptarget(t− τb)
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and its time derivative are obtained and substituted in (3.17). Finally, rewriting gives
the closed-loop error dynamics:

d

dt

(
e(t)− R̂linBhClung

(
1 +

Rlung
Rleak

)
e(t− τb)

)
= Ahe(t) +

R̂linBh
Rleak

e(t− τb) + w(t)

(3.19)

with

w(t) = ṗtarget(t)− ClungRlungBhṗtarget(t− τb)

−Bhptarget(t− τb)−Ahptarget(t)−
R̂linBh
Rleak

ptarget(t− τb)

− R̂linBhClung
(

1 +
Rlung
Rleak

)
ṗtarget(t− τb).

(3.20)

These closed-loop error dynamics are described by a Neutral Delay Differential Equa-
tion (NDDE), i.e., the delay τb is present in both e and ė.

3.5 Output delay compensation and linear estimator de-
sign

In this section, a method to compensate the effect of the output delay τs on the estimator
is presented. Thereafter, a linear resistance estimator is presented. Finally, stability of
the controlled system is analyzed. In other words, the first and second contribution of
this chapter are addressed in this section.

3.5.1 Output delay compensation
As mentioned in Section 3.2, the lumped output delay τs is considered. This delay
represents the time it takes for the actual paw(t) to propagate to the paw-sensor in
the ventilation module. The actual measured airway pressure is p̃aw(t), see (3.9). In
Fig. 3.4, a timing mismatch between the estimator inputs can be recognized when no
delay compensation is included, i.e., τ̂s = 0. Namely, Qout(t), pout(t), and p̃aw(t) =
paw(t− τs) are used by the estimator. This mismatch in timing results in oscillations of
the estimated hose resistance parameters R̂hose(Qout) when the ventilation dynamics
are in a transient phase. If the ventilation system is in steady state paw(t) = p̃aw(t),
hence, the delay does not affect the estimator inputs.

This mismatch in timing is solved by delaying pout(t) and Qout(t) before using
them in the estimator, such that they match the timing of p̃aw(t) = paw(t − τs). This
is achieved by choosing the delay estimate τ̂s ≈ τs in Fig. 3.4. Choosing this estimate
correctly, i.e., τ̂s = τs, results in matching timing of the estimator inputs. Several meth-
ods from literature can be used to identify the time delay τ̂s experimentally (Bjorklund
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and Ljung, 2003). In the remainder of this chapter it is assumed that the parameter τs is
known; hence, it can be compensated exactly in the estimator.

3.5.2 Linear estimator design
In this chapter, a Recursive Least Squares (RLS) estimator with exponential forgetting
factor, see Ioannou and Sun (1996, p. 200), is used to estimate the linear hose resistance
Rlin. Other estimators can be used with the same method to compensate for the output
delay τs. The RLS estimator with delay compensation is designed as follows:

˙̂
Rlin(t) =P (t)

pout(t− τ̂s)− paw(t− τs)
m2

Qout(t− τ̂s)

− P (t)
R̂lin(t)Qout(t− τ̂s)

m2
Qout(t− τ̂s),

(3.21)

Ṗ (t) = βP (t)− P (t)2Q
2
out(t− τ̂s)
m2

, (3.22)

where the outlet flow Qout is the exciting variable, P (t) is called the covariance, m is
a normalization parameter, and β is an exponential forgetting factor.

If the sensor delay estimate is exact, i.e., τs = τ̂s, the signals used by the estimator
are matched in time. Such exact delay compensation leads to:

˙̂
Rlin(t) = P

∆p(t− τs)− R̂linQout(t− τs)
m2

Qout(t− τs)

= P
RlinQout(t− τs)− R̂linQout(t− τs)

m2
Qout(t− τs)

(3.23)

Ṗ (t) = βP (t)− P (t)2Qout(t− τs)2

m2
. (3.24)

Because all estimator inputs are delayed by τs, this delay remains present in the
estimator dynamics. Because τs is very small compared to the convergence time, its
effect on the convergence time is considered negligible. Finally, the estimator dynamics
can be expressed in terms of the estimation error eLS(t) := Rlin− R̂lin(t), resulting in

ėLS(t) = −P (t)
Q2
out(t− τs)
m2

eLS(t). (3.25)

A proof of convergence of this estimator with delay compensation in open-loop
ventilation, i.e., the calibration phase, is presented in the next section.

3.5.3 Stability analysis
In this section, stability of the mechanical ventilation system with the control strategy
proposed in Section 3.4.2 and 3.5.2 is analyzed. The stability analysis in this section
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consists of two parts. In Section 3.5.3.1, stability of the open-loop dynamics in (3.7)
and (3.8), and convergence properties of the estimator in (3.23) and (3.24) are analyzed;
these dynamics represent the estimation phase. Thereafter, input-to-state stability (ISS)
of the closed-loop system with a constant hose-resistance estimate in (3.19) and (3.20),
i.e., compensation phase, is proved in Section 3.5.3.2. In these dynamics w(t) is con-
sidered the external input, which depends on ptarget(t).

Throughout this chapter, the follow definition of persistence of excitation is adopted.

Definition 3.1. A piece-wise continuous scalar signal φ(t) is Persistently Exciting (PE)
if there exist constants α0, α1, T0 ∈ R>0 such that

α1 ≥
1

T0

∫ t+T0

t

φ2 (τ) dτ ≥ α0,∀t ≥ 0. (3.26)

Furthermore, it is assumed that the RLS estimator in (3.23) and (3.24) satisfies
Assumption 3.1.

Assumption 3.1. The RLS estimator in (3.23) and (3.24) is designed and initialized
such that the following properties hold:

• P (0) is initialized to be positive, i.e., P (0) > 0.

• R̂lin is initialized to ensure 0 ≤ R̂lin(0) ≤ Rlin.

• β is designed to be positive, i.e., β > 0.

Assumption 3.2 states that the target pressure profile is always positive and bounded.
Practically, this is a non-restrictive assumption because PCV requires a strictly positive
and bounded pressure target.

Assumption 3.2. ptarget(t) is bounded and positive by design; in particular, ε1 <
ptarget(t) <∞, ∀t ≥ 0, with ε1 > 0 a positive constant.

Finally, Assumption 3.3 states that the estimated sensor delay, used for delay com-
pensation, is exactly equal to the true sensor delay, i.e., the sensor delay is perfectly
compensated.

Assumption 3.3. The estimated sensor delay τ̂s is exactly equal to the true sensor delay
τs, i.e., τ̂s = τs.

Next, these assumptions are used to show that the hose-resistance estimate con-
verges to the true parameter in Section 3.5.3.1 and that the closed-loop dynamics with
hose compensation are ISS in Section 3.5.3.2.
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3.5.3.1 Convergence of the linear estimator

During the calibration phase, the system is controlled in open loop, i.e., pcontrol(t) =
ptarget(t). The open-loop system dynamics are described by (3.7) and (3.8) and the
linear estimator dynamics with delay compensation are given by (3.24) and (3.25). In
this section, the following properties of the system in the calibration phase are proved
under Assumption 3.1-3.3:

• exponential stability of the open-loop dynamics in (3.7) and (3.8), see Lemma
3.1;

• exponential convergence of the estimation error eLS(t) in (3.25) to zero; and

• R̂lin(t) remains in the set [0, Rlin] for all t ≥ 0.

Exponential stability of the open-loop dynamics, i.e., the system dynamics in the
calibration phase, is proved in Lemma 3.1.

Lemma 3.1. The open-loop dynamics in (3.7) and (3.8) are exponentially stable.

Proof. The blower delay τb in (3.7) and (3.8) is a pure input delay, hence, it does not
affect stability of these linear dynamics. Therefore, the open-loop dynamics are stable
iff Ah = −Rlin+Rleak

ClungR̄
< 0. This holds because all physical parameters in Ah are

strictly positive.

Next, the PE property of the exciting variable Qout(t) is proved in Lemma 3.2.

Lemma 3.2. Consider the open-loop dynamics in (3.7) and (3.8), i.e., the system in
estimation phase, and Assumption 3.2. Then, the output Qout(t) is PE according to
Definition 3.1.

Proof. The PE upper bound is ensured by showing that Qout(t) is bounded. According
to (3.3), Qout = pout−paw

Rlin
. Since Rlin is bounded, Qout(t) is bounded if pout and paw

are bounded. In open loop pout(t) := pcontrol(t − τb) = ptarget(t − τb), invoking
Assumption 3.2 it is ensured that pout(t) is bounded. The airway pressure is defined as
paw(t) = Chplung(t)+Dhpcontrol(t−τb), see (3.7). Because the dynamics in (3.7) are
exponentially stable according to Lemma 3.1 and the target pressure is bounded, paw(t)
is bounded as well. Hence, Qout(t) is bounded and its PE upper bound is ensured.

The proof of the PE lower bound is a special case of the proof presented in Reinders
et al. (2021b, Lemma 1). In Reinders et al. (2021b, Lemma 1), patient effort (ṗpat) is
considered and R̂lin is not equal to zero, i.e., not in open-loop ventilation. By following
the same strategy but considering ṗpat = 0 and R̂lin = 0, the PE lower bound α0 is
ensured. Therewith both PE bounds for Qout(t) are proved, hence Qout(t) is PE.

Theorem 3.1. Consider the estimator dynamics with delay compensation in (3.24) and
(3.25), and adopt Assumptions 3.1, 3.2, and 3.3. Then, R̂lin(t) converges exponentially
and monotonically to Rlin(t) and 0 ≤ R̂lin(t) ≤ Rlin holds for t ≥ 0.
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Proof. First, Corollary 4.3.2 in Ioannou and Sun (1996) is invoked. This corollary
guarantees that if the exciting variable, i.e.,Qout(t), is PE and β > 0, then the estimated
parameter R̂lin(t) converges exponentially to the true parameterRlin. These conditions
are met by invoking Lemma 3.2 and Assumption 3.1. Therewith, the least-squares
estimation error eLS(t) = Rlin − R̂lin(t) converges to zero exponentially, i.e., R̂lin(t)

converges to Rlin exponentially.
Next, it is proved that R̂lin(t) converges monotonically and therewith remains in

the set 0 ≤ R̂lin(t) ≤ Rlin for t ≥ 0. First, it is shown that P (t) remains positive if
the estimator design ensures Assumption 3.1. For an arbitrary small positive P (t) in
(3.24) it is seen that Ṗ (t) > 0, because β > 0. Therefore, P (t) > 0 for all t ≥ 0.
Next, (3.25) is used to show monotonic convergence of R̂lin(t). The estimation error
dynamics are ėLS(t) = −P (t)

Q2
out(t−τs)
m2 eLS(t), with P (t) > 0,Q2

out(t−τs) > 0, and
m > 0. Therefore, eLS(t) is converging monotonically to zero and never changing sign.
Furthermore, R̂lin(0) is chosen as defined in Assumption 3.1, hence, 0 ≤ R̂lin(t) ≤
Rlin for all t ≥ 0.

Concluding, it is shown that the system is exponentially stable during the calibra-
tion phase. Furthermore, the hose-resistance estimate converges to the true parameter
exponentially and monotonically, and 0 ≤ R̂lin(t) ≤ Rlin,∀t ≥ 0.

3.5.3.2 ISS of the closed-loop system with linear compensation

In this section, ISS of the closed-loop tracking error dynamics as presented in (3.19)
with respect to the input w(t) is ensured. In other words, ISS of the controlled system
in the compensation phase is guaranteed. This is achieved by using Theorem 3.2 below,
the proof of this theorem is appended in Appendix 3.A.

Theorem 3.2. Consider a scalar NDDE

d

dt
(e(t)− γe(t− τ)) = ae(t) + be(t− τ) + w(t) (3.27)

with an external input w(t), a state e(t), a positive real delay τ , and real scalar system
parameters γ, a, and b. The given neutral delay differential equation is input-to-state
stable if

• 0 ≤ γ < 1;

• a < 0;

• b ≥ 0;

• |a| > |b|.

Theorem 3.2 states that the scalar NDDE (3.19), representing the error dynamics in
the compensation phase, is ISS with respect to the input w(t) if the parametric bounds
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in Theorem 3.2 are satisfied. Substituting the system parameters of (3.19) in the in-
equalities in Theorem 3.2 results in the following inequality conditions on the system
parameters:

0 ≤ R̂linBhClung
(

1 +
Rlung
Rleak

)
< 1, (3.28)

Ah < 0, (3.29)

R̂linBh
Rleak

≥ 0, (3.30)

|Ah| > |
R̂linBh
Rleak

|. (3.31)

Assuming that all system parameters, i.e., resistances and compliance, are positive,
bounds on R̂lin are obtained such that the inequalities are satisfied. From these bounds a
single bound for the resistance estimate R̂lin is obtained that ensures all bounds (3.28)-
(3.29):

0 ≤ R̂lin < Rlin +
RleakRlung
Rleak +Rlung

. (3.32)

If the bound in (3.32) is ensured, then the NDDE in (3.19) is ISS according to The-
orem 3.2. In Theorem 3.1 it is ensured that 0 ≤ R̂lin(t) ≤ Rlin in the estimation
phase. Therefore, R̂lin in the compensation phase always satisfies (3.32). Therewith,
the system is ISS in the compensation phase. Therewith, the second contribution of this
chapter is complete.

3.6 Quadratic hose resistance and estimator
In this section, the quadratic hose resistance is addressed and included in the proposed
control strategy to improve performance. This is the third contribution of this chapter.

3.6.1 Quadratic hose resistance
In Section 3.2, the nonlinearity of the hose is recognized as a relevant system property
for control which is often neglected in literature. In Fig. 3.3, it is clearly seen that the
relation between the flow through the hose Qout and the pressure drop over the hose
∆p is nonlinear. This nonlinearity is accurately modeled by the following relation:

∆p = RlinQout +RquadQout|Qout| (3.33)

with Rlin and Rquad the linear and quadratic resistance coefficients, respectively. Note
that Rhose(Qout) in Fig. 3.4 is replaced by the quadratic hose model in (3.33). To
compensate for the pressure drop ∆p in the control strategy of Fig. 3.4, estimates of
the parameters Rlin and Rquad are used to compute the estimated pressure drop ∆p̂ =

R̂linQout + R̂quadQout|Qout|.
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3.6.2 Quadratic hose model estimation
To estimate the parameters of the quadratic hose model, Rlin and Rquad, the estimator
with delay compensation in (3.21) and (3.22) is extended to

˙̂
θ(t) =P (t)

pout(t− τ̂s)− paw(t− τs)
m2

φ0(t− τ̂s)

− P (t)
θ̂(t)φ0(t− τ̂s)

m2
φ0(t− τ̂s)

(3.34)

and

Ṗ (t) = βP (t)− P (t)
φ0(t− τ̂s)φT0 (t− τ̂s)

m2
P (t), (3.35)

where θ̂(t) =

[
R̂lin(t)

R̂quad(t)

]
, P (t) =

[
P11(t) P12(t)
P21(t) P22(t)

]
, φ0(t) =

[
Qout(t)

Qout(t)|Qout(t)|

]
,

m is the scalar normalization parameters, and β is the scalar exponential forgetting
factor. To handle the output delay τs in the estimator the same method as proposed
in Section 3.5.1 is used, i.e., pout(t) and Qout(t) are delayed by τ̂s before entering
the estimator. The performance gain with this quadratic hose model is experimentally
shown in Section 3.8.

3.7 Simulation case study
In this section, the results of a simulation case study are presented. In this case study,
the dynamics with a linear hose-resistance model from Section 3.4 and the linear esti-
mator and compensator from Section 3.5 are considered. The goal of this simulation
case study is threefold. First, it shows the effect of delay compensation, proposed in
Section 3.5.1, on the estimator and resulting tracking performance. Second, it shows
the potential of the proposed control strategy. Third, it validates the obtained analytical
results of Section 3.5.3.2.

A test case description is given in Section 3.7.1 and the simulation results are pre-
sented and discussed in Section 3.7.2.

3.7.1 Test case description
In this simulation case study, a sedated patient under Pressure Controlled Ventilation
(PCV) ventilation is considered. The patient and hose parameters are presented in Table
3.1. The considered target pressure consists of a filtered block signal where PEEP and
IPAP are 5 and 20 mbar, respectively. The breathing frequency, i.e., respiratory rate, of
the target pressure is 15 breaths per minute.

Three different controllers are compared in this simulation case study. An inte-
gral feedback controller with transfer function C(s) = 6.285

s , with s ∈ C the Laplace
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Table 3.1. Controller settings and the patient-hose configuration, as used in the
simulations.

Parameter Value Unit
β 0.7 s−1

P (0) 5× 10−8 s/mL2

R̂lin(0) 0 mbar s/L
m 1 -
Rleak 24 mbar s/L
Rlung 5 mbar s/L
Rlin 4.4 mbar s/L
Clung 20 mL/mbar

variable, is used as a benchmark control strategy. Furthermore, two hose-compensation
(HC) controllers are considered. The first HC controller does not compensate the sensor
delay, i.e., τ̂s = 0. The second HC controller compensates the sensor delay exactly, i.e.,
τ̂s = τs = 16 ms. The HC controllers are in the estimation phase for approximately
5 breaths. Thereafter, estimation is turned off and compensation is turned on with a
constant hose-resistance estimate R̂lin. The controller parameters for both controllers
are also presented in Table 3.1.

3.7.2 Simulation results
The results of the simulations are shown in Fig. 3.5 and 3.6. Fig. 3.5 shows the result-
ing airway pressure and the patient flow for the considered control strategies, and the
estimated resistance R̂lin is shown in Fig. 3.6. The calibration phase is indicated by the
gray background in the figures and the compensation phase is indicated by the white
background.

First the control strategies are compared during the calibration phase. The airway
pressure for both HC controllers does not converge to the target pressure because hose
compensation is not active yet, see Fig. 3.5. Fig. 3.6 shows convergence of both estima-
tors during the calibration phase. It is clearly observed that the timing mismatch in the
signals, i.e., τ̂s = 0, causes oscillations in the estimate. The compensation for these de-
lays, i.e., τ̂s = τs, solves this problem and results in exact convergence of the estimate,
as supported by the analysis in Section 3.5.3.1. Note that the worst-case switching time
is considered for the HC controller with τ̂s = 0.

Next, performance of all three controllers is analyzed during the compensation
phase. Fig. 3.5 shows that the benchmark controller has significant overshoot and un-
dershoot in the airway pressure. Another important limitation of the benchmark con-
troller is the overshoot in patient flow, as shown in Fig. 3.5. This overshoot in patient
flow can induce false triggering of breaths.

Both HC controllers show a significant improvement in tracking performance. They
have a small mismatch between the airway and target pressure during the transient
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phases. This mismatch is caused by the blower delay τb, which causes the compensa-
tion to be slightly too late. These mismatches are significantly smaller than the mis-
match of the benchmark controller. Fig. 3.5 shows that both HC controllers have zero
overshoot in the patient flow. Finally, it is observed that the HC controller without delay
compensation is slightly overcompensating, see the first zoom plot in Fig. 3.5. This is
caused by the fact that the constant estimate R̂lin is slightly too high.

Concluding, it is shown that delay compensation ensures convergence of the resis-
tance estimate to the true hose resistance and improved tracking performance. Also the
analytical results of Section 3.5.3.2 are validated.
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Fig. 3.5. Simulation results of the benchmark and both linear hose-compensation
control strategies. This figure shows the resulting airway pressure and patient
flow for all control strategies. It clearly shows that both hose-compensation
strategies avoid overshoot in both pressure and flow. Furthermore, it shows that
the delay compensation avoid a slight mismatch in pressure at the plateau values
as shown in the first inset.
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Fig. 3.6. Estimated hose resistance R̂lin of both hose-compensation controllers,
showing that the delay compensation avoids oscillations and results in an exact
estimation of the hose resistance.

3.8 Experimental case study

In this section, an experimental case study is conducted to show that explicitly account-
ing for the output delay and nonlinear nature of the hose-resistance model in the con-
trol strategy can significantly improve performance. In Section 3.8.1, the experimental
setup and considered case are presented. The results with the control strategy using
a linear hose-resistance model are analyzed in Section 3.8.2. Then, in Section 3.8.3,
experimental results of the controller with the quadratic hose-resistance estimator with
and without delay compensation are shown.

3.8.1 Experimental setup and case description

The main components of the experimental setup used in this case study are depicted
in Fig. 3.7. This figure shows a Macawi blower-driven mechanical ventilation mod-
ule (DEMCON Macawi respiratory systems, Best, The Netherlands). The ventilator is
attached to a dSPACE system (dSPACE GmbH, Paderborn, Germany), where the con-
trols are implemented using MATLAB Simulink (MathWorks, Natick, MA) running at
a sampling frequency of 500 Hz. Furthermore, the ASL 5000™Breathing Simulator
(IngMar Medical, Pittsburgh, PA) is used to emulate the patient.

The patient and controller parameters used in Section 3.8.2 are presented in Table
3.1. The control parameters of the quadratic HC controller, used in Section 3.8.3, are
given in Table 3.2.

3.8.2 Sequential estimation and compensation with a linear hose
model

In this section, the control scheme as described in Sections 3.3, 3.4, and 3.5 is imple-
mented in the experimental setup. The resulting airway pressure and patient flow are
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Breathing simulator

Respiratory
module

paw sensor
tubeHose

Fig. 3.7. Experimental setup with the most important parts, i.e., blower-driven
ventilator, ASL 5000 breathing simulator, and the hose.

Table 3.2. Control parameters of the nonlinear hose-compensation controller.

Parameter Value Unit
β 0.5 s−1

P (0)

[
5× 10−8 0

0 1× 10−14

] [
s mL−2 s2 mL−3

s2 mL−3 s3 mL−4

]
R̂lin(0) 0 mbar s/L
R̂quad(0) 0 mbar s2/L2

depicted in Fig. 3.8. Fig. 3.9 shows the linear resistance estimate for both HC con-
trollers. The gray area in these figures represents the calibration phase of the HC con-
trollers. The white area represents the compensation phase of the HC control strategies.

The tracking performance of the different controllers in the compensation phase is
shown in Fig. 3.8. The benchmark controller shows clear overshoot and undershoot
in the airway pressure and the patient flow. The HC control strategies show a strong
reduction in pressure overshoot. A slight overcompensation is observed in the plateau
phases, indicating an overestimation of the hose-resistance in these phases. Further-
more, the HC controllers show almost no overshoot and undershoot in patient flow. It
is concluded that the HC control strategy improves performance significantly.

Fig. 3.9 shows a clear difference between the two HC control strategies. It is ob-
served that both resistance estimates are oscillating in the calibration phase. This is
caused by the nonlinear nature of the hose resistance. The linear resistance estimate is
oscillating with the flow because it cannot capture the quadratic hose resistance. The
dispersion of the estimate with delay compensation is significantly smaller than without
delay compensation. Also, delay compensation results in a lower estimate value. This
is also observed in the performance of the controller. Fig. 3.8 shows that the steady-
state overcompensation is slightly smaller when compensating for the delay. Note that
the switch times represent the worst-case scenario.
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Fig. 3.8. Experimental results of the benchmark and linear hose-compensation
control strategies with open-loop estimation. This figure shows the resulting
airway pressure and patient flow. It clearly shows that both hose-compensation
strategies reduce overshoot in both pressure and flow. Furthermore, it shows that
the delay compensation reduces the mismatch in pressure at the plateau values
as shown in the first zoom plot.

From these experiments, it is concluded that the HC control strategy significantly
improves pressure tracking performance and delay compensation improves performance
even further.
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Fig. 3.9. Estimate R̂lin of the hose-compensation controllers. Showing that the
delay compensation results in slightly lower values and smaller oscillations. The
figure shows that the delay compensation reduces oscillations in the resistance
estimate slightly.

3.8.3 Simultaneous estimation and compensation with a quadratic
hose model

In this section, the control scheme as described in Sections 3.3 and 3.6 is analyzed in an
experimental case study. Note that estimation and compensation are performed simul-
taneously in this section. A significant advantage of simultaneous estimation and com-
pensation is that performance is improved immediately, and that the controller adapts
to changes immediately.

The results of the experiments with the nonlinear HC controllers are shown in
Fig. 3.10 and 3.11. The benchmark controller is exactly the same as in the previous
section; therefore, it is not addressed separately here.

The HC controller without delay compensation shows significant pressure overshoot
in Fig. 3.10. This is caused by the peak in the hose-resistance estimate, see Fig. 3.11.
This peak in the estimates is a result of the timing mismatch between the signals. This
controller shows overshoot comparable to the overshoot of the benchmark controller;
however, settling time is significantly shorter. Overshoot and undershoot in patient flow
is significantly reduced compared to the benchmark.

The HC controller with delay compensation, i.e., τ̂s = 16 ms, shows almost no over-
shoot in pressure and zero overshoot in patient flow. Considering the hose-resistance
estimate, see Fig. 3.11, it is observed that the estimate is significantly lower and has a
smaller dispersion than the HC controller without delay compensation. Concluding, the
nonlinear HC controller with delay compensation out performs the other control strate-
gies presented in this chapter in terms of steady state-tracking error, pressure overshoot,
and patient flow overshoot. This case study shows that the pressure tracking perfor-
mance depends on the accuracy of the estimated delay τ̂s. However, for τ̂s = 0, which
is a very poor delay estimate, the proposed control strategy still outperforms the bench-
mark controller. This fact also underlines the robustness of the proposed approach for
a mismatch in the delay estimate.
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Fig. 3.10. Experimental results of the benchmark and the nonlinear hose com-
pensation control strategies with online estimation. This figure shows the result-
ing airway pressure and patient flow. The figure clearly shows that the hose-
compensation control strategies reduce overshoot in both flow and pressure sig-
nificantly. Furthermore, it shows that overshoot in pressure is reduced signifi-
cantly by including delay compensation in the controller.

The estimated hose models and the actual hose model are displayed in Fig. 3.12.
It shows a hose-resistance curve obtained through a static calibration, the dispersion
of the two estimated models upon convergence, and a hose-resistance curve measured
during ventilation. Firstly, a clear difference between the static calibration and the
online curve is observed. Because of the relatively low pressures during calibration,
the calibration resistance is significantly lower than the resistance during ventilation. It
is clearly observed that the estimated curve without delay compensation resembles the
hose-resistance curve of the static calibration the best. The HC controller with delay
compensation obtains an accurate estimate of the online hose-resistance curve. Also,
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Fig. 3.11. Estimated R̂lin and R̂quad of the different hose-compensation con-
trollers with a quadratic hose-resistance model. The figure shows that the delay
compensation reduces oscillations in the resistance estimates significantly.

the dispersion of this estimate is much smaller than the dispersion of the curve without
delay compensation. Hence, online estimation with delay compensation results in the
best model of the hose resistance during ventilation.

Concluding, explicitly taking into account the nonlinearity of the hose and compen-
sating for the measurements delays in the estimators can significantly improve estima-
tion and pressure tracking performance in ventilation systems.
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Fig. 3.12. Actual hose-resistance model and the dispersion of the estimated
models. The figure shows that the dispersion of the estimated model is smaller
when compensating for the sensor delay τs. Furthermore, the estimated hose-
model when compensating for the sensor delay gives a better representation of
the actual hose resistance during ventilation.
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3.9 Conclusions and future work

It this chapter, pressure tracking performance for mechanical ventilation is significantly
improved. This is achieved by addressing two system properties of mechanical ventila-
tion system, namely, delays in the system dynamics and nonlinear characteristics of the
hose resistance. It is shown that using explicit knowledge about these system properties
in the controller improves pressure tracking performance significantly.

A control strategy that estimates a hose-resistance model and uses this estimated
model to compensate the pressure drop over the hose is presented. Then, a compensa-
tion of the output delay is included in the estimator of this control strategy. Analytically
it is proved that the estimated hose resistance with this delay compensation converges to
the true hose resistance and that the closed-loop system is Input-to-State Stable (ISS).
Furthermore, it is shown in simulations and experiments that this delay compensation
improves performance.

Thereafter, the linear hose-resistance model used in this control strategy is extended
to a quadratic resistance model. In an experimental case study a significant increase in
tracking performance compared to the other control strategies is observed. Concluding,
this chapter shows that explicitly taking into account output delays and the nonlinear
hose characteristics in the control strategy can improve pressure tracking performance.
Therewith, patient support and comfort is improved.

Experimental validation of the proposed control strategy on use-cases with sponta-
neously breathing patients is left for future work. The results in Reinders et al. (2021b)
are promising regarding the robustness of the proposed method in case of spontaneously
breathing patients. Also, analytical stability proofs of the controller with the quadratic
hose-resistance model is left for future work.

3.A Appendix

This appendix contains the proof of Theorem 3.2. The proof of Theorem 3.2 consists
of three main steps:

• Lemma 3.3 shows that the unforced scalar NDDE, i.e., (3.27) with w(t) = 0 ∀ t,
is exponentially stable, i.e., converging to zero exponentially fast.

• Lemma 3.4 shows that the system response of (3.27) for a bounded input w(t)
and zero initial condition, i.e., e(t) = 0, ∀ t ∈ [−τ, 0], is bounded.

• Theorem 3.2 is proved using the obtained properties of the unforced and forced
solution of (3.27), and the fact that the explicit solution of (3.27) is the sum of
the unforced and forced solution.

In Definition 3.2 the fundamental function k(t) for the NDDE in (3.27) without
input is given.



82 Chapter 3. Adaptive nonlinear hose compensation control

Definition 3.2 (Scalar version of the fundamental matrix defined in Kharitonov (2013)
and Bellman and Cooke (1963)). Let k(t) be a solution of the equation

d

dt
[k(t)− γk(t− τ)] = ak(t) + bk(t− τ), t ≥ 0, (3.36)

that satisfies the following conditions:

• initial condition, k(t) = 0, for t < 0, and k(0) = 1;

• sewing condition, k(t)− k(t− τ)γ is continuous for t ≥ 0.

Then k(t) is known as the fundamental function of system (3.27) with w(t) = 0 for all
t ≥ 0.

The definition of global exponential stability of a scalar NDDE is given in Definition
3.3.

Definition 3.3 (Based on Definition 1.21 in Michiels and Niculescu (2014)). The null
solution of the scalar NDDE in (3.27) with zero input, i.e., w(t) = 0 ∀ t, is globally
exponentially stable if and only if there exist constants C > 0 and γ > 0 such that

∀ϕ ∈ C ([−τ, 0],R), ‖et(ϕ)‖s ≤ Ce−γt‖ϕ‖s, (3.37)

where the function segment ϕ is the initial condition of (3.27) and ‖ · ‖s denotes the
supremum norm.

In Proposition 3.1 properties of the NDDE without input that ensure global expo-
nential stability of its null solution are given.

Proposition 3.1 (Based on Proposition 1.22 in Michiels and Niculescu (2014)). The
null solution of the scalar NDDE in (3.27) with zero input, i.e., w(t) = 0 ∀ t, is globally
exponentially stable if and only if all characteristic roots are located in the open left half
plane and bounded away from the imaginary axis.

The characteristic roots of an NDDE are defined in (Michiels and Niculescu, 2014,
p. 16). The characteristic roots are the values for λ for which the characteristic equation
holds. The characteristic equation of the scalar NDDE (3.27) with zero input w(t) =
0 ∀ t is

det(∆N (λ)) = 0 (3.38)

with

∆N (λ) := λ(1− γe−λτ )− a− be−λτ . (3.39)

Next, Lemma 3.3 proves that the unforced scalar NDDE, i.e., (3.27) with w(t) =
0 ∀ t, is globally exponentially stable, i.e., its solutions are converging to zero exponen-
tially. First it is shown that the real parts of the roots of its characteristic equations are



3.A Appendix 83

strictly negative. Thereafter it is shown that the spectral abscissa, i.e., the asymptote to
which the infinte sequence of poles of the NDDE converge, is strictly negative. This
ensures that the infinite sequence of poles is negative and does not converge towards
the imaginary axis. Finally, Proposition 3.1 is invoked to ensure exponential stability.

Lemma 3.3. The scalar NDDE (3.27) with zero input w(t) = 0 ∀ t is globally expo-
nentially stable if 0 ≤ γ < 1, a < 0, b ≥ 0, and |a| > |b|.

Proof. From (3.38), the characteristic roots of (3.27) are given by

λ =
a+ be−λτ

1− γe−λτ
. (3.40)

Using the definition of products of exponentials, Euler’s formula, c := cos(−Im(λ)τ),
and s := sin(−Im(λ)τ) gives

e−λτ = e−Re(λ)τe−jIm(λ)τ

= e−Re(λ)τ (cos(−Im(λ)τ) + j sin(−Im(λ)τ))

= e−Re(λ)τ (c+ js),

(3.41)

where j is the imaginary unit. Substitution of (3.41) in (3.40) gives

λ =

λA︷ ︸︸ ︷
a+ be−Re(λ)τ c+

λB︷ ︸︸ ︷
jbe−Re(λ)τs

1− γe−Re(λ)τ c︸ ︷︷ ︸
λC

+−jγe−Re(λ)τs︸ ︷︷ ︸
λD

=
λA + λB
λC + λD

, (3.42)

where λA and λC are real numbers and λB and λD are pure imaginary numbers. Next,
this equation is rewritten by multiplying the numerator and denominator by the complex
conjugate of the denominator:

λ =
λA + λB
λC + λD

λC − λD
λC − λD

=
λAλC − λAλD + λBλC − λBλD

λ2
C − λ2

D

. (3.43)

Since λAλC , λBλD, λ2
C , and λ2

D are real numbers and λAλD and λBλC are pure
imaginary numbers, the real part and imaginary parts of this equation are separated,
resulting in an equation for the real parts of the characteristic roots:

Re(λ) =
λAλC − λBλD
λ2
C − λ2

D

. (3.44)

For λ to be an eigenvalue, it must satisfy this equation. Next, it is shown that for non-
negative real parts of λ, i.e., Re(λ) ≥ 0, this equation cannot be satisfied given the
bounds on the parameters a, b, and γ. It is shown that for Re(λ) ≥ 0 the denominator
of (3.44) is strictly positive and its numerator is strictly negative, i.e., the right-hand side
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is strictly negative. Therewith, it is shown that (3.44) cannot be satisfied forRe(λ) ≥ 0,
hence, there exist no non-negative eigenvalues.

It is shown that for Re(λ) ≥ 0 the denominator of (3.44) is strictly positive, i.e.,

1 + γ2e−2Re(λ)τ − 2γe−Re(λ)τ c > 0. (3.45)

For Re(λ) ≥ 0 it holds that e−Re(λ)τ ∈ [0, 1], hence 2γe−Re(λ)τ ≥ 0. Using this,
the left-hand side of (3.45) is lower bounded for c = 1 using c := cos(−Im(λ)τ) ∈
[−1, 1]. This gives an inequality that is more strict than (3.45)

1 + γ2e−2Re(λ)τ − 2γe−Re(λ)τ = (1− γe−Re(λ)τ )2 > 0. (3.46)

This inequality holds because 0 ≤ γ < 1 and e−Re(λ)τ ∈ [0, 1], hence, 0 ≤ γe−Re(λ)τ

< 1. Therefore, it is proved that the denominator of (3.44) is strictly positive for
Re(λ) ≥ 0.

Next, it is shown that the numerator of (3.44) is strictly negative for Re(λ) ≥ 0,
i.e.,

a+ be−Re(λ)τ c− aγe−Re(λ)τ c− bγe−2Re(λ)τ < 0. (3.47)

Because b ≥ 0, −aγ ≥ 0, and e−Re(λ)τ ∈ [0, 1], it is known that c = 1 gives an
upper bound for (3.47). Therefore, showing that (3.47) with c = 1 is strictly negative is
sufficient. This gives

(a+ be−Re(λ)τ )− (a+ be−Re(λ)τ )γe−Re(λ)τ

= (a+ be−Re(λ)τ )(1− γe−Re(λ)τ ) < 0.
(3.48)

Using the parameter bounds and Re(λ) ≥ 0, the first part between brackets is strictly
negative, and the second part between brackets is strictly positive. Therefore, it is en-
sured that the numerator of (3.44) is strictly negative for Re(λ) ≥ 0. Hence, the char-
acteristic roots of (3.27) with the given parameter bounds are strictly negative.

It remains to proof that the spectral abscissa cD are in the open left-half plane. The
spectral abscissa cD is, according to Michiels and Niculescu (2014, p. 19), defined as

cD := sup{Re(λ) : det ∆D(λ) = 0} (3.49)

with ∆D(λ) = 1 − γe−λτ . The spectral abscissa is the supremum of the real part of
the solution of (using the definition of products of exponentials and Euler’s formula):

1− γe−Re(λ)τ (c− js) = 0. (3.50)

Considering the real part only gives

1− γe−Re(λ)τ c = 0. (3.51)
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This gives

Re(λ) = −1

τ
ln

(
1

γc

)
. (3.52)

For c < 0, the right-hand side is imaginary, hence, it has no solutions. The supremum
for this equation is given by c = 1, which gives spectral abscissa cD = − 1

τ ln
(

1
γ

)
.

Since 0 ≤ γ < 1, it is concluded that cD < 0, i.e., the spectral abscissa is strictly
smaller than zero.

Invoking Proposition 3.1 ensures exponential stability of the scalar NDDE in (3.27)
with zero input, given the bounds on the parameters. Therewith, the proof of this lemma
is completed.

In Lemma 3.4 it is proved that the states of the scalar NDDE in (3.27) with input
w(t) and zero initial condition, i.e., e(t) = 0, ∀ t ∈ [−τ, 0], remain bounded if the
parameters satisfy 0 ≤ γ < 1, a < 0, b ≥ 0, and |a| > |b|. In the proof of Lemma
3.4 an explicit solution of (3.27) with zero initial condition is derived. Thereafter, it is
shown that this expression is bounded, i.e., e(t) is bounded, for bounded inputs w(t).

Lemma 3.4. The scalar NDDE in (3.27) with input w(t) and zero initial condition, i.e.,
e(t) = 0, ∀ t ∈ [−τ, 0], remains bounded if the parameters satisfy 0 ≤ γ < 1, a < 0,
b ≥ 0, and |a| > |b| and the input w(t) is bounded.

Proof. To obtain the explicit solution of (3.27) for zero initial condition, the proof of
Theorem 6.1 in Kharitonov (2013) is followed. Let t > 0 and ξ ∈ (0, t). Using (3.36),
the following partial derivative is computed

J :=
∂

∂ξ
([k(t− ξ)− γk(t− ξ − τ)] e(ξ, ϕ))

=− [ak(t− ξ) + bk(t− ξ − τ)] e(ξ, ϕ) (3.53)
+ [k(t− ξ)− γk(t− ξ − τ)] ė(ξ, ϕ)

The last line in the previous equation is rewritten using the fact that e(ξ, ϕ) is a solution
of (3.27). This results in

J1 := [k(t− ξ)− γk(t− ξ − τ)] ė(ξ, ϕ)

=k(t− ξ) [ae(ξ, ϕ) + be(ξ − τ, ϕ)

+γė(ξ − τ, ϕ) + w(t)]

− γk(t− ξ − τ)ė(ξ, ϕ).

(3.54)

Now, (3.54) is substituted in (3.53) and terms are canceled out, resulting in the following
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equality:

J :=
∂

∂ξ
([k(t− ξ)− k(t− ξ − τ)] e(ξ, ϕ))

=k(t− ξ)γė(ξ − τ, ϕ)− k(t− ξ − τ)γė(ξ, ϕ)

+ k(t− ξ)be(ξ − τ, ϕ)− bk(t− ξ − τ)e(ξ, ϕ)

+ k(t− ξ)w(t).

(3.55)

Integrating this equality by ξ from 0 to t results in:

[k(0)− γk(−τ)] e(t, ϕ)− [k(t)− γk(t− τ)] e(0, ϕ)

=

∫ t

0

γk(t− ξ)ė(ξ − τ, ϕ)dξ −
∫ t

0

γk(t− ξ − τ)ė(ξ, ϕ)dξ

+

∫ t

0

bk(t− ξ)e(ξ − τ, ϕ)dξ −
∫ t

0

bk(t− ξ − τ)e(ξ, ϕ)dξ

+

∫ t

0

k(t− ξ)w(t)dξ.

(3.56)

Now, filling in the initial condition property for k(t), i.e., k(0) = 1 and k(−τ) = 0,
and some rewriting (by shifting the integration interval) gives the explicit solution of
(3.27):

e(t, ϕ) = [k(t)− γk(t− τ)] e(0, ϕ)

+

∫ 0

−τ
bk(t− ξ − τ)e(ξ)dξ

+

∫ 0

−τ
γk(t− ξ − τ)ė(ξ)dξ

+

∫ t

0

k(t− ξ)w(t)dξ.

(3.57)

Next, the zero-initial condition values are filled in, i.e., e(0, ϕ) = 0 and e(ξ) =
ė(ξ) = 0, ∀ξ ∈ [−τ, 0]. Filling in gives the explicit solution of (3.27) with zero initial
condition:

e(t, ϕ) =

∫ t

0

k(t− ξ)w(ξ)dξ, t ≥ 0. (3.58)

From Definition 3.2, it is known that the fundamental function k(t) satisfies the same
NDDE as the considered system (3.27) with zero input, i.e., w(t) = 0. Therefore,
invoking Lemma 3.3 shows that k(t) is exponentially stable, i.e., ‖k(t)‖ ≤ Ce−γt for
some positive constants C and γ, see Definition 3.3. Using this property of k(t) and
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(3.58), the following result is obtained for the scalar NDDE with zero initial condition:

|e(t, ϕ)| ≤
∫ t

0

|Ce−γ(t−ξ)|dξ sup
s≥0
|w(s)|

=
C

γ
sup
s≥0
|w(s)|[e−γ(t−ξ)]t0

=
C

γ
sup
s≥0
|w(s)|

(
1− e−γt

)
≤ C

γ
sup
s≥0
|w(s)|.

(3.59)

This results ensures that the state of the NDDE in (3.27) is bounded if it has a bounded
input and starts with zero initial condition, i.e., e(t) = 0 for t ≤ 0.

Finally, in the proof of Theorem 3.2, the results of Lemma 3.3 and 3.4 are used to
show that the NDDE in (3.27) is ISS.

Proof of Theorem 3.2. The explicit expression for e(t, ϕ) in (3.57) shows that the ex-
plicit solution of (3.27) is the sum of the solution with non-zero initial condition and
zero input, and the solution with zero initial condition and non-zero input. This ensures
that the following bound on e(t, ϕ) exists (using Lemma 3.3 and 3.4, and Proposition
3.1):

|e(t, ϕ)| ≤ C1e
−γ1t +

C2

γ2
sup
s≥0
|w(s)| (3.60)

with C1, C2, γ1, and γ2 all positive scalar values. Therewith, the ISS proof of a scalar
NDDE (3.27) with parameters that satisfy 0 ≤ γ < 1, a < 0, b ≥ 0, and |a| > |b| is
complete.





Chapter 4

Improving mechanical ventilation for
patient care through repetitive control

Abstract – Mechanical ventilators sustain life of patients that are unable to breathe (sufficiently) on their
own. The aim of this chapter is to improve pressure tracking performance of mechanical ventilators for a
wide variety of sedated patients. This is achieved by utilizing the repetitive nature of sedated ventilation
through repetitive control. A systematic design procedure of a repetitive controller for mechanical ventilation
is presented. Thereafter, the controller is implemented in an experimental setup showing superior tracking
performance for a variety of patients.

4.1 Introduction
Mechanical ventilators are essential equipment in Intensive Care Units (ICUs) to assist
patients who cannot breathe on their own or need support to breathe sufficiently. The
goal of mechanical ventilation is to ensure adequate oxygenation and carbon dioxide
elimination (Warner and Patel, 2013), and thereby sustaining the patient’s life. In 2005
over 790,000 patients required ventilation in the United States alone (Wunsch et al.,
2010). Therefore, improving mechanical ventilation improves treatment for a large
population worldwide.

In pressure controlled ventilation modes, the mechanical ventilator aims to track
a clinician set pressure profile at the patient’s airway. An example of such profile is
depicted in Fig. 4.1. The Inspiratory Positive Airway Pressure (IPAP) and Positive
End-Expiratory Pressure (PEEP) induce airflow in and out of the lungs, respectively.
This alternating flow of air allows the lungs to exchange CO2 for O2 in the blood.

Accurate tracking of the preset pressure profile is essential to ensure sufficient pa-
tient support and has spurred substantial research to improve control performance. Ac-

The contents of this chapter are published in Reinders et al. (2020).
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Fig. 4.1. Typical airway pressure for two breathing cycles of pressure controlled
ventilation, showing the set-point ( ) and the typical response ( ).

cording to Hunnekens et al. (2020), improved pressure tracking can prevent patient-
ventilator asynchrony. In Blanch et al. (2015), patient-ventilator asynchrony is even
associated with increased mortality rates. Furthermore, accurate tracking for a wide
variety of patients improves consistency of treatment over these different patients.

The challenging problem of pressure tracking in presence of uncertain patients has
spurred the development of a wide range of pressure control methodologies. In Hun-
nekens et al. (2020), variable-gain control is applied to overcome the trade-off between
fast rise times and small overshoot. A significant improvement in tracking performance
is shown in this work. However, the tracking error is still significant and the patient
flow is used in the control strategy, which is typically not available. In Borrello (2001),
adaptive feedback control is used. A patient model is estimated and the controller is
adaptively tuned to obtain the desired transfer-function characteristics. It is shown to
significantly improve performance in an experimental setting. However, in practice,
i.e., on actual patients, it is complex to obtain an accurate patient model, therewith
performance is expected to deteriorate. In Scheel et al. (2017), a model-based control
approach is applied to mechanical ventilation. It is shown that this can improve perfor-
mance. However, an accurate patient model is required which are typically not avail-
able in practical scenarios. In Li and Haddad (2012), model predictive control is used
to improve tracking performance in ventilation. However, this method also requires
an accurate patient which is typically not available. In Reinders et al. (2021b), adap-
tive hose-compensation control is used to significantly improve tracking performance
in ventilation. However, using the repetitive nature of breathing, tracking performance
can be improved even further.

Iterative Learning Control (ILC) and Repetitive Control (RC) can achieve superior
tracking performance utilizing limited model information and the repetitive nature of a
disturbance, e.g., the reference. ILC (Arimoto et al., 1984; Bristow et al., 2006; Moore,
1993) and RC (Hara et al., 1988; Inoue et al., 1981; Longman, 2010; Pipeleers et al.,
2009) are well-known control strategies. In these methods, the controller learns an
input signal using errors of previous tasks. In other application fields, ILC and RC are
extensively analyzed and successfully implemented, e.g., industrial robotics (Arimoto
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et al., 1984), wafer stages (De Roover and Bosgra, 2000), printer systems (Blanken
et al., 2020; Van Zundert et al., 2016), and in medical applications for a device to help
with stroke rehabilitation (Freeman et al., 2012).

Since an exact patient model is typically unavailable, such learning methods are par-
ticularly suitable for mechanical ventilation. In Scheel et al. (2015) and De Castro and
Tôrres (2019), ILC has been applied to mechanical ventilation. In De Castro and Tôrres
(2019), a significant improvement in pressure tracking performance is shown. However,
only simulation results are presented. In Scheel et al. (2015), a strong improvement in
tracking performance is shown in experiments. However, only causal filters are used
in the ILC design. In sharp contrast, non-causal filters could potentially improve per-
formance significantly because of the delays in ventilation systems (Borrello, 2005).
Furthermore, in this chapter, it is argued that RC is a more suitable approach in a me-
chanical ventilation setting, because it is a continuous process, i.e., the system states
are not reset between repetitions.

Although control has substantially improved tracking performance of ventilation,
data of previous breaths and a learning control approach can be used to improve tracking
performance by compensating all repeating disturbances. Therefore, the aim of this
chapter is to improve pressure tracking performance for fully sedated patients utilizing
the periodic nature of their breaths.

The main contribution of this chapter is the design of an RC in application to me-
chanical ventilation that achieves superior tracking performance for a wide variety of
patients. A step-by-step design process of this RC is presented. Thereafter, this con-
troller is implemented in an experimental setup and the performance is analyzed for a
variety of plants, varying from a baby to an adult patient.

The outline of this chapter is as follows. In Section 4.2, the control problem and
envisioned solution are presented. Thereafter, in Section 4.3, the control concept, sta-
bility results, and design procedure for RC are briefly explained. Then, in Section 4.4,
the design process of the RC for mechanical ventilation is explained in detail and per-
formance of the controller is analyzed in experiments. Finally, in Section 4.5, the main
conclusions are presented.

4.2 Control problem
In this section, the control problem is described in detail. In Section 4.2.1, a high-level
system description of the considered ventilation setup is given. Then, in Section 4.2.2,
the control problem and main challenges are described. Finally, the envisioned control
approach is briefly described in Section 4.2.3.

4.2.1 System description
A schematic of the considered blower-patient-hose system, with the relevant param-
eters, is shown in Fig. 4.2. The main components in the system are the blower, the
hose-filter system, and the patient.
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Fig. 4.2. Schematic representation of the blower-hose-patient system, with the
corresponding resistances, lung compliance, pressures, and flows.

A centrifugal blower compresses ambient air to achieve the desired blower outlet
pressure pout. This change in pout is controlled to achieve the desired airway pressure
paw near the patient’s mouth. The airway pressure is measured using a pilot line at-
tached to the module and the end of the hose. All pressures are defined relative to the
ambient pressure, i.e., pamb = 0.

The hose-filter system connects the blower to the patient. The difference between
the outlet pressure and the airway pressure results in a flow through the hose Qout,
related by a hose resistance Rhose. The change in airway pressure paw results in two
flows, namely, the leak flow Qleak and the patient flow Qpat. The leak flow is used to
flush exhaled CO2-rich air from the hose. The patient flow is required to ventilate the
patient.

The patient is modeled as a resistance Rlung and a compliance Clung. The patient
flow is a result of the lung resistance and the difference between the airway pressure
and the lung pressure plung, i.e., the pressure inside the lungs. The patient flow results
in a change in the lung pressure, the relation between patient flow and lung pressure
is given by the lung compliance. In this chapter, Frequency Response Function (FRF)
models of the experimental setup are considered as presented in Section 4.4.2.

4.2.2 Control problem and challenges
This chapter considers Pressure Controlled Mandatory Ventilation (PCMV) of fully
sedated patients. The goal in PCMV is to track a given airway pressure reference, i.e.,
preset by the clinician, repeatedly, see Fig. 4.1 for an example reference. This reference
is exactly periodic with a period length of N samples. In case of a fully sedated patient
N is preset by the clinician and exactly known. Besides this reference pressure, no other
disturbances are considered to be present.

In mechanical ventilation, it is challenging to track such references accurately be-
cause of the large plant variations. One single controller should achieve accurate track-
ing for all possible plant variations. The following components of the plant are typically
unknown and varying between patients:

• the patient can vary from a neonate to an adult;
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• the hose and leak resistance can vary dependent on the available hoses in the
hospital;

• the exact blower dynamics vary slightly from module to module.

Due to these unknown plant variations accurate inverse plant feedforward and high-gain
feedback control are infeasible.

Besides the plant variations, another challenge is the presence of delays in the sys-
tem. In the system a blower delay is present from the control output pcontrol to the
blower outlet pressure pout. Furthermore, delays from pout to paw and from the actual
airway pressure paw to the measured airway pressure are present. Such delays typically
deteriorate performance of classical feedback control strategies.

Because of the plant variations, the delays in the system, and the repetitive nature of
the reference signal, ILC and RC are considered particularly suitable control approaches
for this application. These control approaches in application to this control problem are
briefly discussed in the following section.

4.2.3 Control approach
ILC and RC are control approaches that learn a control signal to suppress the track-
ing error caused by a reproducing disturbance (or reference). The key aspect in these
approaches is that control actions are updated based on measured data from past dis-
turbance realizations. Only limited model knowledge is utilized to guarantee fast and
stable convergence. Using limited model knowledge and sufficient data, i.e., repetitions
of the reproducing disturbance, the consequences of inevitable modelling errors can be
suppressed and tracking performance can be improved. Therewith, these approaches
can achieve accurate tracking for wide plant variations using a model of an ’average’
system. Furthermore, these control approaches allow non-causal control actions, since
the control action is a priori known. This can result in a significant performance gain in
systems with delays, such as the considered ventilation system.

The key difference between ILC and RC is that in ILC the system is reset in between
tasks, i.e., the initial conditions are exactly the same, whereas in RC the system operates
in continuous time, without reset. Mechanical ventilation is a continuous process and
there is no reset between breaths. Hence, the initial conditions of a breath depend on the
previous breaths and inputs and are not always the same. Therefore, RC is considered
a more suitable control approach for the application of mechanical ventilation. In the
next section, the concept and theory of RC are treated.

4.3 Repetitive control
A closed-loop control system with a feedback controller and an add-on RC is depicted in
Fig. 4.3. In this figure, P denotes the plant, C is a linear stabilizing feedback controller,
R is the add-on RC, the robustness filter is denoted by Q, the learning filter is denoted
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Fig. 4.3. Block diagram of a classic feedback control system including an add-
on repetitive controller.

by L, and N denotes the length of the reproducing disturbance, i.e., the reference r, in
samples. The repetitive controller is designed in the z-domain, based on a discrete-time
plant model P in Fig. 4.3.

RC is based on the Internal Model Principle (IMP) (Francis and Wonham, 1975).
The IMP states that asymptotic disturbance rejection of an exogenous disturbance is
achieved if a model of the disturbance generating system is included in a stable feed-
back loop. For general N -periodic disturbances, a model of the disturbance generating
system can be obtained using a memory loop. Including this memory loop in the control
loop, see Fig. 4.3 with Q = L = 1, results in a transfer function from the reference to
the error with infinite rejection at the harmonics of N . Hence, a reference signal that is
exactly periodic with period length N is perfectly rejected.

In the remainder of this section, stability and filter design for RC are explained in
Section 4.3.1 and 4.3.2, respectively.

4.3.1 Stability analysis of repetitive control
In this section, stability properties of the controlled system with an RC are presented.
The presented stability conditions are a special case of the conditions in Longman
(2010, Theorem 4). First, the full closed-loop transfer function is obtained from Fig. 4.3

e = (I + PC(I +R))−1r

= (I + PC + (I + PC)(I + PC)−1PCR)−1r

= (I + PC + (I + PC)TR)−1r

= ((I + PC)(I + TR))−1r = (I + TR)−1︸ ︷︷ ︸
SR

(I + PC)−1︸ ︷︷ ︸
S

r,

(4.1)

where S is the sensitivity of the closed-loop system with R = 0, T is the complemen-
tary sensitivity with R = 0, i.e., T = 1 − S, and SR is referred to as the modifying
sensitivity. It is assumed that the sensitivity S is asymptotically stable due to design
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of C. Using this assumption and (4.1), it follows that the closed-loop is asymptotically
stable if and only if SR is asymptotically stable.

By substituting the transfer function of R := Lz−NQ(I − z−NQ)−1 in SR, it is
obtained that

SR = (I − z−NQ)(I − (I − TL)z−NQ)−1. (4.2)

This equation depends on the period length N , however, stability properties inde-
pendent of N are desired. Stability conditions independent of N are desired because
the breath length is often changed by a clinician. Hence, conditions independent of N
allow for filter design independent of N . Therefore, the Single-Input Single-Output
(SISO) stability condition in Theorem 4.1 below is commonly used, which is a special
case of the multi-variable case in Longman (2010, Theorem 4) and is independent of
N . Since this theorem is independent of N , controller design can be done independent
of the period length N .

Theorem 4.1. Assume that S and T are asymptotically stable. Then, SR is asymptoti-
cally stable for all N if

|Q(z)(1− T (z)L(z))| < 1,∀z = eiω, ω ∈ [0, 2π). (4.3)

Essentially, this theorem ensures that−(1−TL)z−NQ in (4.2) stays inside the unit-
circle and, therewith, encirclements of the -1 point never occur, i.e., Sr is asymptotically
stable. This implies that the entire loop in Fig. 4.3 is asymptotically stable.

4.3.2 Filter design for repetitive controller
Using the stability condition in Theorem 4.1, the following two-step design procedure
is followed for SISO RC systems, see Hara et al. (1988), Steinbuch (2002), Tomizuka
et al. (1989), and Blanken et al. (2020):

Procedure 4.1. (Frequency-domain SISO RC design, from Blanken et al. (2020)).

1. Given a parameteric model of the ’nominal’ complementary sensitivity T (z),
construct L(z) as an approximate stable inverse of T (z), i.e., L(z) ≈ T−1(z).

2. Using non-parametric FRF models, Ti(eiω), i ∈ {1, . . . Np} withNp the number
of patient models, of different patients, design one Q(z) such that Theorem 4.1 is
satisfied for Ti(eiω) ∀i ∈ {1, . . . Np}.

This procedure describes a systematic robust design method for RC. In step 1, the
L filter is based on a coarse parametric model of a ’nominal’ patient. In case T is
non-minimum phase or strictly proper, algorithms such as Zero Phase Error Tracking
Control (ZPETC), see Tomizuka (1987), can be used to obtain a stable L filter. Then,
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Fig. 4.4. Experimental setup consisting of the blower driven ventilator, ASL
5000 breathing simulation, and a hose.

in step 2, robustness to modeling errors and plant variations can be handled effectively.
This is done by using non-parametric FRF models of the complementary sensitivity,
which are easily obtained from experimental data (Pintelon and Schoukens, 2012). Us-
ing FRF models of different plants, stability for these different plants can be ensured
using step 2 of the procedure. In the following section, the described design procedure
is applied to the considered mechanical ventilation system.

4.4 Repetitive control applied to mechanical ventilation
scenarios

Next, RC is applied to a mechanical ventilation setup. First, the experimental venti-
lation setup is described in Section 4.4.1. The learning filter and robustness filter are
designed in Section 4.4.2 and 4.4.3, respectively. Finally, the RC is implemented on the
experimental setup and performance is compared to PID control in Section 4.4.4.

4.4.1 Setup and use-case description

The main components of the experimental setup used in this case study are depicted
in Fig. 4.4. The figure shows a Macawi blower-driven mechanical ventilation mod-
ule (DEMCON macawi respiratory systems, Best, The Netherlands). Furthermore, the
ASL 5000™Breathing Simulator (IngMar Medical, Pittsburgh, PA) is shown in the fig-
ure. This breathing simulator is used to emulate a linear one-compartmental patient
model as described in Bates (2009). Furthermore, a typical hose-filter system for ven-
tilation of a patient in a hospital setting is shown. The developed control algorithms
are implemented in a dSPACE system (dSPACE GmbH, Paderborn, Germany), which
is not shown in the figure.
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Table 4.1. Patient parameters and ventilation settings used for filter design and
in the experiments.

Parameter Adult Pediatric Baby Unit
Rlung 5 50 50 mbar s / L
Clung 50 10 3 L/mbar ·10−3

Respiratory rate 15 20 30 breaths / min
PEEP 5 5 10 mbar
IPAP 15 35 25 mbar
Inspiratory time 1.5 1 0.6 s
Expiratory time 2.5 2 1.4 s

To design and evaluate an RC for mechanical ventilation, three different patients
and ventilation scenarios are considered. The considered patient scenarios are a baby,
pediatric, and adult scenario from the ISO standard for PCMV obtained from Table
201.104 in NEN-EN-ISO 80601-2-12:2011 (NEN, Delft, The Netherlands). For these
standardize scenarios, the patient parameters and the ventilator settings are given in Ta-
ble 4.1. Note that all scenarios use the same hose-filter-leak configuration. The PID
controller that is used in all scenarios, and in the benchmark PID control strategy is a
pure integral controller. The benchmark controller is implemented as shown in Fig. 4.3
with R = 0. This controller is robustly designed to satisfy performance specifications
and ensure stability for a large variation of plants. The transfer function of this con-
troller is C(z) = 0.01257

z−1 , with sampling time 2× 10−3 s.
To design the RC filters, a Frequency Response Function (FRF) of the complemen-

tary sensitivity is identified for every patient scenario at the PEEP pressure level and
the IPAP pressure level. These FRFs and the mean of these FRFs are shown in Fig. 4.5.
The mean FRF is used to design the learning filter as described in Section 4.4.2. To en-
sure stability, all separate FRFs are used in the design process of the Q filter in Section
4.4.3.

4.4.2 L-filter design
According to step one in Procedure 4.1, the learning filer L should be designed as an
approximate stable inverse of the complementary sensitivity T . If L = T−1 stability is
always ensured, independent of the choice for Q, see Theorem 4.1.

Next, L filter design specifically for this application is considered. FRFs of different
patients are displayed in Fig. 4.5. However, it is desired to design one controller for all
patients. Therefore, for the design of L, the average FRF in Fig. 4.5 is used for L filter
design. There is a significant time delay in the transfer function from the reference
to the airway pressure, which is also observable in the FRFs. This time delay τd is
identified to be approximately 24 ms or 12 samples. The main cause of this delay is the
finite propagation speed of pressures waves through the hose and sensor line.

Therefore, a parametric estimate of the mean complementary sensitivity with 24 ms
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Fig. 4.5. Complementary sensitivity of the different measured FRFs, an average
of these FRFs, and a fourth-order fit of the average FRF.

of delay is obtained. For the estimate of the average plant a fourth-order fit is used,
which is shown in Fig. 4.5; this fit is denoted by Tfit. Tfit is obtained by using the
ssest function in MATLAB (MathWorks, Natick, MA). This function uses a prediction
error minimization (Ljung, 1999) to estimate a state-space model of the mean plant. It
is shown that this fit is accurate up to approximately 30 Hz. This is considered sufficient
for this application, since, the target profile contains mainly low frequency information,
typically up to 15 Hz. Furthermore, a higher-order fit might improve the fit for these
specific patients, but might be less accurate for other patients.

Next, Tfit is used to design the L filter. According to step one in Procedure 4.1, L
should be designed as T−1

fit . A strictly proper system has an improper inverse. There-
fore, Tfit is inverted using ZPETC. This gives a causal L filter, Lc, which is used to
obtain a non-causal learning filter

L = zp+dLc, (4.4)

where p and d are the relative degree of Tfit and the number of samples delay in Tfit,
respectively. Because of the memory loop, with N samples delay, this non-causal filter
can easily be implemented as long as p + d ≤ N . Next, the design procedure of Q is
described to ensure stability of the closed-loop system.

4.4.3 Q-filter design

Next, step 2 in Procedure 4.1 is followed to ensure stability, i.e., to ensure satisfaction
of the conditions in Theorem 4.1. In particular, a robustness filter Q is included to
guarantee closed-loop stability and to improve robustness against plant variations. First,
the stability condition in Theorem 4.1 is checked for the system without Q filter, i.e.,
Q = 1. This result is shown in the left plot of Fig. 4.6, Pat. 1, Pat. 2, and Pat. 3
correspond with the adult, pediatric, and baby patient of Table 4.1. Clearly, (4.3) does
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Fig. 4.6. Left: stability condition for all FRFs with Q = 1. Right: stability
conditions for all FRFs with Q a low-pass filter with cut-off frequency at 23 Hz.
The stability criterion in Theorem 4.1 is not ensured for Q = 1 and stability is
guaranteed for all patient with Q a low-pass filter.

not hold for any patient. That reveals that stability cannot be guaranteed for any patient,
see Theorem 4.1.

Because implementing just an L filter does not guarantee stability, a Q filter is
included. This Q filter is designed such that the stability condition in Theorem 4.1 is
ensured for all FRFs in Fig. 4.5. To ensure the stability condition, a low-pass filter with
cut-off frequency of 23 Hz is used. This filter is implemented as a 50th order non-
causal zero-phase Finite Impulse Response (FIR) filter. This FIR filter is implemented
by computing a causal symmetric FIR-filterQc and applying a forward shift of zpq with
pq half the order of the FIR-filter. This makes it a zero-phase FIR filter that is symmetric
around zero lag, such that no phase lag is introduced by the filter. The forward shift is
possible because of the memory loop, as long as p+ d+ pq ≤ N .

Implementing the designed Q filter ensures the stability condition of Theorem 4.1,
see the right plot in Fig. 4.6. Note that the cut-off frequency could be slightly higher,
while still ensuring closed-loop stability. However, some margin between |Q(1 −
TFRFL)| and 1 is desired to improve robustness against plant variations. This margin
allows additional plant variations, e.g., patient variations, without violating the stability
conditions. Next, the performance of the system with and without RC is compared for
all three patient scenarios.

4.4.4 Performance analysis
In this section, the performance of the benchmark controller is compared to the per-
formance of the developed RC. This comparison is executed for the different patient
scenarios which are given in Table 4.1. First, the results of the adult scenario are thor-
oughly analyzed. Thereafter, the main results of the other two scenarios are briefly
presented.
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Fig. 4.7. Left: airway pressure paw and patient flow Qpat of adult scenario
(breath 20). Right: error 2-norm of all cases comparing PID with RC.

The results of the experiments are given in Fig. 4.7. The left-hand figure shows
the airway pressure and the patient flow of the 20th breath of the adult scenario. The
right-hand figure shows the error 2-norm of every breath for both control strategies,
where the tracking error is defined as e(t) = ptarget(t) − paw(t) and its error 2-norm

per breath is defined as ‖e‖2,j =
√∑jN+N

k=jN+1 e
2(k) with j the breath number and N

the breath length.

Fig. 4.7 shows that the benchmark controller has significant overshoot and under-
shoot, and a much longer settling time. Furthermore, it shows that the RC makes the air-
way pressure almost exactly the same as the target pressure upon convergence. Hence,
pressure tracking performance is significantly improved. Furthermore, the patient flow
shows that the RC fills the lungs significantly faster due to the improved pressure track-
ing. In Fig. 4.7, it is visible that the controller converges to a significantly smaller error
2-norm for all three scenarios. The improvement in error 2-norm is up to a factor 10 for
the pediatric case. Furthermore, the controllers converge in approximately 5 breaths,
which is considered sufficiently fast.

Since the stabilizing controller used in addition to the RC is the same as benchmark
controller, the same initial error 2-norm, i.e., during the first breath, is expected. How-
ever, another internal control loop is omitted from the RC, such that the RC takes care
of this part as well. Therefore, a difference in initial error 2-norm is observed between
the two control strategies. Furthermore, a significant difference is seen in error 2-norm
from patient to patient. This is caused by the difference in breathing profile. A short
breath, such as the baby breath, naturally results in a smaller error 2-norm, since the
error 2-norm is not normalized to the breath length.
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4.5 Conclusions
The presented repetitive control framework in this chapter allows for superior pressure
tracking performance for a wide variety of mechanically ventilated patients. This is
achieved by using the periodicity of breaths in case a patient is fully sedated. To achieve
this, a non-causal learning filter, based on an ’average patient’, is designed. Thereafter,
a robustness filter is designed to ensure stability. This robustness filter is designed such
that the controller is robust with respect to plant variations. Finally, through experi-
ments, it is shown that superior pressure tracking performance is achieved for a wide
variety of patients.





Chapter 5

Linear repetitive control for a
nonlinear mechanical ventilation

system using feedback linearization

Abstract – Mechanical ventilators sustain life of patients that are unable to breathe on their own. The aim of
this chapter is to improve pressure tracking performance of a nonlinear mechanical ventilation system using
linear repetitive control, while guaranteeing stability. This is achieved by using feedback linearization and
subsequently applying linear repetitive control to the linearized plant. The design procedure of this control
strategy is developed in this chapter. Thereafter, the controller is implemented in simulations and experiments
showing superior pressure tracking performance of this control strategy compared to feedback control.

5.1 Introduction

Mechanical ventilators are essential equipment in Intensive Care Units (ICUs) to assist
patients who cannot breathe on their own or need support to breathe sufficiently. The
goal of mechanical ventilation is to ensure adequate oxygenation and carbon dioxide
elimination (Warner and Patel, 2013), and thereby sustaining the patient’s life. In 2005
over 790,000 patients required ventilation in the United States alone (Wunsch et al.,
2010). Therefore, improving mechanical ventilation improves treatment for a large
population worldwide, especially during the flu-season or a world wide pandemic, such
as the COVID-19 pandemic.

In pressure-controlled ventilation modes, the mechanical ventilator aims to track a
pressure profile at the patient’s airway set by a clinician (Tobin, 2013). An example of
such profile is depicted in Fig. 5.1. The Inspiratory Positive Airway Pressure (IPAP)

The contents of this chapter are published in Reinders et al. (2021c).
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Fig. 5.1. Typical airway pressure for two breathing cycles of pressure controlled
ventilation, showing the set-point ( ) and the typical response ( ).

and Positive End-Expiratory Pressure (PEEP) induce airflow in and out of the lungs,
respectively. This alternating flow of air allows the lungs to exchange CO2 for O2 in
the blood.

Accurate tracking of the preset pressure profile ensures sufficient patient support
and enhances patient comfort. According to Hunnekens et al. (2020), improved pressure
tracking can prevent patient-ventilator asynchrony. In Blanch et al. (2015), patient-
ventilator asynchrony is even associated with increased mortality rates. Furthermore,
accurate tracking for a wide variety of patients improves consistency of treatment over
these different patients.

The challenging problem of pressure tracking in presence of widely varying and
uncertain patients parameters has spurred the development of a wide range of pressure
control methodologies. Some examples of such control strategies applied to mechanical
ventilation are variable-gain control in Hunnekens et al. (2020), adaptive feedback con-
trol in Borrello (2001), model predictive control in Li and Haddad (2012), and adaptive
hose compensation control in Reinders et al. (2021b) and Reinders et al. (2021a). All
those methods improve pressure tracking performance in mechanical ventilation.

Pressure tracking performance has been improved further using learning control
strategies by exploiting the repetitive nature of breathing. Learning control strategies,
such as Iterative Learning Control (ILC) (Arimoto et al., 1984; Bristow et al., 2006;
Moore, 1993) and Repetitive Control (RC) (Hara et al., 1988; Inoue et al., 1981; Long-
man, 2010; Pipeleers et al., 2009), can achieve superior tracking performance utilizing
the repetitive nature of breathing, i.e., the target pressure. In these learning control
strategies, the controller learns an input signal using errors of previous tasks. In other
application fields, with repetitive tasks, ILC and RC are successfully implemented, e.g.,
industrial robotics (Arimoto et al., 1984), wafer stages (De Roover and Bosgra, 2000),
printer systems (Blanken et al., 2020; Van Zundert et al., 2016), and in medical appli-
cations for a device to help with stroke rehabilitation (Freeman et al., 2012).

Since an exact plant model is typically unavailable and breathing is a repeating
process, such learning control strategies are particularly suitable for mechanical venti-
lation. In Scheel et al. (2015) and de Castro and Tôrres (2019), ILC has been applied
to mechanical ventilation. They show a significant performance improvement in ex-
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periments and simulations. However, only causal filters are used in the ILC design.
In sharp contrast, non-causal filters can potentially improve performance significantly
because of the delays that are present in ventilation systems, as mentioned in Borrello
(2005) and Reinders et al. (2021a). Furthermore, RC may be more suitable than ILC
for ventilation systems because there is no system reset in between tasks, i.e., breaths.
Therefore, in Reinders et al. (2020), RC with non-causal filters is applied to mechanical
ventilation. Through an experimental case-study in Reinders et al. (2020), it is shown
that RC improves performance significantly, up to a factor 10 in terms of the pressure
error 2-norm, for a wide variety of patients.

Although learning control has substantially improved pressure tracking performance
of mechanical ventilation, stability is typically ensured for a set of linearized plants and
not for the full nonlinear dynamics of the ventilation system caused by the nonlinearity
of the hose. Therefore, the aim of this chapter is to use repetitive control to improve
tracking performance of the non-linear mechanical ventilation system while providing
stability guarantees. This is achieved by applying feedback linearization to obtain a
linearized plant. Thereafter, linear RC is applied to this linearized plant, rendering the
standard RC stability proofs valid.

The main contribution of this chapter is the design of a control strategy for a non-
linear mechanical ventilation system that combines feedback linearization and linear
repetitive control. The first sub-contribution is that this combination of feedback lin-
earization and linear repetitive control renders the stability and convergence analysis
for linear repetitive control valid when it is applied to a non-linear system. The second
sub-contribution is a performance analysis of this control strategy in simulations and in
experiments.

The outline of this chapter is as follows. In Section 5.2, the considered system,
the control goal, and the envisioned solution are presented. Then, in Section 5.3, the
dynamic model of the nonlinear ventilation system is presented. Thereafter, in Section
5.4, the control concept and design procedure are explained. Then, in Section 5.5,
the feedback linearized RC strategy is applied in a simulation case study. Next, in
Section 5.6, the feedback linearized RC strategy is applied in an experimental case
study. Finally, in Section 5.7, the main conclusions and extensions for future work are
presented.

5.2 Control problem
The considered nonlinear ventilation system is described in Section 5.2.1. Thereafter,
the control problem and challenges are presented in Section 5.2.2. Then, in Section
5.2.3, a high-level description of the control framework is given.

5.2.1 High-level system description
A schematic of the considered blower-patient-hose system, with the relevant param-
eters, is shown in Fig. 5.2. The main components of this system are the blower, the
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Fig. 5.2. Schematic representation of the blower-hose-patient system, with the
corresponding resistances, lung compliance, pressures, and flows.

hose-filter system, and the patient.
The blower compresses ambient air to achieve the desired blower outlet pressure

pout. The change in pout is controlled to achieve the desired airway pressure paw near
the patient’s mouth. The airway pressure is measured using a pilot line attached to
the module and the end of the hose. All pressures are defined relative to the ambient
pressure, i.e., pamb = 0.

The hose-filter system connects the blower to the patient. The difference between
the outlet pressure and the airway pressure results in a flow through the hose Qout,
related by a nonlinear hose resistance model fhose. A visualization of the nonlinear
hose characteristics is shown in Fig. 5.3. This figure shows a non-linear model fitting
the calibration data accurately. The change in airway pressure paw results in two flows,
namely, the leak flow Qleak and the patient flow Qpat. The leak flow is used to flush
exhaled CO2-rich air from the hose. The patient flow is required to ventilate the patient.

The patient is modeled as a resistance Rlung and a compliance Clung. The patient
flow Qpat is a result of the lung resistance and the difference between the airway pres-
sure paw and the lung pressure plung , i.e., the pressure inside the lungs. The patient
flow results in a change in the lung pressure, the relation between patient volume and
lung pressure is given by the lung compliance.

5.2.2 Control goal and open challenge
This chapter considers Pressure Controlled Mandatory Ventilation (PCMV) of fully
sedated patients. The goal in PCMV is to track a given airway pressure reference, i.e.,
preset by the clinician, repeatedly, see Fig. 5.1 for an example reference. This reference
is exactly periodic with a period length of N samples. Besides this reference pressure,
no other disturbances are considered to be present.

Because of the plant variations, the delays in the system, and the repetitive na-
ture of the reference signal, repetitive control (RC) has been successfully applied to
achieve superior tracking performance in PCMV for a variety of patient in Reinders
et al. (2020). However, in Reinders et al. (2020) the stability properties of the closed-
loop system are guaranteed for Frequency Response Functions (FRFs) characterizing
the linearized dynamics at different steady-state pressure levels, i.e., linearizations of
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Fig. 5.3. Pressure drop over the hose ∆p versus the outlet flow Qout. Showing
a measured data points of a calibration and a fit of the considered nonlinear hose
model.

the actual non-linear mechanical ventilation system around certain steady-state working
points. Therefore, the stability analysis does not hold for time-varying pressure levels
during operation. The challenge of ensuring stability is tackled in this chapter.

5.2.3 Control approach

Here, a high-level explanation of the control approach in this chapter is presented. The
goal of this control approach is to achieve the superior performance of RC, while guar-
anteeing stability for time-varying target pressure levels. This is achieved by first using
feedback linearization to retrieve a linearized plant. Thereafter, linear RC is used to
achieve the desired tracking performance.

As seen in (5.2), the hose resistance contains a nonlinear component. In order to
linearize the nonlinear plant, this nonlinearity has to be compensated for. To achieve
this, an estimate of the quadratic hose resistance R̂quad is used in a positive feedback
loop similar to the hose-resistance compensation strategy in Reinders et al. (2021a). If
the estimate is correct, i.e., R̂quad = Rquad, this results in a linearized plant. Details
and the results of this feedback linearization method are presented in Section 5.4.1.

Thereafter, a linear repetitive controller is designed for this linearized plant. This is
done similar to the method presented in Reinders et al. (2020). However, in this chapter
we consider only one adult patient instead of designing the repetitive controller for a
variety of patients. This is done without loss of generality and merely for the sake of
simplicity and clarity. The design procedure of this repetitive controller is described in
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Section 5.4.2.

5.3 Nonlinear ventilation system dynamics
In this section, the most important equations of the nonlinear ventilation system are
presented. These equations are used to model the separate components: the blower,
the hose, and the patient. Finally, it is described how these separate components are
connected.

For the blower model, it is assumed that an internal control loop of the blower results
in a transfer function from the control input pcontrol to pout that is equal to one, i.e.,

pout(t) = pcontrol(t). (5.1)

According to Reinders et al. (2021a), the pressure drop over the hose-filter system
can be modeled accurately with a nonlinear algebraic equation defined as

∆p = fhose(Qout) := RlinQout +RquadQout|Qout| (5.2)

with ∆p := paw− pout the pressure drop over the hose, Rlin the linear resistance com-
ponent, and Rquad the quadratic resistance component. The inverse of this nonlinear
hose model gives an expression for the outlet flow

Qout = f−1
hose(∆p)

= sign(∆p)
−Rlin +

√
R2
lin + 4Rquad|∆p|

2Rquad
.

(5.3)

The leak is modeled as a linear resistance, which gives the leak flow

Qleak =
paw − pamb
Rleak

=
paw
Rleak

. (5.4)

The patient is modeled with a linear one-compartmental lung model, as described
in Bates (2009), as follows:

ṗlung =
paw − plung
ClungRlung

=
1

Clung
Qpat. (5.5)

These different components are connected using conservation of flow, i.e., Qout =
Qleak + Qpat. Combining conservation of flow with (5.3), (5.4), and (5.5) results in
the full nonlinear dynamics. The full nonlinear state-space model is omitted for brevity.
This nonlinear dynamics can be represented by a block diagram as shown by the black
part of Fig. 5.4, where the red part should be neglected for now.
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Fig. 5.4. Block diagram showing how the different components of the
continuous-time plant are interconnected. The feedback linearization method
is visualized in red. With feedback linearization this gives the linearized plant
Plin.

5.4 Feedback linearization for repetitive control with
guaranteed closed-loop stability

In this section, the proposed control structure and design methodology are presented.
Before going into details about the design methodology, the challenge and the high-
level solution are described.

The main challenge is a result of the nonlinear system dynamics in combination
with the repetitive target pressure for breathing. Because of the repetitive target pressure
the Internal Model Principle (IMP), as described in Francis and Wonham (1975), can
be exploited. The IMP states that asymptotic disturbance rejection of an exogenous
disturbance is achieved if a model of the disturbance generating system is included in
a stable feedback loop. Therefore, we would like to include a disturbance generating
system of our target pressure in our feedback loop to achieve asymptotic tracking of
this target pressure for our nonlinear system.

RC is exploiting the IMP and can be used to achieve asymptotic rejection of a repet-
itive disturbance. However, stability analysis and design methods for RC are typically
developed for linear systems. Therefore, in Section 5.4.1, we are using feedback lin-
earization to reduce our plant to a linear plant. Thereafter, in Section 5.4.2, a repetitive
controller design methodology for this linear plant is presented, such that high perfor-
mance is achieved and stability is guaranteed.

5.4.1 Feedback linearization of the ventilation system

A linearized plant is retrieved by applying feedback linearization to the nonlinear ven-
tilation system in Section 5.3. The feedback linearization method uses an estimated
value of the quadratic hose resistance R̂quad to compensate the nonlinear resistance
term Rquad of the actual hose in (5.2). This is achieved by adding the estimated con-
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tribution of the nonlinear component of the hose, i.e., pfbl := R̂quadQout|Qout|, to the
plant input, see the red part of Fig. 5.4. Intuitively, the pressure drop caused by the
quadratic part of the hose resistance in (5.2) is added to the outlet pressure to compen-
sate the nonlinear term in the hose model.

Mathematically, it is shown that this linearizes the system if R̂quad = Rquad. The
proposed feedback linearization strategy results in the following pressure drop over the
hose:

∆p = pcontrol + pfbl − paw. (5.6)

Assuming that the estimate R̂quad is indeed the same as the true quadratic resistance
parameter, i.e., R̂quad = Rquad, and substitution of (5.6) in f−1

hose(∆p) results in:

Qout =
pcontrol − paw

Rlin
. (5.7)

Therewith, the nonlinear resistance term Rquad is eliminated, if R̂quad = Rquad holds.
Hence, a linear system is retrieved. Concluding, feedback linearization results in the
following linearized system:

ṗlung = Alplung + Blpcontrol[
paw
Qpat

]
= Clplung + Dlpcontrol

(5.8)

with

Ah = −Rlin +Rleak
ClungR̄

, Bh =
Rleak
ClungR̄

,

Ch =
[
RlinRleak

R̄
−Rlin+Rleak

R̄

]T
,

Dh =
[
RleakRlung

R̄
Rleak
R̄

]T
,

(5.9)

and R̄ := RlinRleak + RlinRlung + RleakRlung. Note that due to the output delay of
τd on paw, the measured airway pressure is defined as p̃aw(t) := paw(t − τd). This
gives the linearized plant transfer function with output delay:

Plin(s) =
p̃aw(s)

pcontrol(s)

=
(Rleak + ClungRleakRlungs)e

−τds

Rleak + ClungRleakRlungs+Rlin(1 + Clung(Rleak +Rlung)s)

(5.10)

with s ∈ C the Laplace variable. The linear plant Plin is used for repetitive controller
design in the next section.
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Fig. 5.5. Block diagram of a classic feedback control system including an add-
on repetitive controller.

5.4.2 Repetitive controller design

In this section, a linear repetitive controller is designed for the linearized plant Plin in
(5.10). To achieve this, a brief background, stability properties, and the design method-
ology of an add-on repetitive controller are explained.

A closed-loop control system with a feedback controller and an add-on RC is de-
picted in Fig. 5.5. For the design and implementation of the repetitive controller discrete-
time filters are developed. Therefore, the transfer function of the linearized plant Plin,
in (5.10), is discretized, this discrete transfer function is denoted by Plin,d. Further-
more, in Fig. 5.5, C is a linear stabilizing feedback controller, R is the add-on RC, the
robustness filter is denoted by Q, the learning filter is denoted by L, and N denotes
the length of a single breath in samples, the breath length is visualized in Fig. 5.1. The
repetitive controller is designed in the z-domain, based on the discrete-time plant model
Plin,d.

For N -periodic disturbances, a model of the disturbance generating system can be
obtained using a memory loop. Including this memory loop in the control loop, see
Fig. 5.5 with Q = L = 1, results in a transfer function from the reference to the error
with infinite disturbance rejection at the harmonics of N . Hence, a reference signal that
is exactly periodic with period length N is perfectly tracked. In the remainder of this
section, stability and filter design for RC are briefly addressed.

The stability conditions considered in this chapter are a special case of the con-
ditions in (Longman, 2010, Theorem 4). Stability conditions independent of N are
desired because the breath length can be changed by a clinician. Hence, conditions
independent of N allow for filter design independent of the target signals length N .
Therefore, the Single-Input Single-Output (SISO) stability condition in Theorem 5.1 is
commonly used, which is a special case of the multi-variable case in (Longman, 2010,
Theorem 4) and is independent of N .

Theorem 5.1. (Longman, 2010, Theorem 4) Assume that S = (1 + Plin,dC)−1 and
T = 1 − S are asymptotically stable. Then, the closed-loop system with repetitive
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control of Fig. 5.5 is asymptotically stable for all N if

|Q(z)(1− T (z)L(z))| < 1,∀z = eiω, ω ∈ [0, 2π). (5.11)

�

Using the stability condition in Theorem 5.1, the following two-step design proce-
dure is followed for SISO RC systems, see Blanken et al. (2020); Hara et al. (1988);
Steinbuch (2002); Tomizuka et al. (1989).

Procedure 5.1. (Frequency-domain SISO RC design, from Blanken et al. (2020)).

1. Given a parameteric model of the complementary sensitivity T (z), construct
a learning filter L(z) as an approximate stable inverse of T (z), i.e., L(z) ≈
T−1(z).

2. Using a model T (eiω), design a robustness filter Q(z) such that Theorem 5.1 is
satisfied.

This procedure describes a systematic robust design method for RC. In step 1, the L
filter is based on a parametric model of the system. This first step can be motivated by
considering L = T−1, which results in |Q(z)(1− T (z)L(z))| = 0 < 1,∀z = eiω, ω ∈
[0, 2π). Therefore, stability is guaranteed if L = T−1. In case T is non-minimum phase
or strictly proper, algorithms such as Zero Phase Error Tracking Control (ZPETC), see
Tomizuka (1987), can be used to obtain a stable L filter. Then, in step 2, a robustness
filter is added to ensure stability and improve robustness to modeling errors. This is
done by using a model of the complementary sensitivity T and checking the stability
condition in Theorem 5.1.

Moreover, the memory loop allows for implementation of non-causal filters. This
is possible because the signals can be shifted by N samples in time. This property is
used to compensate for the error introduced by the output delays using pre-actuation,
i.e., the plant is actuated before the reference is changing. Furthermore, the robustness
filter Q is implemented as a non-causal filtering to avoid phase delay, this is achieved
by shifting a symmetric FIR-filter.

Concluding, this control strategy allows design methods for linear repetitive control,
with its stability guarantees, to be applied to the nonlinear ventilation system. This is
achieved by first linearizing the nonlinear system by feedback linearization. Thereafter,
a linear repetitive controller is designed for this linearized plant.

5.5 Simulation results
In this section, the proposed control strategy of Section 5.4 is applied in a simulation
case study. First, the considered use-case is described in Section 5.5.1. Thereafter,
the designed controller is presented in Section 5.5.2. Finally, the simulation results are
presented in Section 5.5.3.
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Table 5.1. Patient parameters and ventilation settings used for filter design and
in the simulations and experiments.

Parameter Adult Unit
Rlung 5 mbar s / L
Clung 50 L/mbar ·10−3

Respiratory rate 15 breaths / min
PEEP 5 mbar
IPAP 15 mbar
Inspiratory time 1.5 s
Expiratory time 2.5 s
Rlin 1.7 mbar s/L
Rquad 1.6 mbar s2/L2

Rleak 43.1 mbar s/L

5.5.1 Simulation case description

In the simulation and experimental case study an adult patient scenario from the ISO
standard for PCMV obtained from Table 201.104 in NEN-EN-ISO 80601-2-12:2011
(NEN, Delft, The Netherlands) is considered. For this standardized scenario, the pa-
tient parameters, the ventilator settings, and the considered hose parameters are given
in Table 7.1. In the simulations and experimental case study, three different control
strategies are compared. More specifically, a pure PID control strategy, the proposed
linear repetitive control strategy with feedback linearization, and linear repetitive con-
trol without feedback linearization are compared.

5.5.2 Controller design

In this section, the final controller designs for the simulation case study are presented.
First, the benchmark PID controller is presented. Then, the feedback linearization
method is explained. Finally, the filter design for the RC strategies is presented.

The benchmark PID controller, which is also used in the RC strategies, is a pure
integral controller that is implemented as shown in Fig. 5.5. This controller is robustly
designed to ensure stability for a large variation of plants. The transfer function of this
controller is C(z) = 0.01257

z−1 , with sampling time 2× 10−3 s.
The feedback linearization method is implemented as described in Section 5.4.1,

where R̂quad is assumed to be retrieved using a calibration such that R̂quad = Rquad.
This feedback linearization results in the linearized plant Plin given by (5.8).

Before designing the RC filters, it is argued that for both RC strategies the same
filters should be used. Linearizing the nonlinear plant at a blower outlet flow zero, i.e.,
Qout = 0, gives the same linear plant as Plin. Furthermore, it is known in practice that
the outlet flow through the hose will be both positive and negative. Therefore, designing
the filters with the plant that is linearized around zero outlet flow, i.e., Plin, makes sense
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for the system without feedback linearization as well.
Using the discretization of the linearized plant Plin, denoted by Plin,d, and the

proposed PID controller C, interconnected as shown in Fig. 5.5, the complementary
sensitivity T is computed and Procedure 5.1 is followed to compute the RC filters.
First, a stable inverse of T is computed using ZPETC which gives the learning filter L.
In simulations, we exactly know what T is and can implement non-causal filters in the
memory loop. Therefore, an exact inverse of T can be implemented as a learning filter
L. Hence, the stability criterion in Theorem 5.1 is always satisfied for a robustness
filter Q = 1. To resemble the experiments more closely, the same Q filter as in the
experiments is used in the simulations. As a Q filter, a 20th-order symmetric FIR filter
with a cutoff frequency of 23 Hz is used. Using this Q filter, stability of the system
with feedback linearization is ensured using Theorem 5.1. Note that we cannot check
stability for the non-linear system without feedback linearization.

Finally, a learning gain α is added to the learning filter. This means that the learning
filter is multiplied by a gain α ∈ (0, 1]. Low values for this learning gain reduce the
convergence rate but do avoid that non-periodic disturbances, such as noise, are fed
back into the loop. Therewith, the pressure tracking performance upon convergence
can be improved. For the controllers in this study, it is found that α = 0.5 gives the
desired trade-off between convergence speed and reduction of the effect of noise.

5.5.3 Results

The control strategies designed in the previous section are implemented in simulations
with the use case as presented in Section 5.5.1. The results of these simulations are
presented in Fig. 5.6 and 5.7.

The time-domain results for the three control strategies are shown in Fig. 5.6. This
figure shows the airway pressure of all control strategies upon convergence. The figure
shows that the PID controller achieves a sub-optimal rise-time and has significant over-
shoot, which can damage the patient’s lungs. Furthermore, the figure shows that both
RC strategies achieve near perfect tracking upon convergence, the airway pressure is
almost exactly the same as the target pressure. This improves the patient’s comfort and
avoids harmful peak pressures.

The error 2-norm per breath for every control strategy is shown in Fig. 5.7. It shows
that the error two norm of the PID controller is approximately 35 mbar. Furthermore,
it shows that both RC strategies converge to a significantly smaller error 2-norm just
above 10−1 mbar. The error 2-norm also shows that the feedback linearization results
in a smaller initial error and faster convergence of the RC controller. The reduced initial
error is a result of the feedback linearization. The faster convergence is a result of the
fact that L resembles the linearized T−1 better over the entire flow region. More pre-
cisely, in the feedback linearized case L = T−1 holds exactly for every pressure level.
In the case without feedback linearization a linear T−1 that holds for every pressure
level does not exist.

Concluding, RC with feedback linearization results in faster convergence and a
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Fig. 5.6. Simulation results of the 20th breath in time domain upon convergence
of the repetitive controllers. Showing the target pressure ( ), the PID con-
trol strategy ( ), repetitive control without feedback linearization ( ), and
repetitive control with feedback linearization ( ).

Fig. 5.7. Error 2-norm per breath for every control strategy in simulations. This
figures contains the PID control strategy ( ), the RC without feedback lineariza-
tion ( ), and the RC with feedback linearization ( ).

slightly lower error upon convergence. Furthermore, stability is guaranteed. Next,
these control strategies are compared in experiments.
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Fig. 5.8. Experimental setup with the most important parts, i.e., blower driven
ventilator, ASL 5000 breathing simulation, dSpace module, and the hose.

5.6 Experimental results

In this section, the proposed control strategy of Section 5.4 is applied in an experimental
case study, the particular case study, i.e., patient type and pressure levels, is the same as
in Section 5.5. First, the experimental setup is presented in Section 5.6.1. Thereafter,
the final designed controller is presented in Section 5.6.2. Finally, the experimental
results are presented in Section 5.6.3.

5.6.1 Experimental setup

The main components of the experimental setup used in this case study are depicted
in Fig. 5.8. The figure shows a Macawi blower-driven mechanical ventilation mod-
ule (DEMCON macawi respiratory systems, Best, The Netherlands). Furthermore, the
ASL 5000™Breathing Simulator (IngMar Medical, Pittsburgh, PA) is shown in the fig-
ure. This breathing simulator is used to emulate a linear one-compartmental patient
model. Furthermore, a typical hose-filter system for ventilation of a patient in a hospi-
tal setting is shown. The developed control algorithms are implemented in a dSPACE
system (dSPACE GmbH, Paderborn, Germany).
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Fig. 5.9. Showing an FRF measurement of the complementary sensitivity T
( ) and a fourth order fit of the complementary sensitivity ( ).

5.6.2 Controller design

Again, three different controllers are considered, the benchmark PID controller, the
linear RC without feedback linearization, and the linear RC with feedback linearization.
In this section, the final designs for these controllers for the experimental case study are
presented.

The benchmark PID controller, which is also used in the RC strategies, is the same
controller as in the simulations. Also the feedback linearization strategy is the same as
in the simulation case study. The estimate R̂quad is retrieved through a calibration pro-
cedure prior to ventilation, as shown in Fig. 5.3. Furthermore, the same argumentation
as in the simulations is used to design the same Q and L filter for both RC strategies.

The filters for the repetitive controller are retrieved by first taking an FRF measure-
ments of the open-loop plant. This open-loop FRF measurement and the considered
feedback controller are combined to retrieve a non-parametric model of the comple-
mentary sensitivity TFRF as depicted in Fig. 5.9. Next, a fourth-order fit of this process
sensitivity is used to retrieve a parameteric model of the complementary sensitivity Tfit,
also shown in Fig. 5.9. A stable inverse of this parametric model Tfit is computed with
ZPETC to retrieve the learning filter L. Next, stability is checked with Theorem 5.1
and this result is visualized in Fig. 5.10. This figure shows that stability is guaranteed
with Q = 1. However, to improve robustness against plant variations a Q filter is added
as depicted in Fig. 5.10. This Q filter is a 20th-order symmetric FIR filter with a cutoff
frequency of 23 Hz. This results in more robustness against plant variations. Finally, to
reduce the effect of non-periodic disturbances a learning gain α of 0.5 is added to both
repetitive control strategies.
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Fig. 5.10. Stability condition for the experimental setup. Showing Q as a low-
pass filter with cut-off frequency at 23 Hz ( ), the stability condition (5.11)
with Q = 1 ( ), and the stability condition (5.11) with Q the low-pass filter
( ).

5.6.3 Results

The control strategies designed in the previous section are implemented in the experi-
mental setup of Section 5.6.1 with the use case as presented in Section 5.5.1. The results
of these experiments are presented in Fig. 5.11 and 5.12.

The time-domain results of the 20th breath for the three control strategies are shown
in Fig. 5.11. This figure shows the airway pressure of all control strategies upon con-
vergence. The results are similar to the simulation results. The figure shows that the
PID controller achieves a sub-optimal rise-time and has significant overshoot, which is
non-optimal for the patient’s lungs. Furthermore, the figure shows that the RC strategies
achieve near perfect tracking upon convergence, the airway pressure is almost exactly
the same as the target pressure. This improves the patient’s comfort and avoids harmful
peak pressures.

The error 2-norm per breath for every control strategy is shown in Fig. 5.12. It shows
that the error two norm with the PID controller remains around 35 mbar. Furthermore,
it shows that both RC strategies converge to a significantly smaller error 2-norm of
approximately 3 mbar. Also it shows that the feedback linearization results in a smaller
initial error.

Besides the different initial error norm these experiments do not show a large dif-
ference between the RC strategies. Therefore, it would be interesting in future work to
test this control strategy on a system with a more dominant nonlinearity. This might
increase the effect of feedback linearization, resulting in faster convergence. However,
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Fig. 5.11. Experimental results of the 20th breath in time domain upon conver-
gence of the repetitive controllers. Showing the target pressure ( ), the PID
control strategy ( ), repetitive control without feedback linearization ( ),
and repetitive control with feedback linearization ( ).

Fig. 5.12. Error 2-norm per breath for every control strategy in experiments.
This figures contains the PID control strategy ( ), the RC without feedback
linearization ( ), and the RC with feedback linearization ( ). This figure shows
that both RC strategies achieve very accurate tracking performance.

stability is guaranteed for the closed-loop system with feedback linearization and repet-
itive control. In contrast to the other control strategies, for which no stability guarantees
are provided.
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5.7 Conclusions
In this chapter, linear repetitive control in combination with feedback linearization is
applied to a nonlinear mechanical ventilation such that the closed-loop stability proper-
ties of linear repetitive control are valid for this nonlinear plant.

The main contribution of this chapter is the combination of feedback linearization
and linear repetitive control, such that the closed-loop nonlinear ventilation system is
stable. In addition, the performance of the control strategy is analyzed by means of
simulations and experiments. In simulations, it is shown that convergence speed of the
repetitive controller is improved by applying feedback linearization. The performance
in terms of error 2-norm upon convergence are similar for the method with and without
feedback linearization. Thereafter, in experiments it is shown that the repetitive con-
troller achieves accurate pressure tracking. The experiments show no significant effect
on the performance by adding feedback linearization. However, the closed-loop system
with feedback linearization and repetitive control is guaranteed to be stable. Whereas,
no stability guarantees for the other presented control strategies are provided.



Chapter 6

Repetitive control for Lur’e-type
systems: application to mechanical

ventilation

Abstract – Repetitive control has shown to achieve superior rejection of periodic disturbances. Many nonlin-
ear systems are subject to repeating disturbances. The aim of this chapter is to develop a continuous-time RC
design with stability guarantees for nonlinear Lur’e-type systems. Approximate output tracking is achieved
by combining an internal model, consisting of a finite number of linear oscillators with frequencies at the
reference frequency and at its multiples, with a stabilizer to guarantee convergence of the closed-loop system.
The developed RC approach is applied to a nonlinear mechanical ventilation system for Intensive Care Units
(ICUs), which are modeled as a Lur’e-type system. The experimental study confirms that the repetitive con-
trol scheme is able to successfully follow the desired target pressure profile to properly support the ventilation
needs of an adult patient.

6.1 Introduction

Repetitive Control (RC) schemes are particularly suitable to achieve robust tracking of
a periodic reference signal, see Astolfi et al. (2021a); Ghosh and Paden (2000); Long-
man (2010); Mattavelli and Marafao (2004). Tracking of periodic signals is a common
control problem in many relevant application fields, for example in healthcare. In this
chapter, the application of mechanical ventilation of patients on an Intensive Care Units
(ICUs) is considered. Mechanical ventilation is used to support the breathing of patients
by providing the correct oxygen support and elimination of carbon dioxide (Warner and
Patel, 2013). Here, tracking of a periodic signal, i.e., pressure target, is desired. The

The contents of this chapter also appear in Reinders et al. (2022a).
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considered ventilation system is a nonlinear dynamical system, which can be modeled
as a Lur’e-type system. Lur’e-type systems consist of the interconnection of linear
time-invariant dynamics with a static nonlinearity in the feedback loop. These systems
form a practically relevant sub-class of nonlinear systems, also for other application
domains. To achieve robust tracking of the periodic pressure target of the ventilation
system, a generically applicable RC scheme for Lur’e-type systems is developed.

The structural idea of RC is based on the internal model principle, namely on the
fact that when a periodic signal with known period T must be tracked, a copy of the
disturbance model generating such a signal must be included in the regulator (Bin et al.,
2020). This is generally done through a universal generator of a T -periodic signal. Such
a generator is implemented using a memory loop with a delay of length T . This mem-
ory loop places an infinite number of poles on the imaginary axes at the fundamental
frequency 2π/T and its multiples, see, e.g., Ghosh and Paden (2000); Hara et al. (1988).
Then, the extended system composed by the plant and such memory loop is stabilized
with feedback control.

Because a delay is easily implemented in discrete-time, significant research efforts
have been devoted to the development of discrete-time implementations of RC. In this
approach, mostly linear systems are addressed from the theoretical point of view and
good tracking performance is achieved in these systems, see, e.g., Blanken et al. (2020);
Costa-Castelló and Grinó (2006); Onuki and Ishioka (2001); Reinders et al. (2020);
Tomizuka et al. (1988, 1989). Unfortunately, the developed frequency analysis tools
cannot be directly employed in the presence of nonlinearities. Therefore, typically no
formal stability proofs are provided for repetitive control applied to nonlinear systems.
In Reinders et al. (2020), discrete-time frequency domain RC has been applied to a
ventilation system. However, no formal stability guarantees are given for the Lur’e-
type closed-loop ventilation system.

In existing literature, several studies have considered output tracking problems for
continuous-time nonlinear systems. For instance, in Astolfi et al. (2021a,b); Byrnes
and Isidori (2004); Marconi et al. (2007) the problem of output tracking for nonlin-
ear systems that can be written in the canonical normal form is considered. In Pavlov
and Marconi (2008), incremental passivity concepts are used for the design of global
regulators and in Pavlov et al. (2007b) output regulation of Lur’e-type systems using
convergent system properties is considered. However, a constructive design of the sta-
bilizer and guaranteed harmonic regulation properties are not presented. The design
in Astolfi et al. (2015, 2021b); Ghosh and Paden (2000) relies on state-feedback ap-
proaches, and the domain of attraction of the periodic solution is only local in the size
of the reference (Astolfi et al., 2015, 2021b) or not discussed (Ghosh and Paden, 2000).
Finally, in Giaccagli et al. (2020, 2022) contractive feedback laws in tracking problems
are developed for constant references, but not for periodic references.

Although significant progress on output regulation for nonlinear systems has been
made, an RC-scheme for nonlinear Lur’e-type systems with a formal stability guaran-
tee is not yet available. To achieve this, a finite-dimensional realization of the exact
RC-scheme in Astolfi et al. (2021a); Califano et al. (2018) is used. The reason to con-
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sider a finite-dimensional realization is the difficulty to analyze the interconnection of
an infinite-dimensional system, i.e., the internal model, with nonlinear plant dynamics
with nonlinear outputs. In this chapter, we follow an approach that relies on the har-
monic representation of the delay, see, e.g., Astolfi et al. (2015, 2021b); Ghosh and
Paden (2000); Mattavelli and Marafao (2004). The RC-scheme is implemented by in-
cluding a finite number no of linear oscillators in the control loop. This results in no
poles on the imaginary axes at the frequency of the periodic reference and its multi-
ples. Therewith, if the resulting closed-loop trajectories converge to a periodic solution,
harmonic regulation of the tracking error is guaranteed. More precisely, the Fourier
coefficients of the error signal corresponding to the frequencies embedded in the linear
oscillators are zero, and the L2-norm of the error signal is sufficiently small if no is
large enough (Astolfi et al., 2015, 2021b; Ghosh and Paden, 2000). To guarantee the
existence of globally asymptotically stable periodic solutions, the theory of convergent
systems is exploited, see, e.g., Pavlov and van de Wouw (2017); Pavlov et al. (2007a,
2005, 2006). To this end, we suppose that the static nonlinearity in the Lur’e-type sys-
tem satisfies an incremental sector bound condition. Then, using the strictly positive
real lemma, sufficient conditions for a stabilizing output-feedback law are established.
From a practical point of view, such an approach is interesting because the conditions
can be checked by visual inspection of the Nyquist plot and linear analysis tools (poten-
tially using measured data only). Eventually, the repetitive controller design is applied
to the practical problem of mechanical ventilation.

Summarizing, the main contributions of this chapter are:

• an RC strategy for nonlinear Lur’e-type systems including a formal stability anal-
ysis, and

• the implementation and analysis of this RC scheme on the practical use-case of a
nonlinear mechanical ventilator, including experimental validation.

This chapter is organized as follows. In Section 6.2, the problem statement is for-
malized. In Section 6.3, the main results concerning the RC controller design are pre-
sented. Then, in Section 6.4, the RC paradigm is applied to the mechanical ventilation
use-case. Finally, the main conclusions and recommendations for future work are pre-
sented in Section 6.5.

Notations. Throughout this chapter, s represents the Laplace variable. Given an n × n
symmetric matrix P , we write P � 0 (≺ 0) if P is strictly positive (negative) definite.
Given a n × n matrix P , the operator blkdiag

(
P . . . P

)
represents a block-diagonal

matrix with P as block-diagonal elements, the dimensions are specified case-wise. Fur-
thermore, ẋ represents the continuous-time derivative of x. Finally, we define PT (r̃)
as the set of C1 T -periodic functions with bounded infinity norm and bounded infinity
norm of its derivative. In particular, we say that r(t) ∈ PT (r̃) if r is C1, T -periodic,
and satisfies sup

t∈[0,T ]

|r(t)| ≤ r̃ and sup
t∈[0,T ]

|ṙ(t)| ≤ r̃ for some non-negative real number

r̃.
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6.2 Problem statement

Consider a Single-Input Single-Output (SISO) Lur’e-type system of the form

ẋ = Ax+Bu+ Ew

y = Mx+Nw

w = −ϕ(y)

v = Cx+Dw,

(6.1)

where x ∈ Rn is the state, u ∈ R is the control input, w, y are in R, v ∈ R is the
measured output, and A,B,E,M,N,C, and D are real matrices of appropriate di-
mensions. The static nonlinearity ϕ : R 7→ R satisfies ϕ(0) = 0, and the following
incremental sector bound condition:

¯
ϕ ≤ ϕ(y1)− ϕ(y2)

y1 − y2
≤ ϕ̄ ∀ y1 6= y2, (6.2)

for some known non-negative constants 0 ≤
¯
ϕ ≤ ϕ̄. The control objective is to regulate

the output v of the system (6.1) to a T -periodic bounded reference r ∈ PT (r̃). Hence,
the output regulation error is defined as

e(t) := r(t)− v(t) . (6.3)

With the mechanical ventilation application in mind, where the full-state x is not avail-
able for feedback, we aim to design a dynamic output feedback controller for system
(6.1), processing only the regulated output error e, such that harmonic regulation is
achieved in the following sense.

Problem 6.1 (Harmonic regulation of order no). Consider system (6.1) with regulation
error (6.3) and assume that the nonlinearity ϕ satisfies the incremental sector bound
condition (6.2). Given any r̃ > 0, no > 0, determine a dynamic output feedback
controller of the form

ż = ξ(z, e)

u = ζ(z, e),
(6.4)

such that for any reference r ∈ PT (r̃) and any initial condition xcl(0) defined as
[xT (0), zT (0)]T ∈ Rnx , the corresponding steady-state trajectory x̄cl := [x̄T , z̄T ]T

of the closed-loop (6.1), (6.3), (6.4) is bounded, T -periodic, exponentially stable1, and
the steady-state output error ē has no harmonic content at frequencies ω = k 2π

T , k =
0, 1, . . . , no.

1a time-varying solution x̄(t) is called exponentially stable if ‖x(x(0), t) − x̄(x̄(0), t)‖ ≤ α‖x(0) −
x̄(0)‖e−λt for some α, λ > 0.
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The repetitive control approach in Astolfi et al. (2015, 2021b); Ghosh and Paden
(2000) is followed to achieve the harmonic regulation objective stated in Problem 6.1.
The main idea is to include linear oscillators at the periodic reference frequency and its
multiples in the regulator dynamics (6.4). This approach achieves, if the closed-loop
stead-state trajectories are bounded and periodic, structural zeros at the frequencies kω
with the blocking property of zeroing the Fourier coefficients of the output e corre-
sponding to these frequencies. As a consequence, the strategy that we propose in this
work is to:

1) design of the function ξ in (6.4) to include the linear oscillators;

2) design the feedback ζ in (6.4) to ensure the desired stability properties for the
resulting closed-loop system; and

3) analyze the resulting trajectories and show that the harmonic content is zero at the
desired frequencies. As a byproduct, we verify that if the number of oscillators
included in the regulator are large enough, the asymptotic `2-norm of the output
e can be regulated to an arbitrarily small value.

6.3 Repetitive control of Lur’e-type systems

In this section, the repetitive controller design for Lur’e-type systems is presented. First,
in Section 6.3.1, the repetitive controller design is presented, the closed-loop dynamics
are obtained, and a loop transformation is applied that allows the use of known results
on exponentially convergent Lur’e-type systems. In Section 6.3.2, known results on
convergent Lur’e-type systems are presented as a stepping stone to the stability analysis.
Finally, in Section 6.3.3, it is shown that the proposed controller design solves Problem
6.1.

6.3.1 Controller design

To provide a solution to Problem 6.1, the repetitive control approach in Ghosh and
Paden (2000) is adopted by including no linear oscillators in the control loop, at the
reference frequency and its multiples, that process the output e to be regulated, as in
standard output regulation problems, see, e.g., Astolfi et al. (2015, 2021b); Pavlov et al.
(2006). To this end, the control structure in (6.4) is defined as:

ż = ξ(z, e) := Φz + Γe (6.5)
u = ζ(z, e) := Kz (6.6)

where z =
[
z0 z

T
1 . . . zTno

]T ∈ R(2no+1)×1 with z0 ∈ R and zk ∈ R2×1 for k =

1, . . . , no, and where the matrices Φ ∈ R(2no+1)×(2no+1), Γ ∈ R(2no+1)×1, and K ∈
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R1×(2no+1) are defined as

Φ := blkdiag(0 φ1 . . . φno),

Γ :=
[
γ0 γ

T
1 . . . γTno

]T
,

K := [κ0 κ1 . . . κno ] ,

(6.7)

where

φk := k

 0
2π

T

−
2π

T
0

 , k = 1, . . . , no, (6.8)

with γ0 6= 0 the integrator gain such that z0 embeds an integrator, and the matrix
γk ∈ R2×1 is chosen such that the pair (φk, γk) is controllable for any k = 1, . . . , no.
By construction, the pair (Φ,Γ) is therefore controllable. In this control structure, the z-
dynamics represent the state-space representation of no linear oscillators at the periodic
reference frequency and its multiples. The number of oscillators no represents a degree
of freedom of the controller design as it defines the dimension of the chosen internal
model and allows to suppress the first no-harmonics of the steady-state trajectory which
is formalized later.

Next, the closed-loop system consisting of the plant (6.1), (6.3) and the repetitive
controller (6.5), (6.6) is written as a Lur’e-type system

ẋcl = Aclxcl + Eclwcl + d(t)

ycl = Mclxcl +Nclwcl

wcl = −ϕ(ycl)

(6.9)

where

Acl :=

[
A BK
−ΓC Φ

]
, Ecl :=

[
E
−ΓD

]
, Qcl :=

[
0
Γ

]
,

Mcl :=
[
M 0

]
, Ncl := N,

(6.10)

where xcl := [xT , zT ]T ∈ Rnx , wcl := w, ycl := y, and d(t) := Qclr(t), is a periodic,
with period time T , time-varying piece-wise continuous disturbance (induced by the
periodic reference).

Next, a loop-transformation as described in (Khalil, 2002, Chapter 7) is applied
to the closed-loop dynamics. This loop-transformation gives an equivalent Lur’e-type
system where the transformed nonlinearity ϕ̃(ylt) satisfies the incremental sector bound
in (6.2) with

¯
ϕ̃ = 0 and ¯̃ϕ =∞. This enables direct application of the known results on

exponentially convergent Lur’e-type systems in Section 6.3.2. This loop-transformation
gives the following loop-transformed Lur’e-type system:

ẋlt = Altxlt + Eltwlt + d(t)

ylt = Mltxlt +Nltwlt

wlt = −ϕ̃(ylt)

(6.11)
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where

Alt := Acl − (Ecl
¯
ϕ(Mcl +Ncl(1 +

¯
ϕNcl)

−1

¯
ϕMcl)),

Elt := Ecl(1−
¯
ϕDcl(1 +

¯
ϕNcl)

−1),

Mlt := φMcl − φNcl(1 +
¯
ϕNcl)

−1

¯
ϕMcl,

Nlt := 1 + φNcl(1 +
¯
ϕNcl)

−1

(6.12)

where xlt ∈ Rnx , ylt ∈ R, wlt ∈ R, φ = ϕ̄ −
¯
ϕ, and ϕ̃(ylt) satisfies the incremental

sector bound in (6.2) with
¯
ϕ̃ = 0 and ¯̃ϕ = ∞. Furthermore, is assumed that the

controller is designed such that Assumption 6.1 holds.

Assumption 6.1. The pair (Alt, Elt) is controllable and the pair (Alt,Mlt) in (6.11)
is observable.

Next, to solve Problem 6.1 it must be shown that the closed-loop system exhibits
a globally exponentially stable steady-state trajectory that is well-defined, bounded,
T -periodic, and that the associated output error ē has no harmonic content at the fre-
quencies included in the internal model. To show this, known results on exponentially
convergent Lur’e-type systems are used. These results are provided next.

6.3.2 Exponentially convergent Lur’e-type systems

First, we provide the following definition of convergent systems, see, e.g., Pavlov and
van de Wouw (2017); Pavlov et al. (2007a); Rüffer et al. (2013), applicable to the Lur’e-
type systems of the form (6.11), withD a set of piece-wise continuous, bounded distur-
bances.

Definition 6.1. Given d(t) ∈ D, the system (6.11) is said to be globally exponentially
convergent if

• there exists a solution x̄lt,d(t) defined and bounded for all t ∈ R;

• the solution x̄lt,d(t) is globally exponentially stable.

System (6.11) is called convergent for d ∈ D if it is convergent for any d(t) ∈ D see
(Pavlov et al., 2006, Definition 2.16). Note that for an exponentially convergent system,
the steady-state solution is unique, see (Pavlov et al., 2006, Property 2.15). Moreover, if
the input d(t) is T -periodic, then, for exponentially convergent systems, x̄lt,d(t) is also
T -periodic, as recalled in the next property, see, e.g., Pavlov and van de Wouw (2017);
Pavlov et al. (2007a, 2006).

Property 6.1. Consider system (6.11) and suppose it is exponentially convergent. If
d is a periodic signal with period T > 0, i.e., d(t) = d(t + T ) for all t, then the
corresponding steady-state solution x̄lt,d(t) is also periodic with period T .
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To show that the closed-loop Lur’e-type system of the form (6.11) is a globally
exponentially convergent system, let

H(s) = Mlt(sI −Alt)−1Elt +Nlt. (6.13)

Then, results from Yakubovich (1964) and (Pavlov et al., 2006, Chapter 5) can be used.
By combining the definition of a Strictly Positive Real (SPR) transfer function and the
incremental sector bound condition (6.2), Lemma 6.1 is obtained that expresses suffi-
cient conditions that guarantee that the system (6.11) is globally exponentially conver-
gent, which is proved in (Khalil, 2002, Chapter 7).

Lemma 6.1. Let Assumption 6.1 hold. If (6.2) holds and the transfer function H(s) is
Strictly Positive Real (SPR), then the system (6.11) is globally exponentially convergent.

Using Lemma 6.1, global exponential convergence of the closed-loop Lur’e-type
system in (6.11) can be guaranteed by showing thatH(s) is SPR. The transfer function
H(s) is SPR if and only if the following conditions hold, see Pavlov and van de Wouw
(2017); Yakubovich (1964):

1. H(s) is Hurwitz;

2. Re{H(jω)} > 0 ∀ω ∈ R; and

3. H(∞) > 0 orH(∞) = 0 and limω→∞ ω2H(jω) > 0.

Note that the SPR conditions on H(s) can be visually verified with the Nyquist plot,
see (Khalil, 2002, Chapter 7). This makes these conditions particularly useful to verify
in practical applications, see Section 6.4. Next, these results are used to design the
feedback gain K in the feedback law (6.6), such that Problem 6.1 is solved.

6.3.3 Harmonic regulation of Lur’e-type systems
The results of Lemma 6.1 enable the main theoretical result of this chapter, which
solves Problem 6.1. More specifically, it is shown that the presented repetitive con-
troller achieves the desired harmonic regulation properties and convergence properties
of the closed-loop system if the feedback gain K is designed properly.

If we can design the feedback law (6.6) such that the closed-loop (6.1), (6.3), (6.5),
(6.6) is globally exponentially convergent for any d(t), then by virtue of Definition
6.1 and Property 6.1, for every initial condition the solutions of (6.9) exponentially
converge to a unique, bounded, and well-defined steady-state solution, which is T -
periodic if the reference r(t) is T -periodic. Then, using Lemma 6.2 below (Astolfi
et al., 2015; Ghosh and Paden, 2000), it is shown that the Fourier coefficients, of the
associated steady-state solution ē of the error e, corresponding to the no frequencies
embedded in the internal model (6.5), must be zero. Hence, harmonic regulation is
achieved.
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Lemma 6.2. Let the steady-state solution (x̄, z̄) be a bounded trajectory of the cascade
(6.1), (6.3), and (6.5), with corresponding steady-state output error ē(t). Suppose that
ē(t+ T ) = ē(t) for all t ≥ 0. Then, necessarily∫ T

0

cos(k 2π
T t)ē(t)dt =

∫ T

0

sin(k 2π
T t)ē(t)dt = 0 , (6.14)

for all k ∈ [0, 1, . . . , no]. Moreover, for any compact set Cx ⊂ Rn, for any r̃ > 0,
ū > 0, and ε > 0 such that x̄(t) ∈ Cx, r ∈ PT (r̃), and |ū(t)| ≤ ū for all t ≥ 0, there
exists n∗o ≥ 1 such that the following holds:

‖ē(t)‖L2 :=

(∫ T

0

|ē(t)|2dt

) 1
2

≤ ε , ∀ no ≥ n∗o . (6.15)

Then, combining these harmonic regulation properties and the convergent system
properties of the loop-transformed closed-loop system solves Problem 6.1, which brings
us to the result in Theorem 6.1.

Theorem 6.1. Consider the Lur’e-type system (6.1), (6.3), with the nonlinearity ϕ(·)
satisfying the incremental sector condition in (6.2), in closed loop with a dynamical
controller (6.5), (6.6). Given an arbitrary integer no > 0 and suppose that the matrix
K is chosen such that the transfer function H(s) in Lemma 6.1, with the matrices
Alt, Elt,Mlt, Nlt defined in (6.10), satisfies Assumption 6.1 and the SPR conditions in
Lemma 6.1. Then, Problem 6.1 is solved, namely harmonic regulation of order no, as
defined by (6.14), is achieved.

Proof. Consider system (6.1), (6.3) in closed-loop with (6.5), (6.6), which can be writ-
ten in the form of (6.9) and (6.10). Then, the loop-transformation can be applied to
obtain (6.11) and (6.12). Since the conditions of Lemma 6.1 are satisfied and the loop-
transformed system is equivalent to the original closed-loop system, the closed-loop
system is globally exponentially convergent. Hence by Property 6.1, if r(t) is peri-
odic with period T > 0, there exists a bounded, globally exponentially stable solution
x̄(t), z̄(t)) which is T -periodic. As a consequence, the resulting output steady-state tra-
jectory ē is also bounded and T -periodic. By direct application of Lemma 6.2 it satisfies
(6.14). This concludes the proof.

The statement of Theorem 6.1 establishes a set of sufficient conditions for the de-
sign of the regulator in (6.5) and (6.6). In particular, the matrices K and Γ should be
designed such that the desired SPR conditions onH(s) are satisfied to ensure the satis-
faction of the conditions in Lemma 6.1. The SPR conditions at the end of Section 6.3.2
can be supported by graphical checks in a Nyquist plot, similar to frequency-domain
design techniques for linear controller design.

In case the system in (6.9) is a minimum-phase system with unitary relative degree2,
2In this case, we refer to a system in normal form with stable zero-dynamics. See for instance, (5) and

Assumption 2 in Astolfi et al. (2021a). Necessary and sufficient conditions under which a system of the form
(6.9) can be written in canonical normal form are well known in the literature, see, e.g., Isidori (1995).
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a systematic design of the gain K can be done by following Astolfi et al. (2021b). The
system in (6.9) can be put in this form, for instance when CB 6= 0 and D = 0. In such
case, it can be put in the canonical normal form following (Isidori, 1995, Chapter 4).
Then, additional properties can be established. In particular, by selecting K such that
the bound

KΓΓTKT ≤ a (6.16)

holds with a a positive and bounded scalar which is independent of no, it can be proved
that the asymptoticL2-norm of ē can be made arbitrarily small by increasing the number
of oscillators. More specifically, in such case ε in (6.15) can be made arbitrarily small
by increasing the number of oscillators no. For instance, one can match the condition
(6.16) by selecting the gains γk in (6.7) as γk = k−(1+ε)γ̄k with γ̄k so that |γ̄k| ≤ γ̄
for any k = 1, . . . , no, for some γ̄ > 0, and by selecting κk in (6.7) such that |κk| ≤ κ̄
for any k = 1, . . . , no, for some κ̄ > 0. Note that the condition (6.16) essentially
establishes that the regulator (6.5), (6.6) has an L2-gain between the input e and the
output uwhich does not depend on the number of oscillators no. This design philosophy
will be pursued in the mechanical ventilation application to experimentally show the
desired approximate L2 output regulation objective (6.15).

6.4 Application to mechanical ventilation
In this section, the RC strategy is applied to a nonlinear mechanical ventilation sys-
tem, i.e., this section describes the second contribution of this chapter. First, in Section
6.4.1, an overview of the considered ventilation system and the control goal for ven-
tilation are described. Thereafter, the mathematical ventilation model and the actual
mechanical ventilation setup are presented in Section 6.4.2. Then, repetitive controllers
for mechanical ventilation are designed and stability of the closed-loop system is an-
alyzed in Section 6.4.3. Then, in Section 6.4.4, the experimental results are presented
and analyzed. Thereafter, another ventilation use-case is briefly considered to analyze
the conservatism of Theorem 6.1 in Section 6.4.5. Finally, a remark on RC design is
made based on observations from the experimental case study.

6.4.1 Ventilation system overview and control goal
Mechanical ventilators are essential equipment in Intensive Care Units (ICUs) to assist
patients who cannot breathe on their own or need support to breathe sufficiently. The
goal of mechanical ventilation is to ensure adequate oxygenation and carbon dioxide
elimination (Warner and Patel, 2013), and thereby sustaining the patient’s life. Next,
the considered ventilation system and corresponding control goal are described.

6.4.1.1 Ventilation system overview

A schematic overview of the considered ventilation system is depicted in Fig. 6.1. The
main components of this system are the blower, the hose-filter system, and the patient.
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Fig. 6.1. Schematic representation of the blower-hose-patient system, with the
corresponding resistances, lung compliance, pressures, and flows.

A centrifugal blower compresses ambient air to achieve the desired blower outlet pres-
sure pout. The difference between pout and the airway pressure paw results in the outlet
flow Qout through the hose. This hose is modeled using a nonlinear hose model. The
flow through the hose, i.e., the outlet flow Qout, is divided into a patient flow Qpat and
a leak flow Qleak. The intended leak near the patient is used to flush CO2-rich air from
the system. Finally, the patient’s lungs are inflated and deflated by the patient flow.

6.4.1.2 Control goal

In this experimental use-case, Pressure Controlled Ventilation (PCV) is considered. A
schematic example of PCV is depicted in Fig. 6.2. In PCV, the pressure near the pa-
tient’s mouth, the airway pressure paw, should track a desired pressure target ptarget,
i.e., r := ptarget. On a preset periodic interval, of length T , the pressure level is in-
creased to the Inspiratory Positive Airway Pressure (IPAP), and consequently lowered
to the Positive End-Expiratory Pressure (PEEP). These varying pressure levels ensure
the desired airflow in and out of the patient’s lungs. The total breath length T consists
of the inspiration time Ti and expiration time Te, i.e., T = Ti + Te.

The control goal for PCV is to achieve a small tracking error e := r − paw =
r−v, where the reference r(t) is a time-varying signal that is perfectly periodic with an
interval length T , i.e., r(t) = r(t+T ) for a known T > 0 and all t ≥ 0. Because of this
periodicity property and the nonlinear nature of the hose model, the Repetitive Control
(RC) strategy developed in this chapter is particularly suitable for this application.

6.4.2 Mathematical model and experimental ventilation system

For controller design and the stability analysis, a mathematical Lur’e-type system model
is derived. The ventilation model is based on Reinders et al. (2021a). Thereafter, the
actual experimental ventilation setup is presented.
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Fig. 6.2. Typical airway pressure for two breathing cycles of pressure controlled
ventilation, showing the set-point ( ) and the typical response ( ).

6.4.2.1 Mathematical model of the ventilation system

In this section, first the separate models for the plant components are derived, i.e.,
blower model Gb, hose model Rhose, and patient-leak model Gp. Thereafter, these
models are combined to obtain the open-loop Lur’e-type ventilation system model for
the controller design and associated stability analysis. The complete plant and the con-
sidered control strategy are visualized in the blockdiagram in Fig. 6.4.

The blower model Gb is obtained by means of a sixth-order fit of a Frequency Re-
sponse Measurement (FRF) of the actual blower dynamics (Pintelon and Schoukens,
2012). This state-space model accurately describes the input-output relation of the
blower, i.e., from the control signal pc to the blower output pout. The measured FRF
and the blower model Gb are depicted in Fig. 6.3, showing that Gb is an accurate repre-
sentation of the FRF measurement of the actual blower. The blower Gb is modeled as
the following state-space system:

ẋb = Abxb +Bbpc

pout = Cbxb,
(6.17)

with xb ∈ R6, pc ∈ R, pout ∈ R, and system matrices of appropriate dimensions.
The hose is modeled by the nonlinear hose resistance Rhose, which describes the

relation between the flow through the hose Qout and the pressure drop over the hose
∆p := pout − paw. From experiments it is concluded that the hose can be modeled as
follows:

Qout : = Rhose(∆p)

= sign(∆p)
−R1 +

√
R2

1 + 4R2|∆p|
2R2

,
(6.18)

where R1 and R2 are the hose-resistance parameters.
Next, the combined patient-leak model Gp describes the relation between the outlet

flow Qout and the system output y = paw. This patient model is described by the
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Fig. 6.3. Frequency response measurement ( ) and 6th order identified para-
metric model ( ) of the blower, i.e., from pc to pout.

following first-order state-space model, based on the linear one-compartmental lung
model in Bates (2009):

ṗlung = applung + bpQout

paw = cpplung + dpQout
(6.19)

with

ap = − 1

Clung(Rleak +Rlung)
,

bp =
Rleak

Clung(Rleak +Rlung)
,

cp =
Rleak

Rleak +Rlung
, dp =

RleakRlung
Rleak +Rlung

.

(6.20)

Finally, these separate models are combined to obtain the open-loop plant model, as
depicted inside the dashed box in Fig. 6.4. Note that an additional term η∆p is added to
the nonlinear hose-resistance, i.e., ϕ(∆p) := Rhose(∆p) + η∆p, and subtracted in the
parallel path; this is included to ensure that the linear dynamics of the open-loop plant
in Lur’e-type form are controllable and observable. The total system’s dynamics, i.e.,
the full Lur’e-type ventilation system, are independent of the choice of η ∈ R.

To obtain the open-loop plant model, the blower, hose, and patient model are com-
bined. This gives the open-loop model from pc to paw in the form of (6.1). The open-



134 Chapter 6. Repetitive control for nonlinear ventilation systems
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−
e Q̂out
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open-loop plant

pc ϕ(∆p)

Fig. 6.4. Block diagram of the full ventilation system, with Gb the blower dy-
namics, C an arbitrary feedback controller, Gp the patient-leak dynamics, and
ϕ(∆p) = Rhose(∆p) + η∆p the nonlinear hose model.

loop ventilation system is defined by (6.1) with the system matrices

A =

[
Ab 0

−(1− ηdp)−1ηCbbp ap + ηcp(1− ηdp)−1bp

]
,

B =

[
Bb
0

]
, E =

[
0

−bp(1− ηdp)−1

]
,

M =

[
Cb + dp(1− ηdp)−1ηCb
−cp − dp(1− ηdp)−1ηcp

]T
,

N = dp(1− ηdp)−1, Do = −dp(1− ηdp)−1,

C =
[
−dp(1− ηdp)−1ηCb cp + dp(1− ηdp)−1ηcp

]
,

(6.21)

and the nonlinearity

ϕ(y) := Rhose(y) + ηy. (6.22)

These open-loop system matrices and the nonlinearity in combination with the RC that
is designed in Section 6.4.3 are used to retrieve the closed-loop ventilation system and
to guarantee that it solves Problem 6.1 using Theorem 6.1.

6.4.2.2 Experimental ventilation setup

The main components of the experimental setup used in this case study are depicted
in Fig. 6.5. The figure shows the Macawi blower-driven mechanical ventilation mod-
ule (DEMCON macawi respiratory systems, 2021). The dSPACE system (dSPACE
GmbH, Paderborn, Germany) is used to implement the controls in MATLAB Simulink
(MathWorks, Natick, MA). Furthermore, the ASL 5000TM Breathing Simulator (Ing-
Mar Medical, Pittsburgh, PA) represents the patient. This lung simulator can be used
to emulate a wide variety of patients with a linear resistance and compliance. Further-
more, a typical ventilation hose with leak is used to attach the ventilation module to the
lung simulator. The system parameters that are used for the stability analysis are shown
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Fig. 6.5. The experimental setup with the mechanic patient simulator, the respi-
ratory module, ventilation hose, and dSPACE module.

in Table 6.1. The leak and hose parameters are obtained by a calibration and the patient
parameters are the settings used on the mechanic lung simulator, i.e., patient emulator
in Fig. 6.5.

The analysis in the following section is done using a continuous-time represen-
tation of the controller and plant model. However, the controller is implemented in
dSPACE using a discrete-time representation of the continuous-time control strategy.
The discrete-time controllers are obtained using zero-order hold discretization at a sam-
pling frequency of 500 Hz. This sampling frequency is significantly higher than the
relevant system dynamics, e.g., the blower shows strong roll-off at frequencies above
10 Hz. Furthermore, 500 Hz is significantly higher that the frequency content of the ref-
erence signal. Therefore, the continuous-time controller design and stability analysis is
deemed relevant for this application.

6.4.3 Controller design for mechanical ventilation
Next, the RC controller design for mechanical ventilation is described and it is shown
that it solves Problem 6.1 for this ventilation use-case.

6.4.3.1 Controller design

For the design of the feedback controller C in Fig. 6.4, the control strategy in (6.5),
(6.7), and (6.8) with feedback law (6.6) is followed. This means that the feedback con-
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Table 6.1. The relevant system and experiment parameter for the stability anal-
ysis.

Parameter Value Unit
Rleak 24 mbar s/L
R1 2.8 mbar s/L
R2 1.6 mbar s2/L2

Rlung 5 mbar s/L
Clung 50 mL/mbar
η −0.1 mL/s/mbar

troller C consists of an integrator and no oscillators from the first up until the noth har-
monic of the breathing frequency ωb = 2π/T rad/s. Besides this feedback controller, a
unity feedforward controller as depicted in Fig. 6.4 is used. The unity feedforward term
is included to improve the overall regulation accuracy. Note that it does not affect sta-
bility since it is included in the closed-loop ventilation system through the disturbance
term d in (6.9). The stability analysis is independent of this disturbance in view of the
convergence properties of the closed-loop dynamics.

For the final RC design, different controllers are designed to analyze the effect of
the number of oscillators, i.e., no ∈ {0, 1, 5, 15, 20}. We select the integrator gain as
γ0 = 2π, and oscillator gains as γk =

[
1 1
]

2
k1+ε with ε = 0.4, for k = 1, 2, . . . , no.

The feedback law is chosen as K ∈ R1×(2no+1) with all entries 1. Note that the design
of the gains Γ,K satisfies the condition (6.16). Next, the stability properties of the
closed-loop ventilation system with the RC controller are analyzed.

6.4.3.2 Stability analysis

To guarantee exponential convergence of the closed-loop ventilation system, and there-
with showing that Problem 6.1 is solved, Theorem 6.1 is verified. First of all, the
controlled system is written in the closed-loop form of (6.9), and the upper ϕ̄ and lower

¯
ϕ sector bounds of the nonlinearity ϕ(y) in (6.22) are computed. Using these bounds,
the loop-transformation is applied to obtain the system in (6.11). Thereafter, Lemma
6.1 is verified, which ensures that Theorem 6.1 holds.

The upper sector bound ϕ̄ is defined by taking the derivative of ϕ(∆p) at the origin,
where the slope of ϕ is the largest, see Fig. 6.6, which gives ϕ̄ = 1

R1
+ η. The lower

sector bound
¯
ϕ is obtained from visual inspection, such that it holds on a finite domain

of ∆p ∈ [−20, 20] mbar; this domain is sufficient for the practical application of
ventilation. This leads to the sector ϕ ∈ [

¯
ϕ, ϕ̄] = [80, 1

R1
+ η] for the nonlinearity in

(6.22). The nonlinearity and these sector bounds are visualized in Fig. 6.6.
Using these sector bounds, the loop-transformation is performed to obtain the sys-

tem in (6.11), and it is verified that the pair (Alt, Elt) is controllable and the pair
(Alt,Mlt) is observable for every no, i.e., Assumption 6.1 holds. Thereafter, H(s)
is constructed using the matrices of the loop-transformed system.
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Fig. 6.6. Visualization of the nonlinearity ϕ(∆p) ( ), and its sector bounds

¯
ϕ∆p ( ) and ϕ̄∆p ( ), showing that the incremental sector condition holds
for [

¯
ϕ, ϕ̄] = [80, 1

R1
+ η].

Then, it is guarantee that H(s) is SPR, it is first verified that for all no ∈ {0, 1, 5,
15, 20} the transfer functionH(s) is Hurwitz, which is verified by computing the poles
and checking that they reside in the open left-half plane. Thereafter, it is graphically
validated that Re(H(jω)) > 0 ∀ω ∈ [−∞, ∞]. This is validated in Fig. 6.7; it is
clearly shown that for all considered values of no the real part of H(jω) is strictly
positive. Finally, it is verified that H(∞) > 0. This is also the case for all no ∈
{0, 1, 5, 15, 20}.

From these results, Lemma 6.1, and Theorem 6.1, it is concluded that the nonlinear
closed-loop ventilation system is exponentially convergent on a compact domain3 in
state space for which ∆p ∈ [−20, 20] mbar and that this controller solves the repeti-
tive control problem. Next, the performance of the different controllers is analyzed by
means of experiments.

3Such domain can be explicitly formulated using a quadratic Lyapunov function following from the
Kalman-Yakubovich-Lemma for the SPR transfer functionH(s).
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Fig. 6.7. Nyquist plot of H(s) for no = 0 ( ), no = 1 ( ), no = 5 ( ),
no = 15 ( ), and no = 20 ( ). The figure shows that Re(H(jω)) > 0∀ω ∈
[−∞, ∞].

6.4.4 Experimental results for mechanical ventilation

The main experimental results are shown in Fig. 6.8 and 6.9. The time-domain results
of the 20th breath with the integrator only, i.e., no = 0, and the repetitive controller
with 20 oscillators, i.e., no = 20, are visualized in Fig. 6.8. The top plot shows the ref-
erence and the measured outputs and the bottom plot shows the tracking error for both
controllers. The figure clearly shows that the tracking error is significantly reduced by
the repetitive controller. The overshoot is eliminated and the rise-time is significantly
shorter. Note that the residual error with repetitive control contains oscillatory behav-
ior, especially during the expiration at PEEP level, i.e., between 82 and 84 seconds.
These oscillations contain mostly frequency content higher than 20 times the breathing
frequency, i.e., above 5 Hz. It is observed that the tracking error’s frequency content at
frequency above the noth harmonic is increased. In Section 6.4.6, a remark and analy-
sis of this phenomenon is included, since this phenomenon could potentially deteriorate
the system’s tracking performance.

The `2-norm of the error per breath for every controller is shown in Fig. 6.9. The `2-

norm of the error of a particular breath j is defined as ‖e‖2 =
(∑jρ

k=1+(j−1)ρ |e(k)|2
) 1

2

with ρ = T
∆T and ∆T the sampling time. The figure clearly shows that increasing the

number of oscillators reduces the `2-norm of the error upon convergence. Including 20
oscillators in the loop reduces the `2-norm of the error by more than a factor 3 compared
to integral action only. Furthermore, it is observed that the convergence time is longer
for an increasing number of oscillators and the controller with 20 oscillators converges
in approximately 15 breaths.
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Fig. 6.8. The time domain results upon convergence for no = 0 ( ) and
no = 20 ( ), and the target pressure ( ). The figure shows that the error is
significantly reduced by the repetitive controllers.

Concluding, all controllers show convergent behavior in the experiments, as ex-
pected by the analysis. Furthermore, the tracking error is reduced significantly, by more
than a factor 3, by including repetitive control. The Fourier coefficients of the steady-
state output error ē(t) are suppressed at the frequencies w = k 2π

T , k = 0, 1, . . . , no.

6.4.5 Analysis of conservatism

To analyze how conservative the convergence properties of Theorem 6.1 are, an experi-
mental use-case is presented where the SPR properties are violated. This is achieved by
considering a ventilation use-case with lung parameters that represent a baby patient,
i.e., Clung = 3 mL/mbar and Rlung = 50 mbar s/L. The same hose and blower system
as for the adult use-case are used, hence, the same sector conditions for the linearity
can be used. Furthermore, the same RC design as for the adult use-case is followed
for no = 20. The transfer function H(s) is computed for this system and visualized in
Fig. 6.10. This figure clearly shows that the second condition for SPR transfer functions
is violated for no = 20. Therefore, the desired convergence properties of the system
cannot be guaranteed for this controller design with no = 20 oscillators.

The resulting `2-norm of the error per breath is shown in Fig. 6.11. This figure
clearly shows that the system behaves unstable for no = 20. Concluding, this use-case
shows that the sufficient conditions in Theorem 6.1 have limited conservatism, which
is a desirable property for practical controller design because it allows more design
freedom.
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Fig. 6.9. The `2-norm of the error for every breath for no = 0 ( ), no = 1
( ), no = 5 ( ), no = 15 ( ), and no = 20 ( ). The figure shows
that more oscillators results in a smaller error and the controllers converge in
approximately 10 breaths.

Fig. 6.10. Nyquist plot of H(s) for no = 20 ( ) for the baby use-case. The
figure shows that Re(H(jω)) > 0∀ω ∈ [−∞, ∞] does not hold, hence, conver-
gence is not guaranteed.
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Fig. 6.11. The `2-norm of the error for every breath for no = 0 ( ), and
no = 20 ( ) for the baby use-case. The figure shows unstable behavior for
that the closed-loop system with no = 20.

6.4.6 Remark on repetitive controller design

In the experimental analysis, especially in the baby use-case, it is observed that the re-
maining error consists of oscillations at frequencies above the harmonics of the noth

oscillator. These oscillations in the error are increasing for an increasing number of
oscillators, limiting the overall tracking performance. Especially in other use-cases it
is observed that increasing the number of oscillators can significantly deteriorate the
system performance. This effect can be explained by analyzing the sensistivity Sre,
i.e., transfer function from the reference r to the tracking error e, of a linearization of
the closed-loop ventilation system. This linearized closed-loop system is obtained by
replacing the nonlinearity in Fig. 6.4 by a linear resistance, i.e., Rhose(∆p) is replaced
by ∆p

Rlin
with Rlin = 2

¯
ϕ+ϕ̄ , and η = 0. The resulting Bode magnitude plot of Sre is

shown in Fig. 6.12. This Bode magnitude plot clearly shows that the tracking error
is zero at the harmonics of the breathing frequencies. However, it also shows an in-
crease in magnitude at frequency above the oscillator frequencies. The magnitude at
these frequencies is increasing for an increasing number of oscillators. This increase
in magnitude causes the oscillations at these frequencies as shown in the experiments.
Therefore, in future work, it should be analyzed how this increase in magnitude at these
specific frequencies can be eliminated.
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Fig. 6.12. Bode magnitude plot of the sensitivity Sre for the linearization of the
closed-loop system with no = 0 ( ), no = 1 ( ), no = 5 ( ), no = 15
( ), and no = 20 ( ). The figure shows a magnitude increase at frequencies
around 8 Hz, causing oscillations at these frequencies.

6.5 Conclusion and future work
In this chapter, a Repetitive Control (RC) scheme that achieves robust tracking for non-
linear Lur’e-type systems with stability guarantees is presented. The RC scheme is
composed of a dynamical system consisting of no linear oscillators at the reference’s
period and its multiples, which represents the internal model, processing the tracking
error, and a pure integral controller guaranteeing the closed-loop system to be conver-
gent. This convergence property ensures that the steady-state trajectory is periodic and
therefore harmonic regulation is achieved at the frequencies included in the internal
model.

This RC scheme is successfully implemented in a mechanical ventilation system
for Intensive Care Units, a medical application to support the breathing of patients.
Through a stability analysis based on the Nyquist plot it is shown that this closed-loop
ventilation system is convergent and hence the designed controller solves the repet-
itive control problem at hand. Additionally, it is also shown experimentally that by
increasing the number of oscillators the asymptotic L2-norm of the regulated output is
reduced. Furthermore, experiments show that the presented controller design is able to
significantly improve pressure tracking when compared to pure integral action.



Chapter 7

Triggered repetitive control:
application to mechanically ventilated

patients

Abstract – Asymptotic rejection of a periodic disturbance can be achieved using repetitive control. The
aim of this chapter is to develop a triggered repetitive control framework that can handle repeating tasks
that are initiated by an external disturbance induced trigger on varying intervals, which clearly violates the
periodicity assumption in repetitive control. A design method for this triggered repetitive control framework
is presented with a stability guarantee. Finally, through an experimental use case, it is shown that pressure
tracking performance for mechanically ventilated patients is improved significantly.

7.1 Introduction

Mechanical ventilators are essential equipment in Intensive Care Units (ICUs) to assist
patients who need support to breathe sufficiently. The main goals of mechanical ven-
tilation are to ensure oxygenation and carbon dioxide elimination (Warner and Patel,
2013). Especially during the flu season or a world-wide pandemic such as the COVID-
19 pandemic (Wells et al., 2020), mechanical ventilation is a life saver for many patients
around the world.

An important ventilation mode, that allows patient’s more control over their breath-
ing, is Pressure Controlled - Assist Control Ventilation (PC-ACV). In PC-ACV the
ventilator synchronizes with the patient. When the patient starts an inspiration the ven-
tilator increases the pressure near the patient’s airway to ensure sufficient flow into the
patient. Then, after a preset time, the ventilator decreases its pressure to allow an expi-

The contents of this chapter also appear in Reinders et al. (2022b).
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ration flow of carbon dioxide rich air. After this expiration, the ventilator waits for the
next patient induced breath again.

Accurate tracking of the pressure profile is essential to ensure sufficient patient sup-
port and enhance patient comfort. According to Hunnekens et al. (2020), improved
pressure tracking prevents patient-ventilator asynchrony. In Blanch et al. (2015), patient-
ventilator asynchrony is even associated with increased mortality rates. Furthermore,
accurate tracking avoids undesired pressure peaks caused by overshoot. These peaks
can possibly harm the patient’s lungs and therewith prolong the ICU stay.

The challenging problem of pressure tracking in presence of widely varying and
uncertain patient parameters has spurred the development of a wide range of pressure
control methodologies. In Borrello (2005), an overview of modeling and control tech-
niques for mechanical ventilation is presented. In Hunnekens et al. (2020), variable-
gain control is employed to overcome the trade-off between fast pressure rise times and
limited overshoot in patient flow. This variable-gain control strategy shows a reduc-
tion in patient flow overshoot. However, the method uses the patient flow in control,
which is typically unavailable for control. In Borrello (2001), an adaptive control strat-
egy, using an estimated patient model, is applied to mechanical ventilation. In practice,
it is challenging to obtain accurate patient models, deteriorating performance of such
strategies. In Pomprapa et al. (2015), funnel-based control is applied to mechanical ven-
tilation. However, the improvement in tracking performance is limited. In Scheel et al.
(2017) and Li and Haddad (2012), model-based control and model predictive control
are applied, respectively. Also these methods require accurate patient models, which
are typically not available in practice. Furthermore, in Reinders et al. (2021b) and
Reinders et al. (2021a), an adaptive control scheme is shown to improve performance
significantly compared to other control strategies. However, overshoot and relatively
long settling times are observed in case of large flow variations.

Recently, learning control strategies have been applied to mechanical ventilation.
For example, Iterative Learning Control (ILC) is applied in De Castro and Tôrres
(2019); Hazarika and Swarup (2020); Scheel et al. (2015) and Repetitive Control (RC)
is applied in Reinders et al. (2020). These methods achieve superior performance in
case of a fully sedated patient, i.e., when the pressure reference is fully repetitive. How-
ever, in case a patient starts breathing spontaneously (as in PC-ACV), performance of
these methods degrades significantly.

Although significant tracking performance improvements in mechanical ventilation
have been obtained, the superior tracking performance achieved by learning control
strategies is not achieved for triggered ventilation modes such as PC-ACV, where the
duration in between breaths is varying and apriori unknown. The aim of this chapter
is to develop a triggered learning control framework that learns from data of previous
breaths to improve tracking performance in case of PC-ACV. The developed framework
could also be applied in other application fields with similar challenges, e.g., pick-and-
place machines and dual-stage positioning systems.

Two interesting learning control strategies to consider are Iterative Learning Control
(ILC) (Arimoto et al., 1984; Bristow et al., 2006; Freeman et al., 2012; Moore, 1993)
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and Repetitive Control (RC) (Hara et al., 1988; Inoue et al., 1981; Longman, 2010;
Pipeleers et al., 2009). The main assumption in ILC is that the states are reset between
subsequent tasks. Breathing is a continuous process, hence, this assumption is not
satisfied. Therefore, RC is the learning control strategy that is favorable in mechanical
ventilation and considered in this chapter.

The main contribution of this chapter is

• a triggered RC framework that can improve tracking performance for systems
with perfectly repetitive tasks, where the start of a task is triggered at apriori
unknown varying timing intervals.

Besides the main contribution, the chapter contains several sub-contributions:

• a method to guarantee exponential stability of the closed-loop system with the
proposed triggered RC framework;

• a design methodology of the triggered RC framework for a mechanical ventilation
system in PC-ACV;

• an experimental case-study showing the performance increase, compared to a
state-of-the-art control strategy, in mechanical ventilation.

The outline of this chapter is as follows. In Section 7.2, PC-ACV is explained and
a general, not ventilation-specific, control problem is formulated. Then, in Section 7.3,
the triggered repetitive control framework is presented. In Section 7.4, the relevant
system models for mechanical ventilation are described. Thereafter, in Section 7.5,
a triggered repetitive controller for mechanical ventilation is designed and its perfor-
mance is experimentally tested. Finally, in Section 7.6, the main conclusions and future
work are presented.

7.2 Control problem formulation
In this section, the control problem of Pressure Controlled - Assist Control Ventilation
(PC-ACV) is reformulated to a general control problem. First of all, a description of
PC-ACV of spontaneously breathing patients is given in Section 7.2.1. Thereafter, in
Section 7.2.2, the control problem for mechanical ventilation in PC-ACV is stated and
it is translated to a general triggered repetitive control problem that is solved in this
chapter. Next, in Section 7.2.3, the main challenges when applying triggered repetitive
control are explained and demonstrated through a simulation example.

7.2.1 PC-ACV of spontaneously breathing patients
The goal in the PC-ACV mode is to assist the patient’s breathing when the spontaneous
breathing effort is insufficient. The ventilator assists the patient to achieve the desired
tidal volume. In such assisted ventilation modes it is important to synchronize the
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Fig. 7.1. A schematic example of PC-ACV controlled ventilation with two
breaths, where the inspiration is triggered by a flow trigger and the expiration
is timed. The figure shows the target pressure ( ), the airway pressure and
patient flow ( ), and the patient’s breathing effort ( ).

ventilator strokes with the patient’s spontaneous breathing effort for the comfort of the
patient.

A schematic example of PC-ACV pressure and flow curves is depicted in Fig. 7.1.
The figure shows that the patient is generating a negative pressure in the lung, result-
ing in a small positive patient flow. However, this effort is not enough to achieve the
desired volumes. Therefore, when the patient flow exceeds a predefined trigger level,
the ventilator increases the airway pressure, i.e., the pressure near the patient’s airway,
to the Inspiratory Positive Airway Pressure (IPAP) level, to increase the patient flow
and volume. Then, after a predefined time, the ventilator pressure decreases again, to
the Positive End-Expiratory Pressure (PEEP) level, to allow for an expiration. After
the ventilator breath, of N samples long, is finished, the ventilator waits until a new
patient-induced trigger is detected. Then, it starts a new ventilator-assisted breath. The
time inbetween breaths is unknown and varying since it is determined by the patient.
During the idle phase, this controller aims at keeping the pressure at PEEP level.

7.2.2 Control problem
As mentioned in the introduction, Repetitive Control (RC) is a suitable control strategy
to handle the variety of patients in ventilation. Therefore, a general control problem is
formulated using Fig. 7.1 and the block diagram of a plant with a parallel structured
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Fig. 7.2. Block diagram of the plant G, feedback controller Ci, and a parallel
repetitive controllerRi. The index i indicates that in the triggered RC setting the
controller blocks are potentially different in the active and idle phase. Switching
between these states can have different causes, in mechanical ventilation this is
the detection of the disturbance d. The dashed arrow is included in the ventila-
tion examples without loss of generality of the framework.

RC in Fig. 7.2. Now, we aim to described a generic control problem here, but in the
scope of PC-ACV, G represents the patient-hose-ventilator dynamics, y is the airway
pressure, and r is the target pressure, see black line in Fig. 7.1.

A plant G has to be controlled using a stabilizing feedback controller C and repet-
itive control controller R such that the output y tracks the reference r, i.e., the error e
goes to zero. As seen in Fig. 7.1, the reference r is exactly the same in shape and dura-
tion in the gray area, i.e., during the active phase from k = ks,j until k = ks,j+N ∀j ∈
N+ (with j a breath counter). In between active phases, the system is in the idle phase
forNε,j samples, see Fig. 7.1. In the idle phase, the output should track a constant refer-
ence r, which is a constant that corresponds with the last value of the active phase. Then,
after the apriori unknown Nε,j samples, the system switches to the active phase again
and should track the predefined reference profile again for fixed N samples. Switching
of the system to the active phase is caused by the detection of an external disturbance
d, which causes a tracking error at the start of a task1.

Switching between these phases at varying intervals obstructs usage of conventional
RC. Simply switching standard RC on and off results in an undesired actuation spike at
the end of a task. The performance issue using switching of standard RC is investigated
in the next section by means of a simulation use-case.

7.2.3 Example: Towards triggering repetitive control
In this section, the challenge of triggering a standard repetitive controller is visualized
through simulations. First, the simulation use-case is described. Then, the time-domain
simulation results and the resulting problem are presented. Finally, the challenges that

1In the case of PC-ACV, d reflects the patient-induced disturbance on the airway pressure due to a breath-
ing action.
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Fig. 7.3. Simulation result of PC-ACV that shows standard repetitive control
that is turned on and off upon the trigger of the active phases, which is indicated
by the gray area. The figures shows the reference r or ptarget ( ), the output
y or p̃aw and RC output w ( ), and a scaled disturbance d or pmus ( ).
Showing that standard RC in a triggered setting results in an undesired actuation
spike at the end of the task.

should be solved are described.

7.2.3.1 Simulation use-case

In this simulation, PC-ACV in the mechanical ventilation application is adopted as a
use-case and a standard parallel RC structure is adopted as presented in Fig. 7.2. The
RC filters in this example are designed following the design methodology in Reinders
et al. (2020). However, in the current chapter a parallel structured RC is adopted, for
which the design approach in Reinders et al. (2020) is appropriately modified. To handle
the varying times in between tasks, i.e., breaths, the repetitive controller is turned on at
the start of the active phase and turned off at the end of the active phase. During the idle
phase the internal states of the RC are kept constant and its output is set to zero. This
represents an intuitive RC design for such scenario.
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7.2.3.2 Time-domain results

The time-domain results of the simulation are depicted in Fig. 7.3. The figures show
three separate tasks in the simulations, i.e., the first, the sixth, and the twentieth task.
During these tasks it shows the reference (or target pressure), the output (or measured
airway pressure), the RC output w, and a scaled version of the disturbance (or patient
effort). The figure shows that the tracking performance during the tasks significantly
improves over subsequent tasks. However, at the transition from the active to the idle
phase a problem is observed. The RC output in the bottom plot of all three figures
increases at the end of the active breath. This results in an increasing undesired peak in
the measured output at the start of the idle phase, see the blue line in the top figure of
the sixth and twentieth task. This spike in the output deteriorates control performance
at the start of the idle phase, and is therefore undesired.

7.2.3.3 Challenges

The spike in the RC output is a result of the non-causal filters and errors at the begin-
ning of the task. These non-causal filters allow a standard RC implementation to start
actuation pl + pq samples before the end of task j. More specifically, if an error is
entering the memory block, z−(N−p`−pq)

i in Fig. 7.2, at the beginning of the task, it
propagates through the causal filtersQi and Li before theN th time step, i.e., before the
end of the task. This allows the control output w to increase before the end of the task
to compensate the error at the start of the subsequent task. This actuation can eliminate
the tracking error at the start of task j+ 1 in standard RC. However, the task j+ 1 does
not start immediately after the end of the active phase of task j due to the varying and
uncertain length Nε,j of the idle phase. Therefore, this actuation results in an undesired
peak at the start of the idle phase, which is increasing over subsequent breaths.

Two distinct causes for the error at the beginning of a task, and therewith causes of
the actuation spike, are identified. The first cause of the error at the start of the active
phase is the immediate ramp-up of the reference r, i.e., the target pressure. Because
the system output does not respond to this instantaneously, this results in an error at the
start of the active phase. The second cause of the error at the start of the active phase
is the disturbance d, which causes a slight dip in the output y. This disturbance and
its timing are unknown and the resulting error can not be compensated perfectly. To
overcome these challenges, a Triggered RC (TRC) framework is developed, which is
presented in Section 7.3.

7.3 Triggered repetitive control framework
In this section, the TRC framework is presented and its theoretical support is estab-
lished. The main contribution of this chapter, i.e., the TRC framework is presented
in Section 7.3.1. Thereafter, a stability proof of the controlled system is presented in
Section 7.3.2.
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7.3.1 Triggered repetitive control framework
In this section, the exact implementation of the TRC framework is explained. This
means that for both the idle and active phase the content of the building blocks in Ri of
Fig. 7.2 is explained. Note that this section does not contain the design of the feedback
controller Ci and the exact TRC filter design method. For the mechanical ventilation
use-case this is explained in Section 7.5.3. Next, the RC building blocks during the
active phase, i = 1, and thereafter the building blocks in the idle phase, i = 2, are
explained.

7.3.1.1 Active phase

In the active phase, the learning filter L1 and the robustness filter Q1 are designed
similar to standard parallel RC.

To avoid that the error at the start of active phase j causes an actuation spike at
the end of the active phase j, this initial error should not be propagated through the
robustness and learning filter. To avoid that the immediate increase of the reference
causes an error, the reference is delayed. Such that it does not change immediately
when the task is started. This allows the repetitive controller to respond to the change
in reference at the start of the task, eliminating this error.

Furthermore, it should be avoided that the error caused by the disturbance d causes
an actuation spike. This is achieved by altering the delay blocks, i.e., memory block
(z−(N−pl−pq)
i ) and preview buffer (z−pli ), in Fig. 7.2. The memory block is changed

such that it behaves as a pure delay in the firstN−p`−pq samples in a task. Thereafter,
it holds its last output but keeps updating its internal states, preventing that the error at
the beginning of the task is propagated to the learning and robustness filter. To achieve
this, the main memory block z−(N−p`−pq)

1 is replaced by the following switching state-
space system during task j:

xZ(k + 1) = AZxZ(k) +BZθ(k), (7.1)

φ(k) =

{
CZxZ(k) +DZθ(k),for k − ks,j < N − p` − pq,
φ(k − 1), for N − p` − pq ≤ k − ks,j ≤ N,

where

AZ =


0 0 · · · 0

IN−p`−pq−1
...
0

 , BZ =


1
0
...
0

 ,
CZ =

[
0 . . . 0 1

]
, DZ = 0,

(7.2)

where ks,j is defined as the sample number k at the start of task j, i.e., ks,j =

(j − 1)N +
∑n−1
m=1Nε,m + 1.
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Also the preview buffer z−p`1 in Fig. 7.2 has a contribution to the actuation spike.
Therefore, the preview buffer is altered such that it is a direct feedthrough at times
k − ks,j ∈ [N − p`, N ], during every active phase. This means that at the end of the
task both the learning and robustness filter are causal filters and no actuation spike will
occur. This is implemented using the following switching state-space system for the
preview buffer in the active phase during task j:

xP (k + 1) = APxP (k) +BPβ(k), (7.3)

ζ(k) =

{
CPxP (k) +DPβ(k),for k − ks,j < N − p`,
β(k), for N − p` ≤ k − ks,j ≤ N,

where

AP =


0 0 · · · 0

IN−p`−1
...
0

 , BP =


1
0
...
0

 ,
CP =

[
0 . . . 0 1

]
, DP = 0.

(7.4)

This preview buffer behaves as a pure delay during the first N − p` samples of a
task. Thereafter, it behaves as a direct feedthrough and its internal states are updated.

7.3.1.2 Idle phase

During the idle phase, i.e., k − ks,j ∈ [N + 1, N + Nε,j ], the design of the different
building blocks of R2 is straightforward. During this phase it is desired to hold the
internal states of all blocks, such that the controller remembers what it learned during
previous active phases. Therefore, the state-space models in the different blocks of R2

all have an A matrix equal to an identity matrix of the proper size. All other system
matrices contain only zeros. Using these state-space models, the states of the different
blocks are held and no new information is going in or out of R2.

7.3.2 Stability of the closed-loop system

In this section, a stability proof for the closed-loop controlled system with TRC is
presented. First, the closed-loop system with TRC within a single breath is written
as a switching system. Thereafter, this switching system is rewritten to a switching
system over successive breaths. This switching system describes the dynamics from
the start of task j to the start of task j+ 1. Finally, this switching system representation
is used to prove stability using a Common Quadratic Lyapunov Function (CQLF).
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The closed-loop system within a single task is described by the block diagram in
Fig. 7.2. For generality the disturbance and the dashed arrow are omitted. This closed-
loop system is written as a switching state-space model as follows:

x(k + 1) = Alx(k) +Blr(k)
y(k) = Clx(k) +Dlr(k)

}
for l ∈ 1, 2, 3, 4, (7.5)

where x represents the states of all different blocks in Fig. 7.2, i.e.,

x =
[
xG xL xQ xC xZ xP

]T
, (7.6)

where the subscripts in the state vector represent the different building blocks, i.e., G
represents the plant, L the learning filter, Q the robustness filter, C the linear feedback
controller, Z the main buffer, and P the preview buffer. The corresponding state-space
system matrices are retrieved by combining the state-space models of all subsystems
and are given in Appendix 7.A. In the state-space system (7.5), l = 1, 2, 3 represent
the system in the active phase and l = 4 represents the system in the idle phase. More
specifically, during breath j, l = 1 ∀ k−ks,j ∈ [1, N −p`−pq−1], l = 2 ∀ k−ks,j ∈
[N − p` − pq, N − p` − 1], l = 3 ∀ k − ks,j ∈ [N − p`, N ], and l = 4 ∀ k − ks,j ∈
[N + 1, N +Nε,j ].

Next, the closed-loop dynamics are written as a state-space model over multiple
breaths. This state-space model represents the relation between the system state at the
start of active phase j, at k = ks,j , and the systems state at the start of active phase
j + 1, at k = ks,j+1. The state at the start of task j is defined as γ(j) = x(ks,j). The
switching system is obtained by using the knowledge that the system always switches
in a fixed order and that the system matrices in these distinct states are known. This
results in the following state-space model:

γ(j + 1) = A(N,Nε,j)γ(j) +B(N,Nε,j)r(j) (7.7)

with

A(N,Nε,j) = A
Nε,j
4 Ap`3 A

pq
2 A

N−p`−pq
1 (7.8)

B(N,Nε,j) =
[
A
Nε,j
4 Ap`3 A

pq
2 A

N−p`−pq−1
1 B1 A

Nε,j
4 Ap`3 A

pq
2 A

N−p`−pq−2
1 B1 . . .

A
Nε,j
4 Ap`3 A

pq
2 B1 A

Nε,j
4 Ap`3 A

pq−1
2 B2 . . .

A
Nε,j
4 Ap`3 B2 A

Nε,j
4 Ap`−1

3 B3 . . . A
Nε,j
4 B3 A

Nε,j−1
4 B4 . . . B4

]
,

where r(j) =
[
r(n(j)) . . . r(n(j) +N +Nε,j)

]T
is the input vector. Note that the

system matrices in (7.7) depend on the length of the idle phase, which in turn varies
over j. Hence, a new switching system is retrieved where the system matrices depend
on the length of the idle phase, i.e., Nε,j .
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The switching state-space system on task level in (7.7) is used to prove stability of
the closed-loop system. For this stability proof, it is assumed that the idle phase has a
known maximum duration in samples Nmax, i.e., Nε,j ∈ {0, 1, . . . , Nmax}. Further-
more, it is assumed that the value Nε,j can change arbitrarily within this set from task
to task. Finally, if a CQLF is found for the dynamics in (7.7) for all possible values of
Nε,j ∈ {0, 1, . . . , Nmax}, then the system in (7.7) is exponentially stable for arbitrary
switching between values of Nε,j ∈ {0, 1, . . . , Nmax}. To find a CQLF, a matrix P
should be obtained that satisfies the discrete-time Lyapunov equation from Hespanha
(2009), which is defined as:

A(N,Nε,j)
TPA(N,Nε,j)− P︸ ︷︷ ︸

:=D`(N,Nε,j)

≺ 0, ∀ Nε,j ∈ {0, 1, . . . , Nmax}, (7.9)

where the P matrix must be symmetric and positive definite, i.e.,

P = PT � 0. (7.10)

If a P matrix exists such that it satisfies (7.9) and (7.10), then the system in (7.7)
can switch arbitrarily between Nε,j ∈ {0, 1, . . . , Nmax} values and it is (robustly)
exponentially stable.

7.4 Ventilation system and patient effort modeling
In this section, models of the ventilation system and patient effort are presented. In
Section 7.4.1, a high-level description of the ventilation system is presented. Then, in
Section 7.4.2, models of the considered ventilation system are presented. First, a first
principles model is derived that is used in the closed-loop stability analysis in Section
7.5.4. Then, an experimental FRF model is presented that is used for the TRC filter
design in Section 7.5.3. Thereafter, in Section 7.4.3, the considered patient effort model
is given.

7.4.1 High-level system description
A schematic of the considered blower-patient-hose system, with the relevant parame-
ters, is shown in Fig. 7.4. The main components are the blower, the hose-filter system,
and the patient.

7.4.1.1 Blower

A centrifugal blower compresses ambient air to achieve the desired blower outlet pres-
sure pout. The blower system is modeled as a second-order low-pass filter with an
output delay τb. This describes the relation between the control output pcontrol and the
outlet pressure pout.
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Fig. 7.4. Schematic representation of the blower-hose-patient system of the con-
sidered positive pressure ventilation system. Showing the resistances, lung com-
pliance, flows, and pressures.

7.4.1.2 Hose-filter system

The hose-filter system connects the blower to the patient. The difference between pout
and paw results in a flow through the hose Qout. This pressure difference and flow
relation are modeled by a linear hose resistance Rlin. The change in airway pressure
paw results in two flows, namely, the leak flow Qleak and the patient flow Qpat. The
leak flow is used to flush exhaled CO2-rich air from the hose. The patient flow is
required to ventilate the patient. The airway pressure is measured using a pilot line
attached to the module and the end of the hose. The pressure transfer through the hose
and the pilot line results in delays in the system, caused by the finite propagation speed
of the pressure waves. This delay is assumed to be a measurement delay of paw referred
to as the hose delay τh. For simplicity, all system delays are lumped as one output delay
τd = τb + τh on the measurement of the airway pressure. The measured, i.e., delayed,
airway pressure is denoted by p̃aw.

7.4.1.3 Patient

The patient is modeled by a linear one-compartmental lung model as described in Bates
(2009, pp. 37–60). This model consists of a linear resistance Rlung and a linear com-
pliance Clung. The patient flow is a result of the lung resistance and the difference
between the airway pressure and the lung pressure plung, i.e., the pressure inside the
lungs. The patient flow results in a change in the lung pressure, the relation between
patient flow and lung pressure is given by the lung compliance. Finally, in this chap-
ter a patient with spontaneous, muscle-induced, breathing effort pmus(t) is considered.
The patient effort is an unknown disturbance introduced by the patient’s spontaneous
breathing effort that affects the lung pressure. This patient effort allows a patient to
(partially) inhale and exhale by themselves.
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7.4.2 Ventilation system model with hose compensation
In this section, a linear state-space model of the ventilation system is presented. First, a
model of the uncontrolled ventilation system is presented. Thereafter, a state-of-the-art
control strategy, i.e., hose-compensation control (Reinders et al., 2021b), is included in
the model to obtain the full mechanical ventilation model. This model can be used as the
plant G in the stability analysis of Section 7.5.4. Thereafter, experimental Frequency
Response Functions (FRFs) of this controlled plant are presented. These FRF models
are used for design of the repetitive controller filters in Section 7.5.3.

The uncontrolled ventilation system contains three components a shown in Fig. 7.4.
These components are the blower, the hose-filter system, and the patient. First, the
blower is modeled as a second-order low-pass filter with cutoff frequency ωn = 30 Hz.
This gives the following state-space model of the blower:

ẋb = Abxb + Bbpcontrol

pout = Cbxb
(7.11)

with

Ab =

[
−ωn 0
ωn −ωn

]
, Bb =

[
ωn
0

]
, Cb =

[
0 1
]
. (7.12)

Second, the hose-filter patient system is obtained by assuming that all resistances are
linear and that the patient is modeled by a linear one-compartment lung model. De-
tailed derivation of this model can be found in Reinders et al. (2021b). The different
components, i.e., hose, leak, and patient, are connected by conservation of flow, i.e.,
Qout = Qpat + Qleak. This results in the following linear state-space patient-hose
model:

ṗlung = Applung + Bppout + Epṗmus

paw = Cpplung + Dppout
(7.13)

with

Ap = −Rlin +Rleak
ClungR̄

, Bp =
Rleak
ClungR̄

, Cp =
RlinRleak

R̄
,

Dp =
RleakRlung

R̄
, Ep = 1,

and R̄ = RlinRleak +RlinRlung +RleakRlung.

(7.14)

Discrete-time models are used for Repetitive Controller (RC) design and the stability
analysis. Therefore, the blower and the hose-filter patient system models are discretized
using exact zero-order hold discretization with a sampling time Ts = 2 × 10−3 s. The
associated discrete-time system matrices are denoted with an additional subscript d.

Third, a discrete-time model for the output delay τd is obtained. This model rep-
resents the delay between the actual airway pressure paw(n) and the measured airway
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pressure p̃aw(n). For this model, the delay length is computed in terms of sampling
time Ts. This gives the delay length in samples ds = τd

Ts
. The following discrete-time

state-space model represents the output delay z−ds :

xτd,d(n+ 1) = Aτd,dxτd,d(n) + Bτd,dpaw(n)

p̃aw(n) = Cτd,dxτd,d(n)
(7.15)

with

Aτd,d =

 0 . . . 0
. . .

...
Ids−1 0

, Bτd,d =


1
0
...
0

, Cτd,d =
[
0 . . . 0 1

]
. (7.16)

In this state-space model, the actual airway pressure paw(n) first propagates for ds
samples through the state xτd,d before it seen in the output p̃aw.

Next, the discretized models in (7.11)-(7.16) are combined. Using the combined
state xm,d =

[
xTb,d plung,d x

T
τd,d

]T
, gives the following discrete-time state-space model

of the uncontrolled ventilation system:

xm,d(n+ 1) = Am,dxm,d(n) + Bm,dpcontrol(n) + Em,dṗmus(n)

p̃aw(n) = Cm,dxm,d(n)
(7.17)

with

Am,d =

 Ab,d 0 0
Bp,dCb,d Ap,d 0

Bτd,dDp,dCb,d Bτd,dCp,d Aτd,d

 ,
Bm,d =

Bb,d

0
0

 ,Cm,d =
[
0 0 Cτd,d

]
,Em,d =

0
1
0

 .
(7.18)

Finally, linear hose compensation is added to the uncontrolled ventilation system to
retrieve the desired plant model. The hose-compensation strategy in this chapter is a
special case of the strategy in Reinders et al. (2021b). A schematic overview of the
system with hose compensation is depicted in Fig. 7.5. The figure shows how hose
compensation is added to the uncontrolled plant P represented by (7.17) and (7.18).
This results in the controlled plant G represented by (7.20) below. Hose compensa-
tion aims to compensate the pressure drop ∆p := pout − paw over the hose. This
is achieved by increasing the target pressure ptarget with the estimated pressure drop
∆p̂ = R̂linQout, where R̂lin is an estimated hose resistance. This compensation is
implemented by adding the estimated pressure drop to the target pressure as

pcontrol = ptarget + ∆p̂ = ptarget + R̂linQout. (7.19)
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P

Qout

p̃aw

R̂lin

pcontrol
+

∆p̂

ptarget

G

Fig. 7.5. Schematic overview of the uncontrolled plant P and the hose-
compensation control strategy, combined this results in the plant G.

To obtain the final dynamics, Qout is rewritten as Qout := pout−paw
Rlin

, where pout =
Cb,dxb,d and paw = Cp,dplung,d + Dp,dCb,dxb,d, and (7.19) is substituted in (7.17)
and (7.18). This results in

xf,d(n+ 1) = Af ,dxf,d(n) + Bf ,dptarget(n) + Ef ,dṗmus(n),

p̃aw(n) = Cf ,dxf,d(n),
(7.20)

where xf,d = xm,d,

Af ,d = Am,d + Bm,d
R̂lin
Rlin

[
Cb,d −Dp,dCb,d −Cp,d 0

]
,

Bf ,d = Bm,d, Cf ,d = Cm,d, and Ef ,d = Em,d.

(7.21)

For the RC filter design, experimental FRF models of the ventilation system with hose-
compensation control are obtained. More specifically, FRFs from ptarget to p̃aw for
different patients are depicted in Fig. 7.6. In these experiments, the estimated hose-
resistance R̂lin is retrieved by a calibration procedure. The figure shows FRFs of dif-
ferent patients from babies to adults. Furthermore, these FRFs are obtained at different
pressure levels, to capture the effect of the absolute pressure on the FRF. The significant
phase lag that is seen in the FRFs is caused by the output delay τd. These FRFs are used
to design the RC filters in Section 7.5.3.

7.4.3 Patient effort modeling
The patient’s spontaneous effort pmus enables a person, i.e., healthy or patient, to inhale
and exhale air by themselves. Physically, the patient effort can be seen as a change in
lung pressure caused by contractions and relaxation of the respiratory muscles, e.g., the
diaphragm.

According to Fresnel et al. (2014), a sinusoidal half-wave is a common and accurate
model of the patient effort. An example of the sinusoidal half-wave is depicted in
Fig. 7.7. The decrease in pmus results in a decrease in the lung pressure, which results in
flow into the patient lungs. In other words, a decrease in pmus represents an inspiration.
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Fig. 7.6. Identified FRF models of the ventilation system with hose-
compensation control from ptarget to p̃aw, i.e., the plant G. The different FRFs
represent different patients from babies to adults at different pressure levels.

Fig. 7.7. Model of the muscle induced patient effort pmus(t), defined by the
sinusoidal half-wave.

Thereafter, the increase in pressure results in an increase of the lung pressure and flow
out of the lungs. In other words, an increase in pmus represents an expiration.

In this chapter, it is assumed that the patient effort is an exogenous disturbance to
the system. In practice, it is a result of the breathing behavior of the patient. Modeling
of this behavior is out of scope for this chapter.

7.5 Triggered repetitive control applied to mechanical
ventilation

In this section, the proposed TRC framework of Section 7.3 is used to improve pres-
sure tracking performance of an experimental mechanical ventilation setup. First, in
Section 7.5.1, the experimental setup and use cases are described. Thereafter, in Sec-
tion 7.5.2, the overall controller design is presented. Next, the RC filter designs are
explained in Section 7.5.3. Then, a stability analysis of the closed-loop system is pre-
sented in Section 7.5.4. Finally, in Section 7.5.5, the experimental results are presented
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Fig. 7.8. Experimental setup consisting of the blower driven ventilator, ASL
5000 breathing simulation, dSpace, and a hose.

and compared to a benchmark control strategy.

7.5.1 Experimental setup and use cases

The main components of the experimental setup used in this case study are depicted
in Fig. 7.8. The figure shows a Macawi blower-driven mechanical ventilation mod-
ule (DEMCON macawi respiratory systems, Best, The Netherlands). Furthermore, the
ASL 5000™Breathing Simulator (IngMar Medical, Pittsburgh, PA) is shown in the fig-
ure. This breathing simulator is used to emulate a linear one-compartmental patient
model as described in Bates (2009). Furthermore, a typical hose-filter system for venti-
lation of a patient in a hospital setting is shown. The control and ventilation algorithms
are implemented in a dSPACE system (dSPACE GmbH, Paderborn, Germany).

To design and evaluate TRC for mechanical ventilation, three different patients and
ventilation scenarios are considered. The considered patient scenarios are a baby, pedi-
atric, and adult scenario from the ISO standard for pressure controlled mandatory ven-
tilation obtained from Table 201.104 in NEN-EN-ISO 80601-2-12:2011 (NEN, Delft,
The Netherlands). For these standardized scenarios, the patient parameters and the ven-
tilator settings are given in Table 7.1. Furthermore, the patient effort pmus for all three
scenarios is depicted in Fig. 7.9. The variations in this patient effort are exaggerated to
show the control strategy in a worst-case scenario. Note that all scenarios use the same
hose-filter-leak configuration. As a benchmark controller the hose-resistance compen-
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Fig. 7.9. The considered patient effort for all cases during the first 30 seconds.
Showing the breathing effort of the adult ( ), the pediatric ( ), and the baby
( ) use cases.

Table 7.1. Patient parameters and ventilation settings used for filter design and
in the experiments.

Parameter Adult Pediatric Baby Unit
Rlung 5 50 50 mbar s / L
Clung 50 10 3 mL/mbar
PEEP 5 5 10 mbar
IPAP 15 35 25 mbar
Inspiratory time 1.5 1 0.6 s
N 1000 650 450 samples

sation strategy, as discussed in Section 7.4 is considered. This corresponds to the first
breath in every use-case, when the TRC has not yet learned from previous breaths.

7.5.2 Overall controller design
The overall controller design can be divided in four separate controllers, i.e., feedfor-
ward control, hose-compensation control, linear feedback control, and the TRC con-
troller R. As a basis the control scheme in Fig. 7.2 is considered. First, as a feed-
forward controller unity feedforward is considered, i.e., the dashed arrow in Fig. 7.2.
Next, the hose-resistance compensation controller is implemented to achieve adequate
performance from the start, i.e., before the TRC has learned from previous breaths. Im-
plementation of the hose-resistance controller results in the plantG described by (7.20).
This control strategy ensures that the initial performance of the system is sufficient. The
estimated hose resistance R̂lin is obtained by an offline calibration of the hose prior to
ventilation.

The linear feedback controller Ci in Fig. 7.2 is set to be 0 in both the active and idle
phase, i.e., C1 = C2 = 0. This choice for Ci is made because the hose-resistance com-
pensation controller in G combined with unity feedforward already achieves sufficient
performance during the first breath and during the idle phase.

Finally, the TRC controllerRi is designed using the framework presented in Section
7.3. The exact learning and robustness filter design is discussed next.
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7.5.3 Repetitive control filter design
The filters for the TRC during the active phase are designed following the methodology
of Reinders et al. (2020). More specifically, this means that the learning filter L1 in
Fig. 7.2 is based on an average FRF measurement of the plant G for several patients.
Furthermore, the robustness filterQ1 in Fig. 7.2 is designed such that it ensures stability
of the standard RC, i.e., without switching, using the separate FRFs of all considered
patients.

Before designing the RC filters for the mechanical ventilation system, a stability
result and a design procedure are given. First, the sensitivity of the controlled system
in Fig. 7.2, without the dashed arrow, during the active phase is defined as follows:

e = (1 + C1G)−1︸ ︷︷ ︸
S1

(1 + PS,1R1)−1︸ ︷︷ ︸
SR,1

(r − d), (7.22)

where PS,1 = (1 + C1G)−1G. Using this sensitivity, the following sufficient stability
theorem is obtained for the system in the active phase.

Theorem 7.1. (Based on the MIMO plug-in RC stability results in Longman (2010).)
Assume that S1 and PS,1 are asymptotically stable. Then, SR,1 is asymptotically stable
for all N if

|Q1(z)(1− PS,1(z)L1(z))| < 1,∀z = eiω, ω ∈ [0, 2π). (7.23)

This stability theorem ensures that the entire loop in Fig. 7.2 is asymptotically stable
if no switching to the idle state occurs.

Using the stability condition in Theorem 7.1, the following two-step design proce-
dure is followed for SISO RC systems, see Blanken et al. (2020); Hara et al. (1988);
Steinbuch (2002); Tomizuka et al. (1989).

Procedure 7.1. (Based on frequency-domain SISO RC design, from Blanken et al.
(2020) and Reinders et al. (2020).)

1. Given a parameteric model of the ’nominal’ process sensitivity PS,1(z), construct
L1(z) as an approximate, possibly non-causal, stable inverse of PS,1(z), i.e.,
L1(z) ≈ P−1

S,1(z).

2. Using non-parametric FRF models, P pS,1(eiω), p ∈ {1, . . . Np} withNp the num-
ber of patient models, of different patients, design one Q1(z) such that Theorem
7.1 is satisfied for P pS,1(eiω) ∀p ∈ {1, . . . Np}.

To design the RC filters for the active phase, Procedure 7.1 is followed. First
FRF measurements of the process sensitivity P pS,1(z) for every patient are obtained,
see Fig. 7.10. The average of these FRF measurements and a fourth-order fit with 12
samples delay are used to obtain a parametric model PnS,1(z) of the ’nominal’ process
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Fig. 7.10. The FRF measurements of the process sensitivity for the individual
patients ( ), the ’nominal’ (average) process sensitivity ( ), and the fourth-
order fit of the ’nominal’ process sensitivity ( ).

sensitivity, see Fig. 7.10. This fit of the ’nominal’ process sensitivity is used to con-
struct a non-causal learning filter L1(z) = zplLc(z) as an approximate stable inverse
of PnS,1(z). This inverse is obtained using Zero Phase Error Tracking Control (ZPETC)
(Tomizuka, 1987).

For the robustness filter design, the second step in Procedure 7.1 is followed. First,
the stability condition of standard RC is checked for Q1 = 1. In the left-hand side of
Fig. 7.11, it is clearly seen that the stability conditions for standard RC are not guar-
anteed for all patients. Therefore, a 20th-order non-causal zero-phase Finite Impulse
Response (FIR) filter with a cut-off frequency of 20 Hz is implemented as the robustness
filter Q1. This FIR filter is implemented by computing a causal symmetric FIR-filter
Q1,c and applying a forward shift of zpq with pq half the order of the FIR-filter. This
makes it a zero-phase FIR filter that is symmetric around zero lag, such that no phase
lag is introduced by the filter. The forward shift is possible because of the memory loop,
as long as pl + pq ≤ N . With the implementation of this robustness filter the standard
RC stability condition in Theorem 7.1 is ensured, as is shown in the right-hand side plot
of Fig. 7.11.

Eventually, to reduce the effect of the varying disturbances, e.g., breathing effort,
in subsequent breaths a learning gain α ∈ [0, 1] is included by multiplying L1 with α.
The choice of the learning gain is a trade-off between convergence speed and varying
disturbance suppression. Therefore, a learning gain of 0.2 is implemented, this value is
a result of extensive testing.

7.5.4 Stability analysis

In the previous section, stability of the closed-loop system is guaranteed in case the sys-
tem does not switch to the idle phase. However, in the mechanical ventilation use-cases,
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Fig. 7.11. Left: stability condition for all patients with Q1 = 1. Right: stability
condition for all patients with Q1 a 20th order FIR filter with cut-off frequency
at 20 Hz. The figures show (|Q1(1 − PS,1L1)|) for every patient ( ) and the
corresponding Q-filters ( ).

the system switches to the idle phase after every ventilator assisted breath. Therefore,
the results in Section 7.3.2 should be used to ensure stability of this system, controlled
by TRC. To guarantee stability of the system, a CQLF, parameterized by P , should
be computed that ensures (7.9) and (7.10). To do this for the considered use-cases, a
challenge occurs. Namely, the P matrices are very large, up to 1042 × 1042 for the
adult case. This is caused by the size of the system matrix A(N,Nε,j), which is large
because of the states that are introduced by the memory loop in the TRC. Therefore,
when attempting to solve a system of linear matrix inequalities in MATLAB to compute
a suitable P matrix our system, an Intel Core i7-7700HQ, 2.8GHz processor with 16
GB RAM, runs out of memory and is unable to find a P matrix that satisfies the linear
matrix inequalities and guarantees stability.

However, for smaller values of N we are able to find P matrices for all three
use-cases that guarantee stability of the system. These P matrices guarantee stabil-
ity when arbitrarily switching between different idle times Nε,j ∈ {0, 1, . . . , Nmax},
with Nmax = 5000 samples, which corresponds to a maximum of 10 seconds between
breaths. Although a formal proof is missing for larger values of N , we conjecture that
the system is stable for larger values ofN . Finding CQLFs for larger values ofN is left
for future work.

7.5.5 Experimental results
In this section, the results of the experiments are presented. First, the time-domain
results of the adult use-case are shown and analyzed. Thereafter, all use-cases are ana-
lyzed in terms of the pressure error 2-norm on breath level.
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Fig. 7.12. The airway pressure, patient flow, and TRC output of the 19th-21th

breath for the converged TRC controller ( ) and hose-resistance compensa-
tion controller ( ) for the adult case, and the target pressure ( ) and the
scaled patient effort pmus ( ). The TRC is in the active phase in the gray
areas and in the idle phase in the white areas. The figure shows that the airway
pressure tracking performance is improved.

The results of the 19th-21th breath of the adult use case are shown in Fig. 7.12.
The figure shows the airway pressure and patient flow for the system with TRC and for
the system with just hose-resistance compensation. It is clearly shown that the airway
pressure tracking performance is improved significantly by TRC. Both the rise-times
and overshoot are significantly reduced. Some slight oscillations in the airway pressure
with TRC are seen at the IPAP level, these oscillations are caused by the varying pa-
tient effort. Because these are varying over breaths the TRC cannot compensate this
perfectly. Furthermore, it is seen that the TRC output w is zero in the idle phase and
has no actuation spike at the end of the active phase. However, w is not zero at the end
of the active phase, this is because the system is not yet in steady state, i.e., the flow is
not zero at the end of the active phase.

The error 2-norms per breath for all use-cases are shown in Fig. 7.13. The error 2-
norm per breath is defined as the 2-norm of the tracking error, e := ptarget−p̃aw, during
the active and the subsequent idle phase. The first data point in Fig. 7.13 represents the
error 2-norm of the system with hose-resistance compensation only, i.e., the output of
the RC is zero. It is seen in the figure that for all three use-cases the error converges
in about 10 breaths, this is due to the particular choice of α. The figure shows that the
tracking performance is improved with a factor 3.9 to 4.6. Upon convergence some
oscillations are seen, these are caused by the varying length of the idle phase and the
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Fig. 7.13. Error 2-norm per breath for every use case, a single breath consists
of the active phase and the subsequent idle phase. The first breath represents the
system with hose-compensation control, since the RC output is zero. The figure
shows the adult ( ), the pediatric ( ), and the baby ( ) use cases.

varying patient effort. The adult use-case is especially sensitive to varying patient effort
because of the high compliance and low resistance.

Concluding, pressure tracking performance is improved significantly for a wide-
variety of spontaneously breathing patients by including TRC in the mechanical ven-
tilation setup. Furthermore, the undesired actuation spike, as seen in Section 7.2.3, is
resolved.

7.6 Conclusions and future work

The Triggered Repetitive Control (TRC) framework enables improved tracking per-
formance improvement for systems with repeating tasks where the start of a task is
triggered at varying inter-task times, and this provides a breakthrough for applying RC
techniques to mechanical ventilation with possibly spontaneously breathing patients.
The main challenge that is solved in this chapter is the fact that the period in between a
task is not exactly the same for subsequent tasks, it depends on the timing of an exter-
nal disturbance, deteriorating performance of traditional repetitive control (RC). This
challenge is solved by activating and de-activating the repetitive controller when the
repetitive task starts and ends, respectively. Furthermore, adjustments to the traditional
RC filters are made to prevent undesired actuation peaks at the end of the repetitive
task.

Furthermore, the TRC framework is theoretically supported by a stability analysis.
Thereafter, a design procedure of TRC for mechanically ventilated patients is presented.
Using this design procedure, TRC is implemented and tested in an experimental setup
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for ventilation. A performance analysis of these experiments show a significant perfor-
mance increase compared to other control strategies for ventilation. In the experimental
case-study a reduction of the error 2-norm up to a factor 4.6 has been achieved com-
pared to a state-of-the-art control strategy.

The experiments have shown that the proposed control strategy significantly im-
proves pressure tracking performance compared to a state-of-the-art control strategy
for mechanical ventilation. Several recommendations are considered relevant for future
extensions and improvements. First, a variable learning gain could be considered to
decrease the effects of varying patient effort on the tracking performance upon conver-
gence while ensuring fast convergence. Second, an additional TRC for the expiration
should be added to enable triggered off-cycling of the mechanical ventilator. This en-
hances the expiration synchrony between the patient and ventilator. Third, a simple
method to guarantee stability of the closed-loop system with TRC should be developed,
to avoid the computational burden of solving the linear matrix inequalities.

7.A Appendix
The full switching closed-loop system with TRC are described by the state-space sys-
tem in (7.5). The corresponding state-space matrices are retrieved by working out the
interconnections in Fig. 7.2 and considering the state vector in (7.6). This results in the
following state-space system matrices:

Al =


al,11 al,12 al,13 al,14 al,15 0

0 AL,l BL,lCQ,l 0 BL,lDQ,lCZ,l 0
0 0 AQ,l 0 BQ,lCZ,l 0

−BC,lCG 0 0 AC,l 0 0
al,51 al,52 al,53 al,54 al,55 BZ,lCP,l

0 0 BP,lCQ,l 0 BP,lDQ,lCZ,l AP,l

 ,

Bl =
[
BG(1 +DC,l) 0 0 BC,l BZ,l 0

]T
, (7.24)

Cl =
[
CG 0 0 0 0 0

]
,

Dl = 0,

where

al,11 = AG −BGDC,lCG al,51 = −BZ,lCG
al,12 = BGCL,l al,52 = 0

al,13 = BGDL,lCQ,l al,53 = BZ,lDP,lCQ,l (7.25)
al,14 = BGCC,l al,54 = 0

al,15 = BGDL,lDQ,lCZ,l al,55 = AZZ, l +BZ,lDP,lDQ,lCZ,l.
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Chapter 8

Noninvasive breathing effort
estimation of mechanically ventilated

patients using sparse optimization

Abstract – Mechanical ventilators facilitate breathing for patients who are unable to do so on their own.
The aim of this chapter is to estimate relevant lung parameters and the spontaneous breathing effort of a
ventilated patient that help keeping track of the patient’s clinical condition. A key challenge is that estimation
using the available sensors for typical model structures results in a non-identifiable parametrization. A sparse
optimization algorithm to estimate the lung parameters and the patient effort, without interfering with the
patient’s treatment, using an `1-regularization approach is presented. It is confirmed that accurate estimates of
the lung parameters and the patient effort can be retrieved through a simulation case study and an experimental
case study.

8.1 Introduction
Mechanical ventilation is a life-saving therapy used in Intensive Care Units (ICUs) to
assist patients who need support to breathe sufficiently. The main goals of mechanical
ventilation are to ensure oxygenation and carbon dioxide elimination (Warner and Patel,
2013). Especially during the flu season or a world-wide pandemic such as the COVID-
19 pandemic (Wells et al., 2020), mechanical ventilation is a life saver for many patients
around the world.

Accurately tracking the patient’s clinical condition is essential to optimize the pa-
tient’s treatment. A lung model, e.g., a linear one-compartmental lung model (Bates,
2009, pp. 37–60), can be estimated to retrieve valuable information about the patient’s

The contents of this chapter also appear in Reinders et al. (2022c). A patent application under application
nr. 2028456 at the Netherlands Patent Office is filed for the alogrithm presented in this chapter.
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clinical condition. These estimates give an indication of the lung compliance, i.e., the
inverse of the lung stiffness, and the resistance of the patient’s airway. In Borrello
(2001) and Avanzolini et al. (1997), such parameters have been estimated during ven-
tilation of fully sedated patients using recursive least squares algorithms. However,
during the weaning process the assistance delivered by the ventilator is reduced grad-
ually and the patient is breathing spontaneously as well. This breathing effort causes
the estimated patient models to be inaccurate and practically useless if this effort is not
taken into account. Furthermore, if the breathing effort is not considered in the treat-
ment it might cause the patient to overextend its own lungs, resulting in complications.
Also, an accurate estimate of the patient effort can be used to detect, and eventually
prevent, patient-ventilator asynchrony. According to Blanch et al. (2015), this patient-
ventilator asynchrony is associated to increased mortality. Therefore, accurate estimates
of this effort and the patient parameters are relevant to determine the patient’s clinical
condition and improve the patient’s treatment.

Two distinct types of methods can be distinguished to obtain the desired patient
information in case of spontaneously breathing patients. First, methods that are em-
ploying additional sensing equipment are available. The required additional sensors
makes these methods unsuitable for use in the ICU, because placing additional sensors
is error-prone and it demands more time for the ICU personnel. This is undesired be-
cause the ICUs are already understaffed (Angus et al., 2000; Needham et al., 2005).
Second, algorithms that use the already available data in ventilation are available. Typ-
ically, these methods impose an extra maneuver, i.e., an additional change in pressure,
or some assumption on the patient effort. Next, both such approaches are investigated
in detail.

The first class of methods, requiring additional sensing, are error-prone and costly
in terms of personnel time. Next, methods requiring additional sensing are presented. In
Neurally Adjusted Ventilatory Assist (NAVA), in Navalesi and Costa (2003); Sinderby
and Beck (2008); Sinderby et al. (1999), an invasive esophagus catheter is used to mea-
sure diaphragm activity. Using an esophagus catheter is both invasive and error-prone
(Doorduin et al., 2013). Therefore, it is not suitable for many patients. In Petersen
et al. (2020), non-invasive surface electromyography (EMG) measurements are used to
estimate the patient’s breathing effort. The presented methods all require additional,
possibly invasive, sensing. This is undesired because it costs valuable time of the ICU
personnel and is error-prone.

The second class of methods methods do not require additional sensing, yet are
highly challenging from an estimation perspective, typically imposing unrealistic re-
strictions on the patients breathing effort. In Navajas et al. (2000) and Dietz et al.
(2003), a method is presented to estimate the patient parameters and effort during ven-
tilation. These methods assume that the change in patient effort over significant breaths
is insignificant and require an extra maneuver, interfering with the treatment. Therefore,
they are not preferred in practice. In Maes et al. (2014, 2017), a device is developed that
estimates the lung impedance of a spontaneously breathing patient by superimposing a
multi-sine to the ventilation target. To extract the patient effort from the actual signal,
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the patient is requested to breath with a specific frequency. In critically ill patients,
it is typically not possible to demand this from a patient. Furthermore, this method
interferes with the treatment as well. In Vicario et al. (2015), it is assumed that the
patient effort first monotonically increases and thereafter monotonically decreases to
zero. This limitation on the patient effort is considered too stringent in practice. In
conclusion, the presented methods are able to retrieve valuable information about the
patient’s parameters and the patient effort. However, they restrict the estimated patient
effort and interfere with the treatment.

Although several estimation algorithms have been developed that improve the esti-
mation of patient effort and a patient model, these all require either more data, an extra
maneuver, or use rather stringent assumptions on the patient effort. Indeed, in Olivieri
et al. (2011) and Fresnel et al. (2014), it is concluded that there is no consensus on how
patient effort should be modeled. However, from a practical point of view it is valid
to assume that the effort is not changing arbitrarily within a particular breath. More
specifically, the patient effort has some smoothness properties and does not arbitrarily
change slope or jump up and down. Note that the patient effort can change significantly
over successive breaths. The smoothness property of the patient effort can be ensured
by assuming the second time derivative of the effort is sparse, i.e., it contains only a few
non-zero elements. Therefore, in this chapter estimation methods of sparse signals are
considered as a possible solution to the estimation problem at hand. In particular, `0-
regularization and its convex relaxation `1-regularization are considered in this chapter.
Such `1-regularization is used in for example the Least Absolute Shrinkage and Selec-
tion Operator (lasso) (Tibshirani, 1996) and fused lasso (Tibshirani et al., 2005). These
methods are used to compute sparse feedforward control signals (Oomen and Rojas,
2017) and to enhance sparsity in system identification (Ohlsson et al., 2010; Rojas and
Hjalmarsson, 2011).

The main contribution of this chapter is an estimation framework, using sparse op-
timization, that enables estimation of the patient effort and the patient’s lung model of
a mechanically ventilated patient with spontaneous breathing effort. The presented ap-
proach meets the following requirements: 1) it only uses commonly available data; 2)
it does not use an extra ventilation maneuver; and 3) it leaves freedom regarding the
shape of the patient effort. As subcontributions, the performance of this algorithm is
investigated through a simulation case study and through an experimental setup with an
actual ventilator and a mechanical lung.

The outline of this chapter is as follows. In Section 8.2, the considered patient
model is presented. In Section 8.3, the estimation goal and challenge are described
in detail. Then, In Section 8.4, the proposed sparse estimation method is explained in
detail. Thereafter, in Section 8.5, a simulation case study is presented to analyze the
performance of the algorithm. Then, in Section 8.6, an experimental case study is used
to show the performance of the proposed algorithm in practice. Finally, in Section 8.7,
the main conclusions and recommendations for future work are presented.
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Fig. 8.1. Schematic representation of the patient’s respiratory system, with the
relevant patient parameters and signals. The signals paw and Qpat are typically
measured during mechanical ventilation.

8.2 Patient and breathing effort modeling

In this section, a description of the considered patient model is presented. In Section
8.2.1, the considered patient model and its relevant parameters are presented. There-
after, in Section 8.2.2, the considered patient breathing effort model is presented.

8.2.1 Patient model

The model considered in this chapter is a linear one-compartmental lung model, which
is extensively described in Bates (2009, pp. 37–60). An advantage of this model de-
scription is an ease of interpretation for clinicians. Including parameters such as the
airway resistance and lung compliance.

Fig. 8.1 shows a schematic representation of the patient’s respiratory system with
the parameters and signals relevant for estimation. The patient model without patient
effort consists of two components that are modeled; namely, the airway and the lungs.
The airway model describes the relation between the pressure drop over the airway and
the flow in and out of the patient’s lungs. The lung model gives the relation between
the flow in and out of the lungs and the pressure inside the lungs.

The airway is modeled by means of a linear resistance Rlung. This linear resistance
gives the relation between the airway pressure, the lung pressure, and the patient flow:

Qpat(t) =
paw(t)− plung(t)

Rlung
, (8.1)

where paw is the airway pressure, the pressure near the patients mouth, and plung is the
lung pressure, the pressure inside the lungs.

The lung model describes the relation between the patient volume Vpat, i.e., the
volume inside the lungs, and the lung pressure plung. This relation is described by a
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linear lung compliance Clung. The pressure inside the lungs is expressed as

plung(t) =
1

Clung

∫ t

t0

Qpat(τ)dτ︸ ︷︷ ︸
Vpat(t)

+plung(t0), (8.2)

where integration of the flow over time gives the patient volume Vpat and plung(t0) is
the initial lung pressure at time t0.

Contraction and relaxation of the respiratory muscles induce the patient effort pmus.
This patient effort is modeled as an additive disturbance to the lung pressure in (8.2).
More details on the patient effort are presented in Section 8.2.2. This gives the following
equation for the lung pressure plung with patient effort:

plung(t) =
1

Clung

∫ t

t0

Qpat(τ)dτ︸ ︷︷ ︸
Vpat(t)

+plung(t0) + pmus(t). (8.3)

Combining (8.1) and (8.3) gives the following expression for the airway pressure
paw:

paw(t) =
1

Clung
Vpat(t) +RlungQpat(t) + plung(t0) + pmus(t). (8.4)

The discrete time expression of (8.4) is given by:

paw(k) =
1

Clung
Vpat(k) +RlungQpat(k) + plung(1) + pmus(k), (8.5)

where k denotes the discrete sample number and plung(1) denotes the initial lung pres-
sure. Equation (8.5) is used in the cost function of the estimation algorithm in Section
8.4. The considered patient effort model is investigated in the next section.

8.2.2 Patient effort model
Patient effort enables a person, i.e., healthy or patient, to inhale and exhale air by them-
selves. In this section, the most important properties of the patient effort are presented.
Further, it is explained how these properties are translated to the effort model pmus(t).
Physically, the patient effort can be seen as a change in lung pressure caused by con-
tractions and relaxation of the respiration muscles, e.g., the diaphragm. For example,
contraction of the diaphragm results in a downward motion of the diaphragm. This mo-
tion results in a pressure drop in the lungs. Various approaches are being used currently
to model the patient effort. Based on physical properties of respiration, in this section
two assumptions are made on the shape of patient effort. Furthermore, a commonly
used patient effort model is briefly presented.
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Firstly, the assumption is made that the modeled patient effort pmus(t) is non-
positive. Typically inspiration is an active process, where the diaphragm is contracted.
This results in a decrease in lung pressure. This decrease in lung pressure is modeled
by a negative patient effort pmus(t). Expiration is typically a passive process, where
the respiration muscles are relaxing and the elasticity of the lungs result in a negative
airflow. Expiration is modeled by increasing the negative patient effort until it is zero
again. Because expiration is typically passive, Assumption 8.1 is adopted throughout
this chapter.

Assumption 8.1. The patient effort pmus(t) is a non-positive signal, i.e.,

pmus(t) ≤ 0, ∀t ≥ 0. (8.6)

Secondly, it is assumed that the shape of the modeled patient effort pmus(t) cannot
change arbitrarily within one breath. However, the patient effort is allowed to change
arbitrarily over successive breaths. According to Fresnel et al. (2014), it is common to
use a sinusoidal half-wave for the patient effort. An example of the sinusoidal half-wave
and a piecewise linear version of the effort, and their first and second time derivatives
are depicted in Fig. 8.2. It is shown that a piecewise linear effort gives a fairly accurate
representation of the sinusoidal half-wave. Furthermore, it is observed that the second
time-derivative of the piecewise linear pmus(t) is sparse, i.e., it only contains a few
non-zero elements. This sparsity property of p̈mus(t) is used as prior knowledge in the
estimation algorithm, without fixing the exact timing and height of the signal. Using
the presented patient models, the estimation goal and the main challenge are presented
in the next section.

8.3 Estimation goal
In this section, the estimation goal is presented. Then, the practical estimation setting
with its limitations and constraints is presented. Finally, the main challenge is pre-
sented.

The estimation goal is to retrieve accurate estimates of the patient’s breathing ef-
fort, pmus(t), the lung compliance Clung, and the patient’s resistance Rlung. Accurate
estimates of these parameters can be used to follow the patient’s clinical condition and
adjust the treatment accordingly. From discussions with experts in the field it is con-
cluded that an accuracy of about 15 % of the compliance and resistance estimates is
practically useful and therefore desired. Therefore, the requirement for estimation ac-
curacy of the lung parameters is 15 %. The estimation goal must be achieved by using
the typically measured signals, i.e., airway pressure paw(t), the patient flow Qpat(t),
and the patient volume Vpat(t) =

∫ t
t0
Qpat(τ)dτ .

The considered estimation setting is a particular ventilation mode, namely, Pressure
Controlled - Assist Control Ventilation (PC-ACV), schematically depicted in Fig. 8.3.
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Fig. 8.2. Example of a model for the patient effort pmus(t) and its first and
second time derivatives. A sinusoidal half-wave ( ) and a piecewise linear
( ) are shown.

The figure shows the airway pressure paw, patient flow Qpat, and patient effort pmus
during one stroke of triggered ventilation. The ventilator is detecting the start of the pa-
tient effort to synchronize the machine with the patient. Typically the start of inspiration
is detected by detecting an increase in the patient flow. This patient flow is caused by
the patient’s inspiration effort. When the start of the patient’s effort is detected, a venti-
lation stroke of the mechanical ventilator is started to assist the patient. This ventilation
stroke is induced by increasing the patient’s airway pressure paw to the Inspiratory Pos-
itive Airway Pressure (IPAP) level. The pressure level generated by the mechanical
ventilator is lowered after a preset time to the Positive End-Expiratory Pressure (PEEP)
level to allow the air to leave the patient’s lungs in the expiration phase.

Next, an assumption on the breathing effort and a restriction on the target pressure
are presented. First, it is assumed that the patient effort can significantly change from
breath to breath. It might change in breath depth, i.e., amplitude, as well as in shape
such as timing, rise times, and length. This means that the estimation algorithm should
be able to deal with such changes. Second, it is desired to not interfere with the treat-
ment. Therefore, it is undesired to change the target pressure to obtain estimates of the
patient parameters, i.e., it is not allowed to add an extra maneuver to the ventilator.

The main challenge in estimating physically interpretable parameters is the non-
identifiability of the estimation problem. More specifically, the relation between the
airway pressure, patient flow, and patient volume, given by (8.5) has infinitely many
solutions, i.e., infinitely many combinations of the estimates, Ĉlung, R̂lung, p̂lung(1),
and p̂mus(k) with k ∈ [1, N ], describe the relation between the measured signals. This
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Fig. 8.3. Schematic example of PC-ASV. The figure shows the target pressure
( ), the measured airway pressure paw and patient flow Qpat ( ), and the
patient effort pmus ( ).

can be seen by writing (8.5) as follows:

Y = Xβ, (8.7)

where

Y =


paw(1)
paw(2)

...
paw(N)

 , β =



1
Clung

Rlung
plung(1)
pmus(1)
pmus(2)
. . .

pmus(N)


, and

X =


Vpat(1) Qpat(1) 1 1 0 . . . 0
Vpat(2) Qpat(2) 1 0 1 . . . 0

...
...

...
...

...
. . .

...
Vpat(N) Qpat(N) 1 0 0 . . . 1

 .
Thus, in (8.7), Y reflects the measured airway pressure sampled at discrete time in-
stants, X reflects, a.o., the measured patient volume and flow, and β represents the
quantities to be estimated. Using this representation it can be shown that XTX is not
invertible, hence, there exists an infinite number of solutions for β, β is not identifiable.
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This can also be understood intuitively; by considering the following simulation-error
based least-squares cost function:

J =

k=N∑
k=0

(paw(k)− p̂aw(k))2 (8.8)

with k the sample index of the discrete signals, N the length of the signals in samples,
and p̂aw(k) defined as:

p̂aw(k) =
1

Ĉlung
Vpat(k) + R̂lungQpat(k) + p̂lung(1) + p̂mus(k). (8.9)

It is observed that independent of the choice of Ĉlung , R̂lung, and p̂lung(k) choosing

p̂mus(k) = paw(k)−
(

1
Ĉlung

Vpat(k) + R̂lungQpat(k) + p̂lung(1)
)

results in p̂aw(k) =

paw(k), ∀t ≥ 0. Therewith, the cost function (8.8) is zero.
Because the relation between the measured signals is non-unique, prior knowledge

enables obtaining sensible estimates of the desired parameters and the patient effort. In
literature, extra sensing (Navalesi and Costa, 2003; Petersen et al., 2020; Sinderby and
Beck, 2008; Sinderby et al., 1999), maneuvers (Dietz et al., 2003; Maes et al., 2014,
2017; Navajas et al., 2000), or stringent assumptions on the shape of the effort (Dietz
et al., 2003; Navajas et al., 2000; Vicario et al., 2015) are used to solve this challenge.
However, from the earlier defined estimation setting, it is clear that this is practically
undesired. Therefore, in the following section an estimation method is presented that
does not require additional sensing or maneuvers and does not use unrealistically strin-
gent constraints on the patient effort. Note that we are not considering the effect noise
in this estimation problem, so in fact it is a realization problem.

8.4 Sparse estimation

In the previous section, the main estimation challenge is presented, namely, the relation
between the measured signals and the estimated parameters and signal is underdeter-
mined. In this section, a simulation-error based estimation algorithm is presented that
uses the properties of the patient effort in Section 8.2.2 to overcome the identifiability
challenge of Section 8.3.

In Section 8.2.2, it is argued that the patient effort pmus(k) does not change arbi-
trarily, more specifically, its second time-derivative p̈mus(k) can be accurately modeled
as a sparse signal. Furthermore, the patient effort is non-positive by Assumption 8.1.
These two properties of pmus lead to a constrained optimization problem as follows:
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min
Ĉlung,R̂lung,p̂lung(1),p̂mus

k=N∑
k=0

(paw(k)− p̂aw(k))2

subject to ‖ ˆ̈pmus‖0 ≤ v
p̂mus(k) ≤ 0 ∀k,

(8.10)

where ‖ ˆ̈pmus‖0 denotes the number of non-zero elements in ˆ̈pmus and v gives the upper
limit on the number of non-zero elements in ˆ̈pmus, i.e., the first inequality constraint in
(8.10) enforces the sparsity property.

However, inclusion of such sparsity constraint in the optimization problem leads to
a non-convex optimization problem, which is NP-hard (Natarajan, 1995). The `1 norm
is a convex relaxation of the cardinality function ‖ · ‖0. The `1 norm of ˆ̈pmus, denoted
by ‖ ˆ̈pmus‖1, is defined as the sum of absolute values of ˆ̈pmus. From Oomen and Rojas
(2017) and Candès et al. (2008), it is well known that this relaxation also enhances
sparsity. Applying this relaxation and writing it in the Lagrangian form results in the
following regularized optimization problem:

min
Ĉlung,R̂lung,p̂lung(1),p̂mus

k=N∑
k=0

(paw(k)− p̂aw(k))2 + λ‖ ˆ̈pmus‖1

subject to p̂mus(k) ≤ 0 ∀k,

(8.11)

where λ is a weighting parameter.
The regularized optimization problem in (8.11) results in biased estimates. To elim-

inate this bias, the retrieved values for ˆ̈pmus can be used to select the set of non-zero
elements in ˆ̈pmus. This subset can be used in a re-estimation procedure to retrieve an
unbiased estimate. This re-estimation method is also used in Oomen and Rojas (2017)
to eliminate the bias in the estimates. Although this can improve the quality of the esti-
mates in view of (8.8), it is not shown in this chapter to facilitate the presentation. The
main motivation for using the `1 norm is that it provides a convex relaxation of the `0
norm. The question whether the right sparse vector is retrieved using (8.11) remains.
In Candes and Tao (2005), a sufficient condition that relies on the restricted isometry
property is provided. However, these conditions are violated in many practical cases.
Nonetheless, the `1 norm provides an effective way to ensure sparsity.

To solve the optimization problem in (8.11), CVX is used to solve problem (8.11).
CVX is a package for specifying and solving convex programs (Grant and Boyd, 2008,
2014).

8.5 Simulation case study
In this section, the presented approach is validated using simulations and it is compared
to a traditional estimation method. In Section 8.5.1, the considered use-cases are briefly
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explained. Thereafter, the estimation results are presented and analyzed in Section
8.5.2.

8.5.1 Simulation case description

In the simulations, a single-hose ventilation setup is considered, as in Reinders et al.
(2021b). The respiratory rate in every simulation is 15 breaths per minute and the
values for PEEP and IPAP are 5 and 20 mbar, respectively. The ventilation stroke
of the mechanical ventilator is triggered by the patient effort. In this simulation case
study, it is assumed that the inspiration start of the ventilator and the patient are exactly
synchronized. The data used for the optimization is sampled at 50 Hz.

In this simulation case study, four different patients and three different depths of
patient effort are considered. The considered resistances Rlung are 5 and 10 mbar/l/s,
and the considered compliances Clung are 20 and 50 ml/mbar, where all four possible
combinations are considered. Furthermore, every patient is simulated without effort,
i.e., pmus(k) = 0, ∀k, with a maximum effort of 5 mbar, i.e., min(pmus) = −5 mbar,
and with a maximum effort of 10 mbar, i.e., min(pmus) = −10 mbar. The patient effort
for all cases is shown in Fig. 8.4.

For these use cases, the presented approach of Section 8.4, described by the opti-
mization problem in (8.11) is compared to a traditional least squares optimization which
is currently implemented in many ventilation systems. For the optimization problem in
(8.11), λ = 2.5 × 10−3 is used. This value for λ is retrieved by tuning such that suffi-
cient performance is achieved for a variety of use-cases. In the traditional least squares
optimization approach, it is assumed that the patient effort is zero, i.e., pmus = 0 ∀ k,
in the optimization problem given in (8.11).

8.5.2 Simulation results

The two main results are the improved estimation of the patient parameters and the
estimation of patient effort compared to the traditional algorithm. These main results
are visualized in Fig. 8.4 and 8.5. In the remainder of this section, the results for the
estimated parameters and the estimated patient effort are investigated separately.

The first results is the improved estimation of the patient parameters as shown in
Fig. 8.5. The solid blue line in this figure represents the normalized true parameter
and the dashed lines represent a 15 % accuracy interval. The red markers in Fig. 8.5
show the estimated parameters for every patient using the traditional estimation method,
the green markers show the estimated parameters for every patient using the proposed
algorithm. Furthermore, on the horizontal axis the depth of the patient effort is given,
corresponding to the plots in Fig. 8.4. Note that for the case of no patient effort the red
markers are exactly underneath the green markers. It is clearly seen that when there is
no effort, i.e., breath depth is 0 mbar, all estimates are close to the true parameter. For an
increasing breath depth the estimates of the traditional algorithm deviate from the true
parameters and are clearly outside the desired 15 % accuracy interval. The effect of
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Fig. 8.4. The true and estimated effort for every patient in simulations. From
top to bottom the figures show the patients with a breath depth of 0, 5, and 10
mbar, respectively. The figures show the patient effort ( ), the patient effort
considered by the algorithm assuming pmus = 0 ( ), and the estimated effort
using the presented approach ( ).

the breath depth on the estimated parameters is much smaller when using the proposed
algorithm in (8.11). The parameters are slightly diverging, caused by the bias due to
the regularization term, but remain very close to the true parameters. In conclusion,
the proposed algorithm significantly outperforms the traditional estimation method in
estimation the patient parameters.

The second result is the estimation of the patient effort as shown in Fig. 8.4. This
figure shows the true effort for every experiment in blue, the assumed effort for the
traditional in red, and the estimated effort for the proposed algorithm in green. It is
clearly seen in case of no effort, i.e., the top plot, the proposed method retrieves the
true effort and the assumption by the benchmark algorithm is correct as well. When
increasing the effort, the proposed algorithm retrieves an accurate estimate of the true
effort and the assumption in the traditional algorithm is clearly wrong. A small bias is
introduced by the regularization term in (8.11). The estimated patient effort is almost
perfectly matching the true effort in these simulations.

The bias in the parameter and the patient effort estimates can be completely elim-
inated by applying re-estimation, as explained in Section 8.4. It is omitted for brevity
and clarity.

In conclusion, these simulation results show that the proposed algorithm retrieves
useful estimates of the patient parameters and the patient effort. In contrast, the pa-
rameter estimates of the traditional method diverge significantly when patient effort is
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Fig. 8.5. The normalized values of the estimated parameters R̂lung and Ĉlung
for the different patients against the breath depths in simulations. The figures
show the true normalized parameters ( ), the 15 % accuracy interval ( ),
the estimated parameters neglecting the patient effort in red, and the estimated
parameters using the presented approach in green. Four different patient types
are considered namely: R5C20 ( ), R10C20 ( ), R5C50 ( ), and R10C50 ( ).

present, rendering these estimates inaccurate.

8.6 Experimental case study
In this section, the proposed algorithm is validated through an experimental study. First
of all, in Section 8.6.1, the used experimental setup and use-cases are described. There-
after, the estimation results are presented and analyzed in Section 8.6.2.

8.6.1 Experimental setup description
The main components of the experimental setup used in this case study are depicted in
Fig. 8.6. The figure shows the blower-driven mechanical ventilation module of Demcon
macawi respiratory systems (DEMCON macawi respiratory systems, 2021). The air-
way pressure paw is measured using the sensor tube and a gauge pressure sensor inside
the respiratory module. The patient flow Qpat is estimated based on the measured air-
way pressure and a leak model obtained through a calibration routine. The ventilator is
attached to a dSPACE system (dSPACE GmbH, Paderborn, Germany), where the con-
trols are implemented using MATLAB Simulink (MathWorks, Natick, MA) running at
a sampling frequency of 500 Hz. Note that data sampling for estimation is done at 50
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Fig. 8.6. The experimental setup showing the main components: the patient em-
ulator, respiratory module, ventilation hose, dSpace module, and power supply.

Hz, similar to the simulations. This is done to reduce the required memory, which is
limited on a typical ventilation system.

Furthermore, the ASL 5000™ Breathing Simulator (IngMar Medical, Pittsburgh,
PA) represents the patient. This lung simulator can be used to emulate a wide variety
of patients with a linear resistance and compliance. Furthermore, it is able to simulate
predefined breathing effort.

Exactly the same settings as in the simulation case study in Section 8.5 are used.
More specifically, the breathing simulator is set to emulate the same patients and patient
effort that are considered in the simulations case-study. Furthermore, the ventilator
generates a PEEP and IPAP of 5 and 20 mbar, respectively. The ventilator’s inspiration
is triggered by a flow trigger induced by the patient effort. Then, after two seconds the
ventilator cycles off to PEEP.

8.6.2 Experimental results

The main results of the experiments are shown in Fig. 8.7 and 8.8. Next, the results for
the estimated parameters and the estimated patient effort are analyzed separately.

First, the results of the estimated parameters are investigated. Fig. 8.7 shows the
normalized estimated parameter. In general it shows similar results to the simulation
results in Fig. 8.5. The traditionally obtained least squares parameters are diverging
when increasing the patient effort and the estimates with the proposed method remain
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Fig. 8.7. The normalized values of the estimated parameters R̂lung and Ĉlung
for the different patients against the breath depths in experiments. The figures
show the true normalized parameters ( ), the 15 % accuracy interval ( ),
the estimated parameters neglecting the patient effort in red, and the estimated
parameters using the presented approach in green. Four different patient types
are considered namely: R5C20 ( ), R10C20 ( ), R5C50 ( ), and R10C50 ( ).

significantly more accurate.
The main difference with the simulations is that the resistance estimate without

effort shows a significant offset from the “true” value, also in case of a least squares
estimation where p̂mus = 0, i.e., the true effort. This is caused by tubing between
the sensors of the module, which are used for estimation, and the sensors of the ASL
5000, which are used internally by the ASL 5000 to emulate the desired behavior. This
additional tubing results in a slightly increased resistance.

Second, results of the estimated patient effort are analyzed. Fig. 8.8 shows the true
effort for every experiment in blue, the assumed effort for the traditional algorithm in
red, and the estimated effort for the proposed algorithm in green. It is clearly seen in
case of no effort, i.e., the top plot, the estimates using the algorithm in (8.11) retrieves
effort close to zero. However, there is some slight deviation. When increasing the
effort, the proposed algorithm retrieves an accurate estimate of the true effort, which is
highly useful in practice. It seems that the regularization term in (8.11) introduces bias
in the estimates. Furthermore, at about 2 seconds, a slight spike in effort is seen. This
happens at the start of the expiration of the ventilator. It seems that this spike is caused
by the ASL 5000. It is seen that it takes some time for the ASL 5000 to respond to the
pressure change that is introduced by the expiration.

Finally the sparsity of the estimated effort is analyzed in Fig. 8.9. This figure shows
the second time derivative of the estimated patient effort p̈mus in one particular use-
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Fig. 8.8. The true and estimated effort for every patient in experiments. From
top to bottom the figures show the patients with a breath depth of 0, 5, and 10
mbar, respectively. The figures show the patient effort ( ), the patient effort
considered by the algorithm assuming pmus = 0 ( ), and the estimated effort
using the presented approach ( ).

Fig. 8.9. The second time derivative of the patient effort p̈mus for the R5C20
patient with a breath depth of 20 mbar. Showing the true value ( ), the value
considered by the algorithm assuming pmus = 0 ( ), and the estimated value
using the presented approach ( ).

case. It is clearly shown that a sparse estimate is retrieved, since many values are zero.
Furthermore, it shows that the spike caused by the ASL 5000 causes significant spikes
in ˆ̈pmus. This spike is quickly compensated by another spike. Therefore, the effect on
the estimate patient effort ˆ̈pmus is not as significant.

Concluding, this experimental case study shows that the proposed algorithm re-
trieves estimates of the patient parameters and the patient effort that are significantly
more accurate than the parameters obtained by the traditional algorithm. Therefore,
the retrieved parameters and patient effort can be used by a clinician to improve the
patient’s treatment.
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8.7 Conclusions and recommendations
In this chapter, an estimation framework is presented that can help to identify a ven-
tilated patient’s clinical condition. This is achieved by a sparse parameter estimation
method to retrieve estimates of relevant patient parameters and the patient effort of a
spontaneously breathing mechanically ventilated patient.

The estimation problem, with the available sensors, is non-identifiable. This had to
be overcome without interfering with the patient’s regular treatment. This is achieved
by embedding prior knowledge of the patient effort in the estimation problem. More
specifically, that the patient effort cannot change arbitrarily, i.e., its second time deriva-
tive is sparse.Embedding this sparsity property in the optimization problem by means
of an `1-regularization term results in a convex optimization problem that retrieves re-
alistic estimates.

The proposed method is validated by means of simulation and an experimental case
studies. Through these case studies, it is shown that the presented algorithm retrieves
realistic and useful estimates of the patient parameters and patient effort in a specific
mode of triggered ventilation. The retrieved estimates can be used by clinicians to deter-
mine the patient’s clinical condition and choose the best ventilator settings or treatment.

Several recommendations are considered relevant for future extensions. First, to
validate that the algorithm gives clinically useful and realistic estimates in a practical
setting, the algorithm should be tested on actual patient data. Second, the algorithm out-
come should be compared to existing methods that give an indication about the patient
effort, such as, the P0.1 test. Third, the current algorithm does not work in all modes of
ventilation, e.g., Continuous Positive Airway Pressure (CPAP) ventilation. Therefore,
more research is required to develop an algorithm that works in other modes of venti-
lation. Fourth, methods such as re-estimation (Oomen and Rojas, 2017) or reweighting
(Candès et al., 2008) could be considered to improve estimation quality further in future
work.





Chapter 9

Automatic patient-ventilator
asynchrony detection and classification
framework using objective asynchrony

definitions

Abstract – Patient-ventilator asynchrony is one of the largest challenges in mechanical ventilation and is as-
sociated with prolonged ICU stay and increased mortality. The aim of this chapter is to automatically detect
and classify the different types of patient-ventilator asynchronies in real-time using the typically available
data on commercially available ventilators. This is achieved by a detection and classification framework us-
ing an objective definition of asynchrony and a supervised learning approach. The achieved detection and
classification accuracy of the framework is 92.9 % and 75.3 % on simulation data and experimentally gen-
erated data, respectively. These accuracy levels are a significant improvement over current clinical practice,
therewith, they have the potential to significantly improve the treatment outcomes.

9.1 Introduction
Mechanical ventilation is a life-saving therapy used in Intensive Care Units (ICUs) to
assist patients who need support to breathe sufficiently. The main goals of mechanical
ventilation are to ensure oxygenation and carbon dioxide elimination (Warner and Patel,
2013). Especially during the flu season or a world-wide pandemic such as the COVID-
19 pandemic (Wells et al., 2020), mechanical ventilation is a life saver for many patients
around the world.

A common mode of ventilation is Pressure Support Ventilation (PSV). In PSV, the

The contents of this chapter also appear in Reinders et al. (2022d).
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ventilator supports a spontaneously breathing patient who is unable to breathe suffi-
ciently by itself. When the ventilator detects an inspiration by the patient, the ventilator
increases the pressure levels to increase the air flow and assist the patient’s breath. Then,
when the patient starts its expiration the ventilator should lower the pressure to allow the
patient’s expiration. To maximize the patient’s comfort, recovery, and safety, it is im-
portant that the ventilator support is synchronized with the patient’s breathing. In other
words, the ventilator’s inspirations and expiration start times should be synchronized
with the patient’s inspiration and expiration start times.

Synchronization of the ventilator’s and patient’s timing is one of largest challenges
in PSV. A mismatch between these timings is called Patient-Ventilator Asynchrony
(PVA). Severe levels of PVA are observed in many ventilated patients, ranging from
24 % in Thille et al. (2006) to 43 % in Vignaux et al. (2009). According to Blanch et al.
(2015); Epstein (2011); Pham et al. (2018); Thille et al. (2006), PVA is associated with
prolonged ICU stay and even increased mortality.

Further improvement of ventilation outcomes therefore hinges on preventing these
asynchronies. A first step towards preventing asynchronies is detecting them. How-
ever, detecting asynchronies, using the available flow and pressure waveforms, is highly
time-consuming and challenging for clinicians (Colombo et al., 2011). Additionally, the
workload for medical staff is very high and expected to further increase in the future
(Angus et al., 2000). Therefore, it is necessary to detect and classify PVA automatically
and reliably.

In recent years, substantial research has been done to develop algorithms that can
detect and classify different types of asynchronies. In Adams et al. (2017) and Blanch
et al. (2012), a rule-based algorithm based on bedside clinical rules is proposed that is
able to detect one asynchrony type. In Mulqueeny et al. (2009), a naive Bayes algo-
rithm based on 21 features from the pressure and flow is proposed. This algorithm is
able to distinguish ineffective efforts from normal breaths. In Gholami et al. (2018), a
random forest network is used that is able to automatically detect premature cycling and
delayed cycling asynchronies from extracted features of the pressure and flow curves.
In Zhang et al. (2020), a long-short term memory network is used that is able to classify
double trigger and ineffective efforts also based on the pressure and flow curves. In
Bakkes et al. (2020), a convolutional neural network is used that is able to identify the
inspiration and expiration start times of the patient and the ventilator. Subsequently,
these timings are translated to a specific asynchrony type. In Van Diepen et al. (2021),
the performance of the algorithm of Bakkes et al. (2020) is evaluated on simulated PVA
data. In Pan et al. (2021), a convolutional neural network is proposed that classifies a
breath based on the corresponding PVA type and it gives an indication which part of the
breath is important for the classification process.

Although existing literature shows that rule-based algorithms and machine learning
algorithms are promising solutions to detect and classify PVA, the presented approaches
have several limitations. First, an objective characterization of many relevant patient-
ventilator asynchrony types is missing, this makes the labeling process inconsistent.
Second, the labeling process using expert knowledge is challenging, see Colombo et al.
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(2011), resulting in a poor data quality. Third, the proposed algorithms are unable to
detect all different types of PVA; they focus on a small subset of asynchrony types.
Fourth, the presented algorithms require pre-processing, for example, all algorithms in
literature require that the data is divided into subsets with only one breath or asynchrony
type. In practice, this is undesired because it requires knowledge about the asynchrony
before the data can be divided, which is typically not available.

The aim of this chapter is to develop a detection and classification framework that
can detect all types of asynchrony using the real-time measured data that is typically
available in commercial ventilators. This is achieved by first presenting an objective
characterization of PVA. Then, this definition and a simulation environment are used to
generate labeled ventilation data. Thereafter, using the simulation data, a function ap-
proximator is designed and trained to recognize these asynchronies in real-time. Finally,
performance of this algorithm is analyzed using simulation data and experimentally ob-
tained data in a controlled lab-environment.

The main contribution of this chapter is formulated as follows:

• the design of a framework to automatically detect and classify different types of
patient-ventilator asynchrony for real-time bedside monitoring.

Besides the main contribution, this chapter contains several subcontributions:

• a new objective characterization of many relevant patient-ventilator asynchrony
types;

• a simulation environment to generate synthetic labeled patient-ventilator asyn-
chrony data;

• a performance analysis of the developed algorithm, using simulation and experi-
mental data.

Note that in this chapter simulation and experimental laboratory data is used. This
has several advantages over clinical data and is therefore considered an important step
towards a robust system for use in a clinical setting. First, using simulation data gives
a better understanding of the different asynchrony types. Second, manual labeling of
clinical data is error-prone, resulting in data of poor quality, while in simulation data the
labels can be assigned in an unambiguous way. Third, it allows for faster development
in cases where clinical data is not available yet. Therefore, in this chapter simulation
data is used for training and an initial performance analysis of the algorithm. Thereafter,
the trained algorithm’s performance is experimentally analyzed using experimental data
from a non-clinical setting. A natural next step in the development process is to use
clinical data for the further improvement of the algorithms.

The outline of this chapter and the connections between the different sections is
visualized in Fig. 9.1. In Section 9.2, the main components of the PVA detection and
classification framework are described. Then, in Section 9.3, the relevant types of PVA
are characterized. In Section 9.4, the simulation environment to generate synthetic
training data is described. In Section 9.5, the design of a specific algorithm is described
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Fig. 9.1. The outline of this chapter, visualizing the connections between the
different sections.

and the simulation data is used to train this algorithm. Then, in Section 9.6, the perfor-
mance of this algorithm is evaluated using simulation and experimental ventilation data.
Finally, in Section 9.7, the main conclusions and recommendations for future work are
formulated.

9.2 PVA detection and classification framework

To develop the Patient-Ventilator Asynchrony (PVA) detection and classification al-
gorithm, a framework is developed that can utilize different supervised learning algo-
rithms. In supervised learning, a mapping from the available input (measured data)
to the output (PVA type) is learned using a known set of input-output pairs (Murphy,
2012). To achieve this, a dataset, a model structure, and a fit criterion are required. The
dataset is used to train and eventually validate the algorithm. The model structure is a
function that can describe the relation between the input and the output data. The fit
criterion is used to obtain the optimal parameters, i.e., weights and biases, of the model
structure.

A supervised learning approach is used, because it is relatively easy to obtain a
large set of asynchrony data for training an algorithm. Furthermore, supervised learning
approaches have been successfully used in literature to classify PVA, as shown in the
introduction. Next, the three different components of the framework, i.e., the data, the
model structure, and the fit criterion, are described.

The data used in this PVA detection and classification problem is labeled ventilation
data. The inputs of the detection and classification model are the measured airway
pressure paw, the patient flow Qpat, and the patient’s lung volume Vpat. These signals
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are available in commercial ventilation systems. The desired output of the algorithm is
the type of PVA that is occurring in every breath. The data, i.e., input-output pairs, could
be either measured data that is labeled by an expert or synthetic data from a simulation
environment. Measuring and labeling real patient data is a labor intensive and error-
prone task. Therefore, in this chapter, data is generated using a simulation environment.
Accurate labels can be assigned to this simulation data because the inspiration and
expiration start times of the ventilator and patient are known in these simulations. Once
the simulation environment is developed, it is fast and inexpensive to generate a large
data set with accurate labels, covering a wide range of PVA types, patient types, and
ventilator settings.

The model structure is used to obtain a function, or mapping, from the input data
(measured data) to the output data (PVA type). Different model structures can be used
in the proposed framework for PVA detection and classification. In this chapter, a Re-
current Neural Network (RNN) structure (Goodfellow et al., 2016) is considered, be-
cause RNNs can use their internal state to process input sequences of variable length.
This makes them particularly suitable for time-series classification problems. Further-
more, the RNN model structure has proven to successfully classify PVA, see Zhang
et al. (2020), and has proven useful in many other medical time-series classification
problems, such as Drumond et al. (2018) and Andersen et al. (2019).

The fit criterion is used to obtain the optimal model structure and parameters, i.e.,
weights and biases, such that the model optimally describes the relation between the
input and output data. A suitable choice for the fit criterion is the cross-entropy loss
function, as defined in Bishop (1995). According to Simard et al. (2003), this loss
function results in faster training and improved generalization compared to the other
fit criteria in classification problems. Of course, alternative criteria directly fit in the
framework, which can easily be adapted to this end. Minimizing the loss function
of choice with respect to the model structure parameters is referred to as the training
process.

9.3 Patient-ventilator asynchrony definition
In this section, a new objective characterization of many relevant patient-ventilator
asynchrony types is defined, which is the first sub-contribution of this chapter. First, in
Section 9.3.1, Pressure Controlled Ventilation (PSV) is explained in more detail. There-
after, in Section 9.3.2, patient-ventilator asynchrony is explained and defined. Note that
the proposed PVA definition is not for PSV specifically, it can be applied to all modes
of mechanical ventilation.

9.3.1 Pressure support ventilation
A schematic example of PSV pressure and flow curves is depicted in Fig. 9.2. The figure
shows that the patient starts an inspiration at the black asterisk. During its inspiration,
the patient is generating a negative pressure in its lungs, resulting in a small positive
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Fig. 9.2. A schematic PSV breathing cycle with a spontaneously breathing pa-
tient, showing the patient’s spontaneous breathing effort ppat ( ), the target
pressure ptarget ( ), the patient flow Qpat ( ), and airway pressure paw
( ). Furthermore, the ventilator inspiration trigger ( ), the ventilator expira-
tion trigger ( ), the patient’s inspiration start ( ), and the patient’s expiration
start ( ), and there respective timings (Tvi, Tve, Tpi, and Tpe) are depicted.

patient flow. When this patient flow exceeds a predefined trigger level indicated by
the black cross, the ventilator increases the airway pressure, i.e., the pressure near the
patient’s airway, to the Inspiratory Positive Airway Pressure (IPAP) level. Then, after
some time the patient starts its expiration, indicated by the black plus sign. During its
expiration, the patient is increasing the lung pressure again. Then, when the patient
flow is under a certain preset percentage of its peak flow, indicated by the black dot,
the ventilator expiration starts. The airway pressure is lowered to the Positive End-
Expiratory Pressure (PEEP) level to allow the expiration. After such breathing sequence
is completed the ventilator waits until it detects the next patient inspiration. A mismatch
in these timings results in PVA which is explained and defined in the next section.

9.3.2 Patient-ventilator asynchrony
PVA can be divided into two main categories, namely timing asynchronies and severe
asynchronies. The timing asynchronies are related to a pair of a patient and ventilator
breath that have a mismatch in timing. The severe asynchronies are related to patient
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breaths that are not clearly linked to a single ventilator stroke or vice versa. In the
remainder of this section, the different asynchrony types are described physically and
defined mathematically. For the mathematical PVA definitions, the patient’s inspiration
Tpi(j) and expiration Tpe(j) timing and the ventilators inspiration Tvi(k) and expi-
ration timing Tve(k) are used, which are visualized in Fig. 9.2. The variable for the
patient breath counter is denoted by j ∈ [1, 2, . . . , n], with n the number of patient
breaths, and the ventilator stroke counter is denoted by k ∈ [1, 2, . . . ,m], with m the
number of ventilator strokes.

It should be noted that these timings cannot be defined random; they obey two
important physical assumptions. The first assumption is that both the patient and the
ventilator are always switching between an inspiration and expiration. For example, it
is not allowed to have two patient inspirations without a patient expiration in between.
The second assumptions is that the timings are ordered in chronological order. This
means that the patient and ventilator timings obey the following inequalities:

Tpi(j) < Tpe(j) < Tpi(j + 1), ∀j ∈ [1, 2, . . . , n] (9.1)
and

Tvi(k) < Tve(k) < Tvi(k + 1), ∀k ∈ [1, 2, . . . ,m]. (9.2)

In the remainder of this section the timing asynchronies and the severe asynchronies are
described separately.

9.3.2.1 Timing asynchronies

Timing asynchronies are defined for breaths consisting of a single spontaneous breath
by the patient and a single ventilator stroke that are related to each other, as depicted
in Fig. 9.2. To validate that a patient breath j and a ventilator stroke k are related
and should be analyzed for a timing asynchrony, the following inequalities should be
satisfied for a pair (j, k):

Tpe(j − 1) < Tvi(k) < Tpe(j)

and
Tve(k − 1) < Tpi(j) < Tve(k).

(9.3)

If these inequalities hold for a pair (j, k), then the pair (j, k) is associated to either a
synchronized breath or a timing asynchrony. The first inequality in (9.3) ensures that
the start of a ventilator stroke k happens between the start of the patient’s expiration
j − 1 and j. The second inequality in (9.3) ensures that the patient inspiration j has to
start after ventilator expiration k − 1 and before ventilator expiration k.

A pair of (j, k) that satisfies (9.3) can either be a synchronized breath or it can
contain a so-called inspiration asynchrony, a cycling asynchrony, or both asynchronies.
The different inspiration and cycling asynchronies are visualized in Fig. 9.3. The in-
spiration and cycling asynchronies are defined using the inspiration delay ∆tinsp :=
Tvi(k) − Tpi(j) and expiration delay ∆texp := Tve(k) − Tpe(j), respectively. Using
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Fig. 9.3. Visualizations of the different timing asynchronies during PSV. The
figure shows the spontaneous breathing effort ppat ( ), the target pressure
ptarget ( ), and the airway pressure paw ( ).

the inspiration and expiration delay, the following (a)synchronies are defined for a pair
(j, k) that satisfy (9.3) (the timing asynchrony definitions, including the specific values,
are based on Bakkes et al. (2020)):

• Synchronized Inspiration (SI): 0 ≤ ∆tinsp ≤ 0.3 s, the ventilator’s inspiration
( ) starts not before and within 0.3 seconds after the patient’s inspiration ( ),
i.e., the ventilator’s inspiration is synchronized with the patient’s inspiration;

• Reversed Trigger (RT): ∆tinsp < 0.0 s, the ventilator’s inspiration ( ) starts
before the patient’s inspiration ( ), i.e., the ventilator is triggered before the start
of the patient’s inspiration;

• Delayed Trigger (DT): ∆tinsp > 0.3 s, the ventilator’s inspiration ( ) starts
more than 0.3 seconds after the patient’s inspiration ( ) start, i.e., the ventilator
is triggered too late;
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• Synchronized Cycling (SC): −0.2 ≤ ∆texp ≤ 0.2 s, the ventilator’s expiration
( ) starts within 0.2 seconds before or after the patient’s expiration ( ), i.e., the
ventilator’s expiration is synchronized with the patient’s expiration;

• Premature Cycling (PC): ∆texp < −0.2 s, the ventilator’s expiration ( ) starts
more than 0.2 seconds before the patient’s expiration ( ), i.e., the ventilator cy-
cles off prematurely;

• Delayed Cycling (DC): ∆texp > 0.2 s, the ventilator’s expiration ( ) starts more
than 0.2 seconds after the patient’s expiration ( ), i.e., the ventilator cycles off
too late.

If a pair (j, k) satisfies the inequalities in (9.3), its PVA type is defined by a single
∆tinsp and ∆texp. Hence, every pair (j, k) that satisfies (9.3) can be classified as one
of these timing (a)synchronies.

9.3.2.2 Severe asynchronies

In case a single patient breath is not clearly related to a single ventilator stroke or vice
versa, a severe asynchrony is occurring. Three different types of severe asynchrony are
considered: auto triggers, double triggers, and ineffective efforts. These asynchronies
are visualized in Fig. 9.4. The auto trigger shows a ventilator stroke in absence of a
patient breath. The double trigger consists of two ventilator strokes in the presence of
only one patient breath. An ineffective effort is defined as a patient breath without a
ventilator stroke.

Based on inspiration and expiration start times of the patient and ventilator, these
severe asynchronies can be defined mathematically as well

• Auto Trigger (AT): If there exists a combination of k and j such that

Tpe(j − 1) < Tvi(k) < Tpe(j)

and
Tve(k) ≤ Tpi(j)

(9.4)

hold, then the ventilator stroke k is an auto trigger. The combination of these
conditions ensures that there are no patient breaths during ventilator stroke k. In
Fig. 9.4 with j = 1 and k = 1 the inequalities are satisfied and k = 1 is identified
as an auto trigger.

• Double Trigger (DbT): If there exists a combination of k and j such that

Tpe(j − 1) < Tvi(k) < Tpe(j)

and
Tve(k−1) ≥ Tpi(j)

(9.5)
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Fig. 9.4. Simulation results to visualize the different types of severe asyn-
chronies during PSV. The figure shows the spontaneous breathing effort ppat
( ), the target pressure ptarget ( ), and the airway pressure paw ( ).

hold, then the ventilator stroke k is a double trigger during the j-th patient breath.
The combination of these conditions ensures that the start of ventilator stroke k
is the second ventilator stroke during patient breath j. In Fig. 9.4 with j = 1 and
k = 3 the inequalities are satisfied and k = 3 is identified as a double trigger
during patient breath j = 1.

• Ineffective Effort (IE): If there exists a combination of k and j such that

Tvi(k) ≥ Tpe(j)
and

Tve(k − 1) < Tpi(j) < Tve(k)

(9.6)

hold, then the patient breath j is an ineffective effort. The combination of these
conditions ensures that no ventilator stroke occurs during patient breath j. In
Fig. 9.4 with j = 2 and k = 4 the inequalities are satisfied and j = 2 is identified
to be an ineffective effort.

The defined combinations of the timing asynchronies and the severe asynchronies, de-
scribe the clinically relevant asynchrony types mathematically.
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Fig. 9.5. Schematic overview of the considered single-hose ventilation system.
Consisting of the blower, the hose-filter system, and the patient.

9.4 Synthetic PVA data generation
In this section, the simulation environment to generate a synthetic labeled dataset is
described, which is the second sub-contribution of this chapter. Such a synthetically
generated dataset allows to embed crucial domain-knowledge (on the dynamics of the
ventilator, a wide range of patient characteristics, etc.) in the otherwise data-based
asynchrony detection method proposed in Section 9.2. First, an overview of the full
ventilation system is presented in Section 9.4.1. Thereafter, the mathematical model
of the simulation environment is explained in Section 9.4.2. Then, the ground-truth
labeling process is presented in Section 9.4.3. Finally, in Section 9.4.4, the generated
datasets for training, validation, and testing of the algorithm are elaborated.

9.4.1 Ventilation system overview
A schematic overview of the ventilation system, consisting of the patient, hose, and the
blower, with the relevant system parameters and signals is depicted in Fig. 9.5. The
blower compresses ambient air to generate the desired pressure and flow profiles to
ventilate the patient. The hose connects the blower to the patient; this hose is modeled
by a quadratic hose-resistance with parameters Rlin and Rquad. The hose has an in-
tended leak, modeled with leak resistance Rleak, to flush exhaled CO2 rich air from the
system. Finally, the patient model is modeled with a single-compartment lung model
(Bates, 2009), consisting of a lung compliance Clung and airway resistance Rlung. The
full system has two inputs. The first is the time-varying profile for the target pressure
ptarget, which is the desired airway pressure. This target pressure depends on the venti-
lator settings and the ventilator strokes which are triggered by the patient’s spontaneous
breathing effort. This patient effort ppat is the second input of the system. Next, a
dynamic model of the full ventilation system is presented.

9.4.2 Dynamical ventilation model
The simulation environment is built upon a controlled dynamical model of the ven-
tilation system in Reinders et al. (2021a). The dynamics of the ventilation system are
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modeled by combining a blower model, a hose model, a leak model, and a patient model
as depicted in Fig. 9.5. Furthermore, a simplification of the hose-compensation control
strategy from Reinders et al. (2021a) is implemented to obtain the desired closed-loop
behavior.

The blower model describes the relation between the controller output pcontrol and
the blower outlet pressure pout. Then, the patient model, hose model, and leak model
are combined to a single patient-hose-leak model. This patient-hose-leak model de-
scribes the relation between two inputs, i.e., the blower outlet pressure pout and the
patient effort ppat, and a state of the system, i.e., the lung pressure plung. The hose-
compensation control strategy uses the outlet flow Qout and the target pressure ptarget
to compute the desired controller output pcontrol. These models are combined by us-
ing the output of one model as the input of the next model. More specifically, the
output of the blower model is the input for the patient-hose-leak model, the output of
the patient-hose-leak model is the input for the control strategy, and the output of the
control strategy is the input of the blower model.

The full dynamic ventilation model has two distinct inputs, namely, the patient’s
breathing effort ppat and the target pressure ptarget. The patient effort is modeled using
the flipped halfwave from Reinders et al. (2021d). This effort model gives a realistic
representation of human breathing and it is easily varied in inspiration time, expiration
time, breath depth, and breathing frequency. The target pressure is generated by the
triggering algorithm which is explained in Section 9.3.1. Next, the distinct components,
i.e., the blower model, the patient-hose-leak model, and the control strategy, of the full
model are presented.

The blower model is a fourth-order state-space model which is obtained by fitting
the measured frequency response function of an actual blower. This blower model
describes the relation between the control output pcontrol and the blower outlet pressure
pout. The blower model, with blower state xb, is described by the following state-space
model:

ẋb = Abxb +Bbpcontrol

pout = Cbxb,
(9.7)

with

Ab = −


3.2 · 102 3.7 · 104 2.5 · 105 2.3 · 105

−1 0 0 0
0 −1 0 0
0 0 −1 0

 ,
Bb =

[
1 0 0 0

]T
, and

Cb =
[
0 2.1 · 104 2.1 · 105 1.9 · 105

]
.

(9.8)

The patient-hose-leak model is described by the differential equation in (9.9). This
differential equations describes the relation between the inputs: the blower outlet pres-
sure pout and the patient effort ppat, and the state: the lung pressure plung. These are
used to compute the outputs: the patient airway pressure paw, the patient flowQpat, the
patient volume Vpat, and the outlet flow Qout.
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ṗlung = − 1

Clung (Rlung +Rleak)
plung + ṗpat +

1

Clung(Rlung +Rleak)
×

2Rleak

(
pout − Rleak

(Rleak+Rlung)plung

)
(
Rlin +

RleakRlung
Rleak+Rlung

+

√(
RleakRlung
Rleak+Rlung

+Rlin

)2

+ 4Rquad| Rleak
RlungRleak

plung − pout|

) .
(9.9)

The patient airway pressure is computed with

paw = Cplung +Dsign(ζ)
−ξ +

√
ξ2 + 4Rquad|ζ|
2Rquad

(9.10)

with ξ = D + Rlin, ζ = pout − Cplung, C = Rleak
Rleak+Rlung

, and D =
RleakRlung
Rleak+Rlung

.
Using this, the patient flow, patient volume, and outlet flow are computed as:

Qpat(t) =
paw − plung
Rlung

,

Vpat(t) =

∫ t

0

Qpat(τ)dτ,

Qout(t) = sign(∆p)
−Rlin +

√
R2
lin + 4Rquad|∆p|

2Rquad

(9.11)

with ∆p = pout − paw.
The nonlinear hose-compensation control strategy from Reinders et al. (2021a) con-

tains a unity feedforward of ptarget in combination with a pressure drop compensation
using the measured outlet flow Qout, a nonlinear hose model, and estimated parameters
of the hose model, i.e., R̂lin and R̂quad. This gives the following control strategy:

pcontrol := ptarget + R̂linQout + R̂quadQout|Qout|. (9.12)

Combining the presented models and the control strategy gives the full closed-loop ven-
tilation model. This model can be used to generate the desired inputs to the algorithm,
i.e., paw, Qpat, and Vpat.

9.4.3 Ground-truth labeling
To generate time-series labels of the different asynchrony types, three subsequent steps
are defined. First, the inspiration and expiration start times of both the patient and
ventilator are extracted from the simulation data. Second, the logics-based rules as
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Fig. 9.6. An example of four different scenarios of a ventilation use case, where
the airway pressure ( ), patient effort ( ), patient flow ( ), the ground-
truth labels y(t) (the colored lines in the bottom plots), and the output of the
developed algorithm ŷ(t) ( ) are shown. The different scenarios show differ-
ent (a)synchronous breaths, as indicated by the ground-truth labels. The figure
shows that the algorithm detects and classifies every breath phase correctly, ex-
cept for the last expiration in the fourth scenario.

defined in Section 9.3 are applied to determine the PVA type. Third, the asynchrony
labels per breath are converted to time-series with these same labels.

Some examples of labeled asynchrony data are shown in Fig. 9.6. This figure
shows the airway pressure paw, patient effort ppat, patient flowQpat, the corresponding
ground-truth PVA labels y(t), and the predicted labels ŷ(t), which are predicted by the
algorithm developed in the Section 9.5. If a certain PVA type is present in the data,
the corresponding time-series is 1, otherwise it is 0. Note that the ‘zero label’ is not
displayed in this figure; if all the displayed labels are zero, the zero label is 1.

The first scenario in Fig. 9.6 shows normal inspirations and expirations. In the
second scenario, it shows normal inspirations, delayed cycling, and an ineffective ef-
fort. In the third schenario it shows normal inspirations, premature cycling, and double
triggering. Finally, in the fourth scenario, a synchronous breath and delayed cycle are
shown.

9.4.4 Dataset generation
To train and evaluate the performance of the trained algorithm, a dataset is generated.
This is done with the presented simulation environment and labeling process. The
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dataset is generated by running simulations with a varying and clinically relevant set
of parameters. The parameters and their value or set from which they are generated are
summarized as:

• ventilator settings;

– PEEP ∈ [5, 10] mbar;
– IPAP ∈ [7.5, 25] mbar;
– Inspiration trigger ∈ [0.1, 16] L/min;
– Expiration trigger ∈ [0.5, 70] % of the peak flow;

• hose and hose-compensation controller parameters;

– Rlin = 4.97× 10−3 mbar s/mL;
– Rquad = 9.71× 10−7 mbar s2/mL2;
– Rleak = 48× 10−3 mbar s/mL;
– R̂lin ∼ N (Rlin, 0.02Rlin) mbar s/mL, with N (µ, σ) a normal distribution

with mean µ and standard deviation σ ;
– R̂quad ∼ N (Rquad, 0.02Rquad) mbar s2/mL2;

• patient parameters.

– Rlung ∈ [5, 50] mbar s/L;
– Clung ∈ [10, 60] mL/mbar;
– ppat, with breath depth α ∈ [2.5, 22.5] mbar and duration t ∈ [1.2, 6] s.

Using these different settings, a total of 966 different ventilation use-cases is gen-
erated, where each use case contains a breathing sequence of 30 seconds with data
generated at a sampling frequency of 50 Hz. Note that the parameters that are not in a
normal distribution are not completely randomly sampled from the different sets. Par-
ticular combinations of the settings are used to retrieve realistic ventilation scenario’s,
e.g., IPAP is always larger than PEEP. Furthermore, the use-cases are defined such that
all the PVA types are present in the dataset. Eventually, the entire dataset is divided into
a training set of 594 use cases, a validation set of 148 use cases, and a test set of 224 use
cases. The training set is used to train the model. The validation set is used to provide
an unbiased evaluation of the model fit during the training process. Finally, the test set
is used to provide an unbiased evaluation of the performance of the final model.

9.5 Detection and classification model
In this section, the presented framework is used to develop an algorithm to detect and
classify PVA from ventilation data. First, the overall model structure is defined in Sec-
tion 9.5.1. Then, the loss function is explained in Section 9.5.2. Thereafter, the final
structure and parameters of the detection and classification model are defined and opti-
mized in Section 9.5.3.
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9.5.1 Overall model structure

The overall model structure is defined by the inputs, outputs, and the model structure
itself, which is schematically visualized in Fig. 9.7.

9.5.1.1 Inputs

The input x(t) of the classification network is a multivariate time-series sampled at 50
Hz, which includes the airway pressure, patient flow, and the volume in the patient’s
lungs, i.e., x(t) = [paw(t), Qpat(t), Vpat(t)]

T . The choice for using the airway pres-
sure, patient flow, and the volume is based on practical implications, as these signals
are readily available on almost all mechanical ventilators.

9.5.1.2 Outputs

The output of the network ŷ(t) should represent the ground-truth labels y(t), as pre-
sented in Section 9.4.3, as close as possible. The output is also a multivariate time-
series that contains ten separate time-series, one for each PVA type and one for the
zero-label, i.e., ŷ(t) = [ŷ1(t), . . . , ŷnc(t)]T with nc the number of classes in the vector.
If a particular PVA type occurs, the value of that class in the ground-truth time-series is
one, otherwise the value of the time-series equals zero, as shown in Fig. 9.6.

9.5.1.3 Model structure

To obtain a mapping from the inputs to the desired outputs, a Recurrent Neural Network
(RNN) is considered. For the specific example in this chapter an RNN with Long Short-
Term Memory (LSTM) cells is used. Note that other network structures can be used
as well in the proposed framework. However, RNN structures with LSTM cells are
effective sequence models used in practical applications (Goodfellow et al., 2016). This
model structure allows a mapping that can handle varying sequence lengths and updates
every sample. Therefore, asynchronies can be detected and classified in near real-time
by feeding new data to the network as it is measured. Standard RNNs have problems
with exploding/vanishing gradients when classifying long time-series (Pascanu et al.,
2013). The problem of exploding/vanishing gradients is tackled by using LSTM cells
in the RNN. These cells contain multiplicative gates that are capable of extracting and
storing information over longer periods of time (Graves et al., 2009).

The overall model structure is schematically depicted in Fig. 9.7. The model con-
sists of an LSTM layer with l cells, a linear layer, and a softmax layer. The LSTM layer
maps the inputs into l different LSTM outputs q. Those LSTM outputs q are combined
by a fully connected linear layer into nc different outputs, where nc denotes the number
of output classes of the algorithm. These outputs are re-scaled between zero and one
with the softmax function. The output of the softmax layer ŷp,l(t, θ) is a vector with nc
values between 0 and 1, which gives an indication of the probability that a particular
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Input: measured data

paw

Qpat

Vpat

Output: PVA labels

LSTM layer Linear layer Softmax layer
q z

Model structure
x ŷp,l

Fig. 9.7. Definition of the model structure that is used for patient-ventilator
asynchrony detection. Showing the inputs, the overall model structure, and the
desired output.

class is occurring at time step t. θ represents the model parameters, e.g., weights and bi-
ases. To determine which PVA type is predicted by the model, ŷp,l(t, θ) is transformed
to a one-hot output vector as follows:

ŷc(t) :=

{
1 if ŷcp,l(t) ≥ ŷmp,l(t)∀m ∈ {1, . . . , nc}
0 otherwise

, (9.13)

where c denotes the class number in the vector. In words, ŷ(t) is a vector with a one at
the index where ŷp,l is the highest, i.e., the PVA type that the algorithm expects to be
present and zero everywhere else.

9.5.2 Loss function and optimization algorithm
The optimal values of the weights and biases θ are determined to obtain the optimal
mapping from the inputs x to the ground-truth labels with the proposed model structure.
This is achieved by minimizing a loss function. The loss function, or fit criterion,
considered in this chapter is the cross-entropy loss function. Other loss functions can
be used as well in the proposed framework. However, the cross-entropy loss function
leads to faster training and improved generalization compared to the sum-of-squares in
classification problems (Simard et al., 2003). The cross-entropy loss function is defined
as

LCE(θ) = −
N∑
i=1

n∑
t=1

yi(t)> · log(ŷip,l(t, θ)), (9.14)

whereN is the number of ventilation use cases, n the sequence length of the ventilation
use case i in samples, yi(t) ∈ Rnc×1 the ground truth one-hot label vector of case i at
time t, and ŷip,l(t, θ) ∈ Rnc×1 the predicted label vector of case i at time sample t.
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To obtain the weights and biases θ that minimize this loss function, different opti-
mization algorithms can be used. In this example, particularly good results have been
obtained with the Adam solver (Kingma and Ba, 2015). Adam is a gradient descent op-
timization algorithm that is widely used in the field of deep learning (Soydaner, 2020).

9.5.3 Optimization of the model structure

Next, the detection and classification algorithm is optimized using the generated dataset,
the model structure, the loss function, and the proposed optimization algorithm. First,
a generic procedure is proposed on how to obtain the optimal model structure and pa-
rameters. Thereafter, this procedure is applied to the PVA detection and classification
algorithm. Finally, an analysis is done to determine how this model can be further
improved in the future.

To obtain the optimal model order and parameters, an optimizer is used to minimize
a loss function for varying model orders. This gives models of different orders with
optimal parameters. Using the training and validation accuracy it is determined which
order of these model is optimal. The model order should be high enough to achieve a
good detection and classification accuracy. However, it should not be too high, because
this can cause overfitting of the training data. Furthermore, an excessively high order
model requires more memory and computation power in the final implementation. To
determine the optimal model order, the following steps are followed (note that in all
steps a k-fold cross-validation is used):

• minimize the loss function for varying model complexities;

• compute the training and validation accuracy, i.e., the percentage of correctly
classified samples, for every model;

• determine the optimal order of the model using the accuracies, i.e., trade-off be-
tween validation accuracy and complexity.

This method to find the optimal model is applied to the PVA detection and classi-
fication use-case. Throughout this example a five-fold cross validation is used in every
step. First, the cost function in (9.14) is minimized for varying model complexities. In
this case, the number of LSTM cells l = [1, 3, 5, 10, 30, 50, 100] is varied. Second, the
resulting mean of the training and validation accuracies and two times their standard
deviation are computed and shown in Fig. 9.8. Third, this figure is used to determine
the optimal order of the model. From Fig. 9.8, it is concluded that l = 50 gives the
optimal model complexity. Smaller values for l give a lower performance and larger
values of l cause overfitting of the training data.

Fig. 9.8 shows a significant gap between the training and validation accuracy. This
is an indication that the model is not excellently equipped for detecting and classifying
data that it has not seen during training. Two potential causes of this are identified,
namely; the mapping between x and y cannot be captured by the particular network
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Fig. 9.8. Training ( ) and validation ( ) accuracy against the number of
hidden units using the ground-truth labels. The figure shows that the model is
overfitting the training data for 100 LSTM cells.

structure, or a lack of richness in the training data, i.e., the training set and validation
set are significantly different.

To verify that this gap between the training and validation accuracy is not caused by
the particular network structure choice, the following steps can be followed:

• generate new ‘ground-truth’ labels with a network that is captured by the model
structure, such that it is guaranteed that the network structure does describe the
mapping from x to y;

• minimize the cost function for varying model complexities;

• compute the training and validation accuracy, i.e., the percentage of correctly
classified samples, for every model;

• if the training and validation accuracy are significantly smaller than 100 % and a
significant gap remains, it is likely caused by the fact that the dataset is not rich
enough.

These steps are applied to the PVA detection and classification use-case. First,
the ground-truth labels are replaced by the output of a trained network with l = 50
LSTM cells. Hence, we know that the model structure with l = 50 LSTM cells can
map the inputs x to the outputs y perfectly. Next, the cost function is minimized for
varying model complexities and the training and validation accuracy are computed.
These results are visualized in Fig. 9.9. In this figure, a similar gap remains and similar
accuracy levels are achieved as with the original ground-truth labels. Therefore, we
can conclude that it is likely that the dataset is not rich enough, i.e., the validation set
contains data that is significantly different from the training data. Therefore, for further
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Fig. 9.9. Training ( ) and validation ( ) accuracy of the number of hidden
units using the predicted labels of a model with 50 LSTM cells as ground-truth
labels.

improvements of the algorithm it is advised to create a larger dataset, such that the
training and validation data set are larger and contain more similar data.

Concluding, a model structure with l = 50 LSTM cells is used in the remainder of
this chapter. This results in a training and validation accuracy of 98.3 % and 94.3 %,
respectively. The performance of this algorithm is evaluated in Section 9.6 on a test set
with simulation and experimental data.

9.6 Performance evaluation
In this section, the performance of the final algorithm is evaluated, which is the third
sub-contribution of this chapter. First, the considered performance evaluation criterion
is explained in Section 9.6.1. Thereafter, in Section 9.6.2, the performance on simula-
tion data from Section 9.4 is evaluated. Then, in Section 9.6.3, an experimental venti-
lation dataset is generated in a lab environment. Finally, performance of the algorithm
on this experimentally obtained dataset is evaluated in Section 9.6.4.

9.6.1 Performance evaluation criterion
For training of the algorithm and optimization of the model structure, a sample-based
loss and accuracy measure of the algorithms output is used in Section 9.5. However,
this performance measure does not translate well to clinical practice. In practice a
clinician wants to know per breath, or on a sequence of breaths, which type of PVA
is present. Furthermore, the time-series data contains about 75-80 % labels where no
PVA is defined, i.e., the zero label in y(t) is one. This results in an accuracy level of
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75-80 % when only classifying zero labels, i.e., ŷ(t) with the zero label one at every t.
Therefore, a breath-by-breath performance measure is proposed to properly analyze the
performance of the algorithm.

To translate the predicted sample-based labels ŷ(t) to breath-by-breath labels and a
breath-by-breath performance evaluation criterion, the one-hot output vector ŷ(t) of the
algorithm is first filtered to eliminate instances where a certain label is classified very
briefly. This is achieved by counting which class is classified the most in a predefined
window and defining this as the new output ŷf (t). Thereafter, these filtered labels
ŷf (t) are connected to a breath in the breath-domain based on timing. Eventually, these
predicted breath-domain labels are used to compute an accuracy, i.e., percentage of
correctly classified labels, for the inspiration, cycling, and severe asynchronies. The
procedure to obtain the breath-domain accuracy from the predicted time-domain labels
ŷ(t) is summarized as follows:

Procedure 9.1.

1. The one-hot output vector of the algorithm ŷ(t) is filtered with a moving counting
filter (MCF) as follows:

a(t) :=

 t+ws/2∑
τ=t−ws/2

ŷ(τ)

 , (9.15)

where a(t) is the sum of all vectors in the specified window around sample t with
ws the window size in samples. The output vector of the filter is computed from
a(t) with:

ŷcf (t) :=

{
1 if ac(t) ≥ am(t)∀m ∈ {1, ..., nc},
0 otherwise,

where ŷcf (t) is the output of the filter at index c ∈ {1, 2, ..., nc} and time sample

t, such that ŷf (t) =
[
ŷ1
f (t) . . . ŷncf (t)

]T
.

2. The labels ŷf (t) at a specific time step t are connected to the closest breath. This
gives new breath domain labels Ŷ . These labels indicate per breath phase which
PVA type is detected.

3. Using these new labels, an accuracy, i.e., percentage of correctly classified labels,
is computed for the inspiration asynchronies, the cycling asynchronies, and the
severe asynchronies.

9.6.2 Performance on simulation data
Using the test set which is generated in Section 9.4, the classification accuracy of the
proposed algorithm is analyzed. For this analysis, first some time-domain results are
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analyzed and thereafter the breath-by-breath performance evaluation criterion is used.
The main results are visualized in Fig. 9.6, 9.10, and 9.11.

Fig. 9.6 shows the time-domain data, the ground-truth labels y(t), and the predicted
labels ŷ(t) for four scenarios. The figure clearly shows that PVA is correctly detected
and classified in the first three scenarios. In the last scenario, only the delayed cycling
is incorrectly classified as a normal expiration. Note that the time-domain signals, i.e.,
airway pressure paw and patient flow Qpat, for both breaths in the fourth scenario are
very similar. Therefore, it is very challenging to detect this asynchrony. Probably, a
clinician would also not classify this as an asynchrony.

The classification results of the timing asynchronies are visualized in Fig. 9.10. Ev-
ery marker in this figure represents a single breath. The location of the marker is defined
by the true inspiration ∆tinsp and expiration delay ∆texp. The background colors of
the figure represent the true PVA label, which is the combination of an inspiration and
cycling asynchrony (true) label. The marker colors represent the PVA combination as
classified (predicted) by the developed algorithm. This means that if a marker has the
same color as its background, both the inspiration and expiration are correctly classi-
fied. Otherwise, at least one of those two is incorrectly classified. Note that there are no
breaths with reverse triggering and delayed cycling, i.e., in the top left area. A patient
that is susceptible to reverse triggers is typically not susceptible for delayed cycling.
Therefore, this combination is unrealistic and challenging to generate.

In Fig. 9.10, it is shown that most breaths are correctly classified. Most of the
incorrect classifications are close to the borders of different PVA types. This is expected
because it is more challenging to classify the asynchronies close to these borders, i.e.,
the artifacts in the signals, induced by the asynchrony, are less prominently present.

The classification accuracy of the severe asynchronies, i.e., auto triggering (AT),
double triggering (DbT), and ineffective efforts (IE), is visualized in Fig. 9.11. The
figure shows the number of correctly (green) and incorrectly (black) classified severe
asynchronies. Also for the severe asynchronies we can conclude that most breaths are
classified correctly.

Finally, the accuracy for the different asynchrony classes are computed. The com-
puted classification accuracies are 94.6 %, 91.9 %, and 83.2 % for the inspiration, cy-
cling, and severe asynchronies, respectively. Which is combined to an overall detection
and classification accuracy of 92.9 %. These levels of performance are a significant
improvement over current clinical practice, where PVA typically remains undetected.
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Fig. 9.10. Simulation classification results of the timing asynchronies. Every
marker in this figure represents a single breath; the location of a marker is de-
fined by the true inspiration and expiration delay. The PVA labels are indicated
by the abbreviations on the top and right axis. The color of the marker indicates
the PVA type as determined by the developed algorithm, i.e., if the color of a
marker corresponds to its background it is correctly classified. The algorithm
has classified 94.6 % of the inspirations and 91.9 % expirations correctly.
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Fig. 9.11. Simulation-based classification results of the severe asynchronies, i.e.,
auto triggering (AT), double triggering (DbT), and ineffective efforts (IE). The
green areas indicate the correctly classified breaths and the black areas indicate
the breaths that are incorrectly classified.
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Fig. 9.12. The experimental set-up consisting of the blower driven ventilator,
the ASL 5000 breathing simulator, a dSpace, and the ventilation hose.

9.6.3 Experimental setup and dataset

The experimental setup that is used to generate the experimental test set is depicted
in Fig. 9.12. The figure shows a Macawi blower-driven mechanical ventilation mod-
ule (DEMCON macawi respiratory systems, Best, The Netherlands). Furthermore, the
ASL 5000™ Breathing Simulator (IngMar Medical, Pittsburgh, PA) is shown. This
breathing simulator is used to emulate the different patient types. Furthermore, a typical
hose-filter system for ventilation of a patient in a hospital setting is shown. The con-
trol and ventilation algorithms are implemented in a dSPACE system (dSPACE GmbH,
Paderborn, Germany) with a sampling frequency of 500 Hz. The collected data for the
PVA detection and classification algorithm is desampled to a frequency of 50 Hz to re-
duce the amount of data and to make it compatible with the developed algorithm. Using
this setup, labeled experimental data, i.e., paw, Qpat, Vpat, and y(t), of several venti-
lation use-cases is generated. Fig. 9.13 shows the measured airway pressure paw and
patient flow Qpat for four different scenario’s. The total experimental dataset contains
10 ventilation use-cases with approximately 60 seconds of data per use-case, containing
175 breaths. Note that this data set is only used as a test set, it is not used for training
of the algorithm.
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9.6.4 Performance on experimental data
The algorithm’s performance on the experimental dataset is analyzed to evaluate whether
the developed PVA detection and classification algorithm based on simulation data
works on experimentally obtained data from an actual ventilator. The same analysis
as for the simulation results is performed. The main results are visualized in Fig. 9.13,
9.14, and 9.15.

Fig. 9.13 shows the time-domain data, the ground-truth labels y(t), and the resulting
filtered predicted labels ŷ(t) for four scenarios. It clearly shows that PVA is correctly
detected and classified in the first three scenarios. In the fourth scenario it shows that the
first breath is identified as a synchronous breath, however, the ground truth labels show
a delayed trigger with a premature cycle. Furthermore, the expiration of the second
breath is also classified incorrectly. However, the measured data shows no clear artifacts
that indicate asynchrony. Therefore, a clinician would likely classify these breaths as
synchronous breaths as well.

The breath-domain results are shown in Fig. 9.14 and 9.15. The results of the tim-
ing asynchronies are visualized in Fig. 9.14. Note that four of the different timing
asynchrony combinations are not present in the experimental data set. However, it is
still possible to obtain a good first indication of the performance of the algorithm on
experimental lab data. The figure clearly shows that the majority of the breaths are
correctly classified, i.e., the marker color is the same as the background color. How-
ever, performance is reduced compared to the simulation-based performance analysis.
The results for the severe asynchronies, in Fig. 9.15, show that the algorithm is cor-
rectly classifying most of the auto triggers (AT) and ineffective efforts (IE). However,
the algorithm has problems with classifying double triggering (DbT). Finally, the detec-
tion and classification accuracy for the different asynchrony classes are computed. The
computed accuracies are 86.7 %, 64.2 %, and 72.7 % for the inspiration, cycling, and
severe asynchronies, respectively. Which is combined to an overall accuracy of 75.3 %.
These results show that the performance is significanly lower than for the simulation
data. However, it is significantly better than clinical practice, where asynchrony typi-
cally remains undetected. Furthermore, it shows that this framework is able to detect
and classify PVA. In future work, this framework can be developed further to improve
performance, for example, by choosing a different model structure and using clinical
data.
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Fig. 9.13. An example of four different experimental scenarios of a ventila-
tion use case, where the airway pressure ( ), patient effort ( ), patient flow
( ), the ground-truth labels y(t) (the colored lines in the bottom plots), and
the one-hot output of the developed algorithm ŷ(t) ( ) are shown. It shown
that in the first three scenario’s every breath phase is detected and classified cor-
rectly. In the last scenario the first breath and the second expiration are classified
incorrectly.
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Fig. 9.14. Experimental classification results of the timing asynchronies. Every
marker in this figure represents a single breath, the location of a marker is defined
by the true inspiration and expiration delay. The PVA labels are indicated by
the abbreviations on the top and right axis. The color of the marker indicates
the PVA type as determined by the developed algorithm, i.e., if the color of a
marker corresponds to its background it is correctly classified. The algorithm
has classified 86.7 % of the inspirations and 64.2% expirations correctly.

Fig. 9.15. Experimental classification results of the severe asynchronies, i.e.,
auto triggering (AT), double triggering (DbT), and ineffective efforts (IE). The
green areas indicate the correctly classified breaths and the black areas indicate
the breaths that are incorrectly classified.
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9.7 Conclusions and recommendations
The developed Patient-Ventilator Asynchrony (PVA) detection and classification frame-
work enables real-time detection and classification of the relevant types of asynchrony
between a patient and the mechanical ventilator using measured data that is currently
available on commercial ventilators. This information about PVA can be used by the
clinician to prevent/mitigate PVA and therewith reduce ventilation times.

In simulations, it is shown that the developed algorithm can detect and classify in-
spiration, expiration, and severe asynchronies with an accuracy of 94.6%, 91.9%, and
83.2%, respectively. In experiments, the same algorithm detects and classifies inspira-
tion, expiration, and severe asynchronies with an accuracy of 86.7%, 64.2%, and 72.7%,
respectively. This shows that the algorithm can successfully detect and classify asyn-
chronies. Therewith, the current clinical practice can be improved signicantly, where
aynchronies typically remain undetected.

It is shown that the algorithm can succesfully detect and classify asynchronies.
However, several recommendations for future improvements are considered. First,
more knowledge should be used in the current PVA definition, e.g., if the patient’s
spontaneous breathing effort is small it is more important to achieve the desired tidal
volume than to prevent asynchrony. Second, the algorithm should be further improved
by using a larger and richer dataset, such that the validation and test accuracy get closer
to the training accuracy. Third, the classification algorithm should be evaluated on ac-
tual patient data. Fourth, performance in practice could be improved by expanding the
current algorithm with actual patient data. Transfer learning of the current algorithm
can potentially reduce the need for data significantly. Fifth, the algorithm should be im-
plemented in an actual ventilation system, such that it can be used in practice. Finally,
we foresee a future system that automatically adapts the ventilator settings to prevent
PVA on the basis of the PVA detection results obtained by the proposed algorithm.
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Conclusions and recommendations

10.1 Conclusions

The results presented in this thesis are a significant step towards autonomous mechani-
cal ventilation, which, in turn, is envisaged to be a big step towards better treatment and
a better scalable Intensive Care Unit (ICU) capacity. Therewith, the algorithms devel-
oped in this thesis are addressing the overall Research Challenge formulated in Section
1.4. To tackle the overall Research Challenge, two distinct research goals were formu-
lated in the introduction of this thesis, see Section 1.5. In view of these two research
goals the following two main achievements have been obtained.

First, in view of Research Goal I, two distinct learning control approaches have been
developed, in Chapters 2 - 7. These control strategies utilize measured data to automat-
ically adapt the control signal to achieve the optimal pressure tracking performance for
mechanical ventilators. Thorough analysis, simulations, and experiments with these
strategies have shown that they significantly outperform commonly used control strate-
gies for ventilation in terms of pressure tracking performance. Therewith, Research
Goal I has been successfully fulfilled.

Second, in view of Research Goal II, two monitoring algorithms have been de-
veloped, in Chapters 8 and 9. These algorithms enable a clinician to make a better
informed choice for the optimal treatment and/or ventilator settings. These monitoring
algorithms use measured data to estimate the patient’s spontaneous breathing effort and
to detect and classify Patient-Ventilator Asynchrony (PVA). Therewith, Research Goal
II has been successfully fulfilled as well.

In the remainder of this concluding section, the main contributions in view of both
research goals are further detailed below.
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10.1.1 Control systems for ventilation
The motivation for improving the control systems for ventilation is to improve the pres-
sure tracking performance of the mechanical ventilators. This ensures that the pressure
profile that is set by the clinician, or is set autonomously in future ventilators, is tracked
as accurately as possible. Accurate pressure tracking avoids overshoot and oscillations
in both pressure and flow. Avoiding these overshoots and oscillations prevents poten-
tially harmful pressure peaks and improves the patient’s comfort during ventilation.
Therewith, the patient’s treatment can be improved through improved pressure control.

The specific contributions of this thesis in the direction of control systems for venti-
lation, i.e., Research Goal I, are summed up in terms of the adaptive hose-compensation
control strategy in Chapters 2 and 3, and the repetitive control strategies for mechanical
ventilation in Chapters 4 - 7.

• Adaptive hose-compensation control is a control strategy that estimates the pa-
rameters of a hose model during ventilation and uses this model in the control
loop to compensate the pressure drop over the hose. In Chapter 2, this method is
presented, analyzed, and implemented using a linear hose model. Thereafter, in
Chapter 3, a different adaptive hose-compensation control method is developed
and implemented. This method uses a nonlinear hose model, which describes the
true hose characteristics more accurately. In experiments and simulations it is
shown that adaptive hose-compensation control for ventilation can significantly
improve pressure tracking performance of mechanical ventilators.

Concluding, the developed adaptive hose-compensation controller is an effective
and intuitive control strategy for ventilation that is robust for many system vari-
ations, e.g., patients, leaks, and hoses, which has shown to significantly improve
the pressure tracking performance.

• Repetitive control strategies have been developed to achieve near perfect pressure
tracking performance for ventilated patients. Repetitive control is a control strat-
egy suitable for systems that perform repetitive tasks. The repetitive controller
utilizes data from previous tasks to learn the optimal input for the next task. This
enables repetitive control to achieve tracking errors close to the system’s mea-
surement noise levels. In Chapter 4, a design approach for discrete-time repetitive
control for ventilation of fully sedated patients in pressure-controlled Continuous
Mandatory Ventilation (CMV) is presented. In experiments, it is shown that one
single repetitive controller can achieve near zero tracking errors for a variety of
patients, from babies to adults. Then, in Chapters 5 and 6, the stability properties
of repetitive control for ventilation have been revisited. In Chapter 5, stability
of the closed-loop system with discrete-time repetitive control is guaranteed by
using feedback linearization to linearize the plant with nonlinear hose charac-
teristics. Thereafter, in Chapter 6, a continuous-time repetitive control strategy
based on a finite number of oscillators at the harmonics of the breathing fre-
quency is proposed. Then, using the (incremental version of the) circle criterion,
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stability of the closed-loop nonlinear system is guaranteed for nonlinear hose-
characteristics. Finally, in Chapter 7, a novel (discrete-time) triggered repetitive
control framework is developed that allows the timing inbetween repetitive tasks
to be unknown and varying. Using this triggered repetitive control framework,
the learning property of standard repetitive control can be used in triggered modes
of ventilation for spontaneously breathing patients, or in other application fields
with similar control problems. In experiments, this framework has been applied
in scenarios with Pressure Controlled - Assist Control Ventilation (PC-ACV), and
it has shown that the tracking performance could be improved by almost a factor
five compared to a state-of-the-art control strategy for ventilation.

Concluding, repetitive control achieves superior tracking performance in case of
sedated patients, with significant robustness for plant variations. Furthermore,
the newly developed triggered repetitive control framework has shown that a sig-
nificant improvement in tracking performance can be achieved for spontaneously
breathing patients.

10.1.2 Monitoring for ventilation

The main motivation for improved monitoring algorithms for ventilation is to assist the
clinician in choosing the optimal treatment and/or ventilator settings, e.g., the desired
pressure profile. This can help to significantly improve ventilation quality and therewith
reduce the duration of ventilation for a patient. In the future, the outcome of these
algorithms can be used by a supervisory controller to automatically choose the optimal
treatment and ventilator settings.

The specific contributions of this thesis in the direction of monitoring algorithms for
ventilation, i.e., Research Goal II, are summed up in terms of the patient effort and lung
mechanics estimation algorithm of Chapter 8, and the patient-ventilator asynchrony
detection and classification algorithm of Chapter 9.

• Patient effort and lung mechanics estimation can help the clinician to choose the
appropriate treatment and ventilator settings for a specific patient. In Chapter 8, a
non-invasive method for estimation of spontaneous breathing effort and lung me-
chanics of ventilated patients is presented. The developed algorithm uses sparsity
properties of a patient’s breathing effort to estimate the effort and lung parameters
without requiring additional (invasive) sensors and/or interruptions of the treat-
ment. In simulations and experiments, in a lab environment with a mechanical
lung emulator it is shown that the algorithm retrieves useful estimates of the lung
mechanics parameters and the patient’s spontaneous breathing effort.

Concluding, the developed estimation algorithm is able to retrieve useful esti-
mates of the patient effort and lung mechanics. These estimates can help the
clinician to accurately diagnose a patient and consequently choose the optimal
treatment and ventilator settings.
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• Patient-ventilator asynchrony detection and classification is essential to over-
come one of the largest challenges during ventilation. Therefore, in Chapter 9,
a supervised learning framework to detect and classify different types of patient-
ventilator asynchrony in real time is presented. Using this framework, a Recur-
rent Neural Network (RNN) is developed to detect and classify patient-ventilator
asynchrony in real time. In simulations, it is shown that the developed algorithm
can detect and classify inspiration, expiration, and severe asynchronies with an
accuracy of about 94.6%, 91.9%, and 83.2%, respectively. In experiments, the
same algorithm detects and classifies inspiration, expiration, and severe asyn-
chronies with an accuracy of 86.7%, 64.2%, and 72.7%, respectively. These re-
sults show that the algorithm can effectively detect different types of asynchronies
using data that is already available in conventional ventilation systems.

Concluding, the presented framework for patient-ventilator asynchrony detection
and classification can be used to develop accurate detection and classification
algorithms for bedside monitoring in real time. This can help the clinicians to
improve their diagnoses for patient-ventilator asynchrony, and therewith improve
the treatment.

10.2 Recommendations
The algorithms developed in this thesis have been shown to significantly improve pres-
sure tracking performance and monitoring capabilities of mechanical ventilators in sim-
ulations and on an experimental laboratory setup. Eventually, these algorithms should
be implemented in actual ventilators and validated in an actual ICU. Therefore, the rec-
ommendations in this section mainly focus on achieving this next step in the algorithm
development process. Furthermore, relevant extensions of the current algorithms and
the development of additional algorithms are discussed.

In the remainder of this section, the main recommendations for future develop-
ments related to the specific research goals in this thesis are presented first. Thereafter,
the author’s vision in a broader perspective of the overall Research Challenge and the
development of smart mechanical ventilators is presented.

10.2.1 Control systems for ventilation
The learning control algorithms in this thesis have shown a significant improvement in
pressure tracking performance of mechanical ventilators. Still, several research direc-
tions for future work on this topic are identified. Next, the most important directions
for future research directions for control systems for ventilation are summed up, focus-
ing on the algorithms in this thesis. Thereafter, a general remark is made on further
developments of control systems for ventilation.

• Extension to dual-hose ventilation systems: The control strategies presented in
this thesis have been developed using a single-hose ventilation setup with a pas-
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sive expiration valve. This is the preferred platform for initial development, be-
cause analysis of this platform is fairly simple. However, in practice, mostly
dual-hose ventilation systems with an active expiration valve are used in the ICU.
Therefore, the different control strategies developed in this thesis should be ex-
tended, implemented, and analyzed for the dual-hose ventilation system with an
active expiration valve. This will complicate control, because the system be-
comes a Multi-Input Multi-Output (MIMO) system and additional nonlinearities
are introduced in the system. This requires some modifications to the developed
algorithms.

• Extension to volume-controlled ventilation modes: In this thesis, pressure con-
trolled ventilation is considered. However, in practice also many volume con-
trolled modes are used. In these modes, a flow profile instead of a pressure profile
is to be tracked by the controller. Therefore, it is recommended to extend the de-
veloped algorithms to allow for such volume-controlled modes or even develop
other control strategies for these modes.

• Validation on actual patients: All control strategies in this thesis have been tested
extensively in a laboratory setting with a lung simulator. A next step is to ensure
that the performance is also improved in practice with actual patients. Therefore,
the control strategies should be implemented in an actual ventilator and tested in
an actual ICU environment with actual patients.

• Reduce memory requirement for repetitive control: The implementation of repet-
itive control that is considered in this thesis requires a large amount of memory,
which is typically not available on mechanical ventilators. Therefore, implemen-
tations that are more efficient in terms of memory should be considered in future
work. An example of such implementation is repetitive control using basis func-
tions.

• Triggered expiration in triggered repetitive control: The current implementation
of triggered repetitive control for ventilation in Chapter 7 does not allow for a
patient-triggered expiration. Therefore, this control strategy should be extended
to allow further synchronization of the patient and the ventilator. This can be
achieved by using separate repetitive controllers for the inspiration and the expi-
ration which are alternated.

• General remark for controller design: Future research in control for ventilation
should consider the trade-off between complexity, computational burden, mem-
ory requirements, and clinical relevance of the performance gain. For example,
the triggered repetitive control framework is fairly complex and requires a rela-
tively large amount of memory, which is typically not available on commercially
available ventilators. Furthermore, the strategy might introduce artifacts in the
flow and pressure curves that might be interpreted by the clinician as sponta-
neous patient breaths, such artifacts are highly undesired. Besides these disad-
vantages, no research has been devoted to analyze whether these high levels of
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tracking performance actually improve the treatment of the patient. Therefore,
it is recommended to investigate whether the performance gains outweigh the
added complexity of newly developed control strategies before investing a lot of
time in the development of more complex control strategies.

10.2.2 Monitoring for ventilation
The monitoring algorithms presented in this thesis have the potential to significantly
improve the treatment of a ventilated patient. However, several research directions to
further improve monitoring for ventilation are identified. Furthermore, other monitor-
ing capabilities are briefly considered to further improve ventilation.

• Actual patient data: The monitoring algorithms in this thesis have been devel-
oped and analyzed using data from a simulation environment and an experimental
lab setup. To validate whether the algorithms are of added value in practice, they
should be validated using patient data from an actual ICU environment. This will
likely lead to new challenges requiring further improvements of the algorithms.
Therefore, the algorithms should be further developed using this data.

• Extension to dual-hose ventilation systems: Both algorithms have been devel-
oped and analyzed using a single-hose ventilation setup with a passive expiration
leak. Implementing them in the ICU with the commonly used dual-hose ventila-
tion system will likely lead to complications. For example, the expiration valve
typically causes some artifacts in the measured flow. This might deteriorate the
performance of the developed algorithms. Therefore, this influence should be an-
alyzed and the algorithms should be adapted accordingly. In theory, this should
not affect the estimation algorithm of Chapter 8, because it only uses the relation
between flow and pressure measured at the patient. Theoretically this relation
is independent of the ventilation system. Furthermore, the PVA detection and
classification framework of Chapter 9 is able to handle these dual-hose ventila-
tion systems. However, the dataset should be enriched to contain data from a
dual-hose ventilation system.

• Extension to volume-controlled ventilation modes: In this thesis, only pressure-
controlled ventilation is considered. Therefore, the algorithms should be ex-
tended such that they can handle volume-controlled ventilation modes. Again,
theoretically this change should not affect the estimation algorithm of Chapter 8.
However, this should be analyzed more extensively. For the PVA detection and
classification framework of Chapter 9 the same recommendation as above holds;
the dataset should be enriched with data of volume-controlled ventilation modes.

• Effort estimation for Spontaneous Breathing Trials (SBTs): Especially during
an SBT it would be valuable to have accurate real-time information about the
patient’s spontaneous breathing effort and the variation of this effort over time.
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During an SBT, the patient is detached from the ventilation hose while the endo-
tracheal tube is left inside the patient. Then, over a time span of approximately
30 - 60 minutes the patient is monitored. After this SBT, it is determined whether
the endotracheal tube should be removed from the patient, or whether the pa-
tient should be reattached to the ventilator. Currently, the estimation algorithm
is not able to obtain useful estimates during such SBT, mainly because there is
no external (known) excitation of the system, i.e., the system is only excited by
the patient’s effort. It might be possible to include additional assumptions during
these SBTs, e.g., that the patient’s spontaneous effort is rather large, such that
useful estimates of the patient effort can still be obtained using the strategy of
Chapter 8.

• Improved definition of Patient-Ventilator Asynchrony: Currently, the PVA defi-
nition, in the PVA detection and classification framework of Chapter 9, is solely
based on the start times of the patient’s and ventilator’s inspiration and expiration.
However, in practice it is relevant to include other information, such as, breath
depth. Therefore, the PVA definition should be further extended to include other
clinically relevant parameters. To achieve this, a close collaboration with (expert)
clinicians in this field is required.

• Additional sensing and monitoring: Additional (noninvasive) sensing could help
to obtain better monitoring algorithms. Examples of such additional sensing are
surface Electromyography (sEMG) and the oxygen saturation level of the blood.
More specifically, sEMG gives valuable information about the diaphragm ac-
tivity of a patient. This could prove to be a helpful input for both monitoring
algorithms presented in this thesis. Furthermore, sEMG can potentially improve
ventilation in several other ways, e.g., faster and more accurate triggering. The
oxygen saturation level of the blood can be used to determine whether the pa-
tient’s oxygen intake is sufficient and whether a higher or lower oxygen level is
required. Note that it is very important to keep the trade-off between additional
cost and improved quality in mind. Additional sensing is expensive in terms of
money and labor. Therefore, additional sensors should only be considered if the
added benefits outweigh the added costs.

• Use of data-driven algorithms in mechanical ventilation: Eventually, monitor-
ing algorithms should be integrated in closed-loop ventilators to determine the
optimal ventilation strategy. To achieve this, many different parameters about
the patient’s state should be determined and combined. Therefore, algorithms
should be able to interpret the measured data in a similar way as clinician is cur-
rently doing. It is essential that the separate algorithms, that will be developed in
the future, have clear outcomes that can be integrated in an overall supervisory
controller. Eventually, this supervisory controller can determine the full clinical
picture of the patient, which it then uses to to determine the optimal ventilation
strategy.
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10.2.3 Towards smart mechanical ventilators: the author’s vision
The overall research challenge in the introduction of this thesis is formulated as:

Research Challenge: Reduce the mechanical ventilation-related workload and costs,
while simultaneously improving the treatment for the ventilated patient.

The algorithms presented throughout this thesis are a significant step towards this
research challenge. However, the algorithms in this thesis mainly focus on the second
part of the challenge, i.e., improvement of the patient’s treatment.

The specific research goals, and therewith the research focus, of this thesis were
formulated in 2018, before the current COVID-19 pandemic, when hospital staffing
levels were not as big of an issue as it currently is. During this pandemic, it has become
more clear that the shortage of nursing staff is a major bottleneck in the current west-
ern healthcare system. Especially during a worldwide pandemic, such as the current
COVID-19 pandemic, it is vital to have a more scalable ICU capacity. Therewith, it has
been clearly exposed that the research focus should shift to fully autonomous mechani-
cal ventilators. A fully autonomous ventilator reduces the required number of ventilated
related actions by the nursing staff. Therewith, it allows a higher patient to nurse ratio,
resulting in an increased ICU capacity with the same nursing staff. Furthermore, an
autonomous ventilator has the potential of significantly improving the treatment, e.g.,
reducing the risk of complications and reducing the length of stay of a patient.

Therefore, it is of the utmost importance, that the insights during this pandemic lead
to an acceleration of the development and acceptation of autonomous ventilators. Be-
cause the question is not whether the next pandemic will happen, but when it will hap-
pen and it will once again put high levels of strain on the healthcare system. Besides the
technical challenges regarding closed-loop ventilation, several other challenges, such
as, clinical acceptation, clinical validation, and liability, should be addressed to effec-
tively achieve this goal. Therefore, this research challenge should not be tackled by
clinicians, engineers, and researchers alone, also governing bodies should be included
to develop workable regulations for such devices.

From a technical point of view, algorithms should eventually replace the hospital
staff’s translation from measured data to mitigating actions. To achieve this, the closed-
loop ventilator should contain algorithms that interpret the available waveforms and
other measured signals and parameters, such as, the algorithms in the second part of
this thesis. Then, another algorithm uses the output of these algorithms to determine
the patient’s clinical picture and the current quality of the treatment. Thereafter, a su-
pervisory controller determines whether an action is required, e.g., adjusting ventilator
settings or administer medication to the patient. The ventilator settings are in turn used
to compute the reference profiles for the low-level controllers as presented in the first
part of this thesis. Such an autonomous ventilator is considered to be a realistic solution
to the overall Research Challenge, and therewith a significant step towards the scalable
ICU of the future.
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Brochard, L. (2005). Computer-driven management of prolonged mechanical venti-
lation and weaning: a pilot study. Intensive care medicine, 31(10):1446–1450.

Bristow, D., Tharayil, M., and Alleyne, A. (2006). A survey of iterative learning control.
Control Systems Magazine, 26(3):96–114.



228 BIBLIOGRAPHY

Brochard, L., Roudot-Thoraval, F., Roupie, E., Delclaux, C., Chastre, J., Fernandez-
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Summary

Technological development of medical equipment has improved the quality and out-
come of care over the past decades. At the same time, pressure on the healthcare sys-
tem and the workload for health workers has been rising over the past decades as well.
Therefore, technological advancements of medical equipment are needed to reduce the
length of stay in the hospital and/or the number of medical staff interventions. In this
thesis, technological advancements of a vital piece of medical equipment, namely, the
mechanical ventilator, are presented. Mechanical ventilators are a life-saving piece of
equipment commonly used in Intensive Care Units (ICUs) to sustain the life of patients
that are unable to breathe on their own.

To further improve mechanical ventilation treatment outcomes and to reduce the
ventilation-related workload, a data-driven approach to ventilation is envisaged. In this
thesis, two challenges to improve mechanical ventilation are tackled. The first challenge
is to improve pressure tracking control to enhance safety, comfort, and consistency of
the treatment. The second challenge is to improve monitoring capabilities of mechani-
cal ventilators. The use of data is considered to be essential to tackle these challenges
and therewith to reduce the length of stay in the hospital and to reduce the required
medical staff interventions.

Sensors in modern mechanical ventilators already collect a vast amount of data,
while this data is currently not used to its full potential. Therefore, novel data-driven
(learning) algorithms that use this data are developed in this thesis to address both
challenges.

To improve the pressure tracking control of mechanical ventilators two different
learning control strategies for ventilation are developed. The goal of these control
strategies is to reduce the pressure tracking error, i.e., the generated pressure should
follow the desired time-varying pressure profile, as set by the clinician, as closely as
possible. The main challenge in control for mechanical ventilation is the wide variety
and uncertainty on the plant that has to be controlled, e.g., the wide variety of patients.
Therefore, learning control techniques, that automatically learn the optimal control sig-
nal, are considered to be a solution to this challenging control problem.
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The first control strategy developed in this thesis is an adaptive hose-compensation
control strategy. This control strategy automatically estimates the parameters of a hose
model using a recursive least squares estimator. This hose model is used in a feedback
loop to compensate the pressure drop over the hose. To achieve the best performance
with this method, different hose models are considered, and a measurement delay com-
pensation method for the estimator is developed. This control strategy has proven to be
robust for varying patient and hose characteristics.

The second control strategy developed in this thesis is repetitive control for me-
chanical ventilation. Repetitive control is a control strategy that utilizes the repetitive
nature of the desired pressure profile, resulting in near zero tracking errors. This thesis
contains a systematic repetitive control design procedure for ventilation of fully sedated
patients, for which the desired pressure profile is indeed periodic. Furthermore, a trig-
gered repetitive control framework is developed for spontaneously breathing patients in
triggered ventilation modes. For these patients the desired pressure profile is no longer
periodic, thereby obstructing the use of conventional repetitive control. The developed
triggered repetitive control strategy only requires the ventilator-induced breath itself to
be repetitive, the timing in between breaths is allowed to vary. This enables the appli-
cation of triggered repetitive control to triggered ventilation modes.

All control strategies developed in this thesis have been implemented in simulations
and lab experiments and have shown to significantly outperform traditional pressure
feedback control for ventilation.

To improve the monitoring capabilities of ventilators and help the clinician in choos-
ing the appropriate treatment and ventilator settings, two data-driven monitoring algo-
rithms are developed. The first algorithm aims at estimating the patient’s lung parame-
ters and spontaneous breathing effort. The developed estimation algorithm uses a sparse
optimization method to retrieve valuable information about the lung parameters and the
breathing effort of spontaneously breathing patients on ventilator support. The second
algorithm aims at detecting and classifying timing asynchrony between the patient ef-
fort and the ventilator support. This is achieved by using a recurrent neural network
that is trained to detect and classify different types of asynchrony. Both algorithms
have shown their potential on data from simulations and experiments in a lab environ-
ment. Eventually, the outcome of these algorithms can help to determine the optimal
ventilator settings.

The results in this thesis are a significant step towards autonomous closed-loop me-
chanical ventilators. The presented control techniques allow such system to automati-
cally adjust its control signal to optimally match the patient. Furthermore, the outcome
of the presented monitoring algorithms can be used in the future to automatically choose
the appropriate ventilator settings for that specific patient.



Samenvatting

Technologische ontwikkelingen van medische apparatuur hebben in de afgelopen de-
cennia de kwaliteit van de zorg sterk verbeterd. Parallel aan deze ontwikkeling is de
druk op het zorgsysteem en de werkdruk op het zorgpersoneel in de westerse wereld
ook significant toegenomen. Om deze trend te keren zijn ontwikkelingen nodig die
de tijdsduur van ziekenhuiszorg en het aantal interventies door het personeel drastisch
terug kunnen brengen. In dit proefschrift zijn datagedreven technologieën voor beade-
mingsapparatuur ontwikkeld die daaraan bijdragen.

Beademingsapparaten zijn levensreddende medische apparaten die op de Intensive
Care (IC) worden gebruikt om de ademhaling van patiënten te ondersteunen of over
te nemen wanneer zij zelfstandig niet (voldoende) kunnen ademen. In dit proefschrift,
wordt een datagedreven aanpak van beademing ontwikkeld om de behandeling van be-
ademing te verbeteren en de aan beademing gerelateerde werkdruk te verlagen. Hierbij
worden twee specifieke uitdagingen in beademing aangepakt. De eerste uitdaging is
het verbeteren van de drukregeling in beademing om zo de veiligheid, het comfort, en
de consistentie van de behandeling te verbeteren. De tweede uitdaging is het verbete-
ren van de mogelijkheden voor monitoring tijdens beademing. Het gebruik van data
is essentieel om deze uitdagingen op te lossen en daarmee de behandelingsduur en het
aantal interventies door het personeel te reduceren.

Sensoren in moderne beademingsapparatuur verzamelen al grote hoeveelheden data,
maar deze data wordt momenteel nog niet optimaal benut. Daarom zijn er in dit proef-
schrift datagedreven (lerende) algoritmes ontwikkeld die gebruik maken van deze data.
Deze algoritmes zijn een significante stap naar het oplossen van de gepresenteerde uit-
dagingen.

De eerste uitdaging, het verbeteren van de drukregeling in beademing, is aangepakt
met twee lerende technieken uit de regeltechniek. Het doel van deze regelstrategieën is
het verminderen van de druk volgfout. In andere woorden, de gegenereerde druk door
de ventilator moet het door de arts ingestelde tijdsvariërende drukprofiel zo nauwkeurig
mogelijk volgen. De grootste uitdaging hierbij is de grote variabiliteit in de dynamica
van het regelsysteem, zoals de variatie in patiënten. Om dit uitdagende regelprobleem
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op te lossen, zijn lerende regelstrategieën ontwikkeld, die automatisch het optimale
regelsignaal leren uit de gemeten data.

De eerste in dit proefschrift behandelde oplossing is een adaptieve slangweerstand-
compensatie regelstrategie. Deze regelstrategie schat de parameters van een slangmodel
met behulp van een recursief schattings algoritme. Het slangmodel met de geschatte
parameters wordt in de regellus gebruikt om de drukval over de slang te compenseren.
Om met dit algoritme de best mogelijke regelprestaties te behalen zijn er verschillende
slang modellen geanalyseerd en is er een methode ontwikkeld om meetvertraging in de
schatter te compenseren. In dit proefschrift is bewezen dat deze regelstrategie robuust
is voor variaties in patiënt en slangkarakteristieken.

De tweede regelstratgie in dit proefschift is een strategie die het repeterende karakter
van de ademhaling gebruikt; deze strategie wordt ‘Repetitive Control’ (RC) genoemd.
Door te leren van de regelfout tijdens eerdere ademhalingen kan een regelfout van na-
genoeg nul gerealiseerd worden. Dit proefschrift bevat een systematische procedure om
een RC regelaar te ontwerpen voor beademing van volledig gesedeerde patiënten. Spe-
cifiek voor deze patiëntgroep is RC geschikt omdat hen een exact periodiek drukprofiel
wordt opgelegd. Daarnaast is er een getriggerde RC strategie ontwikkeld die geschikt
is voor de toepassing op spontaan ademende patiënten in getriggerde beademingsmodi.
Voor deze patiënten is het opgelegde drukprofiel niet meer exact periodiek. Daardoor is
het niet meer mogelijk om conventionele RC toe te passen. De ontwikkelde getriggerde
RC strategie maakt gebruik van het feit dat de opgelegde ademhaling door de ventilator
exact repetitief is, maar de timing tussen opvolgende ademhalingen mag variëren. Dit
maakt de toepassing van RC mogelijk bij getriggerde beademingsmodi.

Alle regelstrategieën die zijn ontwikkeld in dit proefschrift zijn geı̈mplementeerd in
computersimulaties en een experimentele laboratoriumopstelling. Hier hebben ze laten
zien dat ze de drukregeling van bestaande beademingsapparatuur significant kunnen
verbeteren.

Om de monitoringsmogelijkheden van beademingsapparatuur te verbeteren, en zo
de arts te helpen om de juiste behandelstrategie en beademingsinstellingen te kiezen,
zijn er in dit proefschrift twee datagedreven monitoringsalgoritmes ontwikkeld. Het
eerste algoritme maakt een schatting van longparameters en de spontane ademactiviteit
van de patiënt. Het ontwikkelde algoritme maakt gebruikt van een schattingsmethode
om waardevolle informatie over de longparameters en spontane ademactiviteit van be-
ademde patiënten te bepalen. Het tweede monitoringsalgoritme in dit proefschrift is
ontwikkeld om patiënt-ventilator asynchronie te detecteren en classificeren. Dit wordt
gedaan met behulp van een neuraal netwerk dat getraind is om patiënt-ventilator asyn-
chronie te herkennen. Beide algoritmes zijn succesvol getest in computersimulaties en
op een experimentele laboratoriumopstelling. Uiteindelijk kunnen de uitkomsten van
deze algoritmes helpen bij het bepalen van de optimale behandeling en ventilatorinstel-
lingen.

De resultaten in dit proefschrift zijn een significante stap naar volledig autonome
beademingsapparatuur. De ontwikkelde regelstrategieën maken het mogelijk om het re-
gelsignaal automatisch aan te passen zodat de ingestelde drukprofielen zeer nauwkeurig
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worden gevolgd. Daarnaast kan de uitkomst van de ontwikkelde monitoringsalgoritmes
gebruikt worden om automatisch de optimale beademingsinstellingen te kiezen.
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