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Abstract—In many domains that employ machine learning
models, both high performing and interpretable models are
needed. A typical machine learning task is text classification,
where models are hardly interpretable. Topic models, used as
topic embeddings, carry the potential to better understand the
decisions made by text classification algorithms. With this goal
in mind, we propose two new fuzzy topic models; FLSA-W and
FLSA-V. Both models are derived from the topic model Fuzzy
Latent Semantic Analysis (FLSA). After training each model
ten times, we use the mean coherence score to compare the
different models with the benchmark models Latent Dirichlet
Allocation (LDA) and FLSA. Our proposed models generally lead
to higher coherence scores and lower standard deviations than the
benchmark models. These proposed models are specifically useful
as topic embeddings in text classification, since the coherence
scores do not drop for a high number of topics, as opposed to
the decay that occurs with LDA and FLSA.

Index Terms—Topic Models, Text Classification, Fuzzy Mod-
elling, Explainable AI, NLP

I. INTRODUCTION

In the last decade, machine learning systems (ML) have

achieved (super)human performance in a wide variety of

computational tasks [9] and have been used extensively in

mining biological data [23]. A common ML computational

task is text classification, a sub-domain of Natural Language

Processing (NLP). With text classification, an algorithm labels

each input text from a fixed set of labels. Applications of ML

text classification have a wide range; from sentiment analysis

[15], [16], [17] to news article classification for stock price

prediction [20], [41] to clinical note classification for finding

patient cohorts [10], [40]. Although the classification perfor-

mance is high in state-of-the-art models, these models are

hardly interpretable [42]. In this study, we use clinical notes

from the psychiatry department of the University Medical

Center Utrecht (UMCU) to predict which patient will become

violent. In earlier work, we have slightly outperformed the

benchmark classifications [28], [29]. Yet, the decisions made

by these algorithms were hardly interpretable.

Topic models carry the potential to make text classification

more interpretable. They are a group of unsupervised natural

language processing algorithms that extract latent topics in

texts. Based on a trained topic model, a topic embedding

indicates to what extent each topic is represented in texts. This

topic embedding is then fed into a classification algorithm,

indicating the most important topics for its decisions.

A problem with current topic models is they do not always

give interpretable results. Fuzzy Latent Semantic Analysis

(FLSA) [19] is a topic modeling algorithm applied to medical

data and showed superior performance to the most popular

model Latent Dirichlet Allocation (LDA). FLSA is based

on grouping similar documents in terms of the words they

contain. The membership of each document to a topic is

determined by using fuzzy clustering. However, documents

might contain different number of topics and may contain

different subsets of words in a topic, which influences the

quality of the clustering results. This leads typically to large

overlap between topics, which reduces the interpretability of

the topic model obtained. In this paper, we propose two topic

modeling methods that can reduce the overlap between the

topics. The first model, FLSA-W, clusters on words rather

than on documents. The second model, FLSA-V, applies fuzzy

clustering on a 2D word-mapping, based on the open-source

software tool VOSviewer [44]. In contrast to the existing topic

models LDA and FLSA, our results indicate that the models’

performances (as measured by the coherence score) either

remain constant or grow as the number of topics increase. This

property is specifically useful for text classification, as more

topics typically lead to better classification performance.

The contributions of this paper are:

1) we propose two new topic modeling algorithms,

2) we compare four different topic models in terms of

interpretability,

3) we study the relation between various parameters of the

topic models and their properties that can could be useful
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for text classification.

In this study, we use clinical notes from the psychiatry

department of the University Medical Center Utrecht (UMCU)

to predict which patient will become violent. We build upon

earlier work in which we have slightly outperformed the

benchmark classifications [28], [29], but the decisions made by

these algorithms were hardly interpretable. Note that although

we trained and tested these techniques on a medical data

set, the techniques presented are not limited to the medical

domain. Instead, they may be used for all topic modeling and

text classification applications with texts of moderate to high

length.

The outline of the paper is as follows. In Section II, we

describe how text classification methods work, why topic

embeddings could make classification more interpretable and

briefly discuss the topic modeling literature. In Section III,

we describe the details of the FLSA model, and we motivate

our decision for the selected coherence metric. In Sections

IV-A and IV-B we provide the mathematical details of the two

proposed models. In Section V we describe the data set and

setup that we used for running our experiments. In Section VI,

we describe the experimental results, discuss the implications

in Section VII and we conclude our paper in Section VIII.

II. RELATED WORK

In this work, we propose two new topic models intended

as topic embeddings in text classification. Since the intended

goal is text classification, we briefly discuss text classification

in this Section and discuss topic models afterwards.

A. Text Classification

A typical ML text classification pipeline includes two steps:

• Representation step;

• Classification step.

In the representation step, a text file is transformed into

a numeric representation, called a text embedding. The

classification algorithm in the classification step calculates

the most likely label based on the text embedding. Several

classification algorithms, such as random forests, logistic

regression or fuzzy systems, can reveal which input variables

are most important for determining a label.

1) Representation Techniques: Early ML text classification

algorithms used the bag-of-word approach (BOW) to represent

each word as a one-hot-encoding [18]. Yet, BOW suffers from

two significant limitations: i) it is hard to scale since it is a

sparse matrix. ii) it does not consider syntactic information,

as it only considers the presence of a word in a text and not

the word’s location.

Since their appearance in 2013, neural text embeddings

such as Word2Vec [26] are widely used since they do not

suffer from the limitations of BOW. Neural text embeddings

represent words as dense vectors in a high-dimensional space

such that semantically similar words are located close to each

other in the embedding space. Since 2013, several similar

neural text embedding approaches have been applied, such

as BERT [7], Doc2Vec [21], Glove [34] and ELMO [35].

These neural models have improved the performance of

text classification significantly. However, relatively little is

known about the information captured by these embeddings’

features. Therefore, there is still little understanding of the

classification decisions in the subsequent step.

2) Classification Models: classification models are a set of

techniques that map input data (the feature space) to a fixed

set of output labels [11]. The choice of technique depends

on various aspects such as the number of features, size of

the data set and whether a technique should be interpretable.

Amongst classification models, the subset of commonly

used interpretable models include: linear regression, logistic

regression, decision trees, and fuzzy systems [1], [13], [27].

B. Topic Models

While there is little known about the neural embeddings’

features, the meaning of topics in a topic model is known.

Instead of neural embeddings, a topic embedding’ can be used

to represent texts numerically. Topic models are a different

branch of NLP techniques, and their output consists of two

matrices:

1) P (Wi|Tk)- The probability of word i given topic k,

2) P (Tk|Dj)- The probability of topic k given document

j

with:
i word index i ∈ {1, 2, 3, ...,M},
j document index j ∈ {1, 2, 3, ..., N},
k topic index k ∈ {1, 2, 3, ..., C},

M the number of unique words in the data set,

N the number of documents in the data set,

C the number of topics.

A topic model aims to find topics in which the most

probable words in each topic are coherent with each other

so that the topic is interpretable. Using topic embeddings

for text classification, each input document is transformed

into a vector of size C, in which each cell indicates the

extent to which the document belongs to a topic. After labels

are calculated for each input text, interpretable classification

algorithms can reveal which topics were most important for

performing classifications.

The first step in developing a topic-based text classification

algorithm is selecting a suitable topic model. A good topic

model should both be interpretable and leading to high classifi-

cation performance. Typically, classification models use many

(at least 50) topics [19], [40]. Therefore, topic models must

remain coherent as the number of topics increase.

Many different topic models exist, all having a specific

purpose [47]. Applicable topic models for documents with less

than 50 words per document are: a mixture of unigrams [31],

the pseudo-document approach [49] and the self-aggregation
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based topic model [37]. For documents with more words, the

Topics over Time model [48] and Dynamic Topic Model [4]

are suitable for capturing changes of topics over time. The

Pachinko Allocation Model [22] and the Correlated Topic

Model [5] are suitable when there is an interest in the

correlation between topics.

The most popular topic modelling technique is called Latent

Dirichlet Allocation (LDA) [3]. LDA performs well on data

documents with more than 50 words and no complex topic

relationships [47] and has been used before as a topic embed-

ding in the medical domain [29], [40]. LDA is a probabilistic

model and assumes that documents are formed by a generative

process [3]. Each document is a distribution over C topics in

this process, and each topic is a distribution over M words.

Thus, if document j has a high probability of containing

topic k, then topic k’s most probable words are likely to be

present in document j. Yet, both the distributions of topics

over documents P (Tk|Dj) and words over topics P (Wi|Tk)
are latent, thus, cannot be observed from the documents. To

infer P (Tk|Dj) and P (Wi|Tk), LDA conditions on the words,

the only observable variable. This conditioning can be seen

as a reversal of the generative process. Yet, the computations

of these distributions are exponentially large and, therefore,

intractable [6]. Although P (Tk|Dj) and P (Wi|Tk) cannot

be computed exactly, statistical methods such as sampling-

based algorithms and variational-based algorithms can approx-

imate them close enough [43]. More recently, a new topic

modelling technique called Fuzzy Latent Semantic Analysis

was proposed, applied to the medical domain, and shows

better classification performance than LDA [19]. Whereas

LDA uses a reversed generative process to find its topics,

FLSA uses fuzzy clustering to find its topics. With FLSA,

documents are clustered. However, documents are distributions

over topics and topics are distributions over words. Therefore,

the clustering is influenced by two interrelated process, making

it harder to identify topics. Since topics are assumed to be a

set of coherent words, it would be reasonable to identify them

in an embedding space where related words are located nearby

one another. This is what our proposed methods FLSA-W and

FLSA-V aim to achieve by clustering in a space of “word

embedding”.

In this work, we use both methods to benchmark our

proposed models. Therefore, we briefly describe both models

in the next section.

III. METHODOLOGICAL BACKGROUND

The models in this work are derived from the FLSA model

[19]. In this section, we first describe the steps how FLSA

is calculated. Then, based on these steps, we will motivate

why we are proposing two new methods, derived from FLSA.

Lastly, we discuss the evaluation metric that we use for

comparing our topic models.

A. Fuzzy Latent Semantic Analysis

The FLSA approach uses fuzzy clustering to find topics.

We define the following quantities:

M number of unique words in the data set,

N number of documents in the data set,

C number of topics,

S number of SVD dimensions,

i word index i ∈ {1, 2, 3, ...,M},

j document index j ∈ {1, 2, 3, ..., N},

k topic index k ∈ {1, 2, 3, ..., C}.

FLSA is calculates with the following steps [19].

1) Calculate local term weighting (LTW), a (N × M )

matrix that indicates how much each word occurs in

each document.

2) Calculate global term weights by multiplying the GTW

vectors element-wise with the LTW matrix, to obtain

P (Wi, Dj). In the paper four different GTW methods

are explored: Entropy, IDF, Normal and ProbIDF.

3) Perform singular value decomposition (SVD) on the

GTW matrix, for dimensionality reduction, to get S

singular value dimensions.

4) Perform SVD on the GTW matrix, for dimensionality

reduction, to get S singular value dimensions.

5) Perform fuzzy clustering on SVD’s UT to obtain

P (Tk|Dj)
T .

6) Calculate the probability of document j

P (Dj) =

∑M

i=1
P (Wi, Dj)∑M

i=1

∑N

j=1
P (Wi, Dj)

. (1)

7) Calculate the probability of document j, given topic k

P (Dj , Tk) = (P (Tk|Dj)⊗ P (Dj))
T , (2)

P (Dj |Tk) =
P (Dj , Tk)∑N

j=1
P (Dj , Tk)

, (3)

⊗ represents element-wise multiplication.

8) Calculate the probability of word i, given document j

P (Wi|Dj) =
P (Wi, Dj)∑M

i=1
P (Wi, Dj)

. (4)

9) Calculate the probability of word i, given topic k

P (Wi|Tk) =

N∑

j=1

P (Wi|Dj)
TP (Dj |Tk). (5)

B. Coherence

Topic coherence can be described as the average semantic

relatedness between a topic’s words with highest probabilities

[30]. The underlying idea of topic coherence is rooted in the
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distributional hypothesis of linguistics, which states that words

with similar meanings tend to occur in similar contexts [14].

From the available coherence measures, Cv correlates highest

with human topic ranking data [39]. Therefore, we will use

this measure for our evaluation, similar to [43]. Cv retrieves

the co-occurrence counts for the words in the word set using

a context window. These counts are then used to compute

the normalized point-wise mutual information of every word

to every other word, resulting in vectors for each word. The

average of cosine similarities between the vector of each word

and the sum of all word vectors gives the Cv coherence score

[36]. The score ranges between zero and one; one means the

topic model is perfectly coherent, and zero means it is not

coherent at all.

IV. METHODOLOGY

With FLSA, the UT matrix from SVD is fed to the

clustering algorithm to obtain P (Tk|Dj)
T . Thus, documents

are being clustered with FLSA. However, documents are

distributions over topics and topics are distributions over

words. Therefore, the clustering is conducted on two mixed

distributions, making it harder to distinguish between clusters.

Further, documents might contain multiple topics, which make

them difficult to cluster. Another possibility is to cluster on

words. In that case, clusters are based on the co-occurrence of

words only, and such clusters are possibly more meaningful.

Based on the clustered output P (Tk|Wi)
T , we can use Bayes’

Theorem to calculate necessary matrices. Since we cluster

words, we refer to this approach as FLSA-W.

Both with FLSA and FLSA-W we cluster on SVD’s output.

SVD’s input is the GTW matrix, which is calculated by

weighting words/documents. However, with GTW, there is no

guarantee that frequently re-occurring concepts are located

nearby each other. Thus, SVD’s S-dimensional output may

not reflect semantic relations within and between topics. This

is our inspiration for the second model that we propose

FLSA-V. In this approach we use the tool VOSviewer [44] to

obtain a 2D mapping of words. VOSviewer is an open-source

software tool for bibliometric mapping. It uses a projection

algorithm (similar to multi-dimensional scaling) to locate co-

occurring terms nearby each other. With FLSA-V we feed

the word coordinates from the 2D mapping (M × 2 into the

fuzzy clustering algorithm to obtain P (Tk|Wi). Again, we use

Bayes’s Theorem to calculate the other necessary matrices.

Section IV-B contains the mathematical details of FLSA-V.

A. FLSA-W

In this section, we describe the mathematical details of

FLSA-W.

We define the following quantities:

M number of unique words in the data set,

N number of documents in the data set,

C number of topics,

S number of SVD dimensions,

i word index i ∈ {1, 2, 3, ...,M},

j document index j ∈ {1, 2, 3, ..., N},

k topic index k ∈ {1, 2, 3, ..., C}.

In this approach, steps one and 2a are the same as FLSA.

Yet, in step 2b, we use SVD’s V matrix (M × S), instead of

the U matrix [46].

1) Calculate local term weighting (LTW), a (N × M )

matrix that indicates how much each word occurs in

each document.

2) Calculate global term weights by multiplying the GTW

vectors element-wise with the LTW matrix, to obtain

P (Wi, Dj).

3) Perform fuzzy clustering on VT to obtain P (Tk|Wi)
T .

4) Calculate probability vectors:

P (Dj) =

∑M

i=1
P (Wi, Dj)∑M

i=1

∑N

j=1
P (Wi, Dj)

, (6)

P (Wi) =

∑N

j=1
P (Wi, Dj)

∑m

i=1

∑N

j=1
P (Wi, Dj)

, (7)

P (Tk) = P (Tk|Wi)P (Wi). (8)

5) Calculate the probability of word i, given topic k

P (Wi, Tk) = (P (Tk|Wi)⊗ P (Wi))
T , (9)

P (Wi|Tk) =
P (Wi, Tk)∑M

i=1
P (Wi, Tk)

. (10)

6) Calculate the probability of topic k, given document j

P (Wi|Dj) =
P (Wi, Dj)∑M

i=1
P (Wi, Dj)

, (11)

P (Dj |Wi) =
(P (Wi|Dj)⊗ P (Dj))

T

P (Wi)
, (12)

P (Dj |Tk) =

M∑

i=1

P (Dj |Wi)P (Wi|Tk), (13)

P (Tk|Dj) =
(P (Dj |Tk)⊗ P (Tk))

T

P (Dj)
. (14)

B. FLSA-V

In this section, we describe the mathematical details of

FLSA-V.
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Let us define the following quantities:

M number of unique words in the data set,

N number of documents in the data set,

C number of topics,

i word index i ∈ {1, 2, 3, ...,M},

j document index j ∈ {1, 2, 3, ..., N},

k topic index k ∈ {1, 2, 3, ..., C},

LTW local-term weights (FLSA step 1).

With FLSA-V, we feed the word coordinates from the 2D

mapping (M × 2 into the fuzzy clustering algorithm to obtain

P (Tk|Wi)
T . Then, the subsequent steps are as follows.

1) Calculate probability vectors.

P (Dj) =

∑M

i=1
LTWij∑M

i=1

∑N

j=1
LTWij

, (15)

P (Wi) =

∑N

j=1
LTWij

∑M

i=1

∑N

j=1
LTWij

, (16)

P (Tk) = P (Tk|Wi)P (Wi). (17)

2) Follow the same steps as from FLSA-W step 5 onwards.

V. DATA & EXPERIMENTAL SETUP

Our data set consists of clinical notes, written in Dutch by

nurses and physicians in the psychiatry ward of the Univer-

sity Medical Center (UMC) Utrecht between 2012-08-01 and

2020-03-01 and is the same as in previous work [28], [29].

The 834834 notes available are de-identified for patient privacy

using DEDUCE [25]. Since the goal of the topic models is

to increase the understanding of the decisions made by the

subsequent text classification algorithm, we maintain the same

structure as in previous data sets. That is, each patient can be

admitted to the psychiatry ward multiple times. In addition, an

admitted patient can spend time in various sub-departments of

psychiatry. The time a patient spends in each sub-department is

called an admission period, and in the data set, each admission

period is a data point. For each admission period, all notes

collected between 28 days before and one day after the start

of the admission period are concatenated and considered as a

single period note. We preprocess the text by lowercasing and

deaccenting all words, removing the stop words and filtering

out single characters. This results in 4280 admission periods

with an average length of 1481 words. Admission periods

having fewer than 101 words are discarded, similar to previous

work [24], [45].

Note that data points are initialized randomly with fuzzy

clustering. Therefore, FLSA, FLSA-W and FLSA-V are non-

deterministic. For each number of topics we train 10 different

models on the entire data set. We test up to 70 topics, and

choose this number since we found convergence in predictive

performance in exploratory experiments. All our methods are

developed in Python and are available on Github1.

1https://github.com/ERijck/FLSA

1) FLSA: We used the pyFUME package [12] to perform

c-means fuzzy clustering.

a) FLSA & FLSA-W: We used the sparsesvd package [2]

to perform SVD on the GTW and used two factors, similar to

the original work [19]. Furthermore, the reported coherence

scores are based on ‘normal’ global term weighting, which

gave the highest coherence scores amongst the four different

weighting methods.

b) FLSA-V: We considered only words that appeared in

at least 100 documents (2.3% of all documents) as we ran into

memory issues with more words. We expect that this model

will perform better if more words are used.

2) LDA: We used the Gensim package [38] to run LDA.

We train with 25 epochs, use a chunk size of 100 and update

after every document.

VI. RESULTS

Table I and Table II show the average coherence scores

and standard deviation when considering 10 words and 20

words per topic, respectively. The results are based 10 runs

per model. When considering 20 words per topic to calculate

the coherence (Table II), we see that for almost all the number

of topics, FLSA-W has the highest coherence score, except for

the lowest two numbers of topics, where LDA and FLSA score

better. Additionally, FLSA-V scores better than the benchmark

models for the number of topics being greater than 20.

TABLE I
COHERENCE - 10 WORDS PER TOPIC - MEAN & STANDARD DEVIATIONS

Num. Topic Models

Topics LDA FLSA FLSA-W FLSA-V

5 0.419 (0.038) 0.454 (0.005) 0.435 (0.000) 0.328 (0.007)
10 0.435 (0.026) 0.497 (0.000) 0.387 (0.009) 0.337 (0.003)
15 0.475 (0.035) 0.493 (0.002) 0.415 (0.000) 0.315 (0.010)
20 0.456 (0.022) 0.508 (0.010) 0.410 (0.002) 0.307 (0.001)
25 0.434 (0.024) 0.457 (0.005) 0.408 (0.004) 0.304 (0.005)
30 0.428 (0.012) 0.439 (0.009) 0.403 (0.008) 0.304 (0.006)
35 0.413 (0.019) 0.426 (0.004) 0.403 (0.006) 0.305 (0.002)
40 0.420 (0.014) 0.395 (0.004) 0.400 (0.002) 0.304 (0.003)
45 0.400 (0.017) 0.381 (0.007) 0.385 (0.004) 0.303 (0.004)
50 0.390 (0.012) 0.360 (0.005) 0.393 (0.005) 0.300 (0.003)
55 0.391 (0.012) 0.345 (0.006) 0.391 (0.003) 0.295 (0.002)
60 0.376 (0.015) 0.320 (0.007) 0.393 (0.006) 0.293 (0.002)
65 0.381 (0.007) 0.308 (0.008) 0.400 (0.005) 0.292 (0.002)
70 0.379 (0.010) 0.298 (0.007) 0.405 (0.003) 0.291 (0.002)

The plot of the average coherence scores (Fig. 1) shows

that the FLSA-W and FLSA-V coherence scores stay roughly

the same as the number of topics increases. At the same

time, LDA and FLSA show decay in coherence scores for a

higher number of topics. The plot with the coherence scores’

standard deviation (Fig. 2) shows that all FLSA-based topics

have more constant coherence scores than LDA. Especially,

FLSA-V shows little variability in coherence scores across all

numbers of topics.

VII. DISCUSSION

In this work, we propose two new topic models FLSA-W

and FLSA-V, to be used as interpretable topic embedding for
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TABLE II
COHERENCE - 20 WORDS PER TOPIC - MEAN & STANDARD DEVIATIONS

Num. Topic Models

Topics LDA FLSA FLSA-W FLSA-V

5 0.414 (0.021) 0.411 (0.006) 0.410 (0.000) 0.376 (0.004)
10 0.470 (0.035) 0.474 (0.002) 0.462 (0.001) 0.393 (0.003)
15 0.466 (0.030) 0.473 (0.002) 0.494 (0.000) 0.415 (0.004)
20 0.464 (0.009) 0.460 (0.003) 0.486 (0.007) 0.429 (0.003)
25 0.435 (0.030) 0.429 (0.003) 0.469 (0.006) 0.437 (0.002)
30 0.420 (0.019) 0.408 (0.008) 0.470 (0.004) 0.446 (0.003)
35 0.415 (0.012) 0.392 (0.004) 0.471 (0.007) 0.451 (0.002)
40 0.412 (0.019) 0.388 (0.007) 0.464 (0.003) 0.456 (0.002)
45 0.389 (0.014) 0.378 (0.003) 0.469 (0.002) 0.457 (0.002)
50 0.386 (0.013) 0.363 (0.004) 0.470 (0.005) 0.462 (0.002)
55 0.385 (0.013) 0.349 (0.006) 0.466 (0.003) 0.465 (0.002)
60 0.381 (0.012) 0.342 (0.006) 0.472 (0.005) 0.466 (0.002)
65 0.380 (0.010) 0.333 (0.006) 0.478 (0.005) 0.470 (0.002)
70 0.377 (0.013) 0.318 (0.006) 0.482 (0.002) 0.471 (0.002)
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Fig. 1. Coherence scores for topic models with the top 10 and 20 words.
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Fig. 2. Standard deviations of topic models with the top 10 and 20 words.

text classification. FLSA-W performs better than almost all

models with 20-word-topics, whereas it only outperforms other

models for 50+ topics with the 10-word-topics, solely based

on coherence scores. In addition to focusing on coherence

scores, a domain expert manually assessed several topics. For

all the topics that she compared, she found the 20-word-

topics better interpretable than the 10-word-topics. In addition,

contrasting to the coherence score, she found LDA’s topics

better interpretable than FLSA-W’s topics. Yet, she found

FLSA-W to cover a wider variety of topic themes than LDA,

which is not captured by the coherence score. Topics with

high diversity are more likely to cover different themes than

topics with low diversity. An indication of topic diversity

is the fraction of unique words in a topic model’s topics

and the total number of words in these topics [8]. If the

fraction is high, topics contain more unique words. Where

as, a low fraction indicates that topics share many of the

same words. Table III shows the average fraction for each

model, based on all the models from the experiments. Our

proposed models have higher topic diversity than LDA and

FLSA and cover a wider variety of themes. FLSA-V has

the lowest coherence score, and its coherence decays as the

number of topics increase, with 10-word-topics. Yet, with the
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20-topic-model, its coherence score grows as the number of

topics increase. Since FLSA-V was trained with words that

appeared in at least 100 documents, we expect better topics if

the model is trained with more words. The FLSA topics that

were found to be interpretable based on the manual assessment

had minimal variation and a low topic diversity. This finding

supports our hypothesis that words should be clustered rather

than documents. Additionally, the domain expert found FLSA-

W to be better interpretable than FLSA. Furthermore, we

observed the following surprising patterns in coherence scores.

1) Unlike LDA and FLSA, neither FLSA-W’s nor FLSA-

V’s coherence score decay as the number of topics

increases. We cannot explain why this is the case. Yet,

this could be a valuable feature for text classification

since topic embeddings typically contain 50+ topics.

2) The direction of FLSA-V’s coherence score changed

drastically after the number of words per topic changed.

Also, FLSA-W’s coherence scores are higher for almost

all the number of topics, with 20-word-topics. These

changes indicate that the number of words per topic may

impact a topic’s quality, depending on the used topic

model.

3) LDA has a much higher variation in coherence score

than the other models for almost all settings. This indi-

cates that our proposed models and FLSA are more sta-

ble topic models than LDA, since there is less variability

in the models that they produce. The above findings are

mainly based on the coherence score. However, not all

our findings support that coherence should be used as a

measure of interpretability. A finding favouring coher-

ence for interpretability is that FLSA-V’s topics were

found to be better interpretable with 20-word-topics than

with 10-word-topics, similar to the coherence scores.

Yet, in contrast to the coherence score, the domain expert

found LDA topics to be more interpretable than FLSA-

W.

Note that, with text classification of nurse notes the topic

model depends on the context, and the expressions of people

from different geographical locations change. This is an open

question that we do not address with our proposed models.

TABLE III
AVERAGE FRACTION OF UNIQUE WORDS IN TOPICS

Words per Topic Models

Topic LDA FLSA FLSA-W FLSA-V

10 0.503 0.607 0.998 0.958
20 0.457 0.635 0.997 0.894

VIII. CONCLUSION

This work proposes two new topic models derived from

FLSA as an intermediary step towards more explainable text

classification. We found that the number of words per topic can

strongly influence a topic’s quality. The domain expert found

topics with 20 words per topic most interpretable. FLSA-W

has a higher coherence score than other models for almost

all number of topics with 20-word-topics. For both the 10-

word-topics and 20-word-topics, FLSA-W has the highest

coherence score for the number of topics greater than 45. This

is a valuable characteristic for text classification since topic

embeddings typically contain more than 50 topics. However,

we have found an inconsistent alignment between coherence

scores and interpretability, as indicated by the domain expert.

Future work should therefore aim at formulating topic eval-

uation metrics more adequately. A recent paper defines topic

interpretability as the product of topic coherence and topic

diversity [8]. With this definition of interpretability, FLSA-

W and FLSA-V would significantly outperform LDA and

FLSA. In a future study we will analyze the interpretability

further and compare FLSA-W and FLSA-V to other topic

models. Also, our findings are based on a domain-specific

data set. Therefore, it should also be tested on other data sets.

In addition, exploratory work should be conducted to assess

how topic models are affected by changes in the number of

words per topic. Finally, we will study the performance of our

predictive violent risk assessment in actual clinical practice in

the future.
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