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## Introduction



## CHAPTER I

## Introduction

In this chapter the contents of the thesis are introduced, put into historical perspective and connected to recent literature. First, a brief history of human aviation is provided, starting in antiquity and ending with the relatively recent introduction of quadcopters. Next, the components making up a quadcopter are explained, covering actuation, sensing, estimation, planning and control. The last three of these topics are discussed in more detail, since they are related to the main topics covered in the thesis. Thereafter, the contributions of the thesis are summarized, followed by an overview of the structure of the remainder of the thesis. The chapter concludes with a list of publications of the author.

## 1.I A brief history of human aviation

The history of (human) aviation goes back thousands of years, starting with gliding-based devices such as kites that appeared as early as the $5^{\text {th }}$ century BC [49]. Stories of tower jumping, where people would strap birdlike wings to themselves and would attempt to fly by jumping of a tower, have been around since antiquity with the Greek legend of Icarus [78] as one of the best known examples. It would not be until the $18^{\text {th }}$ century that prolonged human flight was possible with the first successful hot-air balloon flight in 1783 by JeanFrançois Pilâtre de Rozier and François d'Arlandes [110]. The achievement of the first controlled, sustained flight of a heavier-than-air aircraft was achieved 120 years later by the famous flight of the Wright brothers on December $17^{\text {th }}$ 1903 in Kitty Hawk, North-Carolina, USA [91]. From this short flight of just 12 seconds, powered aviation progressed quickly with series production of aircraft being achieved by 1907, when the Demoiselle No. 19 monoplane became the first heavier-than-air aircraft produced in series [84].

(a) Daedalus and Icarus, relief in the Villa Albani, Rome ${ }^{1}$.

(b) The famous flight of the Wright brothers ${ }^{2}$.

Figure 1.1: Illustrations of the long history of human aviation

[^0]
## I.I.I Rotorcraft

Around the same time as the first airplanes were produced in series, the first human flight with a rotor wing aircraft was achieved in 1907 by the French brothers Jacques en Louis Breguet [155]. The aircraft they used was the Gyroplane No. 1 , which might very well be the earliest example of a quadcopter. It consisted of a central frame from which four arms extended, each of them having a four blade biplane rotor at the end (see Figure 1.2a). Although this aircraft was able to lift a human of the ground (be it only 0.6 meters at the first flight, which later extended to 1.5 meters), it required a person at the end of each arm to stabilize the device. Paul Cornu performed the first free flight in the same year with the Cornu helicopter [155], which consisted of two counter-rotating rotors (see Figure 1.2b). Many other designs arose in subsequent years. However, it would take until the early 1920s for the first 'practical' rotorcraft to arrive with the invention of the autogyro by Juan de la Cierva [100] (see Figure 1.2c). Practical is meant here in the sense that it was able to fly distances that made it useful for traveling: it flew from London to Paris in 1928, crossing the English Channel. In the subsequent decades many different designs were developed, such as coaxial multirotors, twin rotors, tiltrotors, intermeshing rotors and tip-jets, see Figure 1.3. Although all these designs are/were capable of successful flights, at least to some extent, the most common configuration in use today is that of a single main rotor with a tail rotor to compensate the rotation caused by the main rotor, known commonly as the helicopter.

## I.I. 2 Modern Quadcopters: A revolution in the skies

Despite the growth of the airline industry in the second half of the 20th century, airplanes and rotorcraft were still very expensive devices and private use was only

[^1]
(a) Gyroplane No. 1, possibly the first quadcopter ${ }^{3}$.

(b) Cornu helicopter, the first rotorcraft capable of free human flight ${ }^{4}$.

(c) Cierva C. 8 Autogyro, the first rotating wing aircraft to cross the English Channel ${ }^{5}$.

Figure 1.2: Early $20^{\text {th }}$ century rotorcraft designs.

(a) Ingenuity, currently on Mars ${ }^{6}$.

(c) Boeing CH-47 Chinook ${ }^{8}$.

(e) Kaman $K-M a x^{10}$.

(b) Focke-Wulf Fw $61^{7}$.

(d) Bell Boeing V-22 Osprey ${ }^{9}$.

(f) Hiller YH-32 Hornet. ${ }^{11}$.

Figure 1.3: Examples of different rotor designs: (a) coaxial (b) transverse, (c) tandem, (d) transverse mounted tiltrotor, (e) intermeshing and (f) tip-jet multirotors.
accessible to the very rich. Moreover, they could only be operated by highly trained pilots. This started to change with the introduction of quadcopters around the year 2006, when the Federal Aviation Administration (FAA) issued its first commercial drone permit and companies started developing drones for commercial use. In 2010 Parrot introduced the Parrot AR drone [117, 32], which was a quadcopter type drone that was controllable via a smartphone. This drone opened the market to consumers, in fact, this introduction could be seen as the first time in history that controlled flight was accessible to the general public. When DJI introduced the quadcopter type Phantom 1 in 2013 [48], which allowed high quality aerial photos and videos to be taken by everyone, the commercial drone market saw a massive growth, reaching over $\$ 21$ billion by 2021 [168]. Today, quadcopters are used in a wide variety of applications, including aerial photography, agricultural and industrial inspection, (parcel) delivery, research and artworks [127].

(a) DJI Phantom, one of the first quadcopters equipped with a camera and gimbal $^{12}$

(c) Avular Vertex, equipped with a microphone array to detect defects in industrial installations ${ }^{12}$

(b) Avular Vertex, a customizable quadcoper used in research and inspection ${ }^{13}$

(d) DHL delivery drone used in China ${ }^{14}$

Figure 1.4: Examples of quadcopter applications

## I. 2 Quadcopter working principles

Modern quadcopters consist of four separate rotors mounted on a rigid frame, where each rotor is mounted at the end of an arm, see Figure 1.4. They are generally considered a type of robot, which becomes clear when the definition of robot from [43] is considered: "a goal oriented machine that can sense, plan and act". Like most robotic systems, quadcopters consist of several components required to operate, which can be divided as follows:

1. Sensing: The gathering of information from the environment (data collection).
2. Estimation: The interpretation of the sensor information (turning the data into useful information).
3. Planning: The computation of the desired motion based on user specifications (planning how to arrive at a goal given the current information).
4. Control: The determination of the required actuation for a desired motion (turning the planned motion into actuator setpoints).
5. Actuation: The implementation of the actuation in the physical environment (achieving motion).

In this division, the first and last items, i.e., sensing and actuation, provide the interaction with the environment and are part of the hardware of the system. The other components handle the processing of information from the environment (estimation) and decide what to do (planning) and how to do it (control) to achieve a desired goal. These components are implemented in software. An overview of the components is given in Figure 1.5, together with the interaction between them.

In the remainder of this section the actuation and sensing components for quadcopters will be discussed in more detail, followed by separate sections on estimation, planning and control, since these are the main topics covered in this thesis.

### 1.2.I Actuation

In quadcopters, motion is made possible by the lift generated by the four propellers, where two propellers opposite to each other rotate in the same direction

[^2]

Figure 1.5: Schematic overview of the different components that make up a quadcopter. The sensors send measurements to the estimation component, which turns the measurements into useful information. This information is then used in the planning component, together with user-specified goals, to determine the trajectory the quadcopter should follow. The desired trajectory is combined with the estimated states in the control component that computes the required actuator setpoints. Finally, the actuators implement these setpoints in the physical environment.
(e.g., clockwise), whilst the other pair rotates in the reverse direction (e.g., counterclockwise), see Figure 1.6. Each propeller's rotational velocity, which is proportional to the generated thrust of the propeller, can be controlled individually. This allows for control of the quadcopter, which can be conceptually understood by considering the following scenarios:

1. Having all the propellers produce equal thrust results in the quadcopter experiencing a thrust upwards (Figure 1.6a). In hover, this thrust experienced by the quadcopter equals the gravitational force acting on the quadcopter. By increasing the thrust above this hover level, the quadcopter moves upwards, while decreasing the thrust below the hover level will make the quadcopter move downward.
2. By increasing the thrust of two adjacent propellers and decreasing the thrust of the other two by the same amount, a rotation around an axis can be achieved, as shown in Figures 1.6b and 1.6c.
3. Increasing the rotation of the clockwise propellers with respect to the counterclockwise propellers results in a rotation about what is referred to as the yaw axis (Figure 1.6d).

From these scenarios it becomes clear that in order to move a quadcopter in the horizontal plane, the inputs cannot be used independently. Moreover, there are only four inputs, while there are six degrees of freedom (DOFs): three rotational and three translational DOFs. This makes the quadcopter an underactuated system, i.e., the inputs cannot be used to accelerate the quadcopter in arbitrary directions. In particular, horizontal movement can only be achieved from a rotation around the roll or pitch axes.

### 1.2.2 Sensing

In order to perform a task with a quadcopter (or robot in general), first its position and orientation (or attitude) with respect to its surroundings need to be determined. The position and orientation, as well as their derivatives such as velocity and acceleration, are commonly grouped into what is referred to as the state of the quadcopter. In order for the current state of a quadcopter to be determined, it is equipped with a variety of sensors. These sensors provide measurements of one or several quantities, which can then be used to determine the state of the quadcopter using estimation algorithms (see Section 1.3). The types of sensors that a quadcopter is equipped with vary per model, and each type of sensor is available in a range of configurations by different manufacturers. However, a rough division of common sensor types can be made as follows.


Figure 1.6: Movement scenario's for a quadcopter. In each sub-figure the disks represent the propellers with corresponding direction of rotation and the blue arrows represent the direction and magnitude of thrust provided by each propeller, where the magnitude is visualized by the size of the arrow. A body-fixed frame according to the North-East-Down convention is shown in dashed green and the red arrows represent the acceleration on the body-fixed frame as a result of the propeller thrusts.

### 1.2.2.I Onboard Sensors

Onboard sensors, as the name suggests, are sensors that are place on the quadcopter itself. Most of the sensors used in quadcopters belong to this category and because they are placed on the quadcopter, they are often designed to be lightweight and energy-efficient.

- Accelerometer

Accelerometers are used to measure the accelerations of the quadcopter in three directions. They are very common in quadcopters and are used in both attitude and position estimation. Accelerometers are often part of the Inertial Measurement Unit (IMU).

- Gyroscope
$\overline{\text { Gyroscopes measure angular velocities in three directions. They are very }}$ common in quadcopters and are used in attitude estimation. Together with the accelerometer (and sometimes magnetometer) they are part of the Inertial Measurement Unit (IMU).
- Magnetometer

Magnetometers provide measurements of the surrounding magnetic field. They can be used to determine the attitude of the quadcopter by using it as a compass of sorts. In particular, they are often key in determining the angle about the gravitational vector when the quadcopter is hovering.

- Camera

Cameras are used as a sensor by using vision processing, detecting distance to objects among other things. By using several cameras pointing in the same direction, 3D images can be obtained and distance can also be determined.

- Optical flow sensor

Optical flow sensors measure the visual motion and output a displacement measurement, which is useful for determining horizontal velocities and in obstacle avoidance.

- Barometer

Barometers measure the pressure in the environment, which can be used to determine the height of the quadcopter by considering the barometric formula [124].

- LiDAR (Light detection and ranging) sensor

LiDAR sensors are used to measure distances to objects. They are often used for height estimation and obstacle avoidance, but are also used in combination with localization algorithms such as SLAM (Simultaneous localization and mapping) [34].

## I.2.2.2 External Sensors

External sensors are sensors that are not (fully) placed on the quadcopter itself. Some of them provide sensor information directly, while others are used in conjunction with equipment on the quadcopter itself.

- Global Navigation Satellite Systems (GNSSs)

A Global Navigation Satellite System can be used to determine position of the quadcopter outdoors. It uses satellite position system, such as the well-known GPS, Galileo and GLONASS, to determine the position of the quadcopter relative to these satellites. By using the known position of
these satellites, the position of the quadcopter with respect to the world can be obtained.

- Ultra-wideband (UWB) system

Contrarily to GNSSs, UWB systems are mostly suitable for indoor use. However, they use a method similar to that of GNSSs for determining the position of a quadcopter, by which beacons are positioned in a room as 'satellites' that transmit ultra-wide frequency signals. These can then be used by a receiver to determine the position of the quadcopter.

- Motion Capture (mocap) Systems

Mocap systems consist of multiple cameras positioned in a room, which track markers (typically using infrared reflection). By using multiple markers on a quadcopter, the attitude can also be determined by considering the position of each marker relative to each other. They provide very high accuracy position and attitude estimates and are often used as 'ground truth' estimates to validate other sensors.

Armed with these sensors, quadcopters are capable of sensing the environment around them. However, the measurements provided by these sensors often do not provide the desired accuracy and/or they do not measure the state that is of interest directly.

## I. 3 Estimation

Although the quadcopter is equipped with several sensors, they often do not provide direct measurements of the desired states, or they do not provide the desired accuracy. In order to determine the state of the quadcopter, estimation algorithms are used, which, by combining different sensors' information and/or using model information, provide an (improved) estimate of the actual state of the quadcopter.

In order to discuss the orientation of a quadcopter (or any rigid-body for that matter) coordinate frames are used. The world frame, also referred to as the inertial frame, is fixed to the environment, providing a reference. The world frame is represented by three orthogonal unit vectors. Another frame is attached to the quadcopter, known as the body-fixed frame, again specified by three orthogonal unit vectors, see Figure 1.7. The orientation of this bodyfixed frame, or equivalently its vectors, with respect to the world frame specifies the orientation of the quadcopter, which is also commonly referred to as the attitude of the quadcopter. This orientation can be represented in a variety of ways, with some examples discussed in the 'Representing Orientation' insert below. The position of the origin of this frame is used to describe the position of the quadcopter.

Estimation for quadcopters is typically divided into two parts: 1) attitude and angular velocity estimation; and 2) position and translational velocity estimation. Both categories will be treated separately. At the end of this section, methods that estimate the pose, i.e., the combination of position and orientation, directly will be discussed.


Figure 1.7: Coordinate frames. The world frame and its axes are depicted in black, whereas the body-fixed frame and its axes are shown in green. The position of the body-fixed frame, and thus that of the quadcopter, with respect to the world frame is shown with the dashed arrow and denoted as $p$. The orientation of the body-fixed frame with respect to the world frame is denoted by $R$ and conceptually visualized by the dotted line.

## Representing Orientation

Expressing the orientation of a quadcopter is equivalent to expressing the rotation in three dimensions of a frame attached to the quadcopter with respect to a world-fixed frame. A rotation in three dimensions can be represented in several different ways, here the ones most commonly used in quadcopters are briefly discussed.

Rotation Matrix: The mentioned rotation matrix contains the vectors of the body-fixed frame specified in the world frame as each of its columns. This results in a $3 \times 3$ matrix, having 9 parameters. Rotating a vector by using a rotation matrix is simply multiplying this vector by this rotation matrix and successive rotations can be achieved by multiplication of the corresponding rotation matrices. The advantage of representing the orientation in this manner is that it fully defines the rotation, while the disadvantage is that is contains 9 parameters, making it redundant since there are only three degrees of freedom.

Euler Angles: The orientation can also be represented by applying three elementary rotations around the axes of moving frames, starting at the bodyfixed frame and ending at the world-fixed frame. In quadcopters (and aviation in general) it is common to use the Tait-Bryan $z-y-x$ rotation and the corresponding yaw $(\psi)$, pitch $(\theta)$ and roll $(\phi)$ angles. That is, the rotation is represented by: (i) a fist rotation about the $z$-axis of the body-fixed frame by $\psi$; (ii) a second rotation around the $y$-axis of the resulting frame by $\theta$; and (iii) a final rotation around the $x$-axis of the frame resulting from the first two rotations by $\phi$. Euler angle representations are often used, because they use only three parameters and they allow for an easier interpretation of a rotation. The disadvantage is that they suffer from what is known as 'gimbal lock', which occurs when two of the mentioned rotation axes align, making the representation not unique.

Quaternions: According to Euler's rotation theorem, any rotation of a rigid body in a three-dimensional space around a fixed point can be represented by a single rotation around a fixed axis going through the fixed point. Unit quaternions can be viewed as a method to represent the axis and angle by a $4 \times 1$ vector. Using quaternions, subsequent rotations can be easily computed using the quaternion product and it has the advantage of being a more compact representation than a rotation matrix. Moreover, quaternions do not suffer from the gimbal lock problem as Euler angle representations do, making them a preferred choice in many applications that involve three-dimensional rotations. However, care must be taken, since the quaternion representation forms a double cover of the group of rotations in three-dimensions, i.e., a quaternion and its negative represent the same orientation.

### 1.3.I Attitude and angular velocity estimation

Attitude estimation for quadcopters is typically carried out using the sensors of the IMU, i.e., the accelerometer, gyroscope and magnetometer. At low accelerations, the accelerometer provides a measure of the direction of gravity in the body-fixed frame. The magnetometer measures the ambient magnetic field, which, combined with knowledge of the Earth's magnetic field at the current position and some calibration procedures [112] ${ }^{1}$, provides a vector measurement of the direction of magnetic north. Together, the accelerometer and magnetometer provide two independent vector measurements ${ }^{2}$, which are sufficient to characterize the attitude of a quadcopter. The angular velocities measured by the gyroscope can be integrated over time to provide another estimate of the orientation. The reason for using both vector-based and gyroscope-based measurements is that they both have their disadvantages that can (partially) be compensated for by the other. Indeed, the attitude measurement of the accelerometer is disturbed when the drone is experiencing exogenous forces other than gravity, while the magnetic field measured by the magnetometer is influenced by ferromagnetic elements in the environment ${ }^{3}$ and the attitude estimate of the gyroscope typically has drift caused by noise and bias in the original measurement that is integrated over time.

IMU-based attitude estimation has been researched extensively over the past decades [3, 157]. The most common algorithms used are either complementary filter (CF)-based [137] or Kalman filter (KF)-based solutions [32, 135], although alternative solutions have also been proposed, such as sliding-mode [62], fuzzylogic [161], gradient-descent [135] and neural network [207] based methods.

### 1.3.I.I Complementary filter-based

Euler angle based linear complementary filters have been developed in [13, 141]. Complementary filters, which operate directly on $\mathrm{SO}(3)$, and can, therefore, be considered nonlinear, have been proposed by Robert Mahony, Tarek Hamel and Jean-Michel Pflimlin in a popular sequence of papers [136, 82, 137]. In these papers they developed several nonlinear complementary filters and provided extensive stability proofs for all of them. Others have continued their work, resulting in adaptive complementary filters (ACFs), where the noise characteristics of each sensor is updated in the estimation procedure, based on some adaption mechanism. This contrasts static filters, i.e., filters where the sensor characteristics are considered constant. ACFs have been proposed that use quaternion [198, 215] and rotation matrix [98] representations.

[^3]
### 1.3.1.2 Kalman filter-based

The standard KF [104] has been applied to IMU-based attitude estimation in [20], mainly using Euler angles. Nonlinear extensions of the KF have also been used, mainly the extended KF (EKF) [103] using both quaternion [197, 175] and $\mathrm{SO}(3)$ [90] representations and unscented KF (UKF), also using both quaternion [53] and $\mathrm{SO}(3)$ [185] representations. Also Bayesian filters have been used, such as the particle filter [156], Fisher information-based filters [121] and cubature KFs [211]. Clearly, there is a broad literature on Kalman filters and their variants in this context.

### 1.3.2 Position and translational velocity estimation

Estimating the position of a quadcopter is often considered more difficult than that of estimating its attitude. The problem is somewhat simpler when external sensors, such as GNSSs, UWB or mocap systems are available, since they provide high quality estimates of the position. However, they have their own challenges, such as latency in providing data to the quadcopter, but mainly their dependence on the environment, i.e., they are not available everywhere. For instance, GNSSs is only reliable outdoors and, to get high precision measurements, a base station with known position is needed [162]. Measurements from UWB systems $[153,113,119]$ are only available in the neighborhood of the installed anchors, and similar issues hamper mocap systems. Mocap systems have the additional disadvantage of being quite expensive and requiring no obstructions between the cameras and the quadcopter (although some obstructions are allowed if a sufficient number of cameras is used).

If only onboard sensors are available, things get even harder [181], especially when an absolute position is desired. For estimating the horizontal position of the quadcopter, i.e., its $x$ and $y$ position in the world frame, (a combination of) cameras, optical flow sensors [60] and LiDARs is often used. The displacement measured by optical flow sensors can be integrated over time to give a position estimate relative to the starting point. LiDAR sensors, like cameras used in stereo, can be used to measure the distance to objects, from which a relative position estimate can be obtained. Combined with mapping techniques and some knowledge of the environment, this can lead to position estimates in the inertial frame [151]. Cameras can also be used in more advanced algorithms that use object classification and known relations between objects in the environment, sometimes referred to as world modeling, to determine the current position of the quadcopter [44, 21].

Determining the height of a quadcopter is typically done using the accelerometer and barometer [176], sometimes extended with the use of cameras and LiDAR. The acceleration measurement can be integrated twice over time, giving an estimate of the relative position, although it often shows considerable drift due to the noisy characteristics of the accelerometer and the double
integration performed [159]. The pressure measurement of the barometer yields an absolute height measurement through the barometric formula [71], however it is susceptible to changes in pressure not caused by a change in height, which yield disturbed height measurements. Examples of these disturbances include airflow caused by wind or the propulsion of the quadcopter itself as well as temperature drifts. Cameras and LiDAR are used in a similar manner as for horizontal position estimation [40,64,65], although one has to take into consideration the orientation of the quadcopter with respect to the ground, which is estimated using techniques discussed in the previous section. Since the estimated attitude is never perfect, errors in this estimate can propagate into the estimate of the height.

## I.3.3 Direct pose estimation

There are also methods that combine the estimation of both the attitude and the position. Mocap systems, for instance, often provide both (if multiple trackers are used). Onboard cameras can also be used to directly estimate the pose by using markers in the environment, such as Aruco markers [70] or the Avular Starling system ${ }^{1}$. Moreover, there is information in each subsystem (attitude and position) that can be used to infer estimates of the other, e.g., a change in horizontal position is the result of a rotation around some of the axes. Methods using this information have been considered that use CFs [201, 80], EKFs [11, 59, 51] and UKFs [185], among others.

## I. 4 Planning

Once the state of the quadcopter is estimated with sufficient accuracy, the next step is to determine how the quadcopter should move in order to achieve a user-specified goal. This motion is often represented by a trajectory, which contains the required states over time that will result in achieving the goal(s), see Figure 1.8. Quadcopters have the property of being differentially flat [199], which means that a certain subset of the states and their derivatives can be used to completely describe the evolution of the other states and inputs. In the case of quadcopters, its position and yaw angle and their derivatives are sufficient to describe the other states and inputs. Therefore, determining a sufficiently smooth (i.e., so that the required derivatives exist) trajectory for the position and yaw angle, in order to achieve the user-specified goals, is the task of the planning component.

Often, the user specifies only the start and end points and it is up to the planning algorithm to determine a trajectory that avoids obstacles and respects the physical constraints of the quadcopter [223]. Other subgoals can also be considered, such as waypoints along a path that specify poses where the quadcopter
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Figure 1.8: Schematic representation of the planning component of a quadcopter. Using the current states estimated in the estimation component a desired trajectory is computed that satisfies user-specified goals.
should stand still, for instance, for images to be shot [172, 178]. Trajectory generation often makes use of the differential flatness property of quadcopters [199] in combination with, for example, piecewise polynomial functions [147] or optimization methods [47]. The task of trajectory generation is sometimes divided into path planning, i.e., finding a parametric function that avoids obstacles, and motion planning, i.e., determining the speed of the quadcopter along the path such that dynamic feasibility constraints are satisfied [47, 31]. Methods used for planning include optimal control [87], receding horizon path planning [26], B-spline optimization [222] and motion primitives [154].

Planning strategies that use optimal control in particular have been studied extensively in quadcopters. For instance, in [95] time-optimal trajectories are computed for landing a quadcopter on a (translating and tilting) moving platform. They consider a 3 ( 2 translational and 1 rotational) DOF model and use the differential flatness property [199] of the system to convert the control problem to a nonlinear programming problem using time discretization. They allow for collision avoidance and time-varying final constraints and provide experimental results. In [220] a real-time time-optimal trajectory planning approach subject to velocity constraints and non-convex input (thrust) and attitude constraints is proposed. They assume a geometric path is given and attempt to follow it as fast as possible by using the differential flatness property. In [186] a minimum time-optimal control problem with constraints on the roll, pitch and yaw rates and angles, as well as position and thrust constraints, is tackled. They transcribe the problem into transverse coordinates, i.e. a geometric path, and transform the dynamics, cost and constraints into the new coordinates. They then use the PRONTO algorithm [86] with barrier functions for the constraints to obtain optimal trajectories. This allows them to avoid obstacles and they show experimental results using a Crazyflie [73] nano quadcopter. In [96] trajectories are formulated as piecewise polynomials using the differential flatness property, as was done in [147]. They formulate a quadratic program (QP) that generates trajectories through a series of waypoints, while satisfying physical constraints
of the quadcopter and corridor constraints on the position. In [72] the direct multiple shooting approach is used to compute trajectories for quadcopter based systems (such as with an end-effector). In [193] time-optimal descent trajectories that avoid the Vortex Ring State are provided by solving a minimum time-optimal control problem using GPOPS II [167], a general purpose optimal control solver. A performance benchmark of time-optimal control strategies for quadcopters is provided in [89].

In [194] a library of optimal trajectories is calculated offline and used to train a neural network, which then predicts new trajectories online from different initial conditions. The predicted trajectories are further optimized using a sparse QP solver and they demonstrate the results in experiments, where it calculates near-optimal trajectories in a few milliseconds. GPOPS II is also used in [195] to generate a training set of trajectories which are then encoded and generalized using Dynamic Movement Primitives (DMPs). They use a planar quadcopter model and generate new trajectories with the DMPs. In [170] timeoptimal maneuvers for a two dimensional quadcopter subject to input constraints are calculated using Pontryagin's Maximum Principle (PMP). Flips are allowed and they use switching time optimization (STO) to solve the boundary value problem (BVP) that results from the PMP. Time-optimal trajectories in 2D are computed in [23] using a decomposition of the trajectory, resulting in analytical solutions. In [191] they use the differential flatness property and a polynomial parametrization for the flat outputs.

The computation of energy efficient trajectories has also received attention from the research community. For instance, in [132] energy-optimal trajectories are computed using GPOPS II by assuming that the quadcopter undergoes three phases: acceleration, constant speed, and deceleration. The energy consumption is then calculated afterwards and compared for different trajectories. In [214] models for the brushless direct current (BLDC) motors and the battery typically used in quadcopters are provided, as well as a calculation of the energy consumed by the quadcopter. They consider deterministic wind disturbances and calculate energy-optimal trajectories using GPOPS II. In [38] they calculate the power usage of the drone by explicitly considering the efficiency of the battery depending on its state-of-charge. [187] compares drone based delivery with truck based delivery and shows the potential of quadcopters to be more efficient in commercial delivery applications, showcasing the importance of energy efficient planning.

## I. 5 Control

Where planning is considered with determining a trajectory for the quadcopter from user-specified goals, control is concerned with determining the required actuator setpoints in order to follow the desired trajectory. As is the case with estimation, control of quadcopters is often divided into attitude and position
control [131, 67], which are then combined for full motion control. Such a scheme is typically referred to as cascaded control, because of the control loops forming a cascade, see Figure 1.9. In the rest of the section attitude control is discussed first, followed by position control strategies.


Figure 1.9: Cascaded control scheme often employed in quadcopter control. The inner-loop consists of the attitude dynamics and attitude controller in a feedback loop, which ensures attitude setpoints can be tracked. The outer-loop uses a position controller that generates setpoints for the inner-loop, these setpoints are such that the position dynamics follow a desired trajectory as determined in the planning component.

### 1.5.I Attitude control

As in attitude estimation, attitude control is either linear, often by using Euler angles as representation, or nonlinear, commonly based on quaternion or rotation matrix representations.

## I.5.I.I Linear attitude control

Linear attitude control is typically achieved by linearization around the hover conditions of the quadcopter or around a trajectory [50]. This often results in the use of relatively simple controllers, such as proportional-integral-derivative (PID) [32, 160] and linear quadratic (LQ) [30] control strategies. Since the attitude kinematics and dynamics of a quadcopter are nonlinear, it is hard to give global guarantees using linear control. However, in practice, linear controllers are quite effective, providing that the trajectories flown do not require large angle deviations from hover. Because of their simplicity and effectiveness, linear controllers are widely used and offer a relatively easy starting point to control the angles of a quadcopter [109].

### 1.5.1.2 Nonlinear attitude control

Nonlinear attitude control has been extensively studied [208, 33, 179], often involving control on $\mathrm{SO}(3)$. One of the difficulties of control on $\mathrm{SO}(3)$ is that global asymptotic stability is not possible with continuous state-feedback laws [24], making almost global asymptotic stability the best one can hope to achieve.

Here, 'almost' refers to the requirement that the stability is guaranteed for all initial conditions not belonging to a set of measure zero [149, 123]. Hybrid [142] and discontinuous [122] control laws have been proposed to achieve global asymptotic stability of the attitude dynamics.

### 1.5.2 Position control

Similar to the attitude control, the position control of quadcopters has received much attention in the past decade [173]. A few examples of control strategies used include sliding-mode control [29], iterative learning control [88], nonlinear control [102, 123, 114], reinforcement learning [97] and model predictive control [22, 152, 79]. For more information and comparisons between control strategies, several survey papers provide adequate references [224, 173, 109, 105].

## I. 6 Contents and contributions of this thesis

Quadcopters are becoming increasingly important in today's society, and their use in both industry and consumer markets is expected to increase in the future [210, 183]. The increased use of, and new applications for, quadcopters is expected to result in stricter demands on their performance in terms of speed, accuracy, reliability and robustness [42]. In order for these demands to be met, improvement of existing estimation and control algorithms is of crucial importance. In this thesis, several existing methods for estimation and control of quadcopters are examined and improved upon by employing optimization-based techniques. These novel additions to the fields of estimation and control of quadcopters are discussed in more detail below.

### 1.6.I Adaptive Complementary Filter

First, the problem of attitude estimation by using IMU measurements is tackled. As discussed in Section 1.3.1, the angular velocity measurements of the gyroscope are often fused with vector-based measurements provided by the accelerometer and/or magnetometer using a complementary filter, because of its stability properties (also on $\mathrm{SO}(3)$ ) and intuitive tuning. The complementary filter is tuned by setting the cut-off frequency, which determines the relative trust in the gyroscope and vector measurement. This cut-off frequency is typically based on static measurements of the noise characteristics of the gyroscope and vector measurements and set as a constant. However, especially the noise characteristics of the vector measurements are not stationary, due to, for instance, accelerations of the quadcopter that disturb the gravity vector measurement of the accelerometer or magnetic disturbances acting on the magnetometer.

Based on the observation that the noise characteristics of the accelerometer and magnetometer are not stationary, a novel adaptation scheme for the complementary filter is proposed. This adaptation scheme modifies the complementary filter cut-off frequency and is based on the similarity between independent estimates obtained from the vector and gyroscope measurements. The adaptive complementary filter is also derived on the special orthogonal group and convergence of the filter is established. The effectiveness of the approach is demonstrated with simulation results.

Contribution 1.1. The design of a new, adaptive, nonlinear complementary filter with a novel adaptation rule that provides a more effective way of handling disturbances acting on the vector measurements. The filter error converges asymptotically towards zero.

### 1.6.2 Estimation and identification for Markov Jump Linear Systems

The second research direction originated from the problem of intermittent availability and reliability of sensors such as GNSS and UWB systems, as discussed in Section 1.3.2. This problem is reformulated as that of estimating the optimal joint maximum a posteriori probability (JMAP) state and mode of a Markov Jump Linear System (MJLS), for which several methods already existed in the literature. However, computing the JMAP estimates of the state and mode of a MJLS is known to be a computationally intractable problem and the existing methods provide no guarantees in the sense of being close to the optimal, with most methods often getting stuck in local minima. A novel approximate method for such problems is proposed that guarantees to be within a pre-specified bound of the optimal estimate. The proposed method builds upon relaxed dynamic programming [129]. Through numerical examples, it is shown that this method can lead to improved estimates with less computations than existing methods proposed in the literature.

This novel method has also been applied to the problem of identifying the parameters of a class of stochastic switched systems, where the active subsystem is determined by a Markov chain. This class includes autoregressive models with exogenous inputs (ARX) for which the parameters switch according to a Markov chain and general Markov Jump Linear Systems (MJLSs) with full-state information. The transition probabilities of the Markov chain are assumed to be known, but the active subsystem is unknown. The application of the method to identification results in a recursive identification method for the joint maximum a posteriori probability estimate of these parameters and of the unknown mode. The method is guaranteed to provide an estimate whose joint posteriori probability is within a constant factor of that of the optimal estimate while reducing the computational complexity. The advantages and disadvantages of this
method with respect to the standard Expectation-Maximization (EM) algorithm are discussed in detail and a numerical example is provided.

Contribution 1.2. Novel estimation and identification methods for computing joint maximum a posteriori probability estimates of the state and mode, as well as models, of Markov Jump Linear Systems, which are guaranteed to lie within a pre-specified bound of the optimal estimates.

### 1.6.3 Model Predictive Control for Quadcopters

The third research direction is related to the challenge of trajectory tracking control for quadcopters. That is, a control strategy is proposed that allows the quadcopter to follow any feasible reference for almost (see Section 1.5.1.2) any initial condition. A cascaded control approach is used, consisting of an innerand an outer-loop, as is common in quadcopters as has already been discussed in Section 1.5. The outer-loop controller handles the position control and provides references for the inner-loop controller, which, in turn, handles the attitude control. This cascaded strategy allows the outer-loop control problem to be tackled in the realm of linear systems, whereas the inner-loop control problem is still nonlinear, but simpler than the original control problem. The desired features of this controller include: the ability to anticipate future reference information, i.e., 'to look ahead'; explicit handling of constraints, such as maximum thrust generated by the propellers; fast computation times, allowing the controller to be implemented on a quadcopter platform; and stability guarantees, which ensure safety of the quadcopter if the model assumptions are satisfied.

To achieve this, Model Predictive Control (MPC) [143] is used for the outerloop controller. As the name suggests, MPC uses a model of the quadcopter to predict which control inputs are needed to track the reference. It also allows the handling of constraints by solving an optimal control problem and fast computation times because of its receding horizon implementation. This outer-loop controller uses recent results for global stabilization of linear systems subject to input saturations in a Model Predictive Control strategy. The inner-loop controller is an almost globally asymptotically stable attitude controller that guarantees that references generated from the outer-loop controller are tracked asymptotically.

By combining the globally stable MPC controller for the outer-loop with an almost globally asymptotically stable attitude controller for the inner-loop, the whole cascaded closed-loop system is proven to be almost globally asymptotically stable.

Contribution 1.3. A cascaded, model predictive control strategy that (i) allows for tracking of references while explicitly considering thrust constraints; (ii) is almost globally asymptotically stable; (iii) and is computationally inexpensive due to the formulation of the MPC as a quadratic program.

## i.6.4 Fast Landing of Quadcopters while Avoiding Vortex Ring State

The fourth and last challenge considered in this thesis is that of computing fast and efficient landing trajectories for a quadcopter, while avoiding the Vortex Ring State (VRS). The VRS is a well-known effect in helicopters that occurs when a fast vertical descent is performed with low horizontal speed. This causes the vortices at the tips of the blade to grow, which results in high fluctuations in the lift that the quadcopter can provide, making it (almost) uncontrollable. Although recovery is possible in some cases, entering the VRS often results in a crash, with potential damage to the quadcopter and the environment as a result ${ }^{1}$. The aerodynamics in the VRS are turbulent and difficult to model, therefore the aim is to avoid this region altogether and it is modeled as a hard constraint on the system.

Both time-optimal and energy-optimal vertical descent trajectories are investigated, considering the VRS constraint. The constraint is a region in the velocity space of the blade disk frames of the quadcopter that cannot be entered. This constraint is non-convex, which, combined with the nonlinear dynamics and high-dimensional state of a quadcopter, makes computing these trajectories a complex problem. Moreover, the common strategy of separating the problem into path and motion planning (see Section 1.4) is not possible, since the optimal path itself depends on the motion of the quadcopter.

Because of the complexity of the problem a numerical, approximate method is used to compute the trajectories. The modeling of the VRS is improved compared to previous papers $[193,192]$ and the first energy-optimal descent trajectories while avoiding the VRS are provided. Finally, the results are carefully discussed and several interesting directions for future work are proposed.

Contribution 1.4. The Vortex Ring State for quadcopters is carefully modeled and time-optimal and energy-optimal vertical descent trajectories are computed that avoid the VRS altogether, providing fast and efficient vertical maneuvers while ensuring the safety of the quadcopter.

## 1. 7 Further interest of the thesis

Although this thesis is written from the viewpoint of, and inspired by, quadcopter applications, some of the provided solutions are more general and can be of interest for other applications. For instance, the method described in Section 1.6.1 can be used in any application that uses an IMU to estimate the attitude. Moreover, the introduced similarity measure and corresponding adaptation rule could be useful in other applications where adaptation is needed based on the distortion of one signal compared to another. Moreover, as already mentioned, the estimation algorithms described in Section 1.6.2 apply to general MJLS that

[^5]need not be associated with quadcopters. The methods used in the cascaded MPC strategy described in Section 1.6.3 could also be applied to other cascaded systems. Moreover, the established stability results for the discrete-time MPC strategy used on a continuous time system is of interest in a broader application context. Lastly, the planning methods described in Section 1.6.4 can also be used in other settings where time and energy efficient trajectories are desired.

## I. 8 Structure of this thesis

The remainder of this thesis is organized into three parts: Part II contains the contributions related to estimation; the chapters related to control and planning are provided in Part III; and the thesis is concluded in Part IV, together with recommendations for future work. Each of the chapters in this thesis are based on either conference or journal articles and can thus be read independently.

The first part contains three chapters, of which the first is related to Contribution 1.1 and in the other two chapters Contribution 1.2 is presented.

In the second part two chapters are presented, related to Contribution 1.3 and 1.4 , respectively.

The last part contains the concluding statements of this thesis, together with recommendations for future work. The bibliography is provided at the end of the thesis, sorted alphabetically.
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## CHAPTER 2

## Similarity-Based Adaptive Complementary Filter for IMU Fusion


#### Abstract

This chapter addresses the attitude estimation problem using vector and gyroscope measurements. It proposes a novel adaptation scheme for the complementary filter cut-off frequency which is based on the similarity between independent estimates obtained from the vector and gyroscope measurements. The adaptive complementary filter is also derived on the special orthogonal group and convergence of the filter is established. The effectiveness of the approach is demonstrated with simulation results.
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## 2.I Introduction

Estimating the attitude of a rigid body based on sensor data from an Inertial Measurement Unit (IMU), consisting of (three-axes) accelerometers, gyroscopes and magnetometers, is crucial in many applications and in particular in the context of Unmanned Aerial Vehicles (UAVs). As a result much work has been developed on attitude estimation over the years $[135,133,218,19,69,140,174$, $162,53,13,136,82,137]$. However, the attitude estimation problem has gained a renewed interest recently. In fact, the trend in the last few years in the UAV industry is that of size and cost reduction. Therefore, it is often the case that the available data from low-cost IMUs does not provide sufficiently accurate information for the current estimation techniques to deliver the desired attitude accuracy [137].

The most popular IMU-based attitude estimation approaches are the Kalman filter (KF) and the complementary filter (CF) [135]. There are many variants of the Kalman filter, such as linear [133], [218], extended Kalman filters (EKFs) [19, 69, 140, 174] and unscented Kalman filters (UKFs) [162], [53]. Some of the advantages of linear KFs are their effectiveness and low implementation cost, as well as the guaranteed optimality and stability under the assumption of linear process and measurement models as well as Gaussian noise and disturbance processes. However, for nonlinear processes the EKF and UKF typically show better results, at the cost of more computational complexity and the absence of stability guarantees. In the context of complementary filters, one of the first applications of the linear CF to attitude estimation was presented in [13]. Nonlinear CFs that operate directly on the Special Orthogonal Group (SO(3)) have also been developed and successfully implemented in [136], [82] and [137]. One of the main advantages of the CFs over KFs is the fact that they do not require an explicit model of the dynamics and/or sensors, which is hard to obtain in many applications and in particular in the context of small-scale UAVs, where some aerodynamic effects such as turbulence, drag and ground effects have a significant effect but are hard to model. Another advantage is its simplicity, since it relies on simple low and high pass filtering of the sensor data.

The complementary filter is a time-invariant filter, both in the linear [13] and nonlinear versions [136, 137], which performs well under the assumption that the accelerometer and magnetometer only measure the gravitational vector and earth magnetic field, respectively. However, under the effect of body accelerations and magnetic disturbances caused by the environment, this assumption is no longer valid, resulting in poor attitude estimates (see Figure 2.2). Therefore it is reasonable to expect that adaptive filtering [184], meant to cope with signals with time-varying frequency content, could potentially lead to better performance. While the work in this direction is limited, there are some recent contributions for UAV attitude estimation, which have focused on the adaptation of the filters in order to account for the shortcomings in the sensors. For instance, in [125] an
adaptive linear KF is proposed, where the measurement noise covariance matrix is adapted based on the difference between the accelerometer measurements and the gravity vector. In [182] and [51] adaptive EKFs are proposed, where the adaptation is based on the deviation of the actual from the expected measurement and the same deviation used in a fuzzy logic setting, respectively. Adaptive complementary filters (ACFs) have also been used as in [158], [216] and [198], where adaptation based on comparing the accelerometer with the gravity vector is used. Furthermore, [139] provides a complementary filter in the least squares sense (also known as Wahba's problem [204]), using the difference between the output of the filter and the measurement by the accelerometer for adaptation and [115] proposes a multiple model adaptive complementary filter, with adaptation

In this chapter a new adaptation rule for changing the parameter of the complementary filter online is proposed, determining which measurement (either from the gyroscope or from the vector) is more relevant for the attitude estimate. The rationale behind the approach is that the attitude estimate should rely on vector measurements if the independent estimates using only vector measurements and only gyroscope measurements are similar over a time window, possibly apart from a constant factor due to low-frequency noise of the gyroscope estimate. Otherwise the attitude estimate should rely instead on the gyroscope, since not meeting this similarity condition is an indication that significant disturbances are affecting the vector measurements. Moreover, it is shown that this adaptation concept is not only applicable for estimating single angles with linear models but also for estimating rotational matrices considering the nonlinear kinematic model in $\mathrm{SO}(3)$. In fact, the work in [137] is extended to this adaptation setting and it is shown that the convergence proofs given there can be easily extended to the proposed setting in this chapter as well. The effectiveness of the approach is illustrated through simulation results using a full non-linear model of a quadcopter and IMU sensors.

The contribution of this chapter is therefore twofold. First a novel adaptation rule for complementary filters based on the similarity between gyroscope and vector estimates is proposed; and second convergence of this filter is established.

The remainder of the chapter is organized as follows. The standard attitude estimation framework is described in Section 2.2, where the need for an adaptive approach is also motivated. In Section 2.3 the proposed method considering linear models is introduced and in Section 2.4 the method is extended to the special orthogonal group and convergence is shown. Section 2.5 shows the main advantages over the non-adaptive filter using simulations and Section 2.6 contains concluding remarks and directions for future work.

### 2.2 Background \& Motivation

Let $\mathcal{I}$ denote an inertial world fixed frame with $z$-axis aligned with the gravity vector, but pointing upwards, and the IMU fixed frame be denoted by $\mathcal{B}$, which will be referred to as the body-fixed frame. Moreover, let $R \in S O$ (3) denote the rotation matrix from $\mathcal{B}$ to $\mathcal{I}$ and $\omega=\left[\omega_{x}, \omega_{y}, \omega_{z}\right]^{T} \in \mathbb{R}^{3}$ denote the angular velocity of $\mathcal{B}$ with respect to $\mathcal{I}$ expressed in $\mathcal{B}$. Then the attitude kinematics are given by

$$
\begin{equation*}
\dot{R}=R \omega_{\times} \tag{2.1}
\end{equation*}
$$

where $a_{\times}$denotes the skew symmetric matrix of $a$ such that $a_{\times} v=a \times v$ for all vectors $a$ and $v$ and $\operatorname{vex}(\cdot)$ denotes the inverse operation, so that $\operatorname{vex}\left(a_{\times}\right)=a$. The rotation matrix $R$ can be parametrized by the three $\mathrm{x}-\mathrm{y}-\mathrm{z}$ Tait-Bryan angles rotating around the axes of the body frame of the UAV, namely roll $(\phi)$, pitch $(\theta)$ and yaw $(\psi)$. The attitude kinematics in these coordinates are given by

$$
\begin{equation*}
\dot{\lambda}=Q(\lambda) \omega, \tag{2.2}
\end{equation*}
$$

where $\lambda=[\phi, \theta, \psi]^{T} \in \mathbb{R}^{3}$ is the angle vector and $Q(\lambda)$ is given by

$$
Q(\lambda)=\left[\begin{array}{ccc}
1 & s_{\phi} t_{\theta} & c_{\phi} t_{\theta}  \tag{2.3}\\
0 & c_{\phi} & -s_{\phi} \\
0 & \frac{s_{\phi}}{c_{\theta}} & \frac{c_{\phi}}{c_{\theta}}
\end{array}\right],
$$

where $c_{\epsilon}, s_{\epsilon}$ and $t_{\epsilon}$ denote the cosine, sine and tangent of an angle $\epsilon$, respectively. Note that for small angles $Q(\lambda) \approx I$, and a linear model is obtained. This linear model is often considered in practice and will be used in the sequel to illustrate the ideas in this chapter.

The accelerometer measures body accelerations in the three axes in $\mathcal{B}$ (neglecting Coriolis effects), as given by

$$
a_{\mathcal{B}}=R^{T} \ddot{\rho}-R^{T}\left[\begin{array}{l}
0  \tag{2.4}\\
0 \\
g
\end{array}\right]+n_{a},
$$

where $\ddot{\rho} \in \mathbb{R}^{3}$ are the body accelerations in $\mathcal{I}, g$ is the Earth's gravitational acceleration and $n_{a}$ is the accelerometer noise.

The magnetometer measures the magnetic field in the body-frame, which is characterized by

$$
\begin{equation*}
m_{\mathcal{B}}=R^{T} m_{I}+d_{m}+n_{m} \tag{2.5}
\end{equation*}
$$

where $m_{I} \in \mathbb{R}^{3}$ is the Earth's magnetic field in the inertial frame, $n_{m} \in \mathbb{R}^{3}$ is the magnetometer noise and $d_{m} \in \mathbb{R}^{3}$ contains the magnetic disturbances caused by the environment, such as electric motors and nearby ferromagnetic materials.

The accelerometer and magnetometer measurements can be combined to give an algebraic estimate of the angle vector. In fact, by assuming negligible accelerations and magnetic disturbances, the measurements are given by

$$
a_{B} \approx-R^{T}\left[\begin{array}{l}
0  \tag{2.6}\\
0 \\
g
\end{array}\right], \quad m_{B} \approx R^{T} m_{I}
$$

This results in a direct estimate of the angle vector as

$$
\begin{equation*}
\lambda_{v}=\lambda+n_{v} \tag{2.7}
\end{equation*}
$$

where $n_{v} \in \mathbb{R}^{3}$ is considered non-stationary noise. The non-stationary behavior results from the assumption that the accelerometer only measures the gravity vector, which is valid only at slow accelerations in near-hover, and magnetic disturbances caused by the environment and the motors of the quadcopter are negligible. This results in correlated, high frequency noise for the angle vector measurements.

An estimate of the angular velocities is given by the gyroscope as

$$
\begin{equation*}
\omega_{g}=\omega+n_{\omega}+n_{\text {bias }}, \tag{2.8}
\end{equation*}
$$

where $n_{\omega} \in \mathbb{R}^{3}$ is considered white noise and $n_{\text {bias }}$ is a sensor bias. By assuming small angles and integrating the angular rate measurements according to (2.2) another estimate for the angle vector, denoted as $\lambda_{g}$, can be obtained. However, even when assuming $n_{\text {bias }}=0$, due to the white noise component in (2.8) this estimate will be corrupted by a random walk signal $b(t)$ leading to

$$
\begin{equation*}
\lambda_{g}=\lambda+b(t) \tag{2.9}
\end{equation*}
$$

which in practice leads to a poor low-frequency estimate of $\lambda$ using this method, often interpreted as a time-varying offset/bias. Note that is assumed here that there are no other disturbances, e.g. device failure, acting on the gyroscope, so that the angle estimate resulting from it can be assumed to be accurate up to the bias.

### 2.2.I Complementary Filter

As mentioned previously, the complementary filter is a common method to fuse the two measurements, $\lambda_{v}$ and $\lambda_{g}$, combining the strengths of both. In the Laplace domain it takes the form

$$
\begin{equation*}
\hat{\Lambda}(s)=\underbrace{\frac{C(s)}{s+C(s)}}_{F_{1}(s)} \Lambda_{v}(s)+\underbrace{\frac{s}{s+C(s)}}_{F_{2}(s)} \frac{\Omega_{g}(s)}{s}, \tag{2.10}
\end{equation*}
$$



Figure 2.1: Complementary filter.
where $F_{1}$ and $F_{2}$ are a low-pass and a high-pass filter, respectively, which satisfy

$$
\begin{equation*}
F_{1}(s)+F_{2}(s)=1, \tag{2.11}
\end{equation*}
$$

for any choice of the compensator $C(s)$ and $\Lambda_{v}(s)$ and $\Omega_{g}(s)$ are the Laplace transforms of $\lambda_{v}$ and $\omega_{g}$, respectively. Schematically this can be represented as in Figure 2.1. Although there have been considerable efforts made in designing $C(s)$ in the literature, the most common choice is that of a simple gain $C(s)=\alpha>0$, for which the filter in (2.10) combined with (2.7) and (2.8) results in

$$
\begin{align*}
\hat{\Lambda}(s)=\frac{\alpha}{s+\alpha} \Lambda(s)+\frac{s}{s+\alpha} \frac{\Omega(s)}{s} & +\frac{\alpha}{s+\alpha} N_{v}(s) \\
& +\frac{s}{s+\alpha} \frac{N_{\omega}(s)}{s} \tag{2.12}
\end{align*}
$$

where $\Lambda(s), \Omega(s), N_{v}(s)$ and $N_{\omega}(s)$ are the Laplace transforms of $\lambda, \omega, n_{v}$ and $n_{\omega}$, respectively. Note that the first two terms on the right hand side in (2.12) assure that the method converges in the absence of noise, whereas the two noise terms are filtered. The random walk term is high-pass filtered, which leads to low-pass filtered white noise. The term $N_{v}$, which as discussed before is assumed as mostly having high-frequency content, is low-pass filtered.

### 2.2.2 Motivation

If the noise $N_{v}$ would be stationary, a single $\alpha$ could be selected and the complementary filter would provide an adequate solution to the problem of estimating the angles. However, this noise is not stationary since:

- Under accelerations the accelerometer does not measure purely the gravity vector anymore, thereby distorting the angles calculated from this measurement
- Disturbances of the earth magnetic field caused by (intensive) motor usage and/or the environment will distort the angle vector estimate

This is illustrated in the top of Figure 2.2, where some typical angle estimates from the accelerometer and gyroscope measurements are shown for the pitch angle $\phi$, together with the actual angle and Figure 2.2 shows the difference between the accelerometer measurements and the gravity vector, normalized. This shows that the integrated gyroscope measurement is accurate up to the bias, whereas the accelerometer angle does not show a bias in steady state but has more noise as well as large distortions when accelerations are present. As shown in the figure, for the complementary filter, a small $\alpha$ will filter significantly the non-stationary noise of the vector estimates but will not be robust to the offset of the estimate obtained with the gyroscope. In turn, a large $\alpha$ will be too sensitive to the non-stationary noise of the accelerometer. This motivates making $\alpha$ time-dependent and adapt it with respect to perceived properties of $N_{v}$ (for which a similarity based approach will be used in the sequel).

### 2.2.3 Problem Formulation

The problem considered in this chapter is that of estimating the attitude of a body-fixed frame with respect to that of the inertial frame, parametrized by the rotation matrix $R$, subject to the kinematics in (2.1) and given the vector and gyroscope measurements given by (2.7) and (2.8), respectively. In particular, the attitude estimate should be robust to disturbances acting on the vector measurements.

### 2.3 Proposed Adaptive Method

In order to address the shortcomings described in the previous section an adaptive gain complementary filter is proposed, where the gain is adapted according to the reliability of the angle vector measurement, $\lambda_{v}$.

The adaption is based on the following observation:
If the angular estimate achieved from integrating the gyroscope measurement is similar to the angular estimate determined from the accelerometer and magnetometer measurements over a time window, then the accelerometer and magnetometer measurements are not distorted.

In order to quantify this similarity between the angle vector and gyroscope measurement, a similarity measure is introduced as

$$
\begin{equation*}
S(t)=\min \left(\bar{S}, \min _{c} J(c, t)\right) \tag{2.13}
\end{equation*}
$$

where $0<\bar{S}<\infty$ is the upper bound for the similarity measure and

$$
\begin{equation*}
J(c, t)=\sqrt{\int_{t-h}^{t}\left(\lambda_{v}(\tau)-\lambda_{g}(\tau)-c\right)^{2} \mathrm{~d} \tau} \tag{2.14}
\end{equation*}
$$



Figure 2.2: Motivation for adaptive gain strategy using data from a simulated quadcopter. (top) Typical angle estimates obtained using the vector ( $\hat{\phi}_{v}$ ) and gyroscope ( $\hat{\phi}_{g}$ ) measurements, together with the actual angle $(\phi)$ and the estimate given by the complementary filter with a small $\alpha\left(\hat{\phi}_{S}\right)$ and a large $\alpha\left(\hat{\phi}_{L}\right)$. (bottom) Associated accelerometer signals, showing the connection between accelerations and deviations for the vector estimate. Note that for the complementary filter, a small $\alpha$ will filter significantly the non-stationary noise of the vector estimates but will be not robust to the offset of the estimated obtained with the gyroscope and a large $\alpha$ will be too sensitive to the non-stationary noise of the accelerometer.
which depends on the signal values $\lambda_{g}$ and $\lambda_{v}$ in a moving time window of length $h$, i.e., in the interval $\tau \in[t-h, t]$. The cost function in (2.14) essentially shifts the two signals on top of each other by using $c$, after which the signals are subtracted from each other and integrated, which gives a measure of similarity of shape. It can be shown that the minimizer of (2.13) is simply the mean value of the two vectors over the window length, i.e.

$$
\begin{equation*}
c^{*}(t):=\underset{c}{\arg \min } J(c, t)=\frac{1}{h} \int_{t-h}^{t}\left(\lambda_{v}(\tau)-\lambda_{g}(\tau)\right) \mathrm{d} \tau \tag{2.15}
\end{equation*}
$$

This results in very fast calculation times for $S(t)$. The adaptive gain is then defined as

$$
\begin{equation*}
\alpha(t)=\bar{\alpha} e^{-K S(t)} \tag{2.16}
\end{equation*}
$$

where $\bar{\alpha}>0$ and $K>0$. This results in

$$
\begin{equation*}
0<\underline{\alpha} \leq \alpha(t) \leq \bar{\alpha} \quad \forall t \in \mathbb{R}_{\geq 0} \tag{2.17}
\end{equation*}
$$

where $\underline{\alpha}=\bar{\alpha} e^{-K \bar{S}}$. By varying the gain by the exponential of the similarity measure, a quick reaction to disturbances on the vector measurements is ensured. Moreover, $\bar{S}$ ensures that the adaptive gain remains strictly positive and in practice it can be chosen arbitrarily high as to not interfere with the cost function in (2.14).

In order to show convergence of the observer with adaptive gain in the absence of noise, consider the time domain representation of the linear complementary filter as presented in (2.12) with the adaptive gain (2.16), leading to

$$
\begin{equation*}
\dot{\hat{\lambda}}=\omega_{g}+\alpha(t)\left(\lambda_{v}-\hat{\lambda}\right) \tag{2.18}
\end{equation*}
$$

The following proposition establishes convergence of the proposed observer.
Proposition 2.1. Consider the rotation kinematics (2.2) and measurements given by (2.7) and (2.8). Let $\hat{\lambda}$ denote the solution to (2.18) and let $\tilde{\lambda}=\lambda-\hat{\lambda}$ denote the angle error. Then, under the assumption that $n_{\text {bias }}=0$, the error $\tilde{\lambda}$ converges to zero in the absence of noise and is input-to-state (ISS) stable in the presence of noise considering the noise properties as discussed in Section 2.2.

Proof. We introduce the Lyapunov function

$$
\begin{equation*}
V(\tilde{\lambda})=\frac{1}{2} \tilde{\lambda}^{2} \tag{2.19}
\end{equation*}
$$

Taking the derivative of (2.19) with respect to time gives

$$
\begin{equation*}
\dot{V}=-\alpha(t) \tilde{\lambda}^{2}-n_{\omega} \tilde{\lambda}-\alpha(t) n_{v} \tilde{\lambda}, \tag{2.20}
\end{equation*}
$$

which is negative definite in the absence of noise, so that it can be concluded that the estimation error converges to zero in the absence of noise and is input-to-state (ISS) stable in the presence of noise considering the noise properties as discussed in Section 2.2.


Figure 2.3: Passive complementary filter on $S O(3)$

### 2.4 Adaptive Complementary Filter on $\mathrm{SO}(3)$

Now that the rationale behind the approach was shown for the linear case, the ACF is presented directly on $S O(3)$. The problem of estimating the attitude directly on the special orthogonal group can be formulated as determining an estimate $\hat{R} \in S O(3)$ of the rotation matrix $R$ that rotates the body-fixed frame $\mathcal{B}$ to the inertial frame $\mathcal{I}$, from measurements provided by the accelerometer, gyroscope and magnetometer of the IMU. If the estimator frame is defined as $\mathcal{E}$, then $\hat{R}$ rotates $\mathcal{E}$ to $\mathcal{I}$. As the error of the filter on $S O(3)$, consider

$$
\begin{equation*}
\tilde{R}=\hat{R}^{T} R \in S O(3) \tag{2.21}
\end{equation*}
$$

which is the rotation from the estimator frame to the inertial frame. Note that the goal of the observer is to drive the estimation error to $\tilde{R} \rightarrow I_{3}$, since this means that $\hat{R}$ and $R$ coincide.

In [136] a passive complementary filter on $S O(3)$ was introduced, which is expanded here by introducing a similarity measure for the special orthogonal group. The proposed estimator in [136] has the following kinematics

$$
\begin{equation*}
\dot{\hat{R}}=\hat{R}\left(\left(\omega_{g}\right)_{\times}+k_{p} \mathbb{P}_{a}(\tilde{R})\right) \tag{2.22}
\end{equation*}
$$

where $k_{p}>0$ is the observer gain and $\mathbb{P}_{a}(H)=\frac{1}{2}\left(H-H^{T}\right)$ is the anti-symmetric matrix projection operator in matrix space. Naturally $R$ in (2.21) is not available, but by using $R=R_{y}$ to generate the error term $\tilde{R}$, a filter resembling the complementary filter is achieved. This becomes clear by comparing the blockdiagram representation in Figure 2.3 with the classical complementary filter in Figure 2.1.

As in the linear case, the estimator suffers from disturbances applied to the vector measurements, for which a similar adaptation scheme is presented. In order to compare the gyroscope and vector measurements on $S O(3)$, first the rotation of the body frame with respect to the inertial frame as determined


Figure 2.4: Simulation results for $\bar{k}=2.5\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right], \xi=8[-], \bar{S}=50[-]$, $h=0.5[s], k_{p}=0.1\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right]$. The top shows the angular estimate resulting from the non-adaptive (blue) and adaptive filter (green), gyroscope integration (red) and the actual angle (dashed black) for the roll angle. The bottom plot shows the adaptive (green) and fixed gain (blue) over time.


Figure 2.5: Simulation results for $\bar{k}=2.5\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right], \xi=8[-], \bar{S}=50[-]$, $h=0.5[s], k_{p}=1\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right]$. The top shows the angular estimate resulting from the non-adaptive (blue) and adaptive filter (green), gyroscope integration (red) and the actual angle (dashed black) for the roll angle. The bottom plot shows the adaptive (green) and fixed gain (blue) over time.
from the vector and gyroscope measurements are defined as $R_{v} \in S O(3)$ and $R_{g} \in S O(3)$, respectively. The error between these two measurements in $S O(3)$ can be seen as

$$
\begin{equation*}
\tilde{R}_{v g}=R_{v}^{T} R_{g} \in S O(3), \tag{2.23}
\end{equation*}
$$

so that by the same insight as for the linear case, if this is close to $I_{3}$, it can be concluded that the vector measurements can be trusted. To quantify this the cost function is defined as

$$
\begin{equation*}
E_{v g}=\frac{1}{4}\left\|I_{3}-\tilde{R}_{v g}\right\|_{F}^{2}=\frac{1}{2} \operatorname{tr}\left(I_{3}-\tilde{R}_{v g}\right), \tag{2.24}
\end{equation*}
$$

which should be small over a time window. Next, the similarity measure on $S O(3)$ is defined, with a slight abuse of notation, as

$$
\begin{equation*}
S(t)=\min \left(\bar{S}, \min _{c} J(c, t)\right) \tag{2.25}
\end{equation*}
$$

where $0<\bar{S}<\infty$,

$$
\begin{equation*}
J(c, t)=\sqrt{\int_{t-h}^{t}\left(E_{v g}(\tau)-c\right)^{2} \mathrm{~d} \tau} \tag{2.26}
\end{equation*}
$$

and $c^{*}(t)$ can again be shown to be the mean of $E_{v g}(t)$ over the time window. The adaptive gain is again defined as

$$
\begin{equation*}
k_{p}(t)=\bar{k} e^{-\xi S(t)}, \tag{2.27}
\end{equation*}
$$

with $\bar{k}>0$ and $\xi>0$, so that

$$
\begin{equation*}
0<\underline{k} \leq k_{p}(t) \leq \bar{k} \quad \forall t \in \mathbb{R}_{\geq 0} \tag{2.28}
\end{equation*}
$$

with $\underline{k}=\bar{k} e^{-\xi \bar{S}}$. The following theorem establishes convergence of the proposed adaptive estimator.

Theorem 2.2. Consider the rotation kinematics (2.1) and measurements given by $R_{v}$ and $R_{g}$. Let $\hat{R}$ denote the solution to (2.22) with the adaptive gain (2.27) and let the error variable $\tilde{R}$ be defined as in (2.21). Then the estimation error $\tilde{R}$ converges to zero.
Proof. In order to analyze the convergence of the estimator with adaptation the same steps as in [137] are followed. First, consider the Lyapunov function

$$
\begin{equation*}
E_{t}=\frac{1}{4}\left\|I_{3}-\tilde{R}\right\|_{F}^{2}=\frac{1}{2} \operatorname{tr}\left(I_{3}-\tilde{R}\right) \tag{2.29}
\end{equation*}
$$

and its derivative with respect to time is

$$
\begin{equation*}
\dot{E}_{t}=-k_{p}(t)\left|\operatorname{vex}\left(\mathbb{P}_{a}(\tilde{R})\right)\right|^{2}, \tag{2.30}
\end{equation*}
$$

which is negative definite so that it can be concluded, using similar arguments as in [137], that the estimation error converges to zero.

The above theorem shows that the filter in [137] can be extended to an adaptive filter, and in particular to the one proposed here, without affecting the convergence guarantees.

### 2.5 Simulations

In order to demonstrate the effectiveness of the approach simulations were performed using a model of a quadcopter and compared to the non-adaptive passive complementary filter as proposed in [137].

Two different settings for the passive complementary filter are compared for the same trajectory in Figures 2.4 and 2.5. For the adaptive filter the maximum gain was set to $\bar{k}=2.5\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right]$, the gain factor was set to $\xi=8[-]$, the upper bound for the similarity measure was set to $\bar{S}=50[-]$ and the window length was set to $h=0.5[s]$ for both figures. For the non-adaptive filter the gain was fixed to $k_{p}=0.1\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right]$ and $k_{p}=1\left[\mathrm{rad} \cdot \mathrm{s}^{-1}\right]$ in Figures 2.4 and 2.5, respectively. The trajectories in both figures are the same.

In both figures the top plot shows the angular estimate resulting from the non-adaptive (blue) filter, adaptive filter (green), gyroscope integration (red) and the actual angle (dashed black) for the roll angle. The bottom plot shows the adaptive gain (green) together with the fixed gain (blue) over time.

Together the figures display the advantage of the adaptive over the nonadaptive filter. In Figure 2.4 the fixed gain $k_{p}$ is set low, thus giving more priority to the gyroscope measurements, resulting in good estimates during accelerations but a poor convergence in steady-state, resulting in a large steady-state deviation. In contrast, the larger gain setting of Figure 2.5 results in a better performance in steady-state conditions, but yields poor performance during accelerations.

The proposed adaptive filter performs better than its non-adaptive counterpart in both simulations. It allows for a larger initial gain, resulting in better steady-state behavior, whilst still allowing the gain to be lowered using the adaptation rule from (2.27) in order to avoid deviations during accelerations. This essentially gives the user more knobs to turn in order to adjust the filter to the behavior of the sensors of the IMU. That the adaptive filter outperforms the passive filter becomes more clear by comparing the error as defined in (2.29) for the passive filter with low and high gain settings and the adaptive filter as in Figure 2.6.

### 2.6 Conclusions \& Future Work

The problem of attitude estimation considering disturbances acting on the vector measurements was solved using an adaptation scheme for the passive complementary filter directly on the special orthogonal group. The adaptation scheme presented is this chapter was proven to converge and simulations results showed


Figure 2.6: Error on $S O(3)$ as defined in (2.29) for the passive filter with low (blue) and high gain (red) settings and the adaptive filter (green)
that the adaptation scheme performs as expected, showing the advantages compared to the non-adaptive filter.

Future work will include experimental testing of the method, as well as the use of the adaptation scheme on the passive complementary filter with bias correction and other, more advanced complementary filters that have been proposed in the literature. Moreover, different adaptation schemes based on machine learning can be considered.

## Chapter 3

## Estimation for Markov Jump Linear Systems

Computing the optimal joint maximum a posteriori probability (JMAP) estimate of the state and mode of a Markov jump linear system (MJLS) is known to be a computationally intractable problem. This chapter provides a novel approximate method for such a problem that guarantees to be within a pre-specified bound of the optimal estimate. The proposed method builds upon relaxed dynamic programming. Through numerical examples, it is shown that this method can lead to better estimates with less computations than previous suboptimal methods proposed in the literature.

[^7]
## 3.I Introduction

Markov Jump Linear Systems (MJLS) are switched linear systems, where the switching between modes occurs according to a finite state Markov chain. One can find applications of MJLS in many fields, such as signal processing [116], control [45], economics [28] and maneuvering target tracking [171].

It is well-known that the optimal state and mode sequence estimator, in the sense of joint maximum a posteriori probability (JMAP), for discrete time MJLS subject to uncorrelated Gaussian disturbances and noise, relies on a bank of Kalman filters (KFs), see [17]. However, the required number of filters grows exponentially with time, resulting in a computationally intractable solution [17]. This directly leads to the use of suboptimal algorithms, such as sampling [58], iterative [57] and moving horizon filters [188], among others [55]. The most commonly used MJLS filters are the optimal linear minimum mean square filter [46] and the interacting multiple model (IMM) algorithm [17]. Suboptimal strategies for JMAP estimation for MJLS have been studied in [130], where iterative algorithms based on the expectation maximization algorithm have been implemented, iteratively combining a discrete optimization via the Viterbi algorithm with a fixed-interval Kalman smoother. More recently, suboptimal JMAP estimation for MJLS was investigated in [120], where a moving horizon strategy is combined with a constrained Viterbi algorithm in order to find the JMAP estimate subject to constraints. These and other algorithm for maneuvering target tracking, which are often modeled as MJLS, are reviewed and compared in [171].

In this work, a novel method for finding the JMAP estimate of both the state and mode sequence of a MJLS is proposed. The method differs from existing ones in the use of relaxed dynamic programming (RDP) to prune the number of mode histories, referred to as hypotheses. RDP was introduced in [129] as a method to reduce the complexity of solving dynamic programming (DP) problems by allowing for a suboptimal solution, which is still within a certain bound of the optimum. The method was applied to the control of switched (linear) systems in [129, 77, 219], where the mode can be controlled rather than it following a Markov chain as in MJLS.

To the best of the authors' knowledge, this chapter is the first to provide a method for the JMAP estimation of MJLS that guarantees near global optimality to within a pre-specified bound, whereas other suboptimal algorithms [130, 120], which often end up in local optima, have no such guarantees. Moreover, numerical examples show that this method can lead to better estimates with less computations than previous methods.

This chapters generalizes the results from [6], which focuses on linear systems with independent and identically distributed outliers, to MJLS.

The remainder of this chapter is organized as follows; Section 3.2 introduces the problem and Section 3.3 discusses the optimal solution. Section 3.4 contains the main methods and results of the chapter, showing that the JMAP estimator
for MJLS can be determined within an $\epsilon$-factor of the optimal. Simulations show the efficacy of the approach in Section 3.5 and the chapter is concluded in Section 3.6.

Notation: A Gaussian random variable $a \in \mathbb{R}^{n}$ with mean $\mu$ and covariance $\Theta \succ 0$ is denoted by $a \sim \mathcal{N}(\mu, \Theta)$, i.e., the probability density function of $a$ is given by $\operatorname{Pr}\{a\}=\left((2 \pi)^{n}|\Theta|\right)^{-\frac{1}{2}} e^{-\frac{1}{2}\|a-\mu\|_{\Theta}^{2}}$, where $|\Theta|$ denotes the determinant of a matrix $\Theta$ and $\|a\|_{\Theta}:=\sqrt{a^{\top} \Theta a}$.

### 3.2 Problem Description

Consider the discrete-time Markov jump linear system

$$
\begin{equation*}
x_{k+1}=A_{\sigma_{k+1}} x_{k}+B_{\sigma_{k+1}} u_{k}+G_{\sigma_{k+1}} w_{k} \tag{3.1a}
\end{equation*}
$$

for $k \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, where $x_{k} \in \mathbb{R}^{n}, u_{k} \in \mathbb{R}^{m}$ and $w_{k} \in \mathbb{R}^{n_{w}}$ denote the system state, known exogenous input and process noise, respectively. Furthermore, consider the following output equation

$$
\begin{equation*}
y_{k}=C_{\sigma_{k}} x_{k}+D_{\sigma_{k}} u_{k}+H_{\sigma_{k}} v_{k} \tag{3.1b}
\end{equation*}
$$

for $k \in \mathbb{N}$, where $y_{k} \in \mathbb{R}^{r}$ and $v_{k} \in \mathbb{R}^{n_{v}}$ denote the observation and measurement noise, respectively. Moreover, let $\sigma_{k}$ denote the mode the system is in at time $k$, which is described by a Markov chain with $s$ states and known transition probabilities

$$
\begin{equation*}
\rho_{i j}:=\operatorname{Pr}\left\{\sigma_{k+1}=i \mid \sigma_{k}=j\right\}, \quad i \in S, j \in S, \tag{3.2}
\end{equation*}
$$

where $S=\{1,2, \ldots, s\}$, and initial distribution $\rho_{i}=\operatorname{Pr}\left\{\sigma_{0}=i\right\}$. The initial state $x_{0}, w_{k}$ and $v_{k}$ are considered to be independent and identically distributed (i.i.d.) Gaussian random variables with the following distributions

$$
\begin{equation*}
w_{k} \sim \mathcal{N}(0, Q), \quad v_{k} \sim \mathcal{N}(0, R), \quad x_{0} \sim \mathcal{N}\left(\bar{x}_{0}, P_{0}\right) \tag{3.3}
\end{equation*}
$$

with known mean $\bar{x}_{0}$ and such that, for all $i \in S$,

$$
\mathcal{Q}_{i}:=G_{i} Q G_{i}^{\top} \succ 0, \quad \mathcal{R}_{i}:=H_{i} R H_{i}^{\top} \succ 0, \quad P_{0} \succ 0
$$

The matrices $A_{i}, i \in \mathcal{S}$, are assumed to be invertible, which is typically the case when (3.1) results from discretization of a continuous-time problem. All the parameters of the model are assumed to be known, whereas, in practice, these can be estimated by identification methods for MJLS such as the ones given in [92, 41].

The objective is to find both the state estimates, $\hat{X}_{0}^{H}:=\left[\hat{x}_{0}^{\top}, \ldots, \hat{x}_{H}^{\top}\right]^{\top}$, as well as the mode sequence, $\hat{\Sigma}_{0}^{H}:=\left[\hat{\sigma}_{0}, \ldots, \hat{\sigma}_{H}\right]^{\top}$, that have the maximum likelihood, given measurements $Y_{1}^{H}:=\left[y_{1}^{\top}, \ldots, y_{H}^{\top}\right]^{\top}$ and an arbitrary time $H \in \mathbb{N}$. This is equivalent to finding the state estimates and mode sequence that maximize the
joint conditional probability of the state estimates $\hat{X}_{0}^{H}$ and outlier sequence $\hat{\Sigma}_{0}^{H}$ given the measurements $Y_{1}^{H}$, i.e.

$$
\begin{equation*}
\left(\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}\right)=\arg \max _{\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}} \operatorname{Pr}\left\{\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H} \mid Y_{1}^{H}\right\} . \tag{3.4}
\end{equation*}
$$

The conditional and joint probabilities are related as follows

$$
\begin{equation*}
\operatorname{Pr}\left\{\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H} \mid Y_{1}^{H}\right\}=\frac{\operatorname{Pr}\left\{Y_{1}^{H}, \hat{X}_{0}^{H} \mid \hat{\Sigma}_{0}^{H}\right\} \operatorname{Pr}\left\{\hat{\Sigma}_{0}^{H}\right\}}{\operatorname{Pr}\left\{Y_{1}^{H}\right\}} \tag{3.5}
\end{equation*}
$$

and since the denominator is independent of $\hat{X}_{0}^{H}$ and $\hat{\Sigma}_{0}^{H}$, (3.5) can be combined with (3.4) to give

$$
\begin{equation*}
\left(\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}\right)=\arg \max _{\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}} \operatorname{Pr}\left\{Y_{1}^{H}, \hat{X}_{0}^{H} \mid \hat{\Sigma}_{0}^{H}\right\} \operatorname{Pr}\left\{\hat{\Sigma}_{0}^{H}\right\} . \tag{3.6}
\end{equation*}
$$

Since it will be easier to work with logarithms of probabilities, the following problem is considered, equivalent to (3.4)

$$
\begin{align*}
\left(\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}\right)=\arg \min _{\hat{X}_{0}^{H}, \hat{\Sigma}_{0}^{H}}-\log \left(\operatorname{Pr}\left\{Y_{1}^{H}, \hat{X}_{0}^{H} \mid \hat{\Sigma}_{0}^{H}\right\}\right) & \\
& -\log \left(\operatorname{Pr}\left\{\hat{\Sigma}_{0}^{H}\right\}\right) \tag{3.7}
\end{align*}
$$

### 3.3 Optimal Solution

The solution to the optimization problem given in the previous section is known to rely on a bank of Kalman filters, and for a non-switching model it reduces to a single Kalman filter [17, 46]. Here, the optimization will be rewritten as an optimal control problem, starting with the conditional probability of $Y$ and $X$ given $\Sigma$. By using the chain rule $(\operatorname{Pr}\{a, b \mid c\}=\operatorname{Pr}\{a \mid b, c\} \operatorname{Pr}\{b \mid c\}$, for random variables $a, b, c$ ) and the Markov property of the model (3.1), the natural logarithm of the conditional probability can be expressed as

$$
\begin{align*}
\log \left(\operatorname{Pr}\left\{Y_{1}^{H}, \hat{X}_{0}^{H} \mid \hat{\Sigma}_{0}^{H}\right\}\right. & )=\log \left(\operatorname{Pr}\left\{x_{0}\right\}\right) \\
& +\sum_{k=1}^{H} \log \left(\operatorname{Pr}\left\{y_{k} \mid x_{k}, \sigma_{k}\right\}\right)+\log \left(\operatorname{Pr}\left\{x_{k} \mid x_{k-1}, \sigma_{k}\right\}\right) \tag{3.8}
\end{align*}
$$

Moreover, for the mode sequence it follows that

$$
-\log \left(\operatorname{Pr}\left\{\hat{\Sigma}_{0}^{H}\right\}\right)=\ell_{\sigma_{0}}+\sum_{k=1}^{H} \ell_{\sigma_{k}, \sigma_{k-1}}
$$

where $\ell_{\sigma_{k}, \sigma_{k-1}}:=-\log \left(\rho_{\sigma_{k}, \sigma_{k-1}}\right)$ and $\ell_{\sigma_{0}}:=-\log \left(\rho_{\sigma_{0}}\right)$. Expressions for the probabilities in (3.8) are obtained from the model (3.1) and distributions (3.3)

$$
\begin{gather*}
-\log \left(\operatorname{Pr}\left\{x_{k} \mid x_{k-1}, \sigma_{k}\right\}\right)=\frac{1}{2}\left(\left\|w_{k-1}\right\|_{\mathcal{Q}_{\sigma_{k}}^{-1}}^{2}+\beta_{\sigma_{k}}^{w}+c_{0}\right)  \tag{3.9a}\\
-\log \left(\operatorname{Pr}\left\{y_{k} \mid x_{k}, \sigma_{k}\right\}\right)=\frac{1}{2}\left(\left\|y_{k}-C_{\sigma_{k}} x_{k}-D_{\sigma_{k}} u_{k}\right\|_{\mathcal{R}_{\sigma_{k}}^{-1}}^{2}\right. \\
\left.+\beta_{\sigma_{k}}^{v}+c_{1}\right)  \tag{3.9b}\\
-\log \left(\operatorname{Pr}\left\{\hat{x}_{0}\right\}\right)=\frac{1}{2}\left(\left\|\hat{x}_{0}-\bar{x}_{0}\right\|_{P_{0}^{-1}}^{2}+c_{2}\right) \tag{3.9c}
\end{gather*}
$$

where $\beta_{i}^{w}:=\log \left(\left|\mathcal{Q}_{i}\right|\right), \beta_{i}^{v}:=\log \left(\left|\mathcal{R}_{i}\right|\right)$ for $i \in S$ and $c_{0}=c_{2}=n \log (2 \pi)$, $c_{1}=r \log (2 \pi)$, which are subsequently omitted since they do not depend on $x_{k}$ and $\sigma_{k}$. By substituting these expressions into (3.7) and by defining the variables $\bar{w}_{k}=w_{k-1}$ and $\alpha_{k}=\hat{\sigma}_{k-1}$, the optimization problem becomes

$$
\begin{align*}
& J\left(\hat{x}_{H}, \hat{\sigma}_{H}\right)=\min _{\bar{W}_{1}^{H}, \alpha_{1}^{H}} \sum_{k=1}^{H} g\left(\hat{x}_{k}, \hat{\sigma}_{k}, \bar{w}_{k}, \alpha_{k}, y_{k}\right)  \tag{3.10}\\
& +h\left(\hat{x}_{0}, \hat{\sigma}_{0}, \bar{x}_{0}\right), \\
& \text { s.t. } \hat{x}_{k}=A_{\hat{\sigma}_{k}} \hat{x}_{k-1}+B_{\hat{\sigma}_{k}} u_{k-1}+G_{\hat{\sigma}_{k}} \bar{w}_{k} \text {, }
\end{align*}
$$

where $\bar{W}_{1}^{H}:=\left(\bar{w}_{1}, \ldots, \bar{w}_{H}\right), \alpha_{1}^{H}:=\left(\alpha_{1}, \ldots, \alpha_{H}\right)$ and

$$
\begin{gather*}
g\left(\hat{x}_{k}, \hat{\sigma}_{k}, \bar{w}_{k}, \alpha_{k}, y_{k}\right)=\frac{1}{2}\left[\left\|\bar{w}_{k}\right\|_{\mathcal{Q}_{\hat{\sigma}_{k}}^{-1}}^{2}+\beta_{\hat{\sigma}_{k}}^{w}+\beta_{\hat{\sigma}_{k}}^{v}\right. \\
\left.\quad+\left\|y_{k}-C_{\hat{\sigma}_{k}} \hat{x}_{k}-D_{\hat{\sigma}_{k}} u_{k}\right\|_{\mathcal{R}_{\hat{\sigma}_{k}}^{-1}}^{2}+2 \ell_{\hat{\sigma}_{k}, \alpha_{k}}\right]  \tag{3.11}\\
h\left(\hat{x}_{0}, \hat{\sigma}_{0}, \bar{x}_{0}\right)=\ell_{\hat{\sigma}_{0}}+\frac{1}{2}\left\|\hat{x}_{0}-\bar{x}_{0}\right\|_{P_{0}^{-1}}^{2} . \tag{3.12}
\end{gather*}
$$

After the minimization one can find

$$
\begin{equation*}
\left(\hat{x}_{H}, \hat{\sigma}_{H}\right)=\underset{\hat{x}_{H}, \hat{\sigma}_{H}}{\arg \min } J\left(\hat{x}_{H}, \hat{\sigma}_{H}\right) \tag{3.13}
\end{equation*}
$$

and iterate backwards for $k \in\{H-1, \ldots, 1,0\}$

$$
\begin{align*}
& \hat{x}_{k}=A_{\hat{\sigma}_{k+1}}^{-1}\left(\hat{x}_{k+1}-B_{\hat{\sigma}_{k+1}} u_{k}-G_{\hat{\sigma}_{k+1}} \bar{w}_{k+1}\right),  \tag{3.14}\\
& \hat{\sigma}_{k}=\alpha_{k+1} \tag{3.15}
\end{align*}
$$

to find the state and mode histories.
The optimal control problem in (3.10) can be solved using dynamic programming, which consists of the following steps:

1. Start with the arrival cost for $k=0$, defined as

$$
\begin{equation*}
J_{0}\left(\hat{x}_{0}, \hat{\sigma}_{0}\right)=h\left(\hat{x}_{0}, \hat{\sigma}_{0}, \bar{x}_{0}\right) \tag{3.16}
\end{equation*}
$$

2. For $k \in\{1, \ldots, H\}$, compute the arrival cost

$$
\begin{align*}
J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)=\min _{\bar{w}_{k}, \alpha_{k}} & \left\{g\left(\hat{x}_{k}, \hat{\sigma}_{k}, \bar{w}_{k}, \alpha_{k}, y_{k}\right)\right. \\
& \left.+J_{k-1}\left(A_{\hat{\sigma}_{k}}^{-1}\left(\hat{x}_{k}-B_{\hat{\sigma}_{k}} u_{k-1}-G_{\hat{\sigma}_{k}} \bar{w}_{k}\right), \alpha_{k}\right)\right\} . \tag{3.17}
\end{align*}
$$

Then $J$ in (3.10) equals the arrival cost $J_{H}$. An expression for the cost function $J_{k}$ can be found using the following proposition. Let $\mathcal{E}_{k}$ denote the set of all possible mode histories up to time $k$, i.e.

$$
\begin{equation*}
\mathcal{E}_{k}:=\left\{\mathcal{T}_{k}^{1}, \mathcal{T}_{k}^{2}, \ldots, \mathcal{T}_{k}^{n \varepsilon_{k}}\right\} \tag{3.18}
\end{equation*}
$$

where $n_{\mathcal{E}_{k}}=s^{k}$ is the cardinality of the set $\mathcal{E}_{k}$, and

$$
\begin{equation*}
\mathcal{T}_{k}^{i}=\left\{\hat{\sigma}_{0}^{i}, \hat{\sigma}_{1}^{i}, \ldots, \hat{\sigma}_{k-1}^{i}\right\}, \quad i \in\left\{1, \ldots, s^{k}\right\} \tag{3.19}
\end{equation*}
$$

denotes the $i^{\text {th }}$ possible mode history from time 0 to time $k-1$, where $\hat{\sigma}_{k}^{j} \in S$ for every $j \in\left\{1, \ldots, s^{k}\right\}$.
Proposition 3.1. The arrival cost $J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)$ is given by

$$
\begin{equation*}
J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)=\min _{\mathcal{T} \in \mathcal{E}_{k}} \frac{1}{2}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \tag{3.20}
\end{equation*}
$$

where for each $\mathcal{T} \in \mathcal{E}_{k}, \Pi_{\mathcal{T}}=\left(P_{k \mid k}\right)^{-1}, \gamma_{\mathcal{T}}=c_{k}, \hat{x}_{k \mid k}^{\mathcal{T}}=\hat{x}_{k \mid k}$ and $\hat{x}_{k \mid k}, c_{k}, P_{k \mid k}$ are obtained by iterating

$$
\begin{equation*}
\hat{x}_{0 \mid 0}=\bar{x}_{0}, \quad P_{0 \mid 0}=P_{0}, \quad c_{0}=\ell_{\hat{\sigma}_{0}} \tag{3.21a}
\end{equation*}
$$

and, for $j \in\{0, \ldots, k-1\}$,

$$
\begin{align*}
\hat{x}_{j+1 \mid j} & =A_{\hat{\sigma}_{j+1}} \hat{x}_{j \mid j}+B_{\hat{\sigma}_{j+1}} u_{j},  \tag{3.21b}\\
P_{j+1 \mid j} & =A_{\hat{\sigma}_{j+1}} P_{j \mid j} A_{\hat{\sigma}_{j+1}}^{\top}+\mathcal{Q}_{\hat{\sigma}_{j+1}},  \tag{3.21c}\\
L_{j+1} & =\left(\mathcal{R}_{\hat{\sigma}_{j+1}}+C_{\hat{\sigma}_{j+1}} P_{j+1 \mid j} C_{\hat{\sigma}_{j+1}}^{\top}\right)^{-1},  \tag{3.21d}\\
K_{j+1}= & P_{j+1 \mid j} C_{\hat{\sigma}_{j+1}}^{\top} L_{j+1},  \tag{3.21e}\\
e_{j+1}= & y_{j+1}-C_{\hat{\sigma}_{j+1}} \hat{x}_{j+1 \mid j}-D_{\hat{\sigma}_{j+1}} u_{j+1}  \tag{3.21f}\\
\hat{x}_{j+1 \mid j+1}= & \hat{x}_{j+1 \mid j}+K_{j+1} e_{j+1},  \tag{3.21~g}\\
P_{j+1 \mid j+1}= & P_{j+1 \mid j}-K_{j+1} C_{\hat{\sigma}_{j+1}} P_{j+1 \mid j},  \tag{3.21h}\\
c_{j+1}= & \frac{1}{2}\left\|e_{j+1}\right\|_{L_{j+1}}^{2}+\ell_{\hat{\sigma}_{j+1}, \hat{\sigma}_{j}} \\
& \quad+\frac{1}{2}\left(\beta_{\hat{\sigma}_{j+1}}^{w}+\beta_{\tilde{\sigma}_{j+1}}^{v}\right)+c_{j} \tag{3.21i}
\end{align*}
$$

The proof follows by establishing by induction that (3.16), (3.17) takes the form (3.20). It is omitted for the sake of brevity, however a similar proof can be found in [76].

Note that it follows from Proposition 3.1 that one can run a Kalman filter for each possible mode history in $\mathcal{E}_{k}$ and choose the one with the lowest cost to provide the state estimate. However, the cardinality of the set $\mathcal{E}_{k}$ grows exponentially with increasing $k$, which makes computing the optimal solution intractable for any reasonably large $k$.

Remark 3.2. Note that the obtained expression for the cost-to-go requires the minimization over all possible mode histories and that by taking the minimum of the cost over all possible mode histories it only depends on $\hat{x}_{k}$ and $\hat{\sigma}_{k}$ and not on the actual or any other specific mode history.

Remark 3.3. Note that the cost (3.20) is not necessarily positive since $\beta_{i}^{w}$ and $\beta_{i}^{v}$ might be negative which may lead to negative $\gamma_{\mathcal{T}}$ obtained from (3.21i). However, the problem can always be scaled to enforce that $\beta_{i}^{w}$ and $\beta_{i}^{v}$ are positive for every $i \in S$, which leads to positive $\gamma_{\mathcal{T}}$ and positive cost (3.20). In fact, applying the transformation $z \rightarrow \zeta z, \zeta \in \mathbb{R}$, to all the variables $x_{k}, w_{k}, u_{k}$, $k \in N_{0}$ and $y_{k}, v_{k}, k \in N$ an equivalent JMAP problem is obtained, where (3.1) holds for the transformed variables but with $Q \rightarrow \mathbb{E}\left[\zeta w_{k} \zeta w_{k}^{\top}\right]=\zeta^{2} Q$ and $R \rightarrow \mathbb{E}\left[\zeta v_{k} \zeta v_{k}^{\top}\right]=\zeta^{2} R$ leading to $\beta_{i}^{w} \rightarrow \beta_{i}^{w}+2 n \log (\zeta)$ and $\beta_{i}^{v} \rightarrow \beta_{i}^{v}+2 r \log (\zeta)$. By choosing $\zeta>1$ sufficiently large, it can be ensured that $\beta_{i}^{w}$ and $\beta_{i}^{v}$ are positive for every $i \in S$ and that the cost (3.20) is positive. Note that after using the proposed method, the obtained estimates can always be scaled back to the original variable dimensions.

The previous remark justifies the following assumption, which can be made without loss of generality
Assumption 3.4. For every $i \in S, \beta_{i}^{w}>0, \beta_{i}^{v}>0$ and thus $J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)>0$, $\forall k$.

### 3.4 Proposed approximate method

A technique from approximate dynamic control, known as relaxed dynamic programming [129], is employed in order to find an approximate solution to (3.20) . The idea of relaxed dynamic programming is to find simple functions to approximate $J_{k}$. In this chapter the following functions $V_{0}\left(\hat{x}_{0}, \hat{\sigma}_{0}\right)=J_{0}\left(\hat{x}_{0}, \hat{\sigma}_{0}\right)$ are considered, and, for $k \in\{1, \ldots, H\}$,

$$
\begin{equation*}
V_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)=\min _{\mathcal{T} \in \mathcal{P}_{k}} \frac{1}{2}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \tag{3.22}
\end{equation*}
$$

where $\mathcal{P}_{k} \subseteq \mathcal{E}_{k}$ can be seen as a pruned version of $\mathcal{E}_{k}$, where certain mode histories are discarded, thus reducing the complexity of the solution.

In order to achieve this, let

$$
\begin{equation*}
\mathcal{C}_{k}:=\left\{\left(\mathcal{T}_{k-1}, \alpha_{k}\right) \mid \mathcal{T}_{k-1} \in \mathcal{P}_{k-1}, \alpha_{k} \in S\right\}, \tag{3.23}
\end{equation*}
$$

denote the set containing all possible mode histories at time $k$ considering the mode histories at $k-1$ that were not removed during pruning.

One first approach to prune, which would still ensure optimality, could be the following procedure:

## Pruned Dynamic Programming procedure

1. Initialize $\mathcal{P}_{k}$ as empty.
2. Take the element (mode history) $\overline{\mathcal{T}}$ in $\mathcal{C}_{k} \backslash \mathcal{P}_{k}$ with the smallest $\gamma_{\overline{\mathcal{T}}}$ and check if it satisfies

$$
\begin{align*}
& \frac{1}{2}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \Pi_{\overline{\mathcal{T}}}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\overline{\mathcal{T}}} \geq \\
& \quad \min _{\mathcal{T} \in \mathcal{P}_{k}} \frac{1}{2}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}}, \forall x_{k} \in \mathbb{R}^{n} . \tag{3.24}
\end{align*}
$$

3. If (3.24) is not satisfied, then add the mode history $\overline{\mathcal{T}}$ of $\mathcal{C}_{k}$ to $\mathcal{P}_{k}$. If there are no more elements in $\mathcal{C}_{k}$, then stop, otherwise go to step 2.

Note that to facilitate step 2 the elements in $\mathcal{C}_{k}$ can be ordered initially with increasing values of $\gamma_{\mathcal{T}}$. This entails first putting the mode history corresponding to the lowest cost into the pruned set, after which for each remaining mode history it is checked if it is worse for all $x_{k}$. If this is the case, that specific mode history can be discarded while still ensuring that $V_{k}$ will be equal to $J_{k}$. This follows by the principle of optimality (the tail of an optimal path is also optimal), which in this case translates to: if a mode sequence is redundant at step $k$ of the dynamic programming algorithm, then it is a redundant tail of any mode sequence at steps $k+1, \ldots, H$.

Note that this procedure may not result in much pruning, since a mode history that is worse for all $x_{k}$ may not exist. In order to relax this, the optimal arrival cost is no longer desired, but rather the set $\mathcal{P}_{k}$ is iteratively chosen in such a way that the approximated arrival cost function $V_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)$ is always within a factor $\epsilon \geq 0$ of the optimal function $J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)$, for every $\hat{x}_{k}$ and $\hat{\sigma}_{k}$, i.e.,

$$
\begin{equation*}
J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) \leq V_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) \leq(1+\epsilon) J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right), \forall \hat{x}_{k}, \hat{\sigma}_{k} \tag{3.25}
\end{equation*}
$$

For (3.25) to make sense it needs to be ensured that the cost $J_{k}$ is positive, which can be assumed without loss of generality as mentioned in Remark 3.3.

In order to choose the set $\mathcal{P}_{k}$ such that (3.25) holds, let

$$
\begin{aligned}
U_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) & :=\min _{\alpha_{k} \in S} \min _{\bar{w}_{k}}(1+\epsilon) g\left(\hat{x}_{k}, \hat{\sigma}_{k}, \bar{w}_{k}, \alpha_{k}, y_{k}\right) \\
& +V_{k-1}\left(A_{\hat{\sigma}_{k}}^{-1}\left(\hat{x}_{k}-B_{\hat{\sigma}_{k}} u_{k-1}-G_{\hat{\sigma}_{k}} \bar{w}_{k}\right), \alpha_{k}\right), \\
& =\min _{\mathcal{T} \in \mathcal{C}_{k}} \frac{1}{2}\left(\hat{x}_{k}-\bar{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \bar{\Pi}_{\mathcal{T}}\left(\hat{x}_{k}-\bar{x}_{k \mid k}^{\mathcal{T}}\right)+\bar{\gamma}_{\mathcal{T}},
\end{aligned}
$$

where for each $\mathcal{T}=\left(\hat{\sigma}_{0}, \ldots, \hat{\sigma}_{k-2}, \alpha_{k}\right) \in \mathcal{C}_{k}, \bar{\Pi}_{\mathcal{T}}=\left(\bar{P}_{k \mid k}\right)^{-1}, \bar{\gamma}_{\mathcal{T}}=\bar{c}_{k}, \bar{x}_{k \mid k}^{\mathcal{T}}=$ $\bar{x}_{k \mid k}$ and $\bar{x}_{k \mid k}, \bar{c}_{k}, \bar{P}_{k \mid k}$ are obtained by computing for $j=k-1$

$$
\begin{align*}
\bar{x}_{j+1 \mid j} & =A_{\hat{\sigma}_{j+1}} \hat{x}_{j \mid j}+B_{\hat{\sigma}_{j+1}} u_{j},  \tag{3.26a}\\
\bar{P}_{j+1 \mid j} & =A_{\hat{\sigma}_{j+1}} P_{j \mid j} A_{\hat{\sigma}_{j+1}}^{\top}+\psi^{-1} \mathcal{Q}_{\hat{\sigma}_{j+1}},  \tag{3.26b}\\
\bar{L}_{j+1} & =\left(\psi^{-1} \mathcal{R}_{\hat{\sigma}_{j+1}}+C_{\hat{\sigma}_{j+1}} \bar{P}_{j+1 \mid j} C_{\hat{\sigma}_{j+1}}^{\top}\right)^{-1}  \tag{3.26c}\\
\bar{K}_{j+1}= & \bar{P}_{j+1 \mid j} C_{\hat{\sigma}_{j+1}}^{\top} \bar{L}_{j+1},  \tag{3.26d}\\
\bar{e}_{j+1}= & y_{j+1}-C_{\hat{\sigma}_{j+1}} \bar{x}_{j+1 \mid j}-D_{\hat{\sigma}_{j+1}} u_{j+1}  \tag{3.26e}\\
\bar{x}_{j+1 \mid j+1}= & \bar{x}_{j+1 \mid j}+\bar{K}_{j+1} \bar{e}_{j+1},  \tag{3.26f}\\
\bar{P}_{j+1 \mid j+1}= & \bar{P}_{j+1 \mid j}-\bar{K}_{j+1} C_{\hat{\sigma}_{j+1}} \bar{P}_{j+1 \mid j},  \tag{3.26~g}\\
\bar{c}_{j+1}= & \frac{1}{2}\left\|\bar{e}_{j+1}\right\|_{\bar{L}_{j+1}}^{2}+\psi \ell_{\hat{\sigma}_{j+1}, \hat{\sigma}_{j}}  \tag{3.26h}\\
& \quad+\frac{1}{2} \psi\left(\beta_{\hat{\sigma}_{j+1}^{i}}^{w}+\beta_{\hat{\sigma}_{j+1}^{i}}^{v}\right)+c_{j}
\end{align*}
$$

with $\psi=(1+\epsilon)$ and $\hat{x}_{j \mid j}, P_{j \mid j}, c_{j}$ are obtained by iterating the recursion (3.21a)(3.21i) for $j \in\{0, \ldots, k-2\}$. The function $U_{k}$ coincides with $V_{k}$ when $\epsilon=0$. However, this function is defined with an extra cost term for the running cost $g$ when $\epsilon>0$.

At each timestep $k$, the set $\mathcal{P}_{k}$ is a pruned version of the set $\mathcal{C}_{k}$ obtained as follows:

## Relaxed Dynamic Programming procedure

1. Initialize $\mathcal{P}_{k}$ as empty.
2. Take the element (mode history) $\overline{\mathcal{T}}$ in $\mathcal{C}_{k} \backslash \mathcal{P}_{k}$ with the smallest $\gamma_{\overline{\mathcal{T}}}$ and check if it satisfies

$$
\begin{align*}
& \frac{1}{2}\left(x_{k}-\bar{x}_{k \mid k}^{\overline{\mathcal{T}}}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}}\left(x_{k}-\bar{x}_{k \mid k}^{\overline{\mathcal{T}}}\right)+\bar{\gamma}_{\mathcal{T}} \geq \\
& \quad \min _{\mathcal{T} \in \mathcal{P}_{k}} \frac{1}{2}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(x_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}}, \forall x_{k} \in \mathbb{R}^{n} . \tag{3.27}
\end{align*}
$$

3. If (3.27) is not satisfied, then add the mode history $\overline{\mathcal{T}}$ of $\mathcal{C}_{k}$ to $\mathcal{P}_{k}$. If there are no more elements in $\mathcal{C}_{k}$, then stop, otherwise go to step 2.

This can be viewed as performing the same procedure as in (3.24), but using the cost including the $(1+\epsilon)$ factor calculated using (3.26a)-(3.26h). The next result shows that this procedure guarantees that (3.25) is met.

Theorem 3.5. Suppose that Assumption 3.4 holds and let $V_{k}$ be defined by (3.22) with the set $\mathcal{P}_{k}$ obtained from the procedure (3.27). Then (3.25) holds.

Proof. Using induction, $V_{0}\left(\hat{x}_{0}, \hat{\sigma}_{0}\right)=J_{0}\left(\hat{x}_{0}, \hat{\sigma}_{0}\right)$ and assuming

$$
V_{k-1}\left(\hat{x}_{k-1}, \hat{\sigma}_{k-1}\right) \leq(1+\epsilon) J_{k-1}\left(\hat{x}_{k-1}, \hat{\sigma}_{k-1}\right)
$$

then

$$
\begin{aligned}
& U_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) \leq \min _{\alpha_{k} \in S} \min _{\bar{w}_{k}}(1+\epsilon) g\left(\hat{x}_{k}, \hat{\sigma}_{k}, \bar{w}_{k}, \alpha_{k}, y_{k}\right) \\
&+(1+\epsilon) J_{k-1}\left(A_{\hat{\sigma}_{k}}^{-1}\left(\hat{x}_{k}-B_{\hat{\sigma}_{k}} u_{k-1}-G_{\hat{\sigma}_{k}} \bar{w}_{k}\right), \alpha_{k}\right) \\
&=(1+\epsilon) J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)
\end{aligned}
$$

It is clear, from the definition of $U_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)$, that

$$
\min _{\mathcal{T} \in \mathcal{C}_{k}} \frac{1}{2}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)^{\boldsymbol{\top}} \Pi_{k}^{\mathcal{T}}\left(\hat{x}_{k}-\hat{x}_{k \mid k}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \leq U_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)
$$

and due to the inclusion of the element with the lowest cost in $\mathcal{C}_{k}$ into $\mathcal{P}_{k}$ according to (3.27), the set $\mathcal{C}_{k}$ can be replaced by the set $\mathcal{P}_{k}$ in the last inequality, obtaining

$$
V_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) \leq U_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right) \leq(1+\epsilon) J_{k}\left(\hat{x}_{k}, \hat{\sigma}_{k}\right)
$$

which concludes the proof.
This implies that at each time step the joint log-likelihood of the state and mode sequence estimate is within a factor $\epsilon$ of the optimal joint log-likelihood. If this procedure is conducted for $\epsilon=0$ the procedure in (3.24) is obtained and the optimal sequence is guaranteed, but the complexity (number of hypotheses or cardinality of $\mathcal{P}_{k}$ ) grows exponentially with time $k$. This will also be the case for sufficiently small $\epsilon$, making it impossible to bound the complexity of the method for a general $\epsilon$. However, simulations (see Section 3.5) show that when $\epsilon$ is sufficiently large the number of hypotheses remains bounded and small even for large time spans, as also reported in [129]. It is, however, hard to provide results on if this is the case in general and, if so, how large $\epsilon$ should be.

Testing (3.27) might in general be hard. Alternatively, a tighter bound is proposed, resulting in less pruning, but simpler to test. This test is given in terms of the following linear matrix inequalities (LMIs)

$$
\begin{equation*}
\exists \tau_{j} \geq 0, \text { such that } \sum_{j=1}^{n_{\mathcal{P}_{k}}} \tau_{j}=1 \text { and } \bar{Z} \geq \sum_{j=1}^{n_{\mathcal{P}_{k}}} \tau_{j} Z_{j} \tag{3.28}
\end{equation*}
$$

where $n_{\mathcal{P}_{k}}$ denotes the cardinality of the set $\mathcal{P}_{k}$ and

$$
\begin{aligned}
\bar{Z} & =\left[\begin{array}{cc}
\bar{\Pi}_{\overline{\mathcal{T}}} & -\bar{\Pi}_{\overline{\mathcal{T}}} \bar{x}_{k \mid k}^{\overline{\mathcal{T}}} \\
-\left(\bar{x}_{k \mid k}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}} & \left(\bar{x}_{k \mid k} \overline{\mathcal{T}}^{\top} \bar{\Pi}_{\overline{\mathcal{T}}} \bar{x}_{k \mid k}^{\bar{T}}+2 \bar{\gamma}_{\overline{\mathcal{T}}}\right.
\end{array}\right], \\
Z_{j} & =\left[\begin{array}{cc}
\Pi_{\mathcal{T}_{j}} & -\Pi_{\mathcal{T}_{j}} \hat{x}_{k \mid k}^{\mathcal{T}_{j}} \\
-\left(\hat{x}_{k \mid k}^{\mathcal{T}_{j}}\right)^{\top} \Pi_{\mathcal{T}_{j}} & \left(\hat{x}_{k \mid k}^{\mathcal{T}_{j}}\right)^{\top} \Pi_{\mathcal{T}_{j}} \hat{x}_{k \mid k}^{\mathcal{T}_{j}}+2 \gamma_{\mathcal{T}_{j}}
\end{array}\right],
\end{aligned}
$$

with $\mathcal{T}_{j}$ the sequences in $\mathcal{P}_{k}$, i.e., $\mathcal{P}_{k}=\left\{\mathcal{T}_{1}, \ldots, \mathcal{T}_{n_{\mathcal{P}_{k}}}\right\}$. If this new check holds then (3.27) holds (the converse is not in general true). This can be quickly seen by noting that if (3.28) holds, then, for every $z \in \mathbb{R}^{n+1}$

$$
z^{\top} \bar{Z}_{z} \geq z^{\top} \sum_{j=1}^{n_{\mathcal{P}_{k}}} \tau_{j} Z_{j} z \geq \min _{j} z^{\top} Z_{j} z
$$

must hold and therefore, considering $z=\left[\begin{array}{ll}x_{k}^{\top}, & 1\end{array}\right]^{\top}$, it is concluded that (3.27) must hold as well.

This procedure amounts to checking $n_{\mathcal{P}_{k}}$ LMIs for each element in $\mathcal{C}_{k}$, which in the worst case results in a total of $\frac{1}{2}\left(n_{\mathcal{C}_{k}}^{2}-n_{\mathcal{C}_{k}}\right)$ LMIs to be checked at each timestep, which might be computationally hard to do online. A simpler alternative is to search for a single mode sequence that has less cost for all $x_{k}$. This entails checking if

$$
\begin{equation*}
\exists i \in\left\{1, \ldots, n_{\mathcal{P}_{k}}\right\}, \text { s.t. } \bar{Z} \geq Z_{i} \tag{3.29}
\end{equation*}
$$

which is easily verified, but could result in an (unnecessarily) large amount of hypotheses being maintained.

Remark 3.6. Note that the guarantee (3.25) in Theorem 1 concerns the negative log-likelihood as in (3.7) and not the likelihood itself as in (3.6). In order to translate (3.25) to a guarantee in terms of the likelihood, let

$$
L^{*}=\max \operatorname{Pr}\left\{Y_{1}^{H}, \hat{X}_{0}^{H} \mid \hat{\Sigma}_{0}^{H}\right\} \operatorname{Pr}\left\{\hat{\Sigma}_{0}^{H}\right\}
$$

be the right hand side of (3.6) corresponding to the optimal cost $J$ and let $L$ be the value obtained by the proposed relaxed dynamic programming method corresponding to $V$. The costs are then $J=-\log \left(L^{*}\right)-c$ and $V=-\log (L)-c$, where $c=c_{0}+c_{1}+c_{2}$ is a positive constant due to the terms neglected in (3.9). Then, the method guarantees

$$
-\log \left(L^{*}\right)-c \leq-\log (L)-c \leq(1+\epsilon)\left(-\log \left(L^{*}\right)-c\right)
$$

which implies $L^{*^{1+\epsilon}} e^{\epsilon c} \leq L \leq L^{*}$ (Ass. 3.4 implies $L^{*}<1$ ).

### 3.5 Simulations

In order to demonstrate the effectiveness of the proposed approach, two examples are considered: a random walk model subject to measurement failures and the tracking of multiple targets ${ }^{1}$.

### 3.5.I Example i: System subject to measurement failures

Consider a scalar random walk model subject to measurement failures given by

$$
\begin{aligned}
x_{k+1} & =x_{k}+w_{k} \\
y_{k} & =x_{k}+H_{\sigma_{k}} v_{k}
\end{aligned}
$$

where $\sigma_{k} \in S=\{1,2\}, H_{1}=20, H_{2}=1$, and the mode sequence probabilities follow probability transition matrix $\Gamma=\left[\rho_{i j}\right]$ with $\rho_{11}=0.15, \rho_{12}=0.4, \rho_{21}=$ $0.85, \rho_{22}=0.6$.

For this model $N_{M C}=50$ Monte-Carlo simulations are performed, each with a horizon of $H=12$. The proposed methods using the LMI check in (3.28) (LMI) and using the loosened check of (3.29) (PosDef) are compared to the expectation maximization (EM) algorithm adapted from [130] and the time varying KF algorithm using the true mode sequence (KF) to the optimal cost for varying values of $\epsilon$. The results are shown in Figure 3.1, where from the top figure it can be observed that the proposed methods manage to find the optimal cost for $\epsilon=0$ as expected from (3.25) and that they perform better than both the EM and the KF algorithms. Moreover, they achieve the same cost, which stays well below the $(1+\epsilon)$ bound. In the bottom figure it becomes clear that the loosened check of (3.29) only retains more hypotheses for low $\epsilon$, and by looking at the computation times displayed in Figure 3.2 it is concluded that for this problem the larger amount of hypotheses retained does not outweigh the reduced computation times.

### 3.5.2 Example 2: Multiple model tracking (MMT)

Consider a discretized version of a target moving in a 2 dimensional ( $x, y$ ) space according to

$$
\begin{aligned}
x_{k+1} & =A_{\sigma_{k+1}} x_{k}+w_{k}, \\
y_{k} & =C x_{k}+v_{k},
\end{aligned}
$$

where the state is given by $x=\left[p_{\mathrm{x}}, v_{\mathrm{x}}, p_{\mathrm{y}}, v_{\mathrm{y}}\right]^{\top}$, with $p_{\mathrm{x}}, p_{\mathrm{y}}$ and $v_{\mathrm{x}}, v_{\mathrm{y}}$ denoting the position and velocity in ( $\mathrm{x}, \mathrm{y}$ ) direction, respectively. The measurements are the position in x and y , so that $C=\left[e_{1}^{\top} e_{3}^{\top}\right]^{\top}, e_{1}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]$, $e_{3}=\left[\begin{array}{lll}0 & 1 & 1\end{array}\right]$ and $w_{k} \in \mathcal{N}(0,0.001 I), v_{k} \in \mathcal{N}(0,0.01 I)$. For the motion the model is considered
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Figure 3.1: (top) The cost of several algorithms scaled to the optimal cost. (bottom) The sum of the number of hypotheses that are retained at each time step by the proposed two methods.


Figure 3.2: Computation times for example 1.
to have three operating modes $\sigma_{k} \in S=\{1,2,3\}$ and the modes consist of a constant velocity, positive constant turn rate $\omega$ and negative constant turn rate

Table 3.1: RMS and mode identification results for example 2

| Algorithm | $p_{x}[\mathrm{~m}]$ | $v_{x}[\mathrm{~m} / \mathrm{s}]$ | $p_{y}[\mathrm{~m}]$ | $v_{y}[\mathrm{~m} / \mathrm{s}]$ | Mode [\%] |
| :--- | :---: | :---: | :---: | :---: | :---: |
| KF | 0.0413 | 0.0771 | 0.0411 | 0.0764 | 100 |
| PosDef | 0.0467 | 0.1812 | 0.0462 | 0.1813 | 67.9 |
| EM | 0.0613 | 0.3437 | 0.0614 | 0.3440 | 38.2 |
| IMM | 0.0804 | 0.3969 | 0.0792 | 0.3916 | 48.0 |

$-\omega$ model, respectively. For the constant velocity model,

$$
A_{1}=\left[\begin{array}{ll}
A_{C V} & 0_{2 \times 2} \\
0_{2 \times 2} & A_{C V}
\end{array}\right], \quad A_{C V}=\left[\begin{array}{ll}
1 & \tau \\
0 & 1
\end{array}\right]
$$

where $\tau=0.1$ is the sample time and for the constant turn rate model, $A_{2}=$ $A_{C T}(-\omega), A_{3}=A_{C T}(\omega)$, where

$$
A_{C T}(\omega)=\left[\begin{array}{cccc}
1 & \frac{\sin (\omega \tau)}{\omega} & 0 & -\frac{1-\cos (\omega \tau)}{\omega} \\
0 & \cos (\omega \tau) & 0 & -\sin (\omega \tau) \\
0 & \frac{1-\cos (\omega \tau)}{\omega} & 1 & \frac{\sin (\omega \tau)}{\omega} \\
0 & \sin (\omega \tau) & 0 & \cos (\omega \tau)
\end{array}\right]
$$

The transition probability matrix and initial probabilities are

$$
\Gamma=\left[\begin{array}{ccc}
0.85 & 0.1 & 0.05 \\
0.1 & 0.8 & 0.1 \\
0.05 & 0.1 & 0.85
\end{array}\right], \quad\left[\begin{array}{c}
\rho_{1} \\
\rho_{2} \\
\rho_{3}
\end{array}\right]=\left[\begin{array}{c}
0.6 \\
0.2 \\
0.2
\end{array}\right] .
$$

The other parameters are $\epsilon=0.5, \omega=2$ and a scaling of $\zeta=100$ was used to have a positive cost.

This model is simulated for $N_{M C}=500$ Monte-Carlo simulations, each with a length of $H=100$, comparing the estimation errors for the proposed algorithm using the check in (3.29), a time-varying Kalman filter using the true mode sequence, the expectation maximization algorithm and the interactive multiple model (IMM) filter [17]. Although the last algorithm only provides estimates of the current state, as opposed to both the state and mode sequence over the whole horizon, it is used in this comparison because it is commonly used for MMT. An instance of one of the simulations is shown in Figure 3.3. The results are displayed in Table 3.1, showing the RMS errors of all 4 states for each algorithm, as well as the mode identification results, displayed as a percentage of correct estimates of the true mode. From these it becomes clear that the proposed method outperforms both the EM and IMM algorithms, having a smaller RMS error for each state as well as a larger percentage of correctly identified modes. The performance of the proposed methods is similar to the KF with respect to position, but is significantly worse for velocity. This is because the


Figure 3.3: Position estimate results for example 2.
measurements cover only position, so that incorrect identification of the mode results in incorrect prediction, which influences mainly the velocity estimates as they are not directly corrected by the measurements.

### 3.6 Conclusions \& Future Work

In this chapter novel methods for obtaining the JMAP estimate of the state and mode sequence of MJLS have been presented that use relaxed dynamic programming. By employing RDP the estimates are guaranteed to be within an $\epsilon$ bound of the optimal joint log-likelihood. Furthermore, provided two methods to perform the pruning have been provided: one based on LMIs and a simpler, and often faster, check that prunes based on the positive definiteness of a matrix. Simulation results show the effectiveness of both methods on two examples as well as the advantage of the method compared to the well-known expectation maximization technique.

Future work includes the investigation of the robustness of the method against uncertainties in the transition probabilities and exploring other methods of pruning the hypotheses.

## ChAPTER 4

## System Identification for Markov Jump Linear Systems

This chapter tackles the problem of identifying the parameters of a class of stochastic switched systems, where the active subsystem is determined by a Markov chain. This class includes autoregressive models with exogenous inputs (ARX) for which the parameters switch according to a Markov chain and general Markov Jump Linear Systems (MJLSs) with full-state information. The transition probabilities of the Markov chain are assumed to be known, but the active subsystem is unknown. A recursive identification method for the joint maximum a posteriori probability estimate of these parameters and of the unknown mode is proposed relying on relaxed dynamic programming. The method is guaranteed to provide an estimate whose joint posteriori probability is within a constant factor of that of the optimal estimate while reducing the computational complexity. The advantages and disadvantages of this method with respect to the standard Expectation-Maximization (EM) algorithm are discussed and a numerical example is provided.
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## 4.I Introduction

Switched (and hybrid) systems [126] extend traditional linear and non-linear systems and are characterized by a set of subsystems among which the system switches abruptly during operation. Extensive research has been conducted on these systems in recent decades. One of the considered challenges has been system identification. Several identification techniques are now available that consider broad classes of systems and more specific ones. See, for example, $[36,101,163,27,93]$ and [118], for a recent book on this subject. A particularly interesting class is that of switched autoregressive systems with exogenous inputs (sARX), where the system parameters switch arbitrarily among a finite set of values [163, 202]; the active subsystem (mode) is assumed not to be known (otherwise traditional techniques can be used to identify the subsystems). Recursive identification methods, interesting in many contexts such as adaptive control and well-established for traditional ARX, are also available for sARX [202].

When the switching is governed by a Markov chain, these systems are referred to as Markovian Jump systems [221], also referred to here as Markov switched systems. A prominent subclass, considering linear dynamics, are Markov Jump Linear systems (MJLS) [46]. They appear often in applications such as networked control systems [12], econometrics [83], chemistry [37], among many others. The identification of Markov switched systems with unknown mode can rely on the mentioned methods for the identification of switched systems with arbitrary switching [36, 163, 202, 118], which ignore the probabilistic knowledge of the switching mechanism. However, as shown for instance in [148], by taking this knowledge into account, more efficient identification methods can naturally be obtained.

The literature on the identification of Markov switched systems is tied in with the Expectation Maximization (EM) algorithm, a suboptimal approach for maximum likelihood (or maximum a posteriori probability) problems with unobserved variables. For some classes of systems analytic solutions for parameter identification can be found by using the EM algorithm. These include:
(A) switched ARX with switching governed by a Markov chain, see [99, 37] for the EM analytic expressions.
(B) non-linear Markov jump linear systems with subsystem dynamics that affinely depend on a set of known state and control dependent features and the coefficients of the affine combination are unknown; the expressions for the EM algorithm without considering external control inputs can be found in [18].
(C) Markov jump linear systems with full state information, which are special cases of (B).

Only a few exceptions in the literature do not rely on the EM algorithm when considering these models, see, e.g., [92]. For more general classes including MJLS with partial information [16, 15, 189, 41], auto-regressive moving-average with exogenous inputs (ARMAX) systems [25], non-linear Jump Markov systems [164], one must rely on numerical alternatives to the EM algorithm such as Gibbs sampling or more generally Monte-Carlo Markov chain (MCMC) methods. The transition matrix of the Markov chain is sometimes considered to be unknown and in other cases known.

While it is remarkable that the EM algorithm can provide an analytic solution for the mentioned classes (A, B, C), it has some shortcomings:
(i) It can get stuck in local maxima of the objective function (e.g., loglikelihood); this is a known and shared problem with the usual application of the EM algorithm in the context of finite mixture models [145] and results from the fact that the objective functions are typically multi-modal. A related issue is that the local maximum the algorithm converges to depends on parameter initialization.
(ii) It is not recursive as opposed to for instance the methods for sARX systems with arbitrary switching (see [202] as mentioned before), hampering their use in applications such as adaptive control.

The literature on handling these issues is scarce. Shortcoming (i) can be mitigated by considering the maximum a posteriori probability estimator and a good prior function on the parameters rather than the maximum likelihood estimator [18]. In turn, [74] addresses this shortcoming by devising an algorithm that iteratively learns the location of local maxima and focuses the search away from these local maxima. To the best of my knowledge, there are currently no recursive algorithms to the problem at hand. These shortcomings motivate the present paper which proposes a different method for the identification of models (A), (B), and (C).

First, a problem formulation is proposed, which encompasses the identification problems for models (A), (B) and (C), with known Markov chain transition probabilities. The goal is to find the joint maximum a posteriori probability estimator of the unknown parameters and unknown modes. However, as it will turn out, the complexity of computing this joint MAP estimator grows exponentially with the data size.

Motivated by this, a recursive method is proposed that relies on relaxed dynamic programming (see [129]), which is guaranteed to provide an estimate whose joint posteriori probability is within a constant factor of that of the optimal estimate while reducing the computational complexity. This method is borrowed from Chapter 3 and the connection will be clarified next.

The proposed method, relying on dynamic programming, is inspired by the method proposed in Chapter 3, although in the present chapter and in Chapter 3, the problems tackled are quite different. In fact, here we tackled the problem of identifying the parameters of a Markov jump linear system whereas in Chapter 3
we tackled the problem of estimating the state of a Markov jump linear system based on the output and with unknown Markov chain state. It is well-known, for standard linear time-invariant (LTI) systems represented as standard ARMAX models, that parameter identification can be carried out with Kalman filtering, which is a standard method for state estimation for LTI systems [106]. In fact, one can see the parameters of LTI systems as unknown dynamical state variables with trivial dynamics and formulate a state estimation problem to estimate these. One of the strong advantages of this method with respect to others (such as the Maximum Likelihood method) is that this leads to a recursive method for parameter estimation which can run online. We resort to a similar line of thought in this chapter and by leveraging on the results proposed in the previous chapter, we propose a new method for the system identification of a Markov jump linear system. A variant of the method proposed in Chapter 3, which can still provide guarantees on the joint posteriori probability, is also provided. Although these guarantees are much less tight, this variant shows superior performance in the provided numerical example. By providing global optimality guarantees, these methods depart from the EM algorithm, which constructs a sequence of cost improving approximations, which are prone to get stuck in local optima.

On the other hand, for the proposed method the assumption that the Markov chain transition probabilities are known is needed, which is not the case for the EM algorithm. The shortcoming of relaxed dynamic programming regarding the difficulty in predicting upfront the complexity of the method is also inherited, although in many applications it stays within acceptable levels.

Through a numerical example the effectiveness of the proposed method is shown.

The remainder of the paper is organized as follows. Section 4.2 proposes a problem formulation which encompasses the identification problems for models (A), (B) and (C) and formulates the joint MAP parameter estimation problem. Section 4.3 provides the optimal solution to the joint MAP estimation problem, showing that it is in general computationally infeasible to obtain. Section 4.4 introduces the proposed methods relying on relaxed dynamic programming. Section 4.5 discusses a numerical example and Section 4.6 provides some final remarks and conclusions.

Notation: $I_{n}$ denotes the $n \times n$ identity matrix. For vectors $u_{1}, \ldots, u_{n}$, $\left(u_{1}, \ldots, u_{n}\right):=\left[\begin{array}{lll}u_{1}^{\top} & \cdots & u_{n}^{\top}\end{array}\right]^{\top}$. Vector $\mathrm{e}_{i} \in \mathbb{R}^{m}$ denotes the ith element of the canonical basis, i.e., it is zero except at entry $i$ where it is one. The notation $w \sim$ $\mathcal{N}(v, R)$ indicates that $w$ is Gaussian distributed with mean $v$ and covariance $R$. For a symmetric matrix $M$ and a vector $v,|M|$ is the determinant and $\|x\|_{M}:=\sqrt{x^{\top} M x}$. The Kronecker product between $A$ and $B$ is denoted by $A \otimes B$.

### 4.2 Problem formulation

In this section it is shown that the identification problem for the three models (A), (B), (C) mentioned in the introduction can be written in terms of the following problem. Consider the following model

$$
\begin{equation*}
\zeta_{t}=\Gamma_{\sigma_{t}, t} \theta+w_{t}, \quad t \geq 0 \tag{4.1}
\end{equation*}
$$

where $\theta \in \mathbb{R}^{n_{\theta}}$ is a vector of parameters to be estimated and $\sigma_{t} \in \mathcal{S}:=$ $\{1,2, \ldots, m\}$ is a Markov chain with transition probabilities

$$
p_{i j}=\operatorname{Prob}\left[\sigma_{t+1}=j \mid \sigma_{t}=i\right] .
$$

The vectors $\zeta_{t} \in \mathbb{R}^{n_{\zeta}}$ are available for estimating the parameters. Moreover, the gains $\Gamma_{i, t}$, switching according to the Markov chain $i=\sigma_{t}$, can be decomposed as

$$
\Gamma_{i, t}=\mathrm{e}_{i}^{\top} \otimes x_{t}^{\top}
$$

for some vectors $x_{t} \in \mathbb{R}^{n_{x} \times n_{\zeta}}$ available for estimating the parameters, where $\mathrm{e}_{i} \in \mathbb{R}^{m}, n_{\theta}=m \times n_{x}$. The noise variables $w_{t} \in \mathbb{R}^{n_{\zeta}}$ are independent Gaussian random variables with zero mean and covariance that depends on the active mode at time $t, w_{t} \sim \mathcal{N}\left(0, R_{\sigma_{t}}\right)$, where $R_{i}$ are assumed to be positive definite. The $p_{i j}$ are assumed to be known together with the initial probabilities $p_{i}^{0}:=\operatorname{Pr}\left\{\sigma_{0}=i\right\}$, $i \in\{1, \ldots, m\}$. The problem of interest is to estimate $\theta$ from the data set

$$
\mathcal{D}=\left\{\left(\zeta_{t}, x_{t}\right) \mid t \in\{0,1, \ldots, H\}\right\}
$$

where $H$ is the size of the data set. Note that the Markov chain mode is not available in this data set.

The models (A), (B), and (C) can be written in the general form (4.1), as shown in Sections 4.2.1, 4.2.2, 4.2.3, respectively. In Section 4.2.4, the joint MAP estimation problem is formulated.

### 4.2.I sARX

Consider the following autoregressive model with exogenous inputs (ARX models):

$$
\begin{equation*}
y_{t}=\sum_{j=1}^{q} a_{j}^{\sigma_{t}} y_{t-j}+\sum_{\ell=1}^{r} b_{\ell}^{\sigma_{t}} u_{t-\ell}+w_{t} \tag{4.2}
\end{equation*}
$$

for which the unknown parameters $\left(a_{1}^{i}, \ldots, a_{q}^{i}, b_{1}^{i}, \ldots, b_{r}^{i}\right), i \in\{1,2, \ldots, m\}$ switch according to a Markov chain $\sigma_{t}$ identical to the one described before. Let us first assume that $y_{t} \in \mathbb{R}$ and $u_{t} \in \mathbb{R}$. Suppose that the following data

$$
\begin{aligned}
\mathcal{D}_{A}= & \left\{\left(y_{t}\right) \mid t \in\{-q+1, \ldots, 0,1, \ldots, H\}\right\} \\
& \cup\left\{\left(u_{t}\right) \mid t \in\{-r+1, \ldots, 0,1, \ldots, H\}\right\}
\end{aligned}
$$

is available from experiments. The goal is to estimate the parameters

$$
\theta=\left(a^{1}, b^{1}, a^{2}, b^{2}, \ldots, a^{m}, b^{m}\right)
$$

with $a^{i}=\left(a_{1}^{i}, \ldots, a_{q}^{i}\right)$ and $b^{i}=\left(b_{1}^{i}, \ldots, b_{r}^{i}\right)$ from the data in $\mathcal{D}_{A}$.
Let $\zeta_{t}=y_{t}$ and

$$
x_{t}^{\top}=\left[\begin{array}{llllll}
y_{t-1} & \cdots & y_{t-q} & u_{t-1} & \cdots & u_{t-r}
\end{array}\right] .
$$

Then (4.2) can be rewritten as (4.1) with

$$
\Gamma_{i, t}=\mathrm{e}_{i}^{\top} \otimes x_{t}^{\top}
$$

Suppose now that $y_{k} \in \mathbb{R}^{n_{y}}, u_{k} \in \mathbb{R}^{n_{u}}$, possibly for $n_{y} \geq 1$ and $n_{u} \geq 1$ and the coefficients $a_{j}^{i}, b_{j}^{i}$ in (4.2) are matrices rather than scalars; by redefining

$$
\theta=\left(\nu\left(\bar{a}^{1}\right), \nu\left(\bar{b}^{1}\right), \nu\left(\bar{a}^{2}\right), \nu\left(\bar{b}^{2}\right), \ldots, \nu\left(\bar{a}^{m}\right), \nu\left(\bar{b}^{m}\right)\right)
$$

where for $A=\left[a_{1}, a_{2}, \cdots, a_{n}\right], \nu(A)=\left[a_{1}^{\top}, a_{2}^{\top}, \cdots, a_{n}^{\top}\right]^{\top}, \bar{a}^{i}=\left[a_{1}^{i}, \cdots, a_{q}^{i}\right]$, $\bar{b}^{i}=\left[b_{1}^{i}, \cdots, b_{q}^{i}\right]$ and

$$
\Gamma_{i, t}=e_{i}^{\top} \otimes x_{t}^{\top}
$$

with

$$
x_{t}^{\top}=\left[\left[y_{t-1}^{\top} \cdots y_{t-q}^{\top}\right] \otimes I_{n_{y} q} \quad\left[u_{t-1}^{\top} \cdots u_{t-r}^{\top}\right] \otimes I_{n_{u} r}\right]
$$

(4.1) can still be obtained, where the fact that $\nu(A B C)=\left(C^{\boldsymbol{\top}} \otimes A\right) \nu(B)$ was used.

### 4.2.2 Jump Markov Non-linear systems

Consider the following class of Jump Markov Non-linear systems

$$
\begin{equation*}
\xi_{t+1}=\phi_{0}\left(\xi_{t}, u_{t}\right)+\sum_{\ell=1}^{p} \alpha_{\ell}^{\sigma_{t}} \phi_{\ell}\left(\xi_{t}, u_{t}\right)+w_{t} \tag{4.3}
\end{equation*}
$$

where $\xi_{t} \in \mathbb{R}^{n_{\xi}}$ is the state, $u_{t} \in \mathbb{R}^{n_{u}}$ is the control input,

$$
\theta:=\left(\alpha^{1}, \alpha^{2}, \ldots, \alpha^{m}\right),
$$

with $\alpha^{i}=\left(\alpha_{1}^{i}, \ldots, \alpha_{p}^{i}\right), \alpha_{j}^{i} \in \mathbb{R}$ is the set of parameters to be estimated, and $\phi_{\ell}: \mathbb{R}^{n_{\xi}} \times \mathbb{R}^{n_{u}} \rightarrow \mathbb{R}^{n_{\xi}}$ are known functions. Suppose now that the data available from experiments contains the full state, besides the control input

$$
\mathcal{D}_{B}=\left\{\left(\xi_{t}, u_{t}\right) \mid t \in\{0,1, \ldots, H\}\right\} .
$$

Then, let $\zeta_{t}=\xi_{t+1}-\phi_{0}\left(\xi_{t}, u_{t}\right), x_{t, \ell}=\phi_{\ell}\left(\xi_{t}, u_{t}\right), x_{t}^{\top}=\left[\begin{array}{lll}x_{t, 1} & \ldots & x_{t, p}\end{array}\right]$ to obtain (4.1) with

$$
\Gamma_{i, t}=e_{i}^{\top} \otimes x_{t}^{\top} .
$$

### 4.2.3 Markov Jump Linear Systems

Consider a general MJLS

$$
\xi_{t+1}=A_{\sigma_{t}} \xi_{t}+B_{\sigma_{t}} u_{t}+w_{t}
$$

where $\xi_{t} \in \mathbb{R}^{n_{\xi}}$ and $u_{t} \in \mathbb{R}^{n_{u}}$. Suppose that the matrices $A_{i}$ and $B_{i}$ are unknown or a subset of entries are unknown. In general, one can write

$$
A_{i}=\Phi^{0}+\sum_{j=1}^{a} \gamma^{i, j} \Phi^{j}, \quad B_{i}=\Theta^{0}+\sum_{j=1}^{b} \beta^{i, j} \Theta^{j}
$$

for constant matrices $\Phi^{j}$ and $\Theta^{j}$ and parameters $\gamma^{i, j}, \beta^{i, j}$. Then the MJLS is written as (4.3) with

$$
\begin{gathered}
\phi_{0}\left(\xi_{t}, u_{t}\right)=\Phi^{0} \xi_{t}+\Theta^{0} u_{t} \\
\phi_{\ell}\left(\xi_{t}, u_{t}\right)=\Phi^{\ell} \xi_{t}, \quad 1 \leq \ell \leq a \\
\phi_{\ell}\left(\xi_{t}, u_{t}\right)=\Theta^{\ell-a} u_{t}, \quad a+1 \leq \ell \leq a+b
\end{gathered}
$$

and $\alpha_{j}^{i}=\gamma^{i, j}$ for $1 \leq j \leq a$ and $\alpha_{j}^{i}=\beta^{i, j-a}, a+1 \leq j \leq a+b$.
Likewise if the MJLS also contains output equations

$$
\begin{aligned}
\bar{\xi}_{t+1} & =\bar{A}_{\sigma_{t}} \bar{\xi}_{t}+\bar{B}_{\sigma_{t}} u_{t}+\bar{w}_{t} \\
y_{t} & =\bar{C}_{\sigma_{t}} \bar{\xi}_{t}+\bar{D}_{\sigma_{t}} u_{t}+\bar{v}_{t}
\end{aligned}
$$

one can write $\xi_{t}=\left[\begin{array}{ll}\bar{\xi}_{t}^{\top} & y_{t}^{\top}\end{array}\right]^{\top}$, and $w_{t}=\left[\begin{array}{cc}\bar{w}_{t}^{\top} & \bar{v}_{t}^{\top}\end{array}\right]^{\top}$

$$
\xi_{t+1}=\underbrace{\left[\begin{array}{cc}
\bar{A}_{\sigma_{t}} & 0 \\
\bar{C}_{\sigma_{t}} & 0
\end{array}\right]}_{A_{\sigma_{t}}} \xi_{t}+\underbrace{\left[\begin{array}{c}
\bar{B}_{\sigma_{t}} \\
\bar{D}_{\sigma_{t}}
\end{array}\right]}_{B_{\sigma_{t}}} u_{t}+w_{t}
$$

and obtain a similar formulation.

### 4.2.4 Maximum a posteriori probability (MAP) estimation problem

In the maximum a posteriori probability (MAP) framework, the goal is to provide both an estimate $\hat{\theta}$ of the parameters $\theta$ as well as an estimate $\hat{\sigma}_{0: H}:=$ $\left[\hat{\sigma}_{0}, \ldots, \hat{\sigma}_{H}\right]^{\top}$ of the mode sequence $\sigma_{0: H}:=\left[\sigma_{0}, \ldots, \sigma_{H}\right]^{\top}$, that have the maximum likelihood, given data $\mathcal{D}=\mathcal{D}_{\zeta} \cup \mathcal{D}_{x}$, with $\mathcal{D}_{\zeta}:=\left\{\zeta_{t} \mid t \in\{1, \ldots, H\}\right\}$ and $\mathcal{D}_{x}:=\left\{x_{t} \mid t \in\{1, \ldots, H\}\right\}$. It is assumed that the prior information is Gaussian $\theta \sim \mathcal{N}\left(\bar{\theta}_{0}, P_{0}\right)$. The MAP problem that is tackled is then equivalent to finding the state estimates and mode sequence that maximize the joint conditional probability of the parameter estimates and sequence $\hat{\sigma}$ given the data $\mathcal{D}$, i.e.

$$
\begin{equation*}
\left(\hat{\theta}, \hat{\sigma}_{0: H}\right)=\arg \max _{\theta, \sigma_{0: H}} \operatorname{Pr}\left\{\theta, \sigma_{0: H} \mid \mathcal{D}\right\} . \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Pr}\left\{\theta, \sigma_{0: H} \mid \mathcal{D}\right\} \propto \operatorname{Pr}\left\{\mathcal{D}_{\zeta} \mid \theta, \sigma_{0: H}, \mathcal{D}_{x}\right\} \operatorname{Pr}\left\{\sigma_{0: H}\right\} \operatorname{Pr}\{\theta\} \tag{4.5}
\end{equation*}
$$

### 4.3 Joint MAP estimator

Using logarithms (4.4) is rewritten as

$$
\begin{align*}
\left(\hat{\theta}, \hat{\sigma}_{0: H}\right)=\arg \min _{\theta, \sigma_{0: H}}- & \log \left(\operatorname{Pr}\left\{\sigma_{0: H}\right\}\right)-\log (\operatorname{Pr}\{\theta\})  \tag{4.6}\\
& -\log \left(\operatorname{Pr}\left\{\mathcal{D}_{\zeta} \mid \theta, \sigma_{0: H}, \mathcal{D}_{x}\right\}\right),
\end{align*}
$$

where by taking into account the prior probabilities

$$
\begin{equation*}
-\log (\operatorname{Pr}\{\theta\})=\frac{1}{2}\left(\left\|\theta-\bar{\theta}_{0}\right\|_{P_{0}^{-1}}^{2}+c_{1}\right), \tag{4.7}
\end{equation*}
$$

with $c_{1}=n_{\theta} \log (2 \pi)+\log \left(\left|P_{0}\right|\right)$, and

$$
-\log \left(\operatorname{Pr}\left\{\sigma_{0: H}\right\}\right)=\ell_{\sigma_{0}}+\sum_{t=1}^{H} \ell_{\sigma_{t}, \sigma_{t-1}}
$$

with $\ell_{\sigma_{t}, \sigma_{t-1}}:=-\log \left(p_{\sigma_{t}, \sigma_{t-1}}\right)$ and $\ell_{\sigma_{0}}:=-\log \left(p_{\sigma_{0}}^{0}\right)$. Due to the independence of the noise random variables,

$$
\begin{equation*}
-\log \left(\operatorname{Pr}\left\{\mathcal{D}_{\zeta} \mid \theta, \sigma_{0: H}, \mathcal{D}_{x}\right\}\right)=-\sum_{t=1}^{H} \log \left(\operatorname{Pr}\left\{\zeta_{t} \mid \theta, \sigma_{t}, x_{t}\right\}\right) \tag{4.8}
\end{equation*}
$$

and due to the Gaussian assumption

$$
\begin{equation*}
-\log \left(\operatorname{Pr}\left\{\zeta_{t} \mid \theta, \sigma_{t}, x_{t}\right\}\right)=\frac{1}{2}\left(\left\|\zeta_{t}-\Gamma_{\sigma_{t}, t} \theta\right\|_{R_{\sigma_{t}}^{-1}}^{2}+\beta_{\sigma_{t}}+c_{2}\right) \tag{4.9}
\end{equation*}
$$

$\beta_{i}:=\log \left(\left|R_{i}\right|\right)$ and $c_{2}=n_{\zeta} \log (2 \pi)$. It is assumed that $\beta_{i} \geq 0$, which can always be met by properly scaling the problem (see Chapter 3 ). By substituting these expressions into (4.6) and by defining the variables $\alpha_{t}=\sigma_{t-1}$, for $t \in$ $\{1,2, \ldots, H\}$, with $\alpha_{1: H}=\left(\alpha_{1}, \ldots, \alpha_{H}\right)$, the optimization problem becomes

$$
\begin{equation*}
J\left(\theta, \sigma_{H}\right)=\min _{\alpha_{1: H}} \quad \sum_{t=1}^{H} g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)+h\left(\theta, \sigma_{0}\right) \tag{4.10}
\end{equation*}
$$

where $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{H}\right)$ and

$$
\begin{equation*}
g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)=\frac{1}{2}\left[\beta_{\sigma_{t}}+\left\|\zeta_{t}-\Gamma_{\sigma_{t}, t} \theta\right\|_{R_{\sigma_{t}}^{-1}}^{2}+2 \ell_{\sigma_{t}, \alpha_{t}}\right] \tag{4.11}
\end{equation*}
$$

$$
\begin{equation*}
h\left(\theta, \sigma_{0}\right)=\ell_{\sigma_{0}}+\frac{1}{2}\left\|\theta-\bar{\theta}_{0}\right\|_{P_{0}^{-1}}^{2} . \tag{4.12}
\end{equation*}
$$

After the minimization one can find

$$
\begin{equation*}
\left(\hat{\theta}, \hat{\sigma}_{H}\right)=\underset{\theta, \sigma_{H}}{\arg \min } J\left(\theta, \sigma_{H}\right) \tag{4.13}
\end{equation*}
$$

and obtain the desired estimate $\hat{\theta}$.
The optimal control problem in (4.10) can be solved using dynamic programming, which consists of the following steps:

1. Start with the arrival cost for $t=0$, defined as

$$
\begin{equation*}
J_{0}\left(\theta, \sigma_{0}\right)=h\left(\theta, \sigma_{0}\right) \tag{4.14}
\end{equation*}
$$

2. For $t \in\{1, \ldots, H\}$, compute the arrival cost

$$
\begin{equation*}
J_{t}\left(\theta, \sigma_{t}\right)=\min _{\alpha_{t}}\left\{g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)+J_{t-1}\left(\theta, \alpha_{t}\right)\right\} \tag{4.15}
\end{equation*}
$$

Then $J$ in (4.10) equals the arrival cost $J_{H}$. An expression for the cost function $J_{t}$ can be found using the following proposition. Let $\mathcal{E}_{t}$ denote the set of all possible mode histories up to time $t$, i.e.

$$
\begin{equation*}
\mathcal{E}_{t}:=\left\{\mathcal{T}_{t}^{1}, \mathcal{T}_{t}^{2}, \ldots, \mathcal{T}_{t}^{n \varepsilon_{t}}\right\} \tag{4.16}
\end{equation*}
$$

where $n_{\mathcal{E}_{t}}=m^{t}$ is the cardinality of the set $\mathcal{E}_{t}$, and

$$
\begin{equation*}
\mathcal{T}_{t}^{i}=\left\{\sigma_{0}^{i}, \sigma_{1}^{i}, \ldots, \sigma_{t-1}^{i}\right\}, \quad i \in\left\{1, \ldots, m^{t}\right\} \tag{4.17}
\end{equation*}
$$

denotes the $i^{\text {th }}$ possible mode history from time 0 to time $t-1$, where $\sigma_{t}^{j} \in S$ for every $j \in\left\{1, \ldots, m^{t}\right\}$.
Proposition 4.1. The arrival cost $J_{t}\left(\theta, \sigma_{t}\right)$ is given by

$$
\begin{equation*}
J_{t}\left(\theta, \sigma_{t}\right)=\min _{\mathcal{T} \in \mathcal{E}_{t}} \frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \tag{4.18}
\end{equation*}
$$

where for each $\mathcal{T} \in \mathcal{E}_{t}, \Pi_{\mathcal{T}}=\left(P_{t}\right)^{-1}, \gamma_{\mathcal{T}}=c_{t}, \hat{\theta}_{t}^{\mathcal{T}}=\hat{\theta}_{t}$ and $\hat{\theta}_{t}, c_{t}, P_{t}$ are obtained by iterating

$$
\begin{equation*}
\hat{\theta}_{0}=\bar{\theta}_{0}, \quad c_{0}=\ell_{\sigma_{0}} \tag{4.19a}
\end{equation*}
$$

and, for $j \in\{0, \ldots, t-1\}$,

$$
\begin{align*}
L_{j+1} & =\left(R_{\sigma_{j+1}}+\Gamma_{\sigma_{j+1}, j+1} P_{j} \Gamma_{\sigma_{j+1}, j+1}^{\top}\right)^{-1}  \tag{4.19b}\\
K_{j+1} & =P_{j} \Gamma_{\sigma_{j+1}, j+1}^{\top} L_{j+1}  \tag{4.19c}\\
e_{j+1} & =\zeta_{j+1}-\Gamma_{\sigma_{j+1}, j+1} \hat{\theta}_{j}  \tag{4.19d}\\
\hat{\theta}_{j+1} & =\hat{\theta}_{j}+K_{j+1} e_{j+1}  \tag{4.19e}\\
P_{j+1} & =P_{j}-K_{j+1} \Gamma_{\sigma_{j+1}, j+1} P_{j},  \tag{4.19f}\\
c_{j+1} & =\frac{1}{2}\left(\left\|e_{j+1}\right\|_{L_{j+1}}^{2}+\beta_{\sigma_{j+1}}\right)+\ell_{\sigma_{j+1}, \sigma_{j}}+c_{j} \tag{4.19~g}
\end{align*}
$$

Note that the cardinality of the set $\mathcal{E}_{t}$ grows exponentially with increasing $t$, which makes computing the optimal solution intractable with increasing $t$.

### 4.4 Proposed recursive estimator using relaxed dynamic programming

In this section, relaxed dynamic programming [129] is used to approximate the solution to (4.18), described in Section 4.4.1. In Section 4.4.2 a variant that will lead to better results in the numerical example is also proposed, although it provides less guarantees.

### 4.4.I Relaxed dynamic programming

Using relaxed dynamic programming [129] to approximate the solution to (4.18) amounts to finding approximating functions for $J_{t}$. To this effect, consider the following approximating functions $V_{0}\left(\theta, \sigma_{0}\right)=J_{0}\left(\theta_{0}, \sigma_{0}\right)$, and, for $t \in\{1, \ldots, H\}$,

$$
\begin{equation*}
V_{t}\left(\theta, \sigma_{t}\right)=\min _{\mathcal{T} \in \mathcal{P}_{t}} \frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \tag{4.20}
\end{equation*}
$$

where $\mathcal{P}_{t} \subseteq \mathcal{E}_{t}$ can be seen as a pruned version of $\mathcal{E}_{t}$, where certain mode histories are discarded, thus reducing the complexity of the solution.

In order to achieve this, let

$$
\begin{equation*}
\mathcal{C}_{t}:=\left\{\left(\mathcal{T}_{t-1}, \alpha_{t}\right) \mid \mathcal{T}_{t-1} \in \mathcal{P}_{t-1}, \alpha_{t} \in S\right\} \tag{4.21}
\end{equation*}
$$

denote the set containing all possible mode histories at time $t$ considering the mode histories at $t-1$ that were not removed during pruning.

The set $\mathcal{P}_{t}$ is iteratively chosen in such a way that the approximated arrival cost function $V_{t}\left(\theta, \sigma_{t}\right)$ is always within a factor $\epsilon \geq 0$ of the optimal function $J_{t}\left(\theta, \sigma_{t}\right)$, for every $\theta$ and $\sigma_{t}$, i.e.,

$$
\begin{equation*}
J_{t}\left(\theta, \sigma_{t}\right) \leq V_{t}\left(\theta, \sigma_{t}\right) \leq(1+\epsilon) J_{t}\left(\theta, \sigma_{t}\right), \forall \theta, \sigma_{t} \tag{4.22}
\end{equation*}
$$

For (4.22) to make sense the cost $J_{t}$ needs to be positive, which is the case due to the assumption that $\beta_{i} \geq 0$.

In order to choose the set $\mathcal{P}_{t}$ such that (4.22) holds, let

$$
\begin{aligned}
U_{t}\left(\theta, \sigma_{t}\right) & :=\min _{\alpha_{t} \in S}(1+\epsilon) g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)+V_{t-1}\left(\theta, \alpha_{t}\right), \\
& =\min _{\mathcal{T} \in \mathcal{C}_{t}} \frac{1}{2}\left(\theta-\bar{\theta}_{t}^{\mathcal{T}}\right)^{\top} \bar{\Pi}_{\mathcal{T}}\left(\theta-\bar{\theta}_{t}^{\mathcal{T}}\right)+\bar{\gamma}_{\mathcal{T}},
\end{aligned}
$$

where for each $\mathcal{T}=\left(\sigma_{0}, \ldots, \sigma_{t-2}, \alpha_{t}\right) \in \mathcal{C}_{t}, \bar{\Pi}_{\mathcal{T}}=\left(\bar{P}_{t}\right)^{-1}, \bar{\gamma}_{\mathcal{T}}=\bar{c}_{t}, \bar{\theta}_{t}^{\mathcal{T}}=\bar{\theta}_{t}$ and $\bar{\theta}_{t}, \bar{c}_{t}, \bar{P}_{t}$ are obtained by computing for $j=t-1$

$$
\begin{align*}
\bar{L}_{j+1} & =\left(\psi^{-1} R_{\sigma_{j+1}}+\Gamma_{\sigma_{j+1}, j+1} P_{j} \Gamma_{\sigma_{j+1}, j+1}^{\top}\right)^{-1}  \tag{4.23a}\\
\bar{K}_{j+1} & =P_{j} \Gamma_{\sigma_{j+1}, j+1}^{\top} \bar{L}_{j+1}  \tag{4.23b}\\
\bar{e}_{j+1} & =\zeta_{j+1}-\Gamma_{\sigma_{j+1}, j+1} \hat{\theta}_{j}  \tag{4.23c}\\
\bar{\theta}_{j+1} & =\hat{\theta}_{j}+\bar{K}_{j+1} \bar{e}_{j+1}  \tag{4.23d}\\
\bar{P}_{j+1} & =P_{j}-\bar{K}_{j+1} \Gamma_{\sigma_{j+1}, j+1} P_{j}  \tag{4.23e}\\
\bar{c}_{j+1} & =\frac{1}{2}\left(\left\|\bar{e}_{j+1}\right\|_{\bar{L}_{j+1}}^{2}+\psi \beta_{\sigma_{j+1}}\right)+\psi \ell_{\sigma_{j+1}, \sigma_{j}}+c_{j} \tag{4.23f}
\end{align*}
$$

with $\psi=(1+\epsilon)$ and $\hat{\theta}_{j}, P_{j}, c_{j}$ are obtained by iterating the recursion (4.19a)$(4.19 \mathrm{~g})$ for $j \in\{0, \ldots, t-2\}$. Note that $U_{t}$ coincides with $V_{t}$ when $\epsilon=0$.

At each timestep $t$, the set $\mathcal{P}_{t}$ is a pruned version of the set $\mathcal{C}_{t}$ obtained as follows:

## Relaxed Dynamic Programming procedure

1. Initialize $\mathcal{P}_{t}$ as empty.
2. Take the element (mode history) $\overline{\mathcal{T}}$ in $\mathcal{C}_{t} \backslash \mathcal{P}_{t}$ with the smallest $\gamma_{\overline{\mathcal{T}}}$ and check if it satisfies

$$
\begin{align*}
& \frac{1}{2}\left(\theta-\bar{\theta}_{t}^{\overline{\mathcal{T}}}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}}\left(\theta-\bar{\theta}_{t}^{\overline{\mathcal{T}}}\right)+\bar{\gamma}_{\overline{\mathcal{T}}} \geq \\
&  \tag{4.24}\\
& \quad \min _{\mathcal{T} \in \mathcal{P}_{t}} \frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}}, \forall \theta \in \mathbb{R}^{n_{\theta}} .
\end{align*}
$$

3. If (4.24) is not satisfied, then add the mode history $\overline{\mathcal{T}}$ of $\mathcal{C}_{t}$ to $\mathcal{P}_{t}$. If there are no more elements in $\mathcal{C}_{t}$, then stop, otherwise go to step 2.

The next result shows that this procedure guarantees that (4.22) is met. The proof is omitted since it follows similar steps as in the proof of a similar result in Chapter 3.

Theorem 4.2. Let $V_{t}$ be defined by (4.20) with the set $\mathcal{P}_{t}$ obtained from the procedure (4.24). Then (4.22) holds.

This implies that at each time step the joint log-likelihood of the state and mode sequence estimate is within a factor $\epsilon$ of the optimal joint log-likelihood.

### 4.4.2 Variant of relaxed dynamic programming

As the first method is not always able to prune enough mode histories to keep the computation time reasonable (as is the case in the example), a second method is proposed that is able to prune more. In this method, consider

$$
\begin{aligned}
W_{t}\left(\theta, \sigma_{t}\right) & :=\min _{\alpha_{t} \in S}(1+\epsilon)\left[g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)+V_{t-1}\left(\theta, \alpha_{t}\right)\right], \\
& =\min _{\mathcal{T} \in \mathcal{C}_{t}} \frac{1}{2}(1+\epsilon)\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}},
\end{aligned}
$$

where for each $\mathcal{T} \in \mathcal{C}_{t}, \Pi_{\mathcal{T}}=\left(P_{t}\right)^{-1}, \gamma_{\mathcal{T}}=c_{t}, \hat{\theta}_{t}^{\mathcal{T}}=\hat{\theta}_{t}$ and $\hat{\theta}_{t}, c_{t}, P_{t}$ are obtained by iterating (4.19a)-(4.19g).

The same procedure as in Section 4.4.1 is performed to find the pruned set, except for the check (4.24), which is replaced by

$$
\begin{align*}
& \frac{1}{2}(1+\epsilon)\left[\left(\theta-\hat{\theta}_{t}^{\overline{\mathcal{T}}}\right)^{\top} \Pi_{\overline{\mathcal{T}}}\left(\theta-\hat{\theta}_{t}^{\overline{\mathcal{T}}}\right)+\gamma_{\overline{\mathcal{T}}}\right] \geq \\
& \min _{\mathcal{T} \in \mathcal{P}_{t}} \frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\top} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}}, \forall \theta \in \mathbb{R}^{n_{\theta}} . \tag{4.25}
\end{align*}
$$

In the next theorem it will be shown that by performing this method for pruning it can be guaranteed that the following bound on the pruned cost

$$
\begin{equation*}
J_{t}\left(\theta, \sigma_{t}\right) \leq V_{t}\left(\theta, \sigma_{t}\right) \leq(1+\epsilon)^{t} J_{t}\left(\theta, \sigma_{t}\right), \forall \theta, \sigma_{t}, \tag{4.26}
\end{equation*}
$$

is met.
Theorem 4.3. Let $V_{t}$ be defined by (4.20) with the set $\mathcal{P}_{t}$ obtained from the procedure (4.25). Then (4.26) holds.

Proof. The proof is provided by induction, by definition $V_{0}\left(\theta, \sigma_{0}\right)=J_{0}\left(\theta, \sigma_{0}\right)$ and assuming

$$
\begin{equation*}
V_{t-1}\left(\theta, \sigma_{t-1}\right) \leq(1+\epsilon)^{t-1} J_{t-1}\left(\theta, \sigma_{t-1}\right) \tag{4.27}
\end{equation*}
$$

then it follows that

$$
\begin{aligned}
W_{t}\left(\theta, \sigma_{t}\right) & \leq \min _{\alpha_{t} \in S}(1+\epsilon)\left[g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)\right. \\
& \left.+(1+\epsilon)^{t-1} J_{t-1}\left(\theta, \sigma_{t-1}\right)\right] \\
& \leq \min _{\alpha_{t} \in S}(1+\epsilon)^{t}\left[g\left(\theta, \sigma_{t}, \alpha_{t}, \zeta_{t}\right)+J_{t-1}\left(\theta, \sigma_{t-1}\right)\right], \\
& =(1+\epsilon)^{t} J_{t}\left(\theta, \sigma_{t}\right) .
\end{aligned}
$$

Since $\epsilon \geq 0$ it follows from the definition of $W_{t}\left(\theta, \sigma_{t}\right)$ that

$$
\min _{\mathcal{T} \in \mathcal{C}_{t}} \frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)^{\boldsymbol{\top}} \Pi_{\mathcal{T}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}}\right)+\gamma_{\mathcal{T}} \leq W_{t}\left(\theta, \sigma_{t}\right)
$$

and by performing the pruning according to (4.25), where the inequality is checked for all $\theta \in \mathbb{R}^{n_{\theta}}$, the pruned set $\mathcal{P}_{t}$ can be substituted for $\mathcal{C}_{t}$ in the previous inequality. Then

$$
V_{t}\left(\theta, \sigma_{t}\right) \leq W_{t}\left(\theta, \sigma_{t}\right) \leq(1+\epsilon)^{t} J_{t}\left(\theta, \sigma_{t}\right)
$$

is obtained, achieving (4.26) and concluding the proof.

### 4.4.3 Checking the pruning condition

Since checking if (4.24) (or similarly (4.25)) holds is in general hard, the following alternative test in terms of Linear Matrix Inequalities (LMIs) is proposed. First note that if the following condition holds then (4.24) holds

$$
\begin{align*}
\exists \tau_{j} \geq 0, \text { such that } & \sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j}=1 \text { and } \\
& \frac{1}{2}\left(\theta-\bar{\theta}_{t}^{\overline{\mathcal{T}}}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}}\left(\theta-\bar{\theta}_{t}^{\overline{\mathcal{T}}}\right)+\bar{\gamma}_{\overline{\mathcal{T}}} \geq \\
& \sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j}\left(\frac{1}{2}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}_{j}}\right)^{\top} \Pi_{\mathcal{T}_{j}}\left(\theta-\hat{\theta}_{t}^{\mathcal{T}_{j}}\right)+\gamma_{\mathcal{T}_{j}}\right), \forall \theta \in \mathbb{R}^{n_{\theta}} . \tag{4.28}
\end{align*}
$$

where $n_{\mathcal{P}_{t}}$ denotes the cardinality of the set $\mathcal{P}_{t}$ and $\mathcal{T}_{j}$ are the sequences in $\mathcal{P}_{t}$, i.e., $\mathcal{P}_{t}=\left\{\mathcal{T}_{1}, \ldots, \mathcal{T}_{n_{\mathcal{P}_{t}}}\right\}$. This follows from the fact that the right hand side of this latter equation is always larger or equal than the right hand side of (4.24). Letting $z=\left[\begin{array}{ll}\theta^{\top} & 1\end{array}\right]$, the inequality of this latter condition as can be written as

$$
z^{\top} \bar{Z} z \geq z^{\top}\left(\sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j} Z_{j}\right) z, \forall \theta \in \mathbb{R}^{n_{\theta}}
$$

where

$$
\begin{aligned}
& \bar{Z}=\left[\begin{array}{cc}
\bar{\Pi}_{\overline{\mathcal{T}}} & -\bar{\Pi}_{\mathcal{T}} \overline{\hat{\theta}}_{t}^{\overline{\mathcal{T}}} \\
-\left(\bar{\theta}_{t}^{\bar{\tau}}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}} & \left(\bar{\theta}_{t}^{\bar{\tau}}\right)^{\top} \bar{\Pi}_{\overline{\mathcal{T}}} \overline{\bar{\theta}}_{t}^{\bar{\tau}}+2 \bar{\gamma}_{\overline{\mathcal{T}}}
\end{array}\right], \\
& Z_{j}=\left[\begin{array}{cc}
\Pi_{\mathcal{T}_{j}} & -\Pi_{\mathcal{T}_{j}} \hat{\theta}_{t}^{\mathcal{T}_{j}} \\
-\left(\hat{\theta}_{t}^{\mathcal{T}_{j}}\right)^{\top} \Pi_{\mathcal{T}_{j}} & \left(\hat{\theta}_{t}^{\mathcal{T}_{j}}\right)^{\top} \Pi_{\mathcal{T}_{j}} \hat{\theta}_{t}^{\mathcal{T}_{j}}+2 \gamma_{\mathcal{T}_{j}}
\end{array}\right] .
\end{aligned}
$$

Equivalently, one can consider this condition for every $z$ instead of for $z=$ $\left[\begin{array}{ll}\theta^{\top}, & 1\end{array}\right]$. In fact, letting

$$
\left[\begin{array}{ll}
W_{1} & w_{2} \\
w_{2}^{\top} & w_{3}
\end{array}\right]=\bar{Z}-\left(\sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j} Z_{j}\right)
$$

this condition can be written as

$$
\left[\begin{array}{ll}
\theta^{\top} & 1
\end{array}\right]\left[\begin{array}{ll}
W_{1} & w_{2} \\
w_{2}^{\top} & w_{3}
\end{array}\right]\left[\begin{array}{l}
\theta \\
1
\end{array}\right] \geq 0, \quad \forall \theta \in \mathbb{R}^{n_{\theta}}
$$

and by the Schur complement this condition is equivalent to $w_{3} \geq 0$ and $\theta^{\top}\left(W_{1}-\right.$ $\left.w_{2}\left(w_{3}^{-1}\right) w_{2}^{\top}\right) \theta$, for every $\theta$, so that the last entry of $z$ plays no role. One can then check (4.28) (which implies (4.24)) with the following LMI condition: there exist $\tau_{j} \geq 0$ adding up to one $\sum_{j=1}^{n \mathcal{P}_{t}} \tau_{j}=1$ such that the following linear matrix inequalities (LMIs) hold

$$
\begin{equation*}
\exists \tau_{j} \geq 0, \text { such that } \sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j}=1 \text { and } \bar{Z} \geq \sum_{j=1}^{n_{\mathcal{P}_{t}}} \tau_{j} Z_{j} \tag{4.29}
\end{equation*}
$$

Similar LMIs can be obtained to check (4.25), but are omitted here for brevity.

### 4.5 Example

The effectiveness of the proposed recursive estimator is demonstrated on a second order, switched ARX model as introduced in Section 4.2.1:

$$
y_{t}= \begin{cases}-0.2 y_{t-1}+0.24 y_{t-2}+u_{t}+w_{t} & \text { for } \sigma_{t}=1 \\ -1.4 y_{t-1}-0.53 y_{t-2}+u_{t}+w_{t} & \text { for } \sigma_{t}=2\end{cases}
$$

with $w_{t} \in \sim \mathcal{N}\left(0, \mathcal{R}_{\sigma_{t}}\right)$ where $R_{1}=R_{2}=1.0$. The goal is to estimate the parameter vector

$$
\begin{aligned}
\theta & =\left(a_{1}^{1}, a_{2}^{1}, b^{1}, a_{1}^{2}, a_{2}^{2}, b^{2}\right) \\
& =(-0.2,0.24,1,-1.4,-0.53,1)
\end{aligned}
$$

as well as the mode sequence $\sigma_{0: H}$, where the length of the dataset is taken to be $H=50$. As the input signal a sine wave with an amplitude of 10 and a frequency of 20 Hz is chosen, i.e.

$$
u(t)=10 \sin (2 \pi \cdot 0.05 t)
$$

and the transition probabilities are given by

$$
\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right]=\left[\begin{array}{ll}
0.7 & 0.3 \\
0.1 & 0.9
\end{array}\right]
$$

Figure 4.1 shows the input and output data in the top together with the mode sequence in the bottom.


Figure 4.1: (top) Input and output signal used in the example, (bottom) True and estimated mode sequence

The method proposed in Section 4.4.2 is used, since the first method did not result in sufficient pruning of mode histories. The bound is set to $\epsilon=1$ and the resulting estimates are compared with those obtained from running (4.19b)$(4.19 \mathrm{~g})$ using the actual modes (Known). The resulting parameter estimates (Estimated) together with the actual values (True) are shown in Figure 4.2, were it can be seen that the proposed method is able to estimate the parameters accurately. The same holds for the estimation of the mode sequence as shown in the bottom of Figure 4.1. From these results it is concluded that the bound given in (4.26) might be overly conservative.

In Figure 4.3 the number of hypotheses that the proposed method stores at each timestep for increasing values of $\epsilon$ are shown, showing that the proposed method greatly reduces the complexity of the original problem. Even for low values of $\epsilon$ the number of hypotheses converges to a constant level, making it feasible for online identification.

### 4.6 Conclusions

In this paper a method for the identification of Markov switched systems is provided that is recursive, has theoretical guarantees and is computationally feasible for online identification.

Suggestions for future research include the tightening of the guarantees and establishing a relation between the (maximum) number of hypotheses that need to be stored and a corresponding bound on the cost.


Figure 4.2: System parameters


Figure 4.3: Number of hypotheses of the proposed method compared to the optimal solution

## Part III

## Control and Planning



## Chapter 5

## Model Predictive Controller for Quadcopters with Almost Global Trajectory Tracking Guarantees


#### Abstract

This chapter provides a new method for trajectory tracking for quadcopters following a cascaded control approach. An outer-loop model predictive controller generates twice differentiable acceleration references, which provide attitude and angular velocity and acceleration references for a non-linear inner-loop controller. The model predictive controller allows for tracking of references while explicitly considering that the thrust of the quadcopter is upper and lower limited. It is proven that the overall strategy renders the trajectory tracking errors uniformly almost globally asymptotically stable. Via a numerical case study the advantages of the novel method are highlighted.
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## 5.I Introduction

Quadcopters are now widespread in the consumer market [54] and are used in many applications, such as agriculture [196], surveillance [81], wildlife monitoring [128], construction [61], (medicine) delivery [14, 217] and even extraterrestrial exploration $[203,85]$. From a research point of view, quadcopters have received much attention as well, due to the challenging nonlinear dynamics needed to properly describe them [138], their under-actuated configuration [63] and high maneuverability [35]. In particular, for the control of quadcopters many avenues have been explored, such as sliding mode control [29], iterative learning control [88], nonlinear control [102, 123], reinforcement learning [97], to name a few. However, despite the broad range of approaches in quadcopter control, it is still hard to find in the literature a control approach with the following highly desired features:

1. Able to anticipate on future reference information;
2. Explicit handling of constraints on the states and inputs;
3. Implementable in real-time on embedded hardware;
4. Having stability or tracking error convergence guarantees.

Model Predictive Control (MPC) can potentially provide these features, due to its ability to anticipate using future reference information, handle constraints explicitly and the availability of well-established theoretical results that can be used to provide guarantees on closed-loop behavior [144]. Moreover, the typically high computational burden of (non-linear) MPC (3) can potentially be overcome by using the differential flatness property of quadcopters as in [79]. Yet, to the best of the authors' knowledge there are no MPC strategies currently available that provide all these favorable features. Indeed, MPC setups have been used for quadcopters in, for example, [152], exploiting differential flatness to achieve a convex optimization problem that is solved in real-time; however no stability guarantees are provided. In [22], a hierarchical MPC strategy was developed that uses linearization around the trajectory to make the problem computationally feasible, however tracking error convergence guarantees are not given.

A common element in many quadcopter control approaches is a cascaded control structure, where the control of the orientation of the quadcopter, known as the inner-loop, is separated from the position and velocity control, referred to as the outer-loop [108]. A strategy combining a thrust prioritizing innerloop controller with an outer-loop controller that satisfies constraints on some of the states was presented in [114], again without stability and convergence guarantees. Control strategies following other approaches also do not provide all the desired features. For instance, the strategies provided in [67, 131] meet 3 ) and 4), however 1) and 2) are not satisfied.

Motivated by this gap in the literature, in this chapter a new MPC approach is proposed based on a general fourth-order quadcopter model as presented in [66]. A cascaded control design is employed, in which the control of the translational system, consisting of position and velocity kinematics and dynamics, is re-formulated as a linear problem by considering a virtual acceleration as input. This is referred to as the outer-loop tracking problem and an MPC strategy is designed that allows for meeting the desired features mentioned above. In order for the system to track the desired virtual acceleration generated by the MPC in the outer-loop, a desired thrust vector is generated, which is converted into a desired attitude that is tracked by using the attitude controller presented in [123]. The attitude tracking problem is referred to as the inner-loop, and the adopted controller requires that the desired virtual acceleration is twice differentiable, which is ensured by considering a linear fourth-order model for the outer-loop. It is shown how the constraints for the original nonlinear model can be translated into constraints for the linear fourth-order model, although this translation involves some degree of conservatism, as will be explained. Considering a given class of reference inputs, it is shown that the outer-loop MPC control strategy results in uniform global asymptotic stability (UGAS) for the tracking error. This convergence proof relies on new technical contributions that rely on state and input transformations and on recent results on globally stable MPC strategies for linear systems with input constraints. The advantages of the proposed cascaded control scheme are show in a numerical case study.

Compared to the preliminary results presented in [9], here: (i) a more complete, fourth-order model of the quadcopter as proposed in [66] is considered, (ii) trajectory tracking guarantees are provided for the full cascaded system rather than setpoint guarantees only for the outer-loop controller, and (iii) all the proofs and extensive explanations, not available in [9], are provided.

The remainder of this chapter is structured as follows. First, the dynamic model is discussed and the problem is defined in Section 5.3, after which the method is outlined in Section 5.4. The inner- and outer-loop controllers are presented in Sections 5.5 and 5.6 , which are combined to provide the overall controller in Section 5.7, together with the proofs of the main results. Simulations results are provided in Section 5.8. Section 5.9 provides concluding remarks.

### 5.2 Preliminaries

In this section the notation used in this chapter is introduced. Let $e_{i} \in \mathbb{R}^{3}$ for $i \in\{1,2,3\}$ denote the standard unit vectors. The trace of a matrix $A$ is denoted by $\operatorname{tr}(A)$ for a square matrix $A \in \mathbb{R}^{n \times n}$. The Euclidean, or two-norm, of a vector is denoted by $\|v\|$ for $v \in \mathbb{R}^{n}$, i.e., $\|v\|=\sqrt{v^{\top} v}$. The induced Euclidean matrix norm for $A \in \mathbb{R}^{n \times n}$ is denoted similarly by $\|A\|$, which is equal to $\sqrt{\lambda_{\max }\left(A^{\top} A\right)}$, where $\lambda_{\max }\left(A^{\top} A\right)$ denotes the largest eigenvalue of $A^{\top} A$. A positive definite and
semi-positive definite matrix $A$ are denoted by $A \succ 0$ and $A \succeq 0$, respectively. A diagonal matrix with vectors of entries $a, b$ on the diagonal is denoted as $\operatorname{diag}(a, b)$.

Consider the non-autonomous system

$$
\begin{equation*}
\dot{x}=f(t, x), \tag{5.1}
\end{equation*}
$$

with state $x$ taking values in $\mathbb{R}^{n}$, time $t \in \mathbb{R}_{\geq 0}$ and $f: \mathbb{R}_{\geq 0} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is piecewise continuous in $t$ and locally Lipschitz in $x$. The origing $x=0$ is an equilibrium point of (5.1) at $t=0$ if

$$
\begin{equation*}
f(t, 0)=0, \text { for all } t \in \mathbb{R}_{\geq 0} \tag{5.2}
\end{equation*}
$$

In this chapter uniform global asymptotic stability (UGAS), uniform global exponential stability (UGES) and uniform local exponential stability (ULES) are considered, for which definitions are given in [107] and repeated here for convenience.

Definition 5.1 (cf. [107]). The equilibrium point $x=0$ of (5.1) is

- stable if, for each $\epsilon>0$, there is $\delta=\delta\left(\epsilon, t_{0}\right)>0$ such that

$$
\begin{equation*}
\left\|x\left(t_{0}\right)\right\|<\delta \Longrightarrow \| x\left(t \|<\epsilon, \text { for all } t \geq t_{0} \geq 0\right. \tag{5.3}
\end{equation*}
$$

- unstable if it is not stable.
- uniformly stable if, for each $\epsilon>0$, there is $\delta=\delta(\epsilon)>0$, independent of $t_{0}$, such that (5.3) is satisfied.
- asymptotically stable if it is stable and there is a positive constant $c=c\left(t_{0}\right)$ such that $x(t) \rightarrow 0$ as $t \rightarrow \infty$, for all $\left\|x\left(t_{0}\right)\right\|<c$.
- uniformly asymptotically stable if it is uniformly stable and there is a positive constant $c$, independent of $t_{0}$, such that for all $\left\|x\left(t_{0}\right)\right\|<c, x(t) \rightarrow 0$ as $t \rightarrow \infty$, uniformly in $t_{0}$; that is, for each $\eta>0$, there is $T=T(\eta)>0$ such that

$$
\begin{equation*}
\|x(t)\|<\eta, \text { for all } t \geq t_{0}+T(\eta), \text { for all }\left\|x\left(t_{0}\right)\right\|<c \tag{5.4}
\end{equation*}
$$

- uniformly globally asymptotically stable (UGAS) if it is uniformly asymptotically stable, $\delta(\epsilon)$ can be chosen to satisfy $\lim _{\epsilon \rightarrow \infty} \delta(\epsilon)=\infty$, and, for each pair of positive numbers $\eta$ and $c$, there is $T=T(\eta, c)>0$ such that

$$
\begin{equation*}
\|x(t)\|<\eta, \text { for all } t \geq t_{0}+T(\eta, c), \text { for all }\left\|x\left(t_{0}\right)\right\|<c \tag{5.5}
\end{equation*}
$$

- uniformly locally exponentially stable (ULES) if there exist positive constants $c, k$, and $\lambda$ such that

$$
\begin{equation*}
\|x(t)\| \leq k\left\|x\left(t_{0}\right)\right\| e^{-\lambda\left(t-t_{0}\right)}, \text { for all }\left\|x\left(t_{0}\right)\right\|<c \tag{5.6}
\end{equation*}
$$

- uniformly globally exponentially stable (UGES) if (5.6) is satisfied for any initial state $x\left(t_{0}\right) \in \mathbb{R}^{n}$.

Global stabilization of a quadcopter involves global stabilization of its attitude on $S O(3)$ and global stabilization of its linear position. Since global stabilization on $S O(3)$ using a continuous control input can not be achieved, cf. [24], we need to relax such stability notion. In fact, uniform almost global asymptotic stability is the aim in this chapter, which is defined as follows:

Definition 5.2. The equilibrium point $x=0$ of (5.1) is uniformly almost globally asymptotically stable (UaGAS), if it is UGAS, except for initial conditions in a set of measure zero. That is, (5.5) holds for every $x\left(t_{0}\right) \in \mathbb{R}^{n} \backslash\{M\}$, where $M$ is a set of measure zero.

### 5.3 Quadcopter dynamics and problem formulation

In this section a model of the quadcopter dynamics is first introduced, followed by the introduction of feasible reference trajectories. Based on these two ingredients, a problem statement is provided.

### 5.3.I Dynamic model of quadcopter

The model that is used here is based on [102]. However, in contrast to [102], stiff rotors and no external wind are considered here (as was also done in [66]). To present the resulting model, suitable coordinate frames are needed. To introduce them, let $W$ denote a right-handed inertial (or world) frame according to the North-East-Down (NED) convention, with unit vectors along the axes denoted by $\left\{x_{W}, y_{W}, z_{W}\right\}$, forming an orthonormal basis. Let $B$ denote a right-handed body-fixed frame with unit vectors $\left\{x_{B}, y_{B}, z_{B}\right\}$ forming an orthonormal basis, where these vectors are the axes of $B$ with respect to $W$. The origin of the body-fixed frame coincides with the center of mass of the quadrotor, and $z_{B}$ is aligned with $z_{W}$ and the gravitational vector when the quadrotor is at hover, see Figure 5.1. The orientation of $B$ with respect to $W$ is represented by the rotation matrix $R=\left[x_{B}, y_{B}, z_{B}\right] \in S O(3)$. Let $\omega=\left[\omega_{1}, \omega_{2}, \omega_{3}\right]^{\top}$ denote the angular velocities of $B$ relative to $W$, expressed in $B$. The position and linear velocity of the center of mass of the quadrotor with respect to $W$ are denoted by $p=\left[p_{x}, p_{y}, p_{z}\right]^{\top}$ and $v=\left[v_{x}, v_{y}, v_{z}\right]^{\top}$, respectively.

Using the above variables, the model can now be described by the equations


Figure 5.1: The inertial reference frame $\{W\}$ and body fixed frame $\{B\}$.

$$
\begin{align*}
\dot{p} & =v,  \tag{5.7a}\\
\dot{v} & =g z_{W}-T z_{B}-R D R^{\top} v,  \tag{5.7b}\\
\dot{R} & =R S(\omega),  \tag{5.7c}\\
J \dot{\omega} & =S(J \omega) \omega-\tau_{g}-A R^{\top} v-C \omega+\tau . \tag{5.7d}
\end{align*}
$$

The forces acting on the translational dynamics ((5.7a)-(5.7b)) of the quadrotor consist of the gravity, given by $g z_{W}$, where $g$ is the gravitational constant, the thrust force $-T z_{B}$, where $T \geq 0$ denotes the magnitude of the combined thrust of the four propellers (mass-normalized), and a drag force as a result of rotor drag $-R D R^{\top} v=-d(R) v$, where $D=\operatorname{diag}\left(d_{x}, d_{y}, d_{z}\right), d_{x}, d_{y}, d_{z}>0$ are the mass-normalized rotor drag coefficients and $d(R)=R D R^{\top}$.

The rotation of the quadcopter is characterized by the attitude kinematics given in (5.7c), where $S(a)$ represents a skew-symmetric matrix such that $S(a) b=a \times b$ for any vectors $a, b \in \mathbb{R}^{3}$ and the dynamics given in (5.7d), where $J \in \mathbb{R}^{3 \times 3}$ is the inertia matrix, $\tau_{g} \in \mathbb{R}^{3}$ are torques resulting from gyroscopic effects, $A$ and $C$ are constant matrices and $\tau=\left[\tau_{1}, \tau_{2}, \tau_{3}\right]^{\top} \in \mathbb{R}^{3}$ is the torque input.

The thrust is considered to be non-negative and limited according to

$$
\begin{equation*}
0 \leq T(t) \leq T_{\max }, \text { for all } t \in \mathbb{R}_{\geq 0} \tag{5.8}
\end{equation*}
$$

where $T_{\max }>g$ is the maximal thrust. This is a physical restriction dictated by the fact that the propellers can only generate limited thrust upwards and must be capable of counteracting the gravitational force. Note that the thrust $T$ and the torque $\tau$ are considered as the control inputs of the quadcopter. Effects such as motor dynamics and propeller aerodynamics are omitted.

### 5.3.2 Reference trajectory

In this chapter the focus is on a certain class of feasible reference trajectories. In fact, a reference trajectory $(\bar{p}, \bar{v}, \bar{R}, \bar{\omega}, \bar{T}, \bar{\tau}): \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{3} \times \mathbb{R}^{3} \times S O(3) \times \mathbb{R}^{3} \times \mathbb{R} \times \mathbb{R}^{3}$ is called feasible, if it satisfies the dynamics (5.7) in the sense that for all $t \in \mathbb{R}_{\geq 0}$ :

$$
\begin{align*}
\dot{\bar{p}} & =\bar{v}  \tag{5.9a}\\
\dot{\bar{v}} & =g z_{W}-\bar{T} \bar{z}_{B}-\bar{R} D \bar{R}^{\top} \bar{v}  \tag{5.9b}\\
\dot{\bar{R}} & =\bar{R} S(\bar{\omega})  \tag{5.9c}\\
J \dot{\bar{\omega}} & =S(J \bar{\omega}) \bar{\omega}-\tau_{g}-A \bar{R}^{\top} \bar{v}-C \bar{\omega}+\bar{\tau} \tag{5.9d}
\end{align*}
$$

and

$$
\begin{equation*}
0<\underline{\epsilon} \leq \bar{T}(t) \leq T_{\max }-\bar{\epsilon} \tag{5.10}
\end{equation*}
$$

for fixed $\bar{\epsilon}, \underline{\epsilon}>0$. Note that the thrust of a feasible reference must be strictly greater than zero and have a maximum that is strictly smaller than the maximal thrust $T_{\max }$ of the actual quadcopter.

### 5.3.3 Problem statement

Given a feasible reference trajectory, the error coordinates can be defined as

$$
\begin{align*}
\tilde{p} & =\bar{p}-p,  \tag{5.11a}\\
\tilde{v} & =\bar{v}-v,  \tag{5.11b}\\
\tilde{R} & =\bar{R}^{\top} R  \tag{5.11c}\\
\tilde{\omega} & =\omega-\tilde{R}^{\top} \bar{\omega}, \tag{5.11d}
\end{align*}
$$

which can be used to formulate the main problem of this chapter as follows.
Problem 1. Given a feasible reference trajectory ( $\bar{p}, \bar{v}, \bar{R}, \bar{\omega}, \bar{T}, \bar{\tau}$ ), find control laws

$$
\begin{align*}
T & =T(p, v, R, \omega, \bar{p}, \bar{v}, \bar{R}, \bar{\omega}, \bar{T}, \bar{\tau}) \\
\tau & =\tau(p, v, R, \omega, \bar{p}, \bar{v}, \bar{R}, \bar{\omega}, \bar{T}, \bar{\tau}) \tag{5.12}
\end{align*}
$$

such that (5.8) holds and such that for the closed-loop system (5.7), (5.9), (5.12)

$$
\begin{equation*}
\lim _{t \rightarrow \infty}(\tilde{p}(t), \tilde{v}(t), \tilde{R}(t), \tilde{\omega}(t))=(0,0, I, 0), \tag{5.13}
\end{equation*}
$$

for almost all initial conditions $(p(0), v(0), R(0), \omega(0)) \in \mathbb{R}^{3} \times \mathbb{R}^{3} \times S O(3) \backslash\{M\} \times$ $\mathbb{R}^{3}$, where $M$ is a set of measure zero.

Assumption 5.3. It is assumed that the effects of rotation in the drag force are negligible, i.e., that $d(R)=R D R^{\top} \approx D$, for all trajectories considered.
Remark 5.4. While Problem 1 assumes, for simplicity, a continuous-time controller implementation by making $T$ and $\tau$ at time $t$ a function of the state and reference at time $t$, the actual proposed controller will take a sample and hold form. This is required due to the MPC approach. More formally, we can state that $T, \tau$ are functions of the state and reference from time 0 to time $t$.

### 5.4 Methodology

In order to solve the nonlinear tracking problem defined in Problem 1, a cascaded controller design is employed. The cascade consists of an outer loop and an inner loop, that contain the translational ((5.7a)-(5.7b)) and rotational ((5.7c)-(5.7d)) subsystems, respectively, as depicted in Figure 5.2. First the setup of the cascade is discussed, followed by the resulting constraints on the subsystems that follow from the setup and the thrust constraint (5.8). These constraints also ensure that the variables used in this section are well-defined. The section is concluded with the problem definitions related to the inner loop and outer loop, that are solved in the subsequent sections.

### 5.4.I Cascaded trajectory tracking setup

Considering the definition of the position and the velocity errors in (5.11a)(5.11b), their dynamics can be found by subtracting (5.9a)-(5.9b) from (5.7a)(5.7b), giving

$$
\begin{aligned}
& \dot{\tilde{p}}=\tilde{v} \\
& \dot{\tilde{v}}=-D \tilde{v}+T z_{B}-\bar{T} \bar{z}_{B}
\end{aligned}
$$

Introducing a new virtual input $a_{d} \in \mathbb{R}^{3}$, referred to as the desired acceleration (error), the actual acceleration error is replaced by $a_{d}$, i.e.,

$$
\begin{equation*}
a_{d}=T z_{B}-\bar{T} \bar{z}_{B} \tag{5.14}
\end{equation*}
$$

which leads to

$$
\begin{align*}
\dot{\tilde{p}} & =\tilde{v}  \tag{5.15a}\\
\dot{\tilde{v}} & =-D \tilde{v}+a_{d} \tag{5.15b}
\end{align*}
$$



Figure 5.2: Overview of the proposed control strategy. In the outer loop, MPC is used to generate desired accelerations $a_{d}$, as discussed in Section 5.6. As discussed in Section 5.4.1, these accelerations are subsequently converted to thrust inputs $T$ that are applied to the quadcopter as well as desired attitudes $R_{d}$ and angular velocities $\omega_{d}$. These are then combined with the reference and measured attitudes and angular velocities, $\bar{R}, \bar{\omega}$ and $R, \omega$, respectively, in the attitude controller in the inner loop, resulting in torque inputs $\tau$ that are applied to the quadcopter, see Section 5.5. The outer-loop and inner-loop strategies are combined in Section 5.7, where the stability of the overall system is discussed as well.

In Section 5.6 an MPC strategy is used to find a desired acceleration $a_{d}$ such that the dynamics in (5.15) are stabilized and the constraint in (5.8) is satisfied. Based on this desired acceleration, the inputs $\tau$ and $T$ are then used to have the actual acceleration converge to the desired acceleration, i.e., to have the error

$$
\begin{equation*}
\tilde{a}=a_{d}-T z_{B}+\bar{T} \bar{z}_{B} \tag{5.16}
\end{equation*}
$$

converge to zero. By setting (5.16) to zero, it follows that

$$
\begin{equation*}
T z_{B}=a_{d}+\bar{T} \bar{z}_{B} \tag{5.17}
\end{equation*}
$$

and by setting the thrust as the magnitude of the vector on the right-hand side, i.e.,

$$
\begin{equation*}
T=\left\|a_{d}+\bar{T} \bar{z}_{B}\right\| \tag{5.18}
\end{equation*}
$$

the first input is determined. Note that in order to ensure the correct direction of the vector on the right-hand side in (5.17), the vector $z_{B}$ can be used. However, this is not a direct control input of the quadcopter. Therefore, instead, the desired rotation of the quadcopter, denoted by $R_{d}$, is determined next. First, note that pre-multiplication of (5.17) with $\bar{R}^{\top}$ results in

$$
T \bar{R}^{\top} R e_{3}=\bar{R}^{\top} a_{d}+\bar{T} \bar{R}^{\top} \bar{R} e_{3}
$$

or, equivalently,

$$
\begin{equation*}
T \tilde{R} e_{3}=\bar{R}^{\top} a_{d}+\bar{T} e_{3} \tag{5.19}
\end{equation*}
$$

The desired thrust direction is then set to

$$
z_{B, d}=\left[\begin{array}{c}
z_{B, d_{1}}  \tag{5.20}\\
z_{B, d_{2}} \\
z_{B, d_{3}}
\end{array}\right]=\frac{\bar{R}^{\top} a_{d}+\bar{T} e_{3}}{\left\|\bar{R}^{\top} a_{d}+\bar{T} e_{3}\right\|},
$$

and the remaining columns of the desired quadcopter orientation are set to

$$
\begin{aligned}
& y_{B, d}=\frac{z_{B, d} \times e_{1}}{\left\|z_{B, d} \times e_{1}\right\|}=\left[\begin{array}{lll}
0 & \frac{z_{B, d_{3}}}{\alpha} & \frac{-z_{B, d_{2}}}{\alpha}
\end{array}\right]^{\top} \\
& x_{B, d}=y_{B, d} \times z_{B, d}=\left[\begin{array}{lll}
\alpha & -\frac{z_{B, d_{1} z_{B, d_{2}}}}{\alpha} & -\frac{z_{B, d_{1} z_{B, d_{3}}}^{\alpha}}{\alpha}
\end{array}\right]^{\top}
\end{aligned}
$$

for $\alpha=\sqrt{z_{B, d_{2}}^{2}+z_{B, d_{3}}^{2}}$. The desired attitude of the quadcopter is then given by

$$
R_{d}=\left[\begin{array}{lll}
x_{B, d}, & y_{B, d}, & z_{B, d} \tag{5.21}
\end{array}\right] .
$$

Roughly speaking, this ensures that when the errors in (5.15) converge to zero, $a_{d}$ converges to zero and $z_{B, d} \rightarrow e_{3}$, making $R_{d} \rightarrow I$.

Note that the Euclidean norm is invariant under rotation, so that the thrust defined in (5.18) can be written as

$$
T=\left\|a_{d}+\bar{T} \bar{z}_{B}\right\|=\left\|\bar{R}^{\top} a_{d}+\bar{T} e_{3}\right\|
$$

Combined with (5.20) and (5.21), this shows that (5.19) can be written as

$$
\begin{equation*}
T \tilde{R} e_{3}=\bar{R}^{\top} a_{d}+\bar{T} e_{3}=T R_{d} e_{3} \tag{5.22}
\end{equation*}
$$

From this it becomes clear that by making $\tilde{R}$ converge to $R_{d}$, the desired acceleration is achieved. This will be achieved using the torque $\tau$, which is generated by the attitude tracking controller presented in Section 5.5. This controller will require differentiable setpoints for the desired angular velocity, which are found by first noting that from $\dot{R}_{d}=R_{d} S\left(\omega_{d}\right)$ it follows that

$$
\begin{align*}
\dot{x}_{B, d} & =\omega_{d_{3}} y_{B, d}-\omega_{d_{2}} z_{B, d},  \tag{5.23a}\\
\dot{y}_{B, d} & =-\omega_{d_{3}} x_{B, d}+\omega_{d_{1}} z_{B, d},  \tag{5.23b}\\
\dot{z}_{B, d} & =\omega_{d_{2}} x_{B, d}-\omega_{d_{1}} y_{B, d} \tag{5.23c}
\end{align*}
$$

Pre-multiplying (5.23b) with $x_{B, d}^{\top}$ and (5.23c) with $x_{B, d}^{\top}$ and $y_{B, d}^{\top}$ results in an expression for the desired angular velocity as

$$
\omega_{d}=\left[\begin{array}{c}
-y_{B, d}^{\top} \dot{z}_{B, d}  \tag{5.24}\\
x_{B, d}^{\top} \dot{z}_{B, d} \\
-x_{B, d}^{\top} \dot{y}_{B, d}
\end{array}\right] .
$$

The above derivations show that the desired acceleration $a_{d}$ can be achieved by generating the desired attitude in (5.21) and using the thrust as in (5.18). Next, it is discussed how the constraint on the thrust in (5.8) can be converted to constraints on the desired acceleration $a_{d}$, which is to be generated by the MPC. Moreover, the constraints on the desired acceleration will also ensure that the variables in this section are well-defined.

### 5.4.2 Constraints

The magnitude of the thrust vector is constrained according to (5.8) and for (5.20) to be defined it is required that $T \neq 0$. Furthermore, in order for $y_{B, d}$ to be well-defined it is required that $z_{B, d}$ and $e_{1}$ are never parallel, which is achieved by requiring $z_{B, d_{3}}>0$, which also ensures $T \neq 0$. Note that from (5.20) it follows that ensuring $z_{B, d_{3}}>0$ is equivalent to ensuring $\bar{z}_{B}^{\top} a_{d}+\bar{T}>0$. To this effect, $a_{d} \in \mathcal{A}$ is constrained and the set of admissible values that the desired acceleration can take is defined as

$$
\begin{equation*}
\mathcal{A}(\bar{R}, \bar{T}):=\left\{a_{d} \in \mathbb{R}^{3} \mid 0<\left\|a_{d}+\bar{T} \bar{z}_{B}\right\| \leq T_{\max }, \bar{z}_{B}^{\top} a_{d}+\bar{T}>0\right\} . \tag{5.25}
\end{equation*}
$$

The inner-loop controller requires setpoints for the desired angular velocity and its derivative, which means that the desired acceleration needs to be twice differentiable, see (5.24).

### 5.4.3 Cascaded problem definition

The original tracking control problem as defined in Problem 1 is now split into two subproblems, namely an outer-loop and an inner-loop problem. The outerloop problem is formulated as

Problem 2 (Outer-loop problem). Find a twice differentiable virtual acceleration control law $a_{d}=a_{d}(p, v, \bar{p}, \bar{v}, \bar{T})$, such that the origin $(\tilde{p}(t), \tilde{v}(t))=(0,0)$ of the system ((5.15a)-(5.15b)) is UGAS and such that $a_{d} \in \mathcal{A}(\bar{R}, \bar{T})$, for all $t \in \mathbb{R}_{\geq 0}$, where $\mathcal{A}(\bar{R}, \bar{T})$ is defined in (5.25).

Since it is desired to steer $\tilde{R}$ to $R_{d}$, the attitude error and angular velocity error considered in the inner-loop problem are defined as

$$
\begin{equation*}
R_{e}=R_{d}^{\top} \tilde{R} \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{e}=\omega-\tilde{R}^{\top} \bar{\omega}-R_{e}^{\top} \omega_{d}, \tag{5.27}
\end{equation*}
$$

respectively. The inner-loop problem is now formulated as
Problem 3 (Inner-loop problem). Find a control law $\tau=\tau\left(R, \omega, \bar{R}, \bar{\omega}, \bar{T}, a_{d}\right.$, such that the origin $\left(R_{e}(t), \omega_{e}(t)\right)=(I, 0)$ of the system ((5.26)-(5.27)) is Ua$G A S$.

In Section 5.7 it will be shown that by solving Problems 2 and 3 a solution to Problem 1 can be obtained.

Remark 5.5. Similarly to Remark 5.4, we can state that the control laws in Problem 2 and 3 are rather a function of state and reference variables from time 0 to time $t$, to accent the sampled-data approach.

### 5.5 Inner-loop tracking

As mentioned in the introduction, many controllers for stabilizing the attitude dynamics of quadcopters have been proposed over the years. Here, a controller similar to the one proposed in [123] is employed, because it provides ULES and UaGAS for the attitude dynamics. The dynamics of the error variables in ((5.26),(5.27)) are given by

$$
\begin{aligned}
& \dot{R}_{e}=R_{e} S\left(\omega_{e}\right) \\
& J \dot{\omega}_{e}=S(J \omega) \omega-\tau_{g}-A R^{\top} v-C \omega+\tau \\
& \quad-J \tilde{R}^{\top} J^{-1}\left(S(J \bar{\omega}) \bar{\omega}-\tau_{g}-A \bar{R}^{\top} \bar{v}-C \bar{\omega}+\bar{\tau}\right) \\
&+ J\left[\left(S(\omega) \tilde{R}^{\top}-\tilde{R}^{\top} S(\bar{\omega})\right) \bar{\omega}+S\left(\omega_{e}\right) R_{e}^{\top} \omega_{d}-R_{e}^{\top} \dot{\omega}_{d}\right]
\end{aligned}
$$

which, combined with the input

$$
\begin{align*}
\tau & =-K_{\omega} \omega_{e}+K_{R} \sum_{i=1}^{3} k_{i}\left(e_{i} \times R_{e}^{\top} e_{i}\right) \\
& -S(J \omega) \omega+\tau_{g}+A R^{\top} v+C \omega  \tag{5.28}\\
& +J \tilde{R}^{\top} J^{-1}\left(S(J \bar{\omega}) \bar{\omega}-\tau_{g}-A \bar{R}^{\top} \bar{v}-C \bar{\omega}+\bar{\tau}\right) \\
& -J\left[\left(S(\omega) \tilde{R}^{\top}-\tilde{R}^{\top} S(\bar{\omega})\right) \bar{\omega}+S\left(\omega_{e}\right) R_{e}^{\top} \omega_{d}-R_{e}^{\top} \dot{\omega}_{d}\right]
\end{align*}
$$

result in the closed-loop system

$$
\begin{align*}
\dot{R}_{e} & =R_{e} S\left(\omega_{e}\right)  \tag{5.29a}\\
J \dot{\omega}_{e} & =-K_{\omega} \omega_{e}+K_{R} \sum_{i=1}^{3} k_{i}\left(e_{i} \times R_{e}^{\top} e_{i}\right) \tag{5.29b}
\end{align*}
$$

with distinct $k_{i}>0, K_{\omega} \succ 0$ and $K_{R} \succ 0$. The following theorem asserts stability for this closed-loop system:

Theorem 5.6 (cf. [123], Theorem 4). The system in (5.29) has (I, 0) as a ULES and UaGAS equilibrium. That is, let $E_{c}=\{I, \operatorname{diag}(1,-1,-1), \operatorname{diag}(-1,1,-1)$,
$\operatorname{diag}(-1,-1,1)\}$, then $R_{e}$ converges to $E_{c}$ and $\omega_{e}$ converges to zero. The equilibria $\left(R_{e}, 0\right)$ of (5.29), where $R_{e} \in E_{c} \backslash\{I\}$, are unstable and the set of all initial conditions converging to the equilibria $\left(R_{e}, 0\right)$, where $R_{e} \in E_{c} \backslash\{I\}$ form a lower dimensional manifold.

Since $R_{e}$ converges to $I$ for almost all initial conditions it follows from (5.26) that $\tilde{R}$ converges to $R_{d}$ for almost all initial conditions. Moreover, as $\omega_{e} \rightarrow 0$ it follows from (5.27) that $\tilde{\omega} \rightarrow R_{e}^{\top} \omega_{d}$, which combined with $R_{e} \rightarrow I$ results in $\tilde{\omega} \rightarrow \omega_{d}$. This solves Problem 3 .

### 5.6 Outer-loop tracking

For the outer-loop control problem defined in Problem 2 a model predictive control (MPC) strategy is used, that allows for the desired acceleration to be constrained to the set defined in (5.25), while still providing appropriate stability guarantees. As is common for many MPC strategies, the MPC law used is formulated in discrete time. An overview of the MPC strategy is provided in Figure 5.3. In this section, the actual optimal control problem (OCP) that is solved is presented in a stepwise manner, starting with the discretization of the dynamics ((5.15a)-(5.15b)) in Section 5.6.1. In this same section, the constraints on the continuous states are replaced by constraints on the discrete input, which still ensure the continuous-time satisfaction of the constraint on the desired acceleration $a_{d}$ in (5.25). An MPC law is formulated based on the resulting discretized system in Section 5.6.4. This MPC law uses the fact that a globally stabilizing control law is known, which is introduced just before, in Section 5.6.3. In Section 5.6.5 it will be shown that stability and constraint satisfaction is achieved for the continuous time system as well.


Figure 5.3: Overview of the proposed MPC strategy, for one of the three axes. The position and velocity error dynamics are extended into a dynamic controller structure in (5.33), which is subsequently discretized using exact discretization with a ZOH input. This discretized system forms the basis for the optimal control problem (OCP) that is solved for the MPC strategy in (5.47).

### 5.6.I Discretization and input transformation

As mentioned, the MPC law used is formulated in discrete-time, and in order to be able to provide twice differentiable desired accelerations for the inner-loop the following extended version of ((5.15a)-(5.15b)) is considered:

$$
\begin{align*}
\dot{\tilde{p}} & =\tilde{v}  \tag{5.30a}\\
\dot{\tilde{v}} & =-D \tilde{v}+a_{d}  \tag{5.30b}\\
\dot{a}_{d} & =-\frac{1}{\gamma}\left(a_{d}+j\right),  \tag{5.30c}\\
\dot{j} & =-\frac{1}{\gamma}(j+s), \tag{5.30d}
\end{align*}
$$

where $\gamma>0, \tilde{p}, \tilde{v}, a_{d}, j \in \mathbb{R}^{3}$ and the snap $s \in \mathbb{R}^{3}$ is considered as the input. By designing a piecewise constant (zero-order-hold (ZOH)) control law for $s$ in this model, instead of for $a_{d}$ directly, it is ensured that $a_{d}$ is twice differentiable for the original model (5.15). Recall that twice differentiability of the desired acceleration $a_{d}$ is required by the inner-loop controller. Note that for the purpose of ensuring differentiability, integrator dynamics would have sufficed, however the first-order filter dynamics will be used at the end of this subsection to provide constraint satisfaction in between sample times.

Next, $a_{d}$ is constrained to lie in a more conservative set than strictly necessary, i.e., contained in the set defined in (5.25). However, with the benefit that this idea will result in an easier control design to generate $a_{d}$ by decoupling the constraint in (5.25). First note that

$$
\left\|a_{d}+\bar{T} \bar{z}_{B}\right\| \leq\left\|a_{d}\right\|+\bar{T}
$$

Hence, if

$$
\left\|a_{d}\right\|+\bar{T} \leq T_{\max }
$$

then the upper-bound in (5.25), i.e., $\left\|a_{d}+\bar{T} \bar{z}_{B}\right\| \leq T_{\max }$, is met. Furthermore, it also required that $\bar{z}_{B}^{\top} a_{d}+\bar{T}>0$, which can be ensured by requiring

$$
\left\|a_{d}\right\| \leq \bar{T}-\delta
$$

for some small $0<\delta<\underline{\epsilon}$. These last two conditions describe a sphere for the desired acceleration $a_{d}$ to be in of radius $T_{\max }-\bar{T}$ and $\bar{T}-\delta$, respectively. However, similarly to [152], a more conservative, box approximation $\mathcal{A}_{L}(\bar{T}) \subset$ $\mathcal{A}(\bar{R}, \bar{T})$ is considered, where $\mathcal{A}(\bar{R}, \bar{T})$ as defined in (5.25) and

$$
\begin{equation*}
\mathcal{A}_{L}(\bar{T}(t)):=\left\{a_{d} \in \mathbb{R}^{3} \mid-L \leq a_{d, i} \leq L, i \in\{1,2,3\}\right\} \tag{5.31}
\end{equation*}
$$

with

$$
\begin{equation*}
L(t)=\frac{1}{\sqrt{3}} \min \left(\bar{T}(t)-\delta, T_{\max }-\bar{T}(t)\right) \tag{5.32}
\end{equation*}
$$



Figure 5.4: Schematic depiction of the constraints on the desired acceleration $a_{d}$ in 2D (so that circles and squares are considered, instead of spheres and cubes, respectively). The blue and red circles have radii of $T_{\max }-\bar{T}$ and $\bar{T}-\delta$, respectively. Note that the radius of each circle changes as the reference thrust $\bar{T}$ changes, so that it is not always the case that the red circle is smaller than the blue circle. In this case however, the red circle is the smallest, and thus the most restricting for the desired acceleration $a_{d}$ to have to lie in. In this circle the largest square that fits is depicted in green, and the constraint on the desired acceleration can now be decoupled by limiting each of the components to smaller than $\pm L$.
which can be viewed as the largest cube that fits in the sphere that is most restricting, see Figure 5.4. Note that $a_{d} \in \mathcal{A}_{L}(\bar{T})$ implies $a_{d} \in \mathcal{A}(\bar{R}, \bar{T})$. This allows for the consideration of three separate, constrained, scalar systems given by

$$
\begin{align*}
& \underline{\dot{p}}^{i}=\underline{v}^{i},  \tag{5.33a}\\
& \underline{\dot{v}}^{i}=-d^{i} \underline{v}^{i}+\underline{a}^{i},  \tag{5.33b}\\
& \underline{\dot{a}}^{i}=-\frac{1}{\gamma}\left(\underline{a}^{i}+\underline{j}^{i}\right),  \tag{5.33c}\\
& \underline{\dot{j}}^{i}=-\frac{1}{\gamma}\left(\underline{j}^{i}+\underline{s}^{i}\right), \tag{5.33d}
\end{align*}
$$

with $i \in\{1,2,3\}, \underline{p}^{i}, \underline{v}^{i}, \underline{a}^{i}, \underline{j}^{i}, \underline{s}^{i} \in \mathbb{R}, d^{i}$ the corresponding component of $D$ and $\underline{a}^{i} \in \underline{\mathcal{A}}_{L}(\bar{T}(t)):=\{\bar{a} \in \mathbb{R} \mid-L(t) \leq a \leq L(t)\}$. The index $i$ will be omitted from here on whenever possible to improve readability, since the three scalar systems are of the same form.

Using exact discretization with a ZOH input, i.e.,

$$
\begin{equation*}
\underline{s}(t)=\underline{s}\left(t_{k}\right), \quad t \in\left[t_{k}, t_{k+1}\right), \tag{5.34}
\end{equation*}
$$

with $t_{k}=k h, k \in \mathbb{N}_{\geq 0}$, and $h>0$ the sample time, results in the discrete-time system

$$
\begin{equation*}
x_{k+1}=A x_{k}+B u_{k} \tag{5.35}
\end{equation*}
$$

where $x_{k}=x\left(t_{k}\right), x=\left[\begin{array}{llll}\underline{p} & \underline{v} & \underline{a} & \underline{j}\end{array}\right]^{\top}$ taking values in $\mathbb{R}^{4}, u_{k}=\underline{s}\left(t_{k}\right)$ taking values in $\mathbb{R}$ and $k \in \mathbb{N}_{\geq 0}$. The system matrices are of the form

$$
A=\left[\begin{array}{cccc}
1 & c_{1} & c_{2} & c_{3}  \tag{5.36}\\
0 & c_{4} & c_{5} & c_{6} \\
0 & 0 & c_{7} & c_{8} \\
0 & 0 & 0 & c_{7}
\end{array}\right], \quad B=\left[\begin{array}{c}
c_{9} \\
c_{10} \\
c_{11} \\
c_{12}
\end{array}\right],
$$

where $c_{i}>0$, for $i=1,2, \ldots, 12$. The time-varying constraint in (5.32) can be lower bounded by a positive constant as

$$
\begin{equation*}
0<\Delta=\inf _{t \in \mathbb{R}_{\geq 0}} L(t) \tag{5.37}
\end{equation*}
$$

since $\bar{T}(t)$ is limited as in (5.8) and $\delta<\underline{\epsilon}$. The constraint $\underline{a} \in \underline{\mathcal{A}}_{L}(\bar{T}(t))$ is then ensured by initializing the controller such that $|\underline{a}(0)| \leq \Delta,|\underline{j}(0)| \leq \Delta$ and restricting the input as

$$
\begin{equation*}
-\Delta \leq u_{k} \leq \Delta, \text { for all } k \in \mathbb{N}_{\geq 0} \tag{5.38}
\end{equation*}
$$

This choice of controller saturation results in the satisfaction of the constraint (5.32) as can be seen by considering the evolution of the acceleration and the jerk of the system (5.33) in between sample times, which is given by

$$
\begin{aligned}
& \underline{a}(t)=\alpha(t) \underline{a}_{k}+\beta(t) \underline{j}_{k}+[1-\alpha(t)-\beta(t)] u_{k} \\
& \underline{j}(t)=\alpha(t) \underline{j}_{k}+[1-\alpha(t)] u_{k}
\end{aligned}
$$

for $t \in\left[t_{k}, t_{k+1}\right)$, where $\alpha(t)=e^{-t / \gamma}$ and $\beta(t)=\frac{t}{\gamma} e^{-t / \gamma}$. From these equations it follows that during the first sample period the jerk is limited by

$$
\begin{equation*}
|\underline{j}(t)| \leq \alpha(t) \Delta+[1-\alpha(t)] \Delta=\Delta \tag{5.39}
\end{equation*}
$$

for $t \in\left[t_{k}, t_{k+1}\right)$, so that the jerk is limited at the sample point, as well as between sample points. Similarly, the acceleration is bounded as

$$
\begin{equation*}
|\underline{a}(t)| \leq \alpha(t) \Delta+\beta(t) \Delta+[1-\alpha(t)-\beta(t)] \Delta=\Delta \tag{5.40}
\end{equation*}
$$

for $t \in\left[t_{k}, t_{k+1}\right)$. This also holds for all subsequent sample periods, so that it can be concluded that the constraint in (5.31), and thus the constraint in (5.25), is satisfied for all $t \in \mathbb{R}_{\geq 0}$.

### 5.6.2 MPC formulation

The MPC law for the scalar system (5.35) consists of solving the following optimal control problem (OCP) at each time step:

$$
\begin{array}{ll}
\min _{U_{k}} & J\left(x_{k}, U_{k}\right)=l_{T}\left(x_{N \mid k}\right)+\sum_{\ell=0}^{N-1} l\left(x_{\ell \mid k}, \hat{u}_{\ell \mid k}\right) \\
\text { s.t. } & x_{0 \mid k}=x_{k}  \tag{5.41}\\
& x_{\ell+1 \mid k}=A x_{\ell \mid k}+B u_{\ell \mid k}, \ell \in\{0,1, \ldots, N-1\}, \\
& u_{\ell \mid k} \in \mathbb{U}_{\ell \mid k}, \ell \in\{0,1, \ldots, N-1\}
\end{array}
$$

where $U_{k}=\left[\begin{array}{lll}u_{0 \mid k} & \ldots & u_{N-1 \mid k}\end{array}\right]^{\top}$ contains the predicted future control inputs. Moreover, $N \in \mathbb{N}_{\geq 1}$ is the prediction horizon, $l: \mathbb{R}^{4} \times \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is the stage/running cost, $l_{T}: \mathbb{R}^{4} \rightarrow \mathbb{R}_{\geq 0}$ is the terminal cost and $x_{\ell \mid k}, u_{\ell \mid k}$ denote the prediction of the state and input at time step $\ell+k$, made at time $k$, respectively. The time-varying set $\mathbb{U}_{\ell \mid k}$ is chosen such that it contains the constraints on the input in (5.38) and some additional constraints to ensure stability as introduced in the sequel.

The first input of the optimal $U_{k}$, denoted as $U_{k}^{*}=\left[\begin{array}{lll}u_{0 \mid k}^{*} & \ldots & u_{N-1 \mid k}^{*}\end{array}\right]^{\top}$, is then applied to the system, yielding the MPC policy $u_{k}=\mu_{M P C}\left(x_{k}\right)$ as a nonlinear function of the state, where

$$
\begin{equation*}
\mu_{M P C}\left(x_{k}\right)=u_{0 \mid k}^{*} . \tag{5.42}
\end{equation*}
$$

The input to the trajectory tracking dynamics in (5.15a)-(5.15b) is now obtained by solving the OCP at each $k \in \mathbb{N}$ for each scalar system $i \in\{1,2,3\}$ resulting in $\mu_{M P C, i}\left(x_{k}\right)$. Using these inputs as $\underline{s}^{i}(t)=\mu_{M P C, i}\left(x_{k}\right)$ for $t \in\left[t_{k}, t_{k+1}\right)$ (see also (5.34)) in the linear system (5.33) yields $\underline{a}^{i}(t)$ and $a_{d}(t)=\left[\underline{a}^{1}(t), \underline{a}^{2}(t), \underline{a}^{3}(t)\right]^{\top}$.

In the rest of this section exact expressions will be provided for the OCP that ensure that the origin of (5.15a)-(5.15b) is globally asymptotically stable

### 5.6.3 Low-gain feedback controller

The MPC law as proposed in [205] is used to stabilize the system (5.35)-(5.36). This MPC law is based on the fact that a globally stabilizing control law is known for this system that provides a quadratic Lyapunov function. By imposing extra constraints on the first step of the input, a decrease in the Lyapunov function is guaranteed.

This stabilizing control law will be introduced shortly, however it is first shown that there exists a control law that renders the origin of the system (5.35)-(5.36) globally asymptotically stable in the following lemma.

Lemma 5.7. There exists a control law $u_{k}=u_{k}\left(x_{k}\right)$ that renders the origin of the system (5.35)-(5.36) globally asymptotically stable and that satisfies the input constraint $\left|u_{k}\right| \leq \Delta, k \in \mathbb{N}_{\geq 0}$.

Proof. From [206] it follows that the necessary and sufficient conditions for a linear system subject to input saturation to be globally asymptotically stabilizable are

1. The pair $(A, B)$ is stabilizable, and
2. $A$ has as its eigenvalues in the closed unit disc.

The system (5.35)-(5.36) has four eigenvalues:

$$
\begin{equation*}
\lambda_{1}=1, \quad \lambda_{2}=e^{-d h}, \quad \lambda_{3}=\lambda_{4}=e^{-h / \gamma} \tag{5.43}
\end{equation*}
$$

where $d, h, \gamma>0$. These all lie in the closed unit disk, thus satisfying the second condition. Moreover, by computing the controllability matrix

$$
\mathcal{C}=\left[\begin{array}{llll}
B & A B & A^{2} B & A^{3} B
\end{array}\right]
$$

of the system and calculating its determinant yields that it is nonzero for all $d, h, \gamma>0$, so that the system is controllable and thus stabilizable.

A globally stabilizing control law, known as a low-gain controller, was proposed in [94] as

$$
\begin{equation*}
u_{L}=F_{\varepsilon\left(x_{k}\right)} x_{k}=-\left(R+B^{\top} P_{\varepsilon\left(x_{k}\right)} B\right)^{-1} B^{\top} P_{\varepsilon\left(x_{k}\right)} A x_{k}, \tag{5.44}
\end{equation*}
$$

where $R \succ 0$ and $\varepsilon\left(x_{k}\right)>0$ is the low-gain parameter, which is scheduled such that the controller provides global asymptotic stability. The dependency of $\varepsilon\left(x_{k}\right)$ on $x_{k}$ is omitted hereafter for brevity. The matrix $P_{\varepsilon} \succ 0$ is determined by solving the parametric discrete-time algebraic Ricatti equation (DARE):

$$
\begin{equation*}
P_{\varepsilon}=A^{\top} P_{\varepsilon} A-A^{\top} P_{\varepsilon} B\left(R_{L}+B^{\top} P_{\varepsilon} B\right)^{-1} B^{\top} P_{\varepsilon} A+Q_{\varepsilon}, \tag{5.45}
\end{equation*}
$$

with $Q_{\varepsilon} \succ 0$ a parametrized matrix such that $\lim _{\varepsilon \rightarrow 0} Q_{\varepsilon}=0$ and $\frac{\mathrm{d} Q_{\varepsilon}}{\mathrm{d} t}>0$, e.g., $Q_{\varepsilon}=\varepsilon I$. The low-gain parameter is scheduled as

$$
\begin{equation*}
\varepsilon\left(x_{k}\right)=\max \left\{r \in(0,1] \left\lvert\,\left(x_{k}^{\top} P_{r} x_{k}\right) \operatorname{tr}\left(P_{r}\right) \leq \frac{\Delta^{2}}{b}\right.\right\}, \tag{5.46}
\end{equation*}
$$

where $b=2 \operatorname{tr}\left(B B^{\top}\right), P_{r}$ is the unique positive definite solution of (5.45) with $\varepsilon=r$ and $\operatorname{tr}(\cdot)$ denotes the trace of a matrix. For this scheduling it is assumed that $R=I$, which can always be achieved by appropriate scaling.

In [206] it was shown that the low-gain controller in (5.44) with $P_{\varepsilon}$ the solution of (5.45) and the scheduling (5.46) provides global asymptotic stability for linear discrete-time systems subject to input saturation. The following theorem states the same result for the system under consideration.

Theorem 5.8 (cf. [206]). The system (5.35) with input (5.44) with $R=I, P_{\varepsilon}$ the solution of (5.45) and the scheduling given in (5.46) satisfies the constraint (5.37) and is globally asymptotically stable.

### 5.6.4 Model predictive controller

Next, the same Lyapunov function candidate as was used in the proof of Theorem 5.8 is considered, namely $V_{k}=V\left(x_{k}\right)=x_{k}^{\top} P_{k} x_{k}$ and the shorthand notations $P_{k}=P_{\varepsilon\left(x_{k}\right)}, Q_{k}=Q_{\varepsilon\left(x_{k}\right)}, F_{k}=F_{\varepsilon\left(x_{k}\right)}$ and $R=I$, however the evolution along trajectories for any $\left|u_{k}\right| \leq \Delta$ is evaluated as

$$
\begin{aligned}
V_{k+1}-V_{k}= & -x_{k}^{\top} Q_{k} x_{k}-u_{k}^{\top} u_{k}+x_{k+1}^{\top}\left(P_{k+1}-P_{k}\right) x_{k+1} \\
& +\left(u_{k}-F_{k} x_{k}\right)^{\top}\left(I+B^{\top} P_{k} B\right)\left(u_{k}-F_{k} x_{k}\right), \\
= & -x_{k}^{\top} Q_{k} x_{k}+x_{k+1}^{\top}\left(P_{k+1}-P_{k}\right) x_{k+1} \\
& +\left(u_{k}-F_{k} x_{k}\right)^{\top} B^{\top} P_{k} B\left(u_{k}-F_{k} x_{k}\right) \\
& -x_{k}^{\top} F_{k}^{\top} F_{k} x_{k}-2 x_{k}^{\top} F_{k}^{\top}\left(u_{k}-F_{k} x_{k}\right) .
\end{aligned}
$$

In [205] it was established that $V_{k+1}-V_{k}$ and $x_{k+1}^{\top}\left(P_{k+1}-P_{k}\right) x_{k+1}$ cannot have the same sign for the scheduling in (5.46), thus a decreasing Lyapunov function can be ensured by having

$$
2 x_{k}^{\top} F_{k}\left(u_{k}-F_{k} x_{k}\right)-\left(u_{k}-F_{k} x_{k}\right)^{\top} B^{\top} P_{k} B\left(u_{k}-F_{k} x_{k}\right) \geq 0 .
$$

By writing this constraint as

$$
\left[2 x_{k}^{\top} F_{k}-\left(u_{k}-F_{k} x_{k}\right)^{\top} B^{\top} P_{k} B\right]\left(u_{k}-F_{k} x_{k}\right) \geq 0
$$

it becomes clear that the term in the square brackets must have the same sign as $\left(u_{k}-F_{k} x_{k}\right)^{1}$. This can be achieved by requiring

$$
\begin{array}{r}
\operatorname{sign}\left(u_{k}-F_{k} x_{k}\right)\left(u_{k}-F_{k} x_{k}\right) \geq 0 \\
\operatorname{sign}\left(u_{k}-F_{k} x_{k}\right)\left(2 F_{k}-B^{\top} P_{k} B\left(u_{k}-F_{k} x_{k}\right)\right) \geq 0
\end{array}
$$

or by using the following linear constraints on the input as in [205]:

$$
\begin{aligned}
\operatorname{sign}\left(F_{k} x_{k}\right)\left(u_{k}-F_{k} x_{k}\right) & \geq 0 \\
\operatorname{sign}\left(F_{k} x_{k}\right)\left(2 F_{k}-B^{\top} P_{k} B\left(u_{k}-F_{k} x_{k}\right)\right) & \geq 0
\end{aligned}
$$

[^11]The MPC law then consists of solving the following optimal control problem (OCP) at each time step

$$
\begin{array}{ll}
\min _{U_{k}} & J\left(x_{k}, U_{k}\right)=l_{T}\left(x_{N \mid k}\right)+\sum_{\ell=0}^{N-1} l\left(x_{\ell \mid k}, u_{\ell \mid k}\right) \\
\text { s.t. } & x_{0 \mid k}=x_{k} \\
& x_{\ell+1 \mid k}=A x_{\ell \mid k}+B u_{\ell \mid k}, \ell \in\{0, \ldots, N-1\}  \tag{5.47}\\
& \left|u_{\ell \mid k}\right| \leq \Delta, \ell \in\{0, \ldots, N-1\} \\
& 0 \leq \operatorname{sign}\left(F_{k} x_{0 \mid k}\right)\left(u_{0 \mid k}-F_{k} x_{0 \mid k}\right) \\
& 0 \leq \operatorname{sign}\left(F_{k} x_{0 \mid k}\right)\left(2 F_{k}-B^{\top} P_{k} B\left(u_{0 \mid k}-F_{k} x_{0 \mid k}\right)\right) .
\end{array}
$$

The first input is then applied to the system according to (5.42), where $u_{0 \mid k}^{*}$ is obtained from (5.47). The following result asserts the stability of the MPC policy [205, 212]:
Theorem 5.9. The origin of the system (5.35) with input (5.42), obtained from (5.47), for any $l: \mathbb{R}^{4} \times \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}, l_{T}: \mathbb{R}^{4} \rightarrow \mathbb{R}_{\geq 0}$ and $N \in \mathbb{N}_{\geq 1}$, is globally asymptotically stable.
Proof. The optimization in (5.47) guarantees, by construction, that $V_{k+1}-V_{k}<$ 0 , for sufficiently small $\epsilon$ and all $x_{k} \neq 0$. Moreover, the optimization problem is always feasible, since a known solution in the form of (5.44) is feasible.

Remark 5.10. Note that only the first input of the horizon $u_{0 \mid k}$ in (5.47) needs to be constrained by $\Delta$, whereas for the rest of the horizon the constraint on the input can be chosen freely, whilst still guaranteeing feasibility and stability of the closed-loop system. This is because only the first input in the horizon is applied to the system, and there always exists a solution in the form of the low-gain feedback controller.
Remark 5.11. Note that the choice of cost function in (5.47) is not mentioned in the above theorem, i.e., any cost function and any horizon $N \in \mathbb{N}_{\geq 1}$ can be chosen whilst still guaranteeing global asymptotic stability of the system (5.35). In fact, global stability follows from the constraints imposed in (5.47). However, the performance of the MPC strategy does depend on the choice of cost function, since the controller is free to generate an input that satisfies the input constraint and makes the Lyapunov function decrease in the next timestep, but yields a larger decrease in the Lyapunov function than the low-gain feedback controller.

Remark 5.12. Although the choice of cost function in (5.47) is not relevant for providing stability guarantees in Theorem 5.9, in the stability proof of the cascade in Section 5.7 uniqueness of solutions is required. Therefore, the cost function in (5.47) is limited to be convex in the rest of this chapter. Note that this is not a major restriction, since in practice convex cost functions are typically preferred as they often lead to lower computation times.

### 5.6.5 Stability of the continuous-time system

Although GAS has been concluded for the system (5.35), care must be taken in concluding GAS for the continuous-time system in (5.30). The state in (5.35) is exactly the state (5.30) due to the ZOH and the exact discretization used. However, the behavior of the continuous-time system in between sampling times needs to be considered as well.

Consider the continuous-time linear system in (5.30), which can be written as

$$
\begin{equation*}
\dot{\bar{x}}(t)=\bar{A} x(t)+\bar{B} u(t), \tag{5.48}
\end{equation*}
$$

where $\bar{x}(t)=\left[\tilde{p}^{\top}, \tilde{v}^{\top}, a_{d}^{\top}, j^{\top}\right]^{\top} \in \mathbb{R}^{12}$ and the input is generated by solving (5.47) for each axis and setting

$$
u(t)=\left[\begin{array}{l}
\mu_{M P C, 1}(\bar{x}(k h))  \tag{5.49}\\
\mu_{M P C, 2}(\bar{x}(k h)) \\
\mu_{M P C, 3}(\bar{x}(k h))
\end{array}\right], \text { for } t \in[k h, k h+h) .
$$

Then, for $t \in[k h, k h+h]$ :

$$
\bar{x}(t)=e^{\bar{A}(t-k h)} x(k h)+\int_{0}^{t-k h} e^{\bar{A} s} \mathrm{~d} s \bar{B} u(k h),
$$

and therefore

$$
\begin{aligned}
\|\bar{x}(t)\| & =\left\|e^{\bar{A}(t-k h)} \bar{x}(k h)+\int_{0}^{t-k h} e^{\bar{A} s} \mathrm{~d} s \bar{B} u(k h)\right\| \\
& \leq\left\|e^{\bar{A}(t-k h)}\right\|\|\bar{x}(k h)\|+\left\|\int_{0}^{t-k h} e^{\bar{A} s} \mathrm{~d} s \bar{B}\right\|\|u(k h)\| \\
& \leq c_{1}\|\bar{x}(k h)\|+c_{2}\|u(k h)\| .
\end{aligned}
$$

As both $\|\bar{x}(k h)\|$ and $\|u(k h)\|$ go to zero it follows that $\lim _{t \rightarrow \infty}\|\bar{x}(t)\|=0$. Therefore, the system (5.48) in closed loop with the ZOH-input given by (5.42) is globally asymptotically stable.

### 5.7 Cascaded trajectory tracking controller

In the previous sections a desired acceleration for asymptotic stability of the position dynamics in the outer-loop problem was derived together with a controller that uses the torque and thrust to acquire this desired control action asymptotically in the inner-loop problem. In order to conclude stability of the closed-loop system using the proposed strategy, the cascaded system is now examined. To conclude stability the following theorem will be used:

Theorem 5.13 (cf. [166],[123]). Consider a cascaded system $\dot{x}=f(t, x)$ with $f(t, 0)=0$, for all $t \in \mathbb{R}_{\geq 0}$, that can be written as

$$
\begin{align*}
& \dot{x}_{1}=f_{1}\left(t, x_{1}\right)+g\left(t, x_{1}, x_{2}\right) x_{2}  \tag{5.50a}\\
& \dot{x}_{2}=f_{2}\left(t, x_{2}\right) \tag{5.50b}
\end{align*}
$$

with $x_{1}$ and $x_{2}$ taking values in $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. This system is a cascade of the systems

$$
\begin{equation*}
\dot{x}_{1}=f_{1}\left(t, x_{1}\right) \tag{5.51}
\end{equation*}
$$

and (5.50b). If the origins of the systems (5.51) and (5.50b) are UGAS and the solutions to (5.50) remain bounded, then the origin of the system (5.50) is UGAS.

Remark 5.14. In [166] it is assumed that $f_{1}\left(t, x_{1}\right)$ is continuously differentiable in $\left(t, x_{1}\right)$ and $f_{2}\left(t, x_{2}\right), g\left(t, x_{1}, x_{2}\right)$ are continuous in their arguments, and locally Lipschitz in $x_{2}$ and $\left(x_{1}, x_{2}\right)$ respectively. However, only uniqueness of solutions (see Remark 5.12) is used in the proof of Theorem 5.13, so that the same theorem can be employed here in the stability proof for this system.

Consider the dynamics (5.7) and reference (5.9) in closed loop with the inputs (5.18), (5.28) and (5.49). The closed-loop system is then given by

$$
\begin{align*}
\dot{\tilde{p}} & =\tilde{v},  \tag{5.52a}\\
\dot{\tilde{v}} & =-D \tilde{v}+a_{d}(t)+T R\left(I-R_{e}^{\top}\right) e_{3},  \tag{5.52b}\\
\dot{a}_{d} & =-\frac{1}{\gamma}\left(a_{d}+j\right),  \tag{5.52c}\\
\dot{j} & =-\frac{1}{\gamma}(j+u),  \tag{5.52d}\\
\dot{R}_{e} & =R_{e} S\left(\omega_{e}\right),  \tag{5.52e}\\
J \dot{\omega}_{e} & =-K_{\omega} \omega_{e}+K_{R} \sum_{i=1}^{3} k_{i}\left(e_{i} \times R_{e}^{\top} e_{i}\right) . \tag{5.52f}
\end{align*}
$$

Theorem 5.15. The origin $\left(\tilde{p}, \tilde{v}, R_{e}, \omega_{e}\right)=(0,0, I, 0)$ of (5.52) is UaGAS.
Proof. First note that (5.52) is a cascade of the systems ((5.52a)-(5.52d)) and ((5.52e)-(5.52f)). Since ((5.52e)-(5.52f)) is UaGAS, we consider our stability analysis on $\mathbb{R}^{6} \times G$, where $G \subset S O(3) \times \mathbb{R}^{3}$ is the uniformly almost global region of attraction of ((5.52e)-(5.52f)).

Since ((5.52e)-(5.52f)) and (5.48) are UGAS on $\mathbb{R}^{6} \times G$, it is only required to show that the solutions remain bounded to conclude UGAS of (5.52) on $\mathbb{R}^{6} \times G$ according to Theorem 5.13. The dynamics ((5.52e)-(5.52f)) are bounded since

| Description | Symbol | Value |
| :--- | :---: | ---: |
| Gravitational constant | $g$ | 9.81 |
| Inertia matrix | $J$ | $\operatorname{diag}(0.08,0.08,0.15)$ |
| Translational drag coefficients | $D$ | $\operatorname{diag}(3.3,1.7,1.7)$ |
| Gyroscopic torques | $\tau_{g}$ | $[0,0,0]^{\top}$ |
| Cross drag coefficients | $A$ | $0.1 I$ |
| Rotational Drag coefficients | $C$ | $0.5 I$ |
| Maximum torque | $T_{\max }$ | $1.6 g=15.696$ |

Table 5.1: Quadcopter parameters used in simulations.
they are UGAS on $G$ and for ((5.52a)-(5.52d)) the boundedness of solutions is shown in Appendix 5.A. The result follows from Theorem 5.13. Moreover, the origin $\left(\tilde{p}, \tilde{v}, R_{e}, \omega_{e}\right)=(0,0, I, 0)$ is UGAS except for initial conditions in a set of measure zero, so that UaGAS of (5.52) can be concluded according to Definition 5.2.

Finally, it is shown that when UaGAS of (5.52) is realized, a solution to Problem 1 is found.

Corollary 5.16. The controller consisting of the inputs obtained from (5.18), (5.28) and (5.49) solves Problem 1.

Proof. From Theorem 5.15 it directly follows that $(\tilde{p}(t), \tilde{v}(t)) \rightarrow(0,0)$, which combined with ((5.15a)-(5.15b)) results in $a_{d}(t) \rightarrow 0$. Then, by using (5.20), it follows that $z_{B, d}(t) \rightarrow e_{3}$ and from (5.21) it then follows that $R_{d}(t) \rightarrow I$. Combining this with $R_{e}(t) \rightarrow I$ results in $\tilde{R}(t) \rightarrow I$. Finally, since $\dot{a}_{d}(t) \rightarrow 0$, it follows that $\omega_{d}(t) \rightarrow 0$, which, combined with $\omega_{e}(t) \rightarrow 0$ and (5.27), results in $\tilde{\omega}(t) \rightarrow 0$, concluding the proof.

### 5.8 Numerical case study

In this section the effectiveness of the proposed strategy is illustrated through numerical examples. The dynamics in (5.7) are considered with the parameters provided in Table 5.1. For the reference trajectory, we consider

$$
\bar{p}(t)=\left[\begin{array}{lll}
\cos (t) & \sin (t) & -5 \sin (2 t) \tag{5.53}
\end{array}\right]^{\top},
$$

together with a heading angle $\psi=0.2 t$, which is the angle between the projection of $x_{B}$ onto the $x_{W}-y_{W}$ plane and the $x_{W}$ axis, see Figure 5.1. This angle is
only well defined when the thrust vector is limited by $0 \leq z_{W}^{\top} \bar{z}_{B}(t)<1$, for $t \in \mathbb{R}_{\geq 0}$, i.e., when the quadcopter is upright, which is the case for this reference trajectory. This trajectory fully defines the states and inputs of the reference model in (5.9) by following the differential flatness method employed in [66]. The initial conditions are set to

$$
\begin{aligned}
p(0) & =\left[\begin{array}{lll}
0 & 1 & -6
\end{array}\right]^{\top} \\
v(0) & =\bar{v}(0) \\
R(0) & =R_{x}\left(170 \frac{\pi}{180}\right) R_{y}\left(30 \frac{\pi}{180}\right) R_{z}\left(20 \frac{\pi}{180}\right), \\
\omega(0) & =\bar{\omega}(0)
\end{aligned}
$$

where $R_{x}(\theta)$ denotes a rotation around the $x$-axis according to

$$
R_{x}(\theta)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos (\theta) & \sin (-\theta) \\
0 & \sin (\theta) & \cos (\theta)
\end{array}\right]
$$

and $R_{y}, R_{z}$ are rotations about the $y$ and $z$ axes defined similarly.
For all simulations the inner-loop gains are set to $K_{\omega}=30 J, K_{R}=70 \mathrm{~J}$ with $J$ the inertia matrix and $\left[k_{1}, k_{2}, k_{3}\right]=[0.9,1,1.1]$. Furthermore, a sample time of $h=0.1$ seconds is used and $\gamma=0.01$ is set for the model used in the MPC controller.

### 5.8.I Outer-loop verification

First the scalar, linear discrete-time system (5.35) is simulated for the $z$-axis, with the input generated by solving the OCP in (5.47) and transforming back to the system using (5.42). The following quadratic cost function is used

$$
\begin{equation*}
J=x_{N \mid k}^{\top} Q_{N} x_{N \mid k}+f_{N} x_{N \mid k}+\sum_{\ell=0}^{N-1} x_{\ell \mid k}^{\top} Q x_{\ell \mid k}+f x_{\ell \mid k}+u_{\ell \mid k}^{\top} R \hat{u}_{\ell \mid k}+g u_{\ell \mid k} \tag{5.54}
\end{equation*}
$$

with $Q=\operatorname{diag}(100,1,1,1), Q_{N}=0.01 Q, R=0.1$ and $f_{N}=f=g=-1$. The settings for the low-gain controller that provides the constraints by solving the DARE in (5.45) are $Q_{\varepsilon}=\varepsilon Q$ and $R_{L}=0.1$, where $\varepsilon$ is obtained from the scheduling in (5.46). Note that the settings for the low-gain controller can be chosen independently of those of the cost function (cf. Remarks 5.11 and 5.12).

To show the importance of the stabilizing constraints, the horizon is set to $N=1$ and the solutions for the OCP are computed with and without the stabilizing constraints. Figure 5.5 shows the position errors for both cases, showing that the stabilizing constraints ensure stability and fast convergence. The scheduled low-gain parameter obtained from (5.46) and corresponding Lyapunov function are shown for both cases in Figure 5.6, confirming that the constraint on the first input only results in a decreasing Lyapunov function for the system.


Figure 5.5: Position errors for the linear discrete-time system with (red, solid) and without (blue, dashed) constraints.

### 5.8.2 Quadcopter Simulation

A simulation of the cascaded system, consisting of the outer and inner loop, is performed next. Most settings remain the same for each subsystem corresponding to the $x, y, z$ axes, except for the prediction horizon and the terminal cost, which are set to $N=20$ and $Q_{N}=10 Q_{d}$, where $Q_{d}$ is obtained by solving the regular DARE, i.e. (5.45) for $\varepsilon=1$, with $Q$ and $R$ from the cost function. Moreover, $f_{N}, f$ and $g$ are set to zero, i.e., $f_{N}=f=g=-1$.

The resulting trajectory is visualized in Figure 5.10, where it can be seen that the quadcopter is able to recover from an upside-down initial attitude and converges to the reference trajectory. The corresponding position and attitude errors are shown in Figures 5.7 and 5.8, respectively. For the attitude errors the same metric as in the proof of Theorem 5.13 is used, i.e., $\gamma\left(R_{1}, R_{2}\right)=$ $\left\|R_{1}-R_{2}\right\|_{F}$ and the distance of both the desired attitude $R_{d}$ and the reference attitude error $\tilde{R}$ to $I$ are evaluated. Lastly, Figure 5.9 displays the thrust during the trajectory, showing that it stays below the maximum value and thus satisfies the constraint (5.8).

### 5.9 Conclusions

In this chapter a new cascaded controller was presented, that enables guaranteed trajectory tracking for quadcopters while taking into account the limited thrust capabilities of quadcopters. The method uses the differential flatness property of the quadcopter dynamics in combination with a uniformly almost globally asymptotically stable inner-loop controller and a novel, MPC-based, uniformly


Figure 5.6: Low-gain parameter $\varepsilon\left(x_{k}\right)$ (top) and Lyapunov function $V_{k}$ (bottom) for the linear discrete-time system with (red, solid) and without (blue, dashed) constraints.
globally asymptotically stable outer-loop controller. This combination allows for providing convergence guarantees for trajectory tracking, incorporation of future reference information and constraint handling. Moreover, the methodology used allows the MPC strategy to be formulated as three quadratic problems, each with just four states and one input, and only linear constraints on the first input of the horizon, allowing for fast computation times. The advantages of the method are shown in a numerical case study.

Suggestions for future research include the development of less conservative constraints on the desired acceleration $a_{d}$, by, for example, relaxing the need for decoupling and/or providing tighter bounds on the evolution of the desired acceleration in between sample times. An experimental case study and demonstration of the real-time capability of the suggested control strategy is also of interest. Finally, the incorporation of measurement inaccuracies in the development of the controller will make the method more applicable in practice.


Figure 5.7: Position errors $\tilde{p}=\left[\tilde{p}_{x}, \tilde{p}_{y}, \tilde{p}_{z}\right]^{\top}$ for each axis.

## 5.A Proof of theorem 5.15

Consider the dynamics in (5.52), which, using (5.48), can be written as

$$
\dot{\bar{x}}(t)=\bar{A} \bar{x}(t)+\bar{B} u(\bar{x}(k h))+\left[\begin{array}{c}
0 \\
I_{3} \\
0 \\
0
\end{array}\right] T R\left(I-R_{e}^{T}\right) e_{3}
$$

for $t \in[k h, k h+h)$ with $\bar{x}(t) \in \mathbb{R}^{12}$. Using the observation that the $x, y$ and $z$ dynamics were decoupled, these dynamics can be considered separately, and using the fact that $T$ is (globally) bounded and the ( $R_{e}, \omega_{e}$ ) dynamics are locally exponentially stable, only boundedness (and therefore stability) of the following dynamics needs to be studied:

$$
\dot{x}(t)=A x(t)+B \mu_{M P C}(x(k h))+\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] \gamma(t)
$$

for $t \in[k h, k h+h)$ with $x(t) \in \mathbb{R}^{4}, A$ and $B$ are the system matrices for a single axis and where $|\gamma(t)| \leq c e^{-\lambda t}$ for some constants $\lambda>0$ and $c>0$, where $c$ depends on the initial condition $\left(R_{e}\left(t_{0}\right), \omega_{e}\left(t_{0}\right)\right)$.


Figure 5.8: Attitude errors for the desired attitude $\gamma\left(R_{d}, I\right)=\left\|R_{d}-I\right\|_{F}$ (red, solid) and the reference attitude $\gamma(\tilde{R}, I)=\left\|R_{d}-I\right\|_{F}$ (blue, dashed). The insert highlights the first second.

The aim is to achieve this by showing that the function $V(x)=x^{\top} P_{\varepsilon(x)} x$ remains bounded, by considering this function at sample times. The following properties will be used, which follow from the scheduling in (5.46) (cf. [177], Theorem 4.52):

1. For any $x_{1}, x_{2} \in \mathbb{R}^{n}: x_{1}^{\top} P_{\varepsilon\left(x_{1}\right)} x_{1} \leq x_{2}^{\top} P_{\varepsilon\left(x_{2}\right)} x_{2}$ implies $\varepsilon\left(x_{1}\right) \geq \varepsilon\left(x_{2}\right)$.
2. $P_{\varepsilon}$ is continuously differentiable with respect to $\varepsilon$ and $\frac{d P_{\varepsilon}}{\mathrm{d} \varepsilon}>0$ for any $\varepsilon \in(0,1]$.
It follows that:

$$
x(k h+h)=\left[A x(k h)+B \mu_{M P C}(x(k h))\right]+\int_{0}^{h} e^{\bar{A} s} \gamma(k h+h-s) \mathrm{d} s\left[\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right] .
$$

Furthermore,

$$
\left\|\int_{0}^{h} e^{\bar{A} s} \gamma(k h+h-s) \mathrm{d} s\right\| \leq c_{4} e^{-\lambda k h} .
$$

From the proof of Theorem 5.9 it is known that

$$
V\left(A x(k h)+B \mu_{M P C}(x(k h))\right) \leq V(x(k h)) .
$$

Assume that

$$
V(x(k h+h)) \geq V\left(A x(k h)+B \mu_{M P C}(x(k h))\right) .
$$



Figure 5.9: Thrust $T$ during the trajectory (blue, solid) and the maximum thrust $T_{\max }$ (black, dashed). The insert shows the thrust stays below the maximum value and thus satisfies the constraint (5.8).

Then $\varepsilon(x(k h+h)) \leq \varepsilon\left(A x(k h)+B \mu_{M P C}(x(k h))\right)$ and $P_{\varepsilon(x(k h+h))} \leq$ $P_{\varepsilon\left(A x(k h)+B \mu_{M P C}(x(k h))\right)}$. Therefore,

$$
\begin{aligned}
V(x(k h+h))= & x(k h+h)^{\top} P_{\varepsilon(x(k h+h))} x(k h+h) \\
\leq & x(k h+h)^{\top} P_{\varepsilon\left(A x(k h)+B \mu_{M P C}(x(k h))\right)} x(k h+h) \\
\leq & V(x(k h))+2 \sqrt{\left\|P_{\varepsilon\left(A x(k h)+B \mu_{M P C}(x(k h))\right)}\right\| V(x(k h))} c_{4} e^{-\lambda k h} \\
& +\left\|P_{\varepsilon\left(A x(k h)+B \mu_{M P C}(x(k h))\right)}\right\| c_{4}^{2} e^{-2 \lambda k h} \\
\leq & V(x(k h))+c_{5} \sqrt{V(x(k h))} e^{-\lambda k h}+c_{6} e^{-2 \lambda k h} .
\end{aligned}
$$

In case

$$
V(x(k h+h))<V\left(A x(k h)+B \mu_{M P C}(x(k h))\right)
$$

the latter bound holds even with $c_{5}=c_{6}=0$, since

$$
V\left(A x(k h)+B \mu_{M P C}(x(k h))\right) \leq V(x(k h)) .
$$

Observe that the difference equation

$$
F_{k+1}=F_{k}+2 \alpha \sqrt{F_{k}} e^{-\lambda k h}+\alpha^{2} e^{-2 \lambda k h}
$$

is solved by

$$
F_{k}=\left(\alpha \frac{1-e^{-\lambda k h}}{1-e^{-\lambda h}}+\sqrt{F_{0}}\right)^{2}
$$

Therefore, it is obtained that

$$
\begin{aligned}
V(x(k h)) & \leq\left(\alpha \frac{1-e^{-\lambda k h}}{1-e^{-\lambda h}}+\sqrt{V(x(0))}\right)^{2} \\
& \leq\left(\frac{\alpha}{1-e^{-\lambda h}}+\sqrt{V(x(0))}\right)^{2}
\end{aligned}
$$

where $\alpha=\max \left(c_{5} / 2, \sqrt{c_{6}}\right)$.
Since $V(x(k h))$ is bounded, boundedness of $x(k h)$ is obtained, from which boundedness of $x(t)$ follows as well.


Figure 5.10: Three dimensional plot of the quadcopter trajectory. The position trajectory of the reference and quadcopter are shown by the red and blue lines, respectively. Snapshots of the quadcopter during the first 3 seconds of the trajectory are shown, where the orange, yellow and brown lines depict the $x_{B}, y_{B}$ and $z_{B}$ axes, respectively. The right most snapshot is the initial condition. Note that the quadcopter is able to recover from an initial upside-down attitude and converges to the reference.

## CHAPTER 6

## Time and Energy Efficient Descent Trajectories for Quadcopters that Avoid the Vortex Ring

In this chapter, the problem of computing time-optimal and energy-optimal vertical descent trajectories for quadcopters, while avoiding the Vortex Ring State (VRS), is investigated. The VRS is a region in the velocity space of the quadcopter in which disturbances on the thrust produced by the propellers result in a reduced control effectiveness and can eventually lead to a crash. A new model is proposed for the VRS dynamics for quadcopters, which is shown to be more complete in comparison with existing approaches. Based on this novel model, time-optimal and energy-optimal trajectories are computed using GPOPS II and compared in a numerical case study.

[^12]
## 6.I Introduction

The Vortex Ring State (VRS) is a well-known phenomenon in helicopters [190]. It captures a loss of thrust due to the formation of vortices at the blade tips during fast descent trajectories, see Fig. 6.1. In normal operation, the horizontal rotors of a quadcopter produce a downward induced flow (Fig. 6.1a). When the quadcopter starts to descend, this flow is disturbed by the upward flow of the descending motion. This results in disruption of the laminar flow around the rotor disks. If the descent rate approaches the rotor induced velocity, vortices form around the rotor in a vortex ring (Fig. 6.1b). These vortices cause disturbances in the thrust and torque that the rotors produce. This in turn can lead to reduced control effectiveness and even total loss of control of the quadcopter, with a crash as a possible consequence. The VRS can also occur in cases when the quadcopter is not descending fast, but the wind causes the quadcopter to enter the VRS. A well-known example of the latter scenario can take place in the industrial inspection of chimneys [134], where the quadcopter can enter VRS even when it is hovering due to a large upward airflow caused by the wind. If the vertical velocity is further increased, beyond the VRS region, the Turbulent Wake State (TWS) is entered, which has an even more detrimental effect on the control effectiveness than the VRS (Fig. 6.1c). At some point the flow around the rotors will even become laminar again, although in the direction opposite of that in normal operation (Fig. 6.1d). The velocity region where this occurs is referred to as the Windmill Brake State (WBS). In the WBS, helicopters can perform maneuvers that allow them to land safely even when motor failure has occurred, by changing the pitch of the rotor blades. In quadcopters, the propellers are typically fixed-pitch, so that it is deemed important to avoid this region as well. In the rest of this chapter the complete set of regions that need to be avoided, i.e. the VRS, TWS and WBS, will be referred to simply as the VRS.

The characteristics of the VRS in helicopters have been studied in detail [2, $100,52,209,200,146]$. However, in quadcopters not much is known about this effect and there are only a few recent studies [39, 68, 193, 192].

In particular, in [193] a first attempt to describe the VRS in quadcopters is made. The effect is modeled and experimentally validated, and a constraint in the velocity space of the quadcopter's propeller frames is proposed. Timeoptimal descent trajectories that avoid this constraint are then provided by solving a minimum time-optimal control problem using GPOPS [167], a general purpose optimal control solver. Although the results are impressive, the velocity in the propeller frame as a result of the angular velocity and the offset of the propeller from the body-fixed quadcopter frame are not taken into account. In [192], this component of the blade disk velocity is taken into account, however only pure yaw rotation is considered to avoid the VRS.

In this chapter this gap in the literature will be addressed and the full dynam-


Figure 6.1: Schematic depiction of a helicopter in different operating regimes, based on [165]. The descent rate of the helicopter increases through (a)-(d).
ics of the propeller frames is considered, which results in a more difficult problem setting due to the coupling between the rotational and translational velocities in the constraint. Moreover, the challenge of computing not only time-optimal trajectories is considered, but energy-optimal descent trajectories as well.

The computation of time-optimal trajectories has been studied extensively in quadcopters following various approaches, including nonlinear programming [95], real-time planning subject to constraints [220], the PRONTO algorithm with barrier functions [186], piecewise polynomial trajectories formulated as a quadratic program (QP) [96] and direct multiple shooting [72]. A performance benchmark is provided in [89].

The computation of energy-optimal trajectories has also received quite some attention from the research community. For instance, in [132] energy-optimal trajectories are computed using GPOPS II by assuming that the quadcopter undergoes three phases, namely: acceleration, constant speed, and deceleration. In [214] models for the brushless direct current (BLDC) motors and the battery typically used in quadcopters are provided, as well as a calculation of the energy consumed by the quadcopter under deterministic wind disturbances. In [38] the power usage of the drone is calculated by explicitly considering the efficiency of the battery depending on its state-of-charge. An empirical study for a specific quadcopter's energy usage was performed in [1], resulting in a model of the total energy consumption with specific values that are only applicable to that quad-
copter, making it unsuitable in this study. However, from the results in [1] it is clear that the energy used for computation and communication processes is low compared to that of flying, which is assumed here as well. In [187] a comparison between drone-based delivery and truck-based delivery is provided. The potential of quadcopters to be more efficient in commercial delivery applications is shown, showcasing the importance of energy-efficient planning.

The contribution in this chapter is twofold; first a new, improved model for the VRS and corresponding constraint are developed, and, second time-optimal and energy-optimal trajectories that take into account the VRS are computed. To the best of the authors' knowledge, these problems have not been considered elsewhere. Moreover, the energy-optimal trajectories are considered with free end time, in contrast to other recent papers [150, 213, 214] that considered fixed end time. A extensive numerical case study is provided as well.

The remainder of the chapter is organized as follows. In Section 6.2 the considered quadcopter dynamics, including a BLDC motor model, are presented, together with a measure of the energy usage of the quadcopter and a problem formulation is given. Section 6.3 provides a new model of the blade-disk dynamics and compares it to the previously used methods. Section 6.4 presents the use of GPOPS II to solve the trajectory planning problems and Section 6.5 provides the numerical case study. The chapter is concluded in Section 6.6 and several directions for future work are proposed.

### 6.2 Quadcopter Model

### 6.2.I Dynamic model of quadcopter

Let $W$ denote a right-handed inertial (or world) frame according to the North-East-Down (NED) convention, with unit vectors along the axes denoted by $\left\{x_{W}, y_{W}, z_{W}\right\}$. Let $B$ denote a right-handed body-fixed frame with unit vectors $\left\{x_{B}, y_{B}, z_{B}\right\}$, where these vectors are the axes of $B$ represented in $W$. Let $D_{i}$, $i \in\{1,2,3,4\}$ denote right-handed frames centered at each of the four propeller hubs and let $l_{i}=\left[l_{i, x}, l_{i, y}, 0\right]^{\top} \in \mathbb{R}^{3}$ denote the position of the origin of frame $D_{i}$ with respect to $B$. The origin of the body-fixed frame coincides with the center of mass of the quadcopter, and $z_{B}$ is aligned with $z_{W}$ and the gravitational vector when the quadcopter is at hover, see Fig. 6.2. The orientation of $B$ with respect to $W$ is represented by the rotation matrix $R=\left[x_{B}, y_{B}, z_{B}\right] \in S O(3)$. Let $\omega=\left[\omega_{1}, \omega_{2}, \omega_{3}\right]^{\top} \in B$ denote the angular velocities of $B$ relative to $W$, expressed in $B$. The position and linear velocity of the center of mass of the quadcopter with respect to $W$ are denoted by $p=\left[p_{x}, p_{y}, p_{z}\right]^{\top}$ and $v=\left[v_{x}, v_{y}, v_{z}\right]^{\top}$, respectively.


Figure 6.2: The inertial $W$, body-fixed $B$ and blade disk $D_{1}$ frames.

The model used was developed in [66] and is given by the equations

$$
\begin{align*}
\dot{p} & =v,  \tag{6.1a}\\
\dot{v} & =g z_{W}-T z_{B}-R D_{r} R^{\top} v,  \tag{6.1b}\\
\dot{R} & =R S(\omega),  \tag{6.1c}\\
J \dot{\omega} & =\tau-S(\omega) J \omega-\tau_{r} . \tag{6.1d}
\end{align*}
$$

The forces acting on the translational dynamics of the quadcopter consist of the gravity, given by $g z_{W}$, where $g$ is the gravitational constant, the mass-normalized thrust force $-T z_{B}$, where $T \geq 0$ denotes the magnitude of the combined thrust of the four propellers, and a drag force as a result of rotor drag where $D_{r}=$ $\operatorname{diag}\left(d_{x}, d_{y}, d_{z}\right), d_{x}, d_{y}, d_{z}>0$ are the mass-normalized rotor drag coefficients.

The rotation of the quadcopter is characterized by the attitude kinematics given in ( 6.1 c ), where $S(a)$ represents a skew-symmetric matrix such that $S(a) b=a \times b$ for any vectors $a, b \in \mathbb{R}^{3}$ and the dynamics given in (6.1d), where $J \in \mathbb{R}^{3 \times 3}$ is the inertia matrix, $\tau_{r}=J_{r} S(\omega) \Omega_{r} e_{3} \in \mathbb{R}^{3}$ are torques resulting from the inertia of the propellers, $J_{r}$ is the inertia of the propeller and motor, $\Omega_{r}=\sum_{i=1}^{4} \omega_{r, i}, \omega_{r, i}$ is the angular velocity of propeller $i$ and $\tau=\left[\tau_{1}, \tau_{2}, \tau_{3}\right]^{\top} \in \mathbb{R}^{3}$ is the torque input.

Alternatively, the orientation of the quadcopter can be represented using quaternions instead of rotation matrices as considered above. The use of quaternions over rotation matrices results in numerical advantages, which is why quaternions are used in the computation of trajectories in Section 6.5. In order to provide more insight in the quadcopter dynamics and the VRS, rotation matrices will be used for now and the introduction of the quaternion form of the dynamics will be postponed to Section 6.4.

### 6.2.2 Propeller thrust relation

The thrust and torques exerted on the quadcopter originate from the thrust generated by each of its four propellers, which in turn are (typically) powered by BLDC motors. The thrust and torque generated by each of the four propellers are modeled as

$$
\begin{array}{cc}
T_{p, i}=k_{T} \omega_{r, i}^{2}, & \text { for } i \in\{1,2,3,4\}, \\
\tau_{p, i}=k_{\tau} \omega_{r, i}^{2}, & \text { for } i \in\{1,2,3,4\}, \tag{6.3}
\end{array}
$$

where $T_{p, i}$ and $\tau_{p, i}$ are the thrust and torque generated by each propeller, respectively. The constants $k_{T}$ and $k_{\tau}$ are the thrust and aerodynamic drag factors of the propellers and are given by $k_{T}=\frac{C_{T}}{m} \rho A r^{2}, k_{\tau}=C_{Q} \rho A r^{3}$, where $m$ is the mass of the vehicle, $A=\pi r^{2}$ and $r$ are the blade disk area and radius, respectively, $\rho$ is the air density, $C_{Q}=C_{T} \sqrt{C_{T} / 2}$ is the propeller torque coefficient and $C_{T}>0$ is the propeller thrust coefficient.

The propeller speeds are then related to the thrust and torque of the quadcopter as

$$
\left[\begin{array}{c}
T  \tag{6.4}\\
\tau
\end{array}\right]=\left[\begin{array}{cccc}
k_{T} & k_{T} & k_{T} & k_{T} \\
l_{y} k_{T} & -l_{y} k_{T} & -l_{y} k_{T} & l_{y} k_{T} \\
l_{x} k_{T} & l_{x} k_{T} & -l_{x} k_{T} & -l_{x} k_{T} \\
k_{\tau} & -k_{\tau} & k_{\tau} & -k_{\tau}
\end{array}\right]\left[\begin{array}{c}
\omega_{r, 1}^{2} \\
\omega_{r, 2}^{2} \\
\omega_{r, 3}^{2} \\
\omega_{r, 4}^{2}
\end{array}\right] .
$$

### 6.2.3 Brushless DC Motor Model

In order to estimate the energy usage of the quadcopter the method as proposed in [150] is used, which neglects battery effects and the effects of commonly used Electronic Speed Controllers (ESCs). The method uses a model that represents the brushless DC motors used in quadcopters as a resistor and voltage generator in series and neglects the transient response of the electrical part of the motor, since it is of a faster timescale than that of the mechanical system. The model for a single motor is then given by

$$
\begin{align*}
v_{m} & =R_{m} i_{m}+k_{e} \omega_{r}  \tag{6.5a}\\
k_{e} i_{m} & =J_{r} \dot{\omega}_{r}+k_{\tau} \omega_{r}^{2}+d_{\tau} \omega_{r}+\tau_{f} \tag{6.5b}
\end{align*}
$$

where $R_{m}, J_{r}, k_{e}, \tau_{f}, d_{\tau}$ are motor constants and $v_{m}$ and $i_{m}$ are the voltage and current across the motor, respectively. The power usage of a single motor is given by

$$
\begin{equation*}
P=v_{m} i_{m}=R_{m} i_{m}^{2}+k_{e} \omega_{r} i_{m} \tag{6.6}
\end{equation*}
$$

which, using (6.5b), can be written as a function of the angular velocity and its derivative as

$$
\begin{equation*}
P=c_{1} \dot{\omega}_{r}^{2}+c_{2} \dot{\omega}_{r} \omega_{r}^{2}+c_{3} \dot{\omega}_{r} \omega_{r}+c_{4} \dot{\omega}_{r}+c_{5} \omega_{r}^{4}+c_{6} \omega_{r}^{3}+c_{7} \omega_{r}^{2}+c_{8} \omega_{r}+c_{9} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& c_{1}=\frac{R_{m}}{k_{e}^{2}} J_{r}^{2}, \quad c_{2}=2 \frac{R_{m}}{k_{e}^{2}} J_{r} k_{\tau}, \quad c_{3}=2 \frac{R_{m}}{k_{e}^{2}} J_{r} d_{\tau}+J_{r}, \\
& c_{4}=2 \frac{R_{m}}{k_{e}^{2}} J_{r} \tau_{f}, \quad c_{5}=\frac{R_{m}}{k_{e}^{2}} k_{\tau}^{2}, \quad c_{6}=2 \frac{R_{m}}{k_{e}^{2}} k_{\tau} d_{\tau}+k_{\tau}, \\
& c_{7}=\frac{R_{m}}{k_{e}^{2}}\left(2 k_{\tau} \tau_{f}+d_{\tau}^{2}\right)+d_{\tau}, \quad c_{8}=2 \frac{R_{m}}{k_{e}^{2}} \tau_{f} d_{\tau}+\tau_{f}, \\
& c_{9}=\frac{R_{m}}{k_{e}^{2}} \tau_{f}^{2} .
\end{aligned}
$$

### 6.2.4 Problem statement

The objective in this chapter is to calculate time-optimal and energy-optimal trajectories that move from an initial state to a goal state (which is below the initial state), while avoiding the VRS. The corresponding optimal control problem formulations are posed first and the constraints for avoiding the VRS are discussed in the next section.

The energy usage of a quadcopter over a time window can be found by integrating the sum of the power usage of all propellers over that same window, i.e., $E=\int_{0}^{t_{f}} \sum_{i=1}^{4} P_{i} \mathrm{~d} t$. The general form of the problem tackled in this chapter is given by

Problem 4. Given an initial $\left(p_{0}, v_{0}, R_{0}, \omega_{0}\right)$ and final $\left(p_{t_{f}}, v_{t_{f}}, R_{t_{f}}, \omega_{t_{f}}\right)$ condition, find a solution to the following optimal control problem

$$
\begin{align*}
\min _{\substack{\omega_{r, i}(t), i \in\{1,2,3,4\}}} & \mathcal{J} \\
\text { s.t. } & (6.1 \mathrm{a})-(6.1 \mathrm{~d}) \text { (dynamics), } \\
& (6.4)(\text { thrust /torque-propeller relation), }  \tag{6.8}\\
& (p(0), v(0), R(0), \omega(0))=\left(p_{0}, v_{0}, R_{0}, \omega_{0}\right), \\
& \left(p\left(t_{f}\right), v\left(t_{f}\right), R\left(t_{f}\right), \omega\left(t_{f}\right)\right)=\left(p_{t_{f}}, v_{t_{f}}, R_{t_{f}}, \omega_{t_{f}}\right), \\
& 0 \leq \omega_{r, i}(t) \leq \omega_{r, \max }, \forall t \in\left[0, t_{f}\right], i \in\{1,2,3,4\} \\
& v_{D, i} \in \mathcal{V}, i \in\{1,2,3,4\} \quad(\text { VRS constraint }),
\end{align*}
$$



Figure 6.3: Sketch of different operating regimes of a propeller in the blade disk velocity space. The horizontal $\left(\nu_{H}\right)$ and vertical $\left(\nu_{z}\right)$ velocities are normalized by the induced velocity at hover [180]. Both the TWS and the WBS are to be avoided and are referred to, together with the VRS region, as simply the VRS in this chapter.
where $\omega_{r, \max }>0$ is the maximum rotation speed of the propellers and $t_{f}$ is the final time, $v_{D, i}$ and $\mathcal{V}$ are the blade disk velocities and VRS constraint, respectively, and will be introduced in the next section. The cost function is given by

$$
J= \begin{cases}\int_{0}^{t_{f}} \sum_{i=1}^{4} P_{i} \mathrm{~d} t, & \text { for energy optimization },  \tag{6.9}\\ t_{f}, & \text { for time optimization }\end{cases}
$$

### 6.3 Vortex Ring State

The VRS is an effect that occurs when the quadcopter enters a specific region of the velocity state-space during descent maneuvers (see Fig. 6.1), resulting in high fluctuations in the thrust that the quadcopter can provide. The aerodynamics in the VRS are generally considered turbulent and difficult to model, therefore the aim is to avoid this region altogether and it is modeled as a hard constraint on the system.

As stated in the introduction, the different operating regimes have been extensively studied in helicopters. The regions can be characterized by the horizontal and vertical velocities in the blade disk frame, normalized by the induced
velocity at hover, as sketched in Fig. 6.3. The velocity of the origin of the blade disk frame belonging to the $i^{\text {th }}$ propeller, i.e. $D_{i}$, expressed in the same blade disk frame, is given by

$$
\begin{equation*}
v_{D, i}=v_{B}+\omega \times l_{i}=R^{\top} v+\omega \times l_{i} \tag{6.10}
\end{equation*}
$$

where it is assumed that the blade disk frame and the body-fixed frame have the same orientation. The horizontal and vertical velocities in the blade disk frame, normalized by the induced velocity at hover are given by

$$
\begin{equation*}
\nu_{H, i}=\frac{\sqrt{v_{D, i, x}^{2}+v_{D, i, y}^{2}}}{v_{h}}, \quad \nu_{z, i}=\frac{v_{D, i, z}}{v_{h}} \tag{6.11}
\end{equation*}
$$

respectively. Here, $v_{h}=\sqrt{T_{\text {hover }} / 2 \rho A}$ is the induced velocity at hover, $v_{D, i}=$ $\left[v_{D, i, x}, v_{D, i, y}, v_{D, i, z}\right]^{\top}$ and $T_{\text {hover }}, \rho$ and $A$ are the thrust of the propeller at hover, air density and blade disk area, respectively.

In [193] wind-tunnel experiments were performed with a quadcopter to identify the VRS regions for fixed pitch blade angles and brushless motors, as they are commonly used in quadcopter, contrary to helicopters that use variable pitch blades. As also stated in [193] the WBS is to be avoided in quadcopters, since due to the fixed pitch blades quadcopters are not able to go into auto-rotation as helicopters can. The results of the wind-tunnel experiments are shown in Fig. 6.4.

In [193] the region to be avoided was modeled as the region below the green line in Fig. 6.4, i.e., the blade disk velocity was constrained to only lie in the region defined as

$$
\begin{equation*}
v_{D, i} \in \mathcal{V}_{1}:=\left\{v_{D, i} \in \mathbb{R}^{3} \mid \nu_{z, i} \leq \nu_{H, i} \tan \left(20^{\circ}\right)\right\} \tag{6.12}
\end{equation*}
$$

which can be viewed as a cone into which the velocity vector cannot enter, see Fig. 6.6. Both 2D and 3D time-optimal trajectories were computed. However, the component of the blade disk frame that is due to the rotational velocity of the quadcopter was not taken into account, i.e., in [193] $\omega$ was (implicitly) considered to be zero in (6.10). To realize a more accurate description, here the rotational component is considered, which, especially for 2D trajectories, means that the constraint in (6.12) is not suitable. To see this, consider Fig. 6.5, where a sketch of the 2D model of the quadcopter as used in [193] is shown, together with the velocity constraint regions generated from (6.12). It becomes clear that in order to descend, the VRS region must be entered, since due to the rotational component at least one of the blade disks enters the constraint. For 3D trajectories the constraint in (6.12) entails that in order to descend, the quadcopter must, at least in the beginning, perform a yaw rotation. This is not the case in practice, where slow, purely vertical descent trajectories are possible for quadcopters.


Figure 6.4: VRS constraint regions used in this and previous works, together with wind-tunnel measurements performed in [193]. The black asterisks and red squares represent measurements with high and low fluctuations of the propeller thrust, respectively. The area below the green line represents the constraint used in [193] (6.12), the gray area is the constraint used in [192] (6.13), and the area below the blue line is used in this chapter (6.14).


Figure 6.5: Sketch of a 2D quadcopter, with in red the VRS regions according to (6.12). It is clear that neither downward, nor rotational motion (for which the blue arrows depict the corresponding blade disk velocities) is possible without violating the VRS constraint.


Figure 6.6: Blade disk $\{\mathcal{D}\}$ frame and VRS constraint regions. The velocity of the blade disk frame cannot enter the depicted green cone $\left(\mathcal{V}_{1}\right)(6.12)$, black truncated cone $\left(\mathcal{V}_{2}\right)(6.13)$ or blue paraboloid $(\mathcal{V})(6.14)$. In this chapter a smooth approximation of the truncated cone, represented by the blue paraboloid, is considered, in order to improve numerical stability.

In [192] a modified constraint was used, indicated by the gray colored polygon in Fig. 6.4. In 3D this yields the constraint set given by

$$
\begin{equation*}
v_{D, i} \in \mathcal{V}_{2}:=\left\{v_{D, i} \in \mathbb{R}^{3} \mid \nu_{z, i} \leq \nu_{H, i} \tan \left(20^{\circ}\right) \cup \nu_{z, i} \leq 0.5\right\} \tag{6.13}
\end{equation*}
$$

which can be viewed as a truncated cone into which the velocity vector cannot enter, see Fig. 6.6. In this chapter a smooth approximation of this region is considered, in order to improve numerical stability. The approximated region is indicated by the area below the blue curve in Fig. 6.4 and is given by

$$
\begin{equation*}
v_{D, i} \in \mathcal{V}:=\left\{v_{D, i} \in \mathbb{R}^{3} \mid \nu_{z, i} \leq 0.28 \nu_{H, i}^{2}+0.4\right\} \tag{6.14}
\end{equation*}
$$

This region can be viewed as a paraboloid, as shown in Fig. 6.6.

### 6.4 Computing time- and energy efficient trajectories

The optimal control problem in (6.8) is hard to solve due to several reasons. First, note that the dynamics in (6.1) are highly nonlinear. The constraint in (6.14) is non-convex in the blade disk velocity space, and since it is a nonlinear combination of the other states (see (6.10)), the constraint on the original states becomes even more complex. Moreover, the constraint needs to be considered for each propeller, further complicating matters.

Because of the complexity of the problems and the path constraints considered, a general purpose solver known as GPOPS-II [167] is employed. It is a direct method, i.e., where the original, continuous optimal control problem is discretized and transformed into a nonlinear programming (NLP) problem. More specifically, it employs a variable-order adaptive Legendre-Gauss-Radau quadrature collocation method.

In order to solve the problem using GPOPS-II, first the dynamics in (6.1) are written into quaternion form. The main advantage is that quaternions require only 4 parameters, whereas rotation matrices require 9 . Let $q$ denote the unit quaternion that represents the orientation of frame $B$ with respect to frame $W$. The rotation of a vector $a \in \mathbb{R}^{3}$ by the quaternion $q$, resulting in a new vector $a^{\prime} \in \mathbb{R}^{3}$, is then given by

$$
a^{\prime}=\mathcal{R}_{q}(a)=q \otimes\left[\begin{array}{l}
0  \tag{6.15}\\
a
\end{array}\right] \otimes q^{*}
$$

where $\otimes$ is the quaternion product and $q^{*}$ the quaternion conjugate. The dynamics in (6.1) can then be written as

$$
\begin{align*}
\dot{p} & =v  \tag{6.16a}\\
\dot{v} & =g z_{W}-\mathcal{R}_{q}\left(T e_{3}\right)-\mathcal{R}_{q}\left(D_{r} \mathcal{R}_{q^{*}}(v)\right),  \tag{6.16b}\\
\dot{q} & =\frac{1}{2} q \otimes \omega  \tag{6.16c}\\
J \dot{\omega} & =\tau-S(\omega) J \omega-\tau_{r} . \tag{6.16d}
\end{align*}
$$

Next, the optimal control problem in (6.8) is written in a common form. Let the state and input vectors be defined by

$$
\begin{equation*}
x=\left[p, v, q, \omega, \omega_{r}\right]^{\top} \in \mathbb{R}^{n}, \quad u=\dot{\omega}_{r} \in \mathbb{R}^{m} \tag{6.17}
\end{equation*}
$$

where $n=17$ and $m=4$. Consider the following optimal control problem

$$
\begin{array}{ll}
\min _{u(t)} \quad \mathcal{J} \\
\text { s.t. } & \dot{x}(t)=f(x(t), u(t)), \\
& x(0)=x_{0}, \quad x\left(t_{f}\right)=x_{t f},  \tag{6.18}\\
& 0 \leq \omega_{r, i}(t) \leq \omega_{r, \max }, \forall t \in\left[0, t_{f}\right], i \in\{1,2,3,4\} \\
& v_{D, i} \in \mathcal{V}, i \in\{1,2,3,4\} \text { (VRS constraint), }
\end{array}
$$

Table 6.1: Parameters used in simulations [150].

| $R_{m}=0.2 \quad[\mathrm{Ohm}]$ | $\rho=1.225 \quad\left[\mathrm{~kg} / \mathrm{m}^{3}\right]$ |
| :---: | :---: |
| $k_{e}=0.0104[\mathrm{Vs} / \mathrm{rad}]$ | $J=\operatorname{diag}(0.081,0.081,0.142) \quad\left[\mathrm{kgm}^{2}\right]$ |
| $C_{T}=0.0048 \quad[-]$ | $D_{r}=\operatorname{diag}(0.3846,0.3846,0.1538)\left[\mathrm{s}^{-1}\right]$ |
| $\tau_{f}=4 \times 10^{-2}[\mathrm{Nm}]$ | $J_{m}=4.9 \times 10^{-6} \quad\left[\mathrm{kgm}^{2}\right]$ |
| $m=1.3 \quad[\mathrm{~kg}]$ | $J_{p}=3.7 \times 10^{-5} \quad\left[\mathrm{kgm}^{2}\right]$ |
| $r=0.12$ [m] | $d_{\tau}=2 \times 10^{-4} \quad[\mathrm{Nm} \mathrm{s} / \mathrm{rad}]$ |
| $l=0.175 \quad[\mathrm{~m} \mid$ | $\omega_{r, \text { max }}=1047.2 \quad[\mathrm{rad} / \mathrm{s} \mid$ |
| $g=9.81 \quad\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ | $\dot{\omega}_{r, \text { max }}=10000 \quad\left[\mathrm{rad} / \mathrm{s}^{2}\right]$ |

Table 6.2: Initial and final conditions used for the simulations.

| Variable | Unit | Initial Value | Final Value |
| :---: | :---: | :---: | :---: |
| $p$ | $[\mathrm{~m}]$ | $[0,0,-30]^{\top}$ | $[0,0,0]^{\top}$ |
| $v$ | $[\mathrm{~m} / \mathrm{s}]$ | $[0,0,0]^{\top}$ | $[0,0,0]^{\top}$ |
| $q$ | $[-]$ | $[1,0,0,0]^{\top}$ | $[1,0,0,0]^{\top}$ |
| $\omega$ | $[\mathrm{rad} / \mathrm{s}]$ | $[0,0,0]^{\top}$ | $[0,0,0]^{\top}$ |
| $\omega_{r}$ | $[\mathrm{rad} / \mathrm{s}]$ | $[912,912,912,912]^{\top}$ | $[912,912,912,912]^{\top}$ |

where $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is given by $(6.16)$ and the cost function is defined as in (6.9).

### 6.5 Numerical Case Study

The optimal control problem introduced in (6.18) is considered, with the parameters of a DJI Phantom 2 quadrotor [56], given in Table 6.1. Two scenarios are considered, both having the same initial and final conditions, where the quadcopter starts at a height of 30 meters and has to descend to 0 meters, see Table 6.2. The quadcopter is required to be at rest in both the initial and final point, in which case the propeller velocity is given by $\omega_{r, \text { hover }}=\sqrt{T_{\text {hover }} / k_{T}}$. In the first scenario the quadcopter is not constrained in its horizontal movement (apart from the VRS), whereas in the second scenario the horizontal positions of the quadcopter are restricted to lie in the interval $[-3,3]$ meters. In both cases the quadcopter's roll and pitch angles are limited to $\pm 35$ degrees, since many quadcopters used in industry are limited to low angle movements.

The resulting position trajectories are shown in Fig. 6.7 for the restricted and unrestricted horizontal positions, for both energy and time as optimization criteria. Moreover, the trajectories resulting from optimization without the VRS constraint are also shown, which are straight lines, as expected. Note that the time and energy trajectories are actually quite similar, they are almost mirror images of each other.

Table 6.3: Simulation results.

| Restricted $x, y$ | VRS | Criterion | Energy $[\mathrm{kJ}]$ | Time $[\mathrm{s}]$ |
| :--- | :--- | :--- | :---: | :---: |
| No | Yes | Energy | 9.909 | 7.18 |
| No | Yes | Time | 10.62 | 7.02 |
| No | Old | Energy | 9.720 | 7.21 |
| No | Old | Time | 10.28 | 7.00 |
| No | No | Energy | 5.523 | 4.76 |
| No | No | Time | 5.636 | 4.74 |
| Yes | Yes | Energy | 12.34 | 8.87 |
| Yes | Yes | Time | 12.85 | 8.83 |
| Yes | Old | Energy | 11.91 | 8.68 |
| Yes | Old | Time | 12.71 | 8.57 |
| Yes | No | Energy | 5.523 | 4.76 |
| Yes | No | Time | 5.637 | 4.74 |

Numerical results from twelve different settings are compared in Table 6.3, where the 'Restricted' column refers to the restriction of horizontal positions. The column 'VRS' specifies whether the constraint (6.14) is used ('Yes') or not ('No') and 'Old' refers to the case where the constraint is applied but the angular velocity is not considered in (6.10). The 'Criterion' column specifies whether the trajectory is optimized for energy or time.

The results displayed in Fig. 6.7 and Table 6.3 show that the time and energy efficient trajectories are quite similar. This can be explained by considering that the final time is also an optimization variable in the computation of energy efficient trajectories, thus spending less time to reach the final configuration results in a lower energy use. Moreover, the trajectories that do not take the angular velocity in (6.10) into account ('Old'), are faster and more energy efficient, however they do violate the VRS in (6.14), as shown in Fig. 6.8 for the time-optimal, horizontally restricted case. The trajectories that ignore the VRS constraint are the fastest and most energy efficient, which is to be expected.

Fig. 6.9 shows the 3D position trajectory of the unrestricted, energy optimized case which respects the VRS constraint in (6.14), together with several snapshots of the quadcopter along the trajectory. From this figure more insight in the shape of the trajectory and the angles that the quadcopter goes through is obtained, from which it becomes clear that the quadcopter also uses the yaw angle to avoid the VRS region. In Fig. 6.10 this can also be seen by looking at the angles of the quadcopter over time, which also respect the constraint of $\pm 35$ degrees for the roll and pitch angles as shown.


Figure 6.7: Three dimensional plot of the quadcopter trajectory. The results of energy optimization in the unrestricted translational, restricted translational and without the VRS cases are shown by the red, blue and green lines, respectively. Similarly, the orange, yellow and dashed brown lines show the unrestricted translational, restricted translational and without the VRS trajectories for time optimization. Note that the cases for energy and time optimal paths overlap in the case that the VRS is not considered.
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Figure 6.8: Plots depicting the VRS constraint and blade-disk velocities for each propeller for the time-optimal, horizontally restricted case.


Figure 6.9: Three dimensional plot of the trajectory for the unrestricted, energy optimized case which respects the VRS constraint in (6.14). Several snapshots of the quadcopter along the trajectory are shown, yielding insight in the attitude of the quadcopter during the maneuver.


Figure 6.10: Plots depicting the roll, pitch and yaw angles of the quadcopter in radians, over time. The dashed, black lines show the constraint of $\pm 35$ degrees for the roll and pitch angles.

### 6.6 Conclusions and future directions

In this chapter the dynamics of the blade-disk velocity have been carefully modeled and taken into account to ensure the VRS region is avoided. Both timeoptimal and energy-optimal trajectories that avoid the VRS have been computed using GPOPS II.

This chapter can be viewed as a starting point for many interesting research directions. For instance, the combination of nonlinear dynamics and non-convex constraint resulting from the VRS make for a difficult problem to solve. Further research can be performed into computing optimal trajectories using less computational power, allowing for online optimal control frameworks such as model predictive control to be applied. The VRS in quadcopters can itself be investigated further by performing more extensive experiments, as well as considering data-driven methods that allow for the (online) learning of the region and/or trajectories that avoid it.

## Part IV

Closing


## Chapter 7

## Conclusions and Recommendations

In this dissertation, multiple steps have been taken to address important challenges on speed, efficiency and robustness of quadcopters. These steps are essential for quadcopters to become a fully integrated part of our society. This chapter provides the conclusions that have been reached in solving these challenges and provides suggestions for further research.

This thesis contains novel solutions to challenges that cover many aspects of quadcopters. The conclusions and recommendations related to each contribution presented in Section 1.6 are discussed separately.

## 7.I Adaptive Complementary Filter

In the second chapter of this thesis the challenge of providing accurate attitude estimates using gyroscopic and vector-based measurements, where the vectorbased measurements consist of accelerometer and magnetometer measurements, has been considered. It was observed that in real-world applications, the vectorbased measurements suffer from disturbances that are often not taken into account in current attitude filter design, resulting in poor estimates. These disturbances are caused by, for instance, accelerations of the quadcopter that are not considered in the design of the filter or ferromagnetic materials in the environment that lead to disturbed measurements of the Earth's magnetic field by the magnetometer.

In order to provide more accurate estimates when these disturbances take place, a new attitude filter was proposed directly on the Special Orthogonal Group, in the form of an adaptive complementary filter, where the filter gain is adapted. This adaptation is based on the observation that when the attitude estimates of the gyroscope and vector-based measurements are of a similar shape in a certain time window, the vector-based measurements can be considered accurate. To quantify this, a similarity measure was introduced, which combined with the adaptation scheme, results in proven convergence of the filter estimate to the true attitude. It was shown that the filter is more robust to the considered disturbances, while not losing performance in non-disturbed cases.

Recommendations It is recommended to investigate the application of the adaptive component of the filter to other, more advanced complementary filter designs that have been proposed in the literature, although care must be taken to ensure that convergence can still be guaranteed. Another direction for future work is the usage of other sensors present on the quadcopter, such as cameras, which can further increase the accuracy of the obtained attitude estimate. Furthermore, knowledge of the quadcopter model, combined with sensors that provide position and/or velocity measurements, can also be used for improved attitude estimation. Finally, it could prove beneficial to use other adaptation rules based on, for instance, different insights or data-driven methods such as Gaussian Processes [169] or (Deep) Neural Networks [75].

### 7.2 Estimation and identification for Markov Jump Linear Systems

In chapters three and four, Markov Jump Linear Systems (MJLSs) have been studied in the context of both estimation and identification. MJLSs form a class
of switched linear systems, where the switching occurs according to a Markov chain, i.e., the mode of the system switches based on some probability, which is only related to the previous mode the system was in.

In Chapter 3 the problem of maximum likelihood estimation of both the state and the mode sequence over a certain horizon was considered. Estimates that satisfy this requirement are referred to as optimal joint maximum a posteriori probability (JMAP) estimates. It is known that computing the optimal JMAP estimate for MJLSs is computationally intractable, and, therefore, a novel, suboptimal method was proposed. The proposed method uses a technique from the optimal control community known as relaxed dynamic programming, which allows to obtain estimates that are guaranteed to be within a pre-specified bound of the optimal estimates.

It was shown in Chapter 4 that the identification of several classes of Markov switched systems can be transcribed to the same estimation problem as was tackled in Chapter 3. In particular, this includes the following classes:

- switched autoregressive models with exogenous inputs (sARX), where the switching is governed by a Markov chain;
- jump Markov nonlinear systems with subsystem dynamics that depend affinely on a set of known state and control dependent features and the coefficients of the affine combination are unknown;
- MJLSs with full state information;

Hence, for these classes the same method can also be applied to identification, yielding the same guarantees on near-optimality.

The method provides the first theoretical guarantees on near-optimality in the literature, which is an important step forward compared to existing algorithms that are prone to getting stuck in local optima.

Recommendations The simulations performed on both the estimation and identification problems suggest that there is room to tighten the theoretical bound further. That is, the pre-specified bound currently needs to be set quite large to ensure that the problems remain computationally tractable, while the resulting estimates are still very close to optimal. It is recommended to improve upon the existing theoretical bound, in order to provide more insight and perhaps allow for different pruning methods.

Future work can be performed into finding a relation between a certain maximum number of hypotheses being retained and a corresponding bound on the cost. This would make the method more interesting for practical use, since a user can then weigh the cost of keeping more hypotheses (and therefore using more computation) with the benefit of being closer to the optimal estimates. An interesting research direction towards this relation between complexity and optimality is to compute, at each timestep, the smallest possible bound that
keeps the desired number of hypotheses. The guaranteed bound on the cost is then replaced with this smallest bound at the current timestep, if this smallest bound is larger than the previously computed guaranteed bound.

### 7.3 Model Predictive Control for Quadcopters

In Chapter 5 a novel model predictive control (MPC) strategy for quadcopter reference tracking was presented, that explicitly takes the limited thrust, which the quadcopter can provide, into account. The strategy consists of an inner-loop, concerning the attitude and angular velocity dynamics, and an outer-loop, which handles the position and translational velocity. By using this cascaded strategy, the outer-loop can be viewed as a linear system with a new, virtual input, which is transformed to setpoints for the inner-loop to ensure that this virtual input is actually achieved. For the inner-loop a nonlinear controller is used that provides almost global asymptotic stability. In the outer-loop, a system extension is first performed to ensure that, even when using a zero-order-hold sampling on the input, sufficiently smooth setpoints can be generated for the inner-loop. An input transformation is subsequently applied to transform the constraints on the state to constraints on the input only. For this system, a globally stabilizing controller is known, which is used in the formulation of an MPC scheme that provides global stability guarantees.

The MPC strategy provides the following main advantages:

1. (Almost) global asymptotic stability guarantees for the whole cascaded system, where it must be noted that these guarantees hold for the original, continuous-time system, even though a zero-order-hold controller is applied.
2. Guaranteed constraint satisfaction and incorporation of future reference information due to the usage of an MPC strategy.
3. Complete freedom in choosing the cost function used by the MPC scheme, while still providing stability guarantees. Moreover, the stability guarantees follow from linear constraints on the first input only. This means that fast computation times can be achieved by the MPC controller and real-time implementation is possible.

These three features make the proposed tracking controller a promising solution for future quadcopters.

Recommendations Although the presented strategy provides many advantages, there is room for improvement. For instance, the inner-loop controller uses feedforward signals to cancel many terms, which might not always be known or measurable. The assumption of full state information can also be investigated,
i.e., incorporating estimation (errors) in the design of the strategy. While the limited thrust capability of the quadcopter is taken into account, the torque that the quadcopter can generated around its axes is also limited in practice, which could be considered in a control strategy as well. This can perhaps be achieved by using MPC for the inner loop as well. Finally, the constraints considered in the MPC controller are very conservative in order to guarantee stability. It is recommended to investigate how these can be relaxed. If this is successful, it can be expected that higher performance can be achieved.

### 7.4 Fast Landing for Quadcopters while Avoiding the Vortex Ring State

In Chapter 6 the aerodynamic effect known as the Vortex Ring State has been studied for quadcopters. This effect occurs during (fast) descent trajectories, when the descent rate of the quadcopter approaches the induced velocity of the rotors, resulting in a loss of lift of some, or all, of the propellers. This, in turn, leads to a reduced control effectiveness and can lead to instability and uncontrollability of the quadcopter, with a crash as a common result.

Since this effect is detrimental to the safe operation of quadcopters and the dynamics during this effect are hard to model, the VRS is often avoided altogether by constraining the quadcopter to not enter the region, where the VRS might occur. A more complete modeling of the blade-disk velocities, which determine when the VRS region is entered, was performed, where the angular velocities of the quadcopter are taken into account. This is in contrast to previous work, where the effects of the angular velocities on the blade-disk velocities were not considered. The improved model was subsequently used in the planning of time-optimal and energy-optimal descent trajectories for quadcopters that avoid the VRS region.

Recommendations Due to the nonlinear dynamics of the quadcopter in combination with the non-convex constraint related to the VRS region, the computation of time-optimal and energy-optimal trajectories currently takes several hours. It is of interest to find approximations that allow for faster computation of time-optimal and energy-optimal trajectories, so that the trajectories could be computed online, resulting in a more practical application. This would also make for landing maneuvers that are more robust against disturbances and/or modeling errors due to online re-planning of trajectories. Possible avenues for finding useful approximations include the differential flatness property of quadcopters [66] as well as MPC, where in the latter case care must be taken to ensure recursive feasibility and optimality.

The VRS effect itself also invites further investigation, as the effect in quadcopters has only received little attention from the research community so far. In doing so, perhaps the detrimental effects caused by the VRS can be avoided
by not viewing the region as a hard constraint, but as a disturbance on the dynamics, which can be compensated for by some controller. Finally, data-driven methods could be of use as well in order to identify the VRS region or VRS dynamics, and it is recommended to pursue these directions in the future.

### 7.5 Final Thoughts

Quadcopters show great promise in providing more time-, cost- and energyefficient solutions to existing and future problems in application fields such as agriculture, (industrial) inspection, law enforcement, delivery (in remote locations), construction, security, environmental studies and human transport. In order for quadcopters to become increasingly useful in many of these areas, it is important that some challenges are overcome. One of the disadvantages of quadcopters at this stage is their high energy usage and resulting limited flight time. If improvements can be made in this avenue, their usability would increase tremendously. Another interesting area is the guaranteed safety of quadcopters and their environment during normal use, as well as when damage occurs to the quadcopter.

In this thesis, new methods have been proposed that improve the capabilities of quadcopters. These methods cover many of the most important aspects of quadcopters, including estimation, identification, planning and control. By using these results as starting points for future work as suggested in the recommendations, quadcopters can become an important part of our everyday lives.
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## Summary

## Optimization-based Estimation and Control Algorithms for Quadcopter Applications

This thesis presents novel optimization-based estimation and control algorithms. While these algorithms are primarily intended for quadcopter applications, some of these algorithms are more general and can be of interest in a broader range of applications. Considering the expected increase in the usage of quadcopters and their new application domains, demands on their performance in terms of speed, accuracy, reliability and robustness are likely to increase. In order to meet these new demands, improvements on current methods are required, of which this thesis provides several.

One of directions in which improvement is required is that of estimation of the state of the quadcopter, which is covered in the first part of the thesis. Accurate attitude and position estimation is important for the control of quadcopters, in order to know their configuration with respect to the environment they are operating in. In this thesis, novel estimation algorithms are proposed for both attitude and position estimation. For attitude estimation, the challenge of accurate estimation that is robust to disturbances in the accelerometer and magnetometer measurements is considered. An adaptive complementary filter is proposed that fuses measurements from a gyroscope and vector-based measurements, which are provided by accelerometers and/or magnetometers. The filter is posed directly on the Special Orthogonal Group, and estimates the disturbances in the vector-based measurements. These estimates are then used to adapt the gains of the filter to rely more on the measurements with low noise levels. As a result, the method enhances non-adaptive methods while still providing similar convergence guarantees for the estimation errors, as will be shown in this thesis.

Concerning position estimation, the issues arising from intermittent availability of positioning sensors such as GPS or Ultra-wideband (UWB) systems
are addressed. The estimation problem is formulated in a considerably broader framework than just the quadcopter context, namely that of state estimation for Markov Jump Linear Systems (MJLSs). A novel approach for this general problem relying on Relaxed Dynamic Programming techniques is proposed, leading to near-optimal estimates within a pre-specified bound. The proposed method is also applied to the identification of MJLSs.

Another important area of improvement in quadcopters is that of planning and control, which is covered in the second part of this thesis. Good planning algorithms are essential in order to ensure that the trajectories generated for the quadcopter are fast, efficient and safe. In this thesis, a new method is proposed for the computation of both time-optimal and energy-optimal vertical descent trajectories. These trajectories are computed while explicitly taking into account the aerodynamic phenomenon known as the Vortex Ring State (VRS). This effect occurs during fast descent trajectories and can cause a loss of control of the quadcopter, which can result in a crash. The VRS is carefully modeled and is explicitly taken into account in the determination of both time-optimal and energy-optimal vertical descent trajectories.

The control part of the thesis investigates trajectory tracking for quadcopters. Accurate and robust trajectory tracking is important to ensure that planned trajectories are followed even when disturbances are presented. For the trajectory tracking problem a novel model predictive control (MPC) strategy is proposed. The problem is separated into an outer-loop controller handling the translational dynamics and an inner-loop controller that handles the attitude dynamics. For the inner loop a nonlinear controller is used, while for the outer loop MPC is applied. This MPC strategy uses an input transformation that allows the use of results on globally stabilizing control for linear systems subject to input constraints. In this way the MPC strategy allows for reference tracking while respecting constraints on the thrust of the quadcopter. Results that render the trajectory tracking errors almost globally asymptotically stable are provided for the overall strategy.
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