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Chapter 1

Introduction

1.1 Air pollution

The earth’s atmosphere transitioned from a mixture of hot gases and solids to one
that facilitates the greenhouse effect [1] and the development of oxygen-based life
[2, 3]. However, for this life, the atmosphere is becoming increasingly hostile due to
human activities increasing the concentration of molecular constituents such as carbon
dioxide (CO2), nitrogen dioxide (NO2), sulfur dioxide (SO2), and particulate matter
(PM) including dust grains. Dust originates from natural sources, such as sea salt
and desert dust, as well as from anthropogenic activities, such as burning fossil fuels
and using car brakes. The dust formed by anthropogenic sources most often contains
hazardous constituents, which is the main reason that dust forms one of the greatest
risks to human health [4].

Exposure to dust particles mainly proceeds by inhalation of the ambient air
containing such particles, and becomes increasingly dangerous with decreasing dust
size (denoted by the dust grain radius ad). To give an impression of the relative size
of such particles, the size of the various categories of particulate matter (PM) are
indicated with respect to a human hair and a sand grain in Fig. 1.1, showing PM10,
PM2.5, and PM0.1. The largest dust grains belong to the category PM10 (including
all dust grains with a size ad ≤ 10µm) and are effectively captured by the human
lungs [5, 6]. Fine particles, categorized as PM2.5, include all dust grains with radii
ad ≤ 2.5µm. Particles in this category have an increased negative impact on the
human body, because these grains are deposited deeper into the lungs. Ultrafine
particles (UFP), termed PM0.1, are the smallest kind and constitute dust grains in the
nanometer size range with ad ≤ 0.1µm. Ultrafine particles possess the ability to enter
deeply into human lungs [7, 8, 9], and penetrate into the blood stream by diffusion
through the alveolar membrane [10]. Hence, they may end up causing harm in various
parts of the body [11]. Nevertheless, the interaction of ultrafine particles with the
body and possible health-related effects are still largely unexplored [12, 13].
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Human hair
100 µm

Fine beach sand
90 µm

PM10 
dust, pollen, mold
< 10 µm

PM2.5 
organic compounds, 
combustion particles
< 2.5 µm

PM0.1 
Nanoparticles
< 0.1 µm

Figure 1.1: The relative size of particulate matter (PM) with respect to a sand grain
and human hair. PM2.5 and PM10 constitute dust particles that are typically in the
micrometer size range, whereas PM0.1 or ultrafine particles (UFP) are the smallest kind
of particulate matter in the nanometer size range. Adapted figure based on the source
file: https://www.pikpng.com/transpng/hJmToi/.

The effects of particulate matter in general have already been related to cardiovascular
and respiratory diseases [14, 15, 16, 17, 18], neurotoxicity [19], epigenetic modifications
[20], and cancer metastasis [21]. This resulted in the definition of exposure guidelines
for PM2.5 and PM10 [22] based on the total surface area or mass concentration.
However, exposure limits based on surface area and mass concentration do not account
for the presence (of large quantities) of ultrafine particles, although they constitute
the largest PM-related health risk. The fact that ultrafine particles do not contribute
to such measures is visualized in Fig. 1.2, for a fictional particle size distribution, in
terms of the number concentration, surface area and mass concentration. It can be
inferred that a billion ultrafine particles with ad = 0.010µm have the same mass as a
single particle with ad = 10µm (assuming the same material), and only a thousand
times larger surface area. This shows that the number concentration of ultrafine
particles constitutes a better exposure measure, but nevertheless recommendations
for PM0.1 are not provided due to insufficient epidemiological evidence regarding the
health impact of ultrafine particles [22], and due to the lack of a suitable measurement
technique. As a consequence, it is concluded that ultrafine particles are effectively not
accounted for by the current exposure limits for PM2.5 and PM10, and that exposure
limits connected to these PM-levels underestimate the actual health risks.

2
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1.2. Ultrafine particle (UFP) sensing
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Figure 1.2: Particle size distributions in terms of the number concentration (N),
surface area concentration (S), and mass concentration (M). A fictional exponential
distribution was assumed for the number concentration, N = exp(−ad/0.3µm), whereas
S = Na2

d and M = Na3
d. This shows that, although the number concentration of

PM0.1 particles with ad ≤ 0.1µm is largest, the surface area and mass concentration are
dominated by the larger particles with size ∼ 1µm.

1.2 Ultrafine particle (UFP) sensing

Ultrafine particles or nanoparticles are very difficult to detect because these particles
are smaller than the wavelength (termed λ) of visible light. Most techniques for
measuring the total particle mass or surface area, for which the exposure is regulated
in most countries, are based on the interaction of dust grains with laser light. According
to the Mie theory [23], the amount of light scattered or absorbed by a solid dust grain
decreases strongly with the dust radius. This implies that ultrafine particles scatter or
absorb only a tiny fraction of the incoming light with respect to larger dust grains
such as those in the category of PM2.5. As a consequence, this leads to a dramatic
decrease of the signal-to-noise ratio for light-based detection of nanoparticles. Hence,
in contrast to PM2.5 and PM10, most of the current techniques for measuring the dust
grain size and concentration are ineffective in the nanometer regime [24].
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air 
&
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ground
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section
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corona
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Figure 1.3: Ultrafine particle sensor (UFPS) as described by Marra et al [25, 26].
Atmospheric air and particulate matter (PM) enters the sensor from the left (gas flow
direction indicated by double-headed arrows), and pass an ion-rich region resulting
in the electrical charging of the dust grains (green) in the charging section. The ion
concentration is produced by a direct-current corona discharge containing ions (blue)
and electrons (red), after which the ions are extracted by the electric field (single head
arrows) between the corona needle (corona discharge voltage Vc), the screen electrode
(screen voltage Vs), and the grounded sensor housing (ground). The positively charged
dust grains (dust: green, with attached ions: blue) are carried by the gas flow towards
the precipitation section, where an electric field (due to a bias voltage Vb) is applied
to remove a part of the dust particle size distribution. Because this selection process
occurs on the basis of the charge to mass ratio, the smallest particles are precipitated.
The non-precipitated part of the dust particle cloud enters the Faraday cage and is
neutralized by the sensor current Id in the sensing section, from which the total amount
of charge is derived.

The most promising technique to detect ultrafine particles is based on the detection
of the charge that they acquired from an ionized gas, also called a gas discharge or
plasma [25, 26]. A schematic overview of such an ultrafine particle sensor is depicted
in Fig. 1.3. In such a device, ambient air containing dust particles (green in fig 1.3) is
guided into a region close to a gas discharge (i.e. , a plasma), which effectively charges
the dust particles by attaching electrons (red in Fig. 1.3) and/or ions (blue in Fig. 1.3)
to their surface in the charging section. These free electrons and ions are naturally
present in such a gas discharge which is also the reason that the dust grains become
electrically charged (as will be explained later in this thesis). After being carried by
the gas flow to the precipitation section, the charged nanoparticles are deflected by an
electric field due to the potential difference between the bias voltage Vb applied to the
bottom electrode and the grounded electrode on top. Based on the ratio between their
mass and their electric charge, a collection of ultrafine particles becomes separated
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from dust grains larger in size. The charged nanoparticles that are able to transit the
deflection stage are deposited in a conductive mesh constituting a Faraday cage located
in the sensing section, where they transfer their charge to an electrical circuit inducing
the dust sensor current Id. The average size and number concentration of the collected
ultrafine particles is obtained by precisely measuring the electric current Id for varying
the bias electric field strengths (i.e. , by varying Vb). Consequently, the main strengths
of this measurement principle are that the number concentration can be measured
instead of the surface area or mass concentration, and that the measurement signal
(the total amount of charge carried by all dust grains) scales linearly with the dust
grain size according to Fuchs charging theory [27].

The relative simplicity of the technique brings several difficulties in terms of the
charging of nanoparticles, sustaining stable atmospheric pressure discharge conditions
in ambient air, and the translation of the measurements into useful numbers. These
difficulties include, but are not limited to:

• Contamination of the electrode surfaces. Due to the presence of organosilicon
molecules in the air, for extended periods of plasma operation, the gas discharge
facilitates the formation of dust grains and molecular contaminants which
are subsequently deposited on the discharge electrodes. The thin layer of
organosilicon material forms an electrical insulation for the direct-current (DC)
discharge. Subsequently, an increasing DC corona voltage (Vc) is required to
generate the discharge and maintain the ion concentration for dust charging,
which is limited by breakdown in the electrical circuit (∼ 10 kV). As a
consequence, electrode contamination limits the lifetime of the device.

• Unstable charging due to fluctuating gas conditions. The ion concentration
is the key parameter that should be kept constant for stably charging the
ultrafine particles, because it is directly responsible for the dust charging process.
Upon longer operation times, the ion concentration becomes unstable due to
the contamination of the electrode surface, and varying gas conditions. The
increasingly higher corona voltage results in breakdown of the thin layer, and
irregular release of molecular and particulate contaminants into the discharge
volume leading to short-term fluctuations in the ion concentration. The air
conditions change on a longer timescale due to variations in, for instance, the gas
temperature, the relative humidity (amount of water vapor), and altitude with
respect to the sea level (gas density). These fluctuations in the gas conditions
lead to decreased performance of the device.

• The decharging of dust by interaction with neutral gas (in the spatial plasma
afterglow). The ultrafine particles charged in the charging section are transported
to subsequent stages, where they are deflected and measured. However, during
their transport, the charged ultrafine particles can interact with the neutral
gas species such as oxygen. Oxygen, as an example, can easily form a negative
ion by capturing an electron from the discharge due to its strong electron
affinity. In the spatial afterglow, the negative ions can form a source of electrons
causing the neutralization of the (originally positively) charged dust grains. The
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neutralization of the dust charge negatively affects the interpretation of the
device’s signals.

In order to enable further development of charge-based ultrafine particle sensing
techniques, these engineering challenges are translated into fundamental questions
regarding the interaction between gas discharges and ultrafine particles.

1.3 Knowledge gaps in the physics of dusty plasmas

In the previous section, the concept of ultrafine particle sensing and the related
engineering challenges have been treated. In this section, the engineering challenges
are related to the basic knowledge in the field of dusty plasmas in order to identify
gaps in our understanding of the physics of dusty and dust-forming plasmas. These
knowledge gaps need to be filled in order to further develop plasma-based ultrafine
particle sensing techniques.

The formation of thin layers of dust grains and molecular contaminants on the
electrode surfaces, related to the first engineering challenge in Section 1.2, resembles
a fundamental process in dusty plasmas. In dust-forming plasmas (without the
external injection of dust grains), a reactive gas is added to a (noble) carrier gas in
order to promote the formation of nano- to micrometer-sized dust grains through
three well-characterized phases: nucleation, coagulation, and accretion [28]. This
process has been studied in a wide variety of gas mixtures including acetylene, silane,
methane, and fluorocarbon as precursor (reactive component) [29, 30, 31, 32]. In
case of organosilicon precursors, only a handful of experimental studies focused on
dust formation under low pressure conditions [33, 34, 35, 36]. Under atmospheric
pressure conditions, many studies have used organosilicon precursors for the deposition
of thin layers [37, 38, 39, 40, 41, 42], but studies on the formation processes of dust
grains in the discharge bulk and spatial afterglow have only become recently to the
attention [43, 44]. An important deficit in the previously stated literature is the
lack of knowledge of the electron dynamics in organosilicon-containing dust-forming
discharges. Consequently, there is a gap in the understanding of dust formation in case
of organosilicon precursors under low and atmospheric pressure, and dust formation
in general under atmospheric pressure conditions, specifically in terms of the electron
dynamics.

The charging of dust grains in contact with plasma is another fundamental process
in low and atmospheric pressure dust-containing discharges, related to the second
engineering challenge in Section 1.2. The charge of nanoparticles immersed in, or in
contact with, a gas discharge originates from the difference in the mobility of electrons
and ions resulting in most cases in a permanent negative charge on the nanoparticles,
at least in the plasma bulk. Much research has been devoted to micrometer-sized
dust grains (or microparticles in short) charged by low pressure discharges in the
plasma bulk [45, 46], levitated in the plasma sheath [47, 48], and the decharging of
dust grains in the spatial afterglow [49, 50]. The situation for nanosized dust grains
charged by low pressure discharges is very different, with only a few works focusing
on experimental measurement of the dust charge [51, 52, 53, 54]. Under atmospheric

6



1.4. Research questions

pressure conditions, the charge of nanosized dust grains is relatively well studied in
the spatial afterglow [55, 56, 57, 58, 59], but the dust charge in the bulk is often not
accessible. Therefore, low pressure dusty plasmas constitute an ideal model system for
dust charge measurements, because the dust particles are confined in the discharge
volume and a solid theoretical framework is available for predicting the dust charge.

Charge measurements of nanoparticles at atmospheric pressure are routinely
performed using commercial devices such as the scanning mobility particle sizer
(SMPS), the differential mobility analyzer (DMA), the condensation particle counter
(CPC), or combinations of the former. These experimental methods are based
on extracting charged nanoparticles from the plasma and measuring their charge
distribution downstream. However, the interaction of nanoparticles charged negatively
by the plasma bulk with the afterglow often causes neutralization or even charge
reversal [56, 57, 59, 58], which implies that the charge depends heavily on the transport
time. This is because there is ample time for the interaction of ions with charged
nanoparticles, while the electrons are quickly lost due to recombination, attachment
and losses to the walls of the device. The interaction of positive ions and (charged)
nanoparticles is relatively well understood experimentally and theoretically under
atmospheric pressure conditions. However, the effect of negative ions is often not
considered, although the formation and behavior of negative ions is important for
atmospheric pressure plasma sources in general [60, 61], and may affect the charge
distribution of the dust grains under consideration. The limited knowledge of the
negative ion dynamics in the spatial afterglow of atmospheric pressure discharges
represents the third gap, related to the third engineering challenge in Section 1.2.

1.4 Research questions

The gaps in the knowledge of dusty and dust-forming plasmas are defined in the
previous section. Related to these gaps in knowledge, this section outlines three
research questions which aim to contribute to an increased understanding of the
physical mechanisms that play a fundamental role in the complex physical ecosystem
inside UFP sensing devices.

The formation of dust grains in gas discharges containing hexamethyldisiloxane
(HMDSO)—a common organosilicon precursor—is investigated under low and
atmospheric pressure conditions. The focus is specifically on the effect of dust formation
on the electron dynamics in order to be able to use its evolution as a monitor for dust
growth and dust charging. This gives rise to the first question:

Research question I: how do dust grains affect the plasma
properties in organosilicon-containing gas discharges?

The second research question arises from limitations in the experimental validation
of the charging theory with respect to nanoparticles. We limit the conditions to a
low pressure environment, which constitutes an idealized (steady-state) model system
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compared to more complicated situations at higher (e.g.atmospheric) gas pressure, or
in the spatial (or temporal) afterglow. The focus is on experimental determination of
the nanoparticle charge in the plasma bulk. This gives rise to the second question:

Research question II: how well does the theoretical framework
predict the charge of nanometer-sized dust grains immersed in a
low pressure plasma?

The third research question is related to the dynamics of negative ions in the spatial
afterglow of an atmospheric pressure discharge. The focus is on experimental detection
of negative ions in the spatial afterglow of an atmospheric pressure discharge, which
potentially have an important and underexposed effect on the dust charge distribution
in that region. This raises the third question:

Research question III: how do negative ions behave in the spatial
afterglow of atmospheric pressure plasmas?

The work presented in this thesis is outlined in the subsequent section by two research
lines. The first research line bundles parts of the research questions that are related
to low pressure discharges, addressing the following:

• The formation of dust in organosilicon-containing discharges at low pressure,
which can be directly compared to the well studied growth processes using
different reactive gas mixtures such as acetylene, methane, or silane.

• The measurement of the dust charge under low pressure conditions, which forms
an ideal model system in which the plasma-induced currents are collisionless.

The second research line combines the parts of the research questions which are
concerned with the spatial afterglow of an atmospheric pressure plasma:

• The effect of dust formation on the electron dynamics in the spatial afterglow of
an atmospheric pressure discharge.

• The dynamics of negative ions in the spatial afterglow of an atmospheric pressure
discharge.

1.5 Objectives and structure

This work is devoted to studying the fundamental research questions outlined in
the previous section, which concern the fundamental process of dust formation and
(de)charging in dust-forming plasmas. This dissertation is divided in four major parts,
which represent the general items providing the background for understanding the work
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presented by the research lines, the first research line, the second research line, and
the closing and concluding chapters. A mind-map of this thesis is shown in Fig. 1.4.

First, the general items are presented:

• Chapter 2 provides an extensive overview of the literature concerning the charging
of dust grains by plasma-induced fluxes of charged particles.

• Chapter 3 presents the experimental setups used to conduct experiments at low
and at atmospheric pressure.

Second, research line I focuses on results obtained from the experiments conducted
on low pressure pristine and organosilicon-containing discharges:

• Chapter 4 concerns a critical evaluation of the effect of spatial plasma profiles
on the plasma diagnostic technique microwave cavity resonance spectroscopy
(MCRS) in pristine argon. This technique is used in subsequent chapters to
study dusty plasmas which exhibit a stronger inhomogeneous character than
pristine plasmas.

• Chapter 5 studies the evolution of the electron density and the electron collision
frequency with neutral gas particles during the formation process that is typical
for dust-forming plasmas at low pressure. Specifically, this study highlights the
importance of the electron collisionality in dusty plasmas.

• Chapter 6 provides experimental results on the dust charge of nanoparticles
immersed in a dusty plasma and a comparison to the theoretical predictions.
Laser-induced photodetachment liberates the electrons from the surface of the
dust particles, whereas MCRS effectively measures the photodetached electrons
during the phases of liberation and recharging of the dust particles.

Third, research line II presents the experiments performed in the spatial afterglow
of atmospheric pressure pristine and organosilicon-containing discharges:

• Chapter 7 proves the feasibility of characterizing the electron behavior in the
spatial afterglow of a radio-frequency excited discharge at atmospheric pressure.
Measurements of the electron dynamics are provided by applying microwave
cavity resonance spectroscopy (MCRS) under atmospheric pressure conditions,
in which the electrons collide frequently with the neutral gas particles as opposed
to low pressure discharge where such electron-neutral collisions can usually be
neglected.

• Chapter 8 assesses the effect of dust charging on the conditions in the spatial
plasma afterglow by adding a reactive component (i.e. , HMDSO) to the discharge
gas. This reactive mixture promotes the formation of nanoscale dust particles,
which are charged by the plasma fluxes. The effect of dust charging is explored
by determination of the electron density and collision frequency by MCRS.

• Chapter 9 applies laser-induced photodetachment in the spatial afterglow of the
same reactor with argon as discharge gas, which results in the creation of negative
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oxygen ions by the interaction of the afterglow electrons with the argon-oxygen
atmosphere. Photodetachment converts the negative ions into neutral particles
and free electrons that are detected with MCRS. This experiment demonstrates
that laser-induced photodetachment in concert with MCRS provides a valuable
technique to study the spatial afterglow of reactive gas discharges, which could
be further exploited in case of dust-forming discharges.

Fourth, this thesis is completed by the closing chapters:

• Chapter 10 concludes this thesis by relating the main results to the research
questions initially defined.

• Chapter 11 provides an outlook and recommendations for future research on
dust-forming discharges and the development of ultrafine particle sensing
technologies.

• The final chapters representing the back matter provide a summary of the main
results and conclusions, the acknowledgments, a list of scientific contributions,
and the curriculum vitae of the author.
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Chapter 2

Theory of plasma-induced charging
of dust grains

Preface. The charge acquired by dust grains immersed in a plasma environment forms
a central topic throughout the work presented in this thesis. Therefore, this chapter
describes the theoretical frameworks used to predict the dust charge. Section 2.1 defines
important concepts in the field of plasma physics, which are encountered several times
throughout this thesis. The collisionless orbital-motion-limited (OML) theory is often
used for the prediction of the charge obtained by dust grains, larger than a few nm
in size, immersed in low pressure discharges as described in Section 2.2. The dust
charge depends directly on the floating potential of the dust grain, which is governed
by the balance between the electron and ion current. This theoretical framework,
however, becomes invalid at neutral gas pressures exceeding about 10 Pa. For these
higher pressures, collisions between ions and neutral gas particles play an important
role in the dust charging process, since they affect the ion current towards a dust grain.
This led to the development of the collision-enhanced theory described in Section 2.3.
At even more elevated pressures, the problem tends towards the hydrodynamic limit,
since the mean free path of the ions becomes so small that the ion current can be
treated as a continuum. The charging theory in the hydrodynamic or continuum limit
is described in Section 2.4. In Section 2.5, the framework for combining the ion current
contributions by the three regimes into a single expression is defined based on the work
by Gatti and Kortshagen [1]. The fact that dust grains are electrically charged by a
plasma leads to many implications such as the confinement of dust in low pressure
discharges, and the formation of dust crystals. Also, this charge limits the aggregation
of unipolarly charged dust grains. The implications of the dust charge are treated in
Section 2.6.
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Chapter 2. Theory of plasma-induced charging of dust grains

2.1 Concepts in the physical ecosystem

A number of concepts in the field of plasma physics are often encountered in the
description of the charging theory. Two concepts are outlined briefly.

The Debye length λD serves as a measure for the ability of the plasma to shield
electric disturbances in the form of a length scale. If an electric field is applied to
the plasma, the electrons and ions can only be separated by a distance approximated
by the Debye length. Hence, in case of a charged dust grain, the Debye length is a
measure for the size of the sheath surrounding the dust grain, which draws electrons
from the quasi-neutral plasma environment.

The Debye length is defined as follows, where s = e, i for the electrons and ions,
respectively:

λDs =

√
ε0kBTs
nsq2

s

. (2.1)

Here, the vacuum permittivity is denoted by ε0, the Boltzmann constant by kB, the
species temperature by Ts, the species density by ns, and the species charge by qs.
Since the plasma comprises a system of multiple species, the linearized Debye length
is defined to account for each of these:

λDL =

(∑
s

1

λ2
Ds

)−1/2

. (2.2)

Because the ions are much less mobile than the electrons, they dictate the Debye
length in low temperature plasmas. Since the plasma is a three-dimensional system,
generally speaking, the concept of the Debye length is also used in the definition of
the Debye sphere, e.g., surrounding a spherical dust grain, and the Debye radius.

The mean free path denoted by ls is used to describe the (average) distance that
one of the colliding species can travel without encountering its collision partner. The
species involved in the plasmas considered in this work are neutrals, electrons, positive
ions, negative ions, and dust grains. These species encounter each other by collisions,
which results, for instance, in the transfer of momentum or in the production of
electron-ion pairs by ionization. For low temperature plasmas, the thermal energy
of the neutral gas species is close to the room temperature such that they can be
considered as a fixed background species. This leads to the following expression for
the mean free path:

ls =
1

ngσsn
, (2.3)

with the neutral gas density denoted by ng, and the cross section for a collision by σsn.
In general, we use the term low pressure to describe conditions in which the mean

free path is much larger than the other length scales considered, such as the Debye
length or the radius of a dust grain. At sufficiently high neutral gas pressure, the mean
free path becomes smaller than the Debye length and the plasma can be considered as
a fluid or a continuous medium.
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2.2. Collisionless regime

2.2 Collisionless regime

The orbital-motion-limited (OML) theory of dust charging, originally developed by
Mott-Smith and Langmuir [2], considers a dust grain immersed in a quasi-neutral
plasma environment. Surrounded by electrons and ions, an initially neutral dust
grain first receives a net electron flux—due to the much higher mobility of electrons
compared to ions—charging its surface negatively. Consequently, the low-energy part
of the electron cloud is repelled, and ions are attracted towards the grain’s surface by
the (negative) floating potential. Finally, the ion flux cancels the electron flux in steady
state, which results in a permanent negative dust charge for dust grains exceeding a
size of about 5 nm. This theoretical framework has received a considerable amount
of attention in the form of theoretical studies concerning its validity, limitations and
improvements [3, 4, 5, 6, 7, 8].

The OML theory concerns three important assumptions based on the dust grain
radius ad, the Debye length λD, and the mean free path l:

• The electron and ion fluxes are collisionless, i.e. the species do not collide with
neutrals inside the Debye sphere surrounding the dust grain.

• The radius of the dust grain is much smaller than the Debye length.

• The electron energy is distributed according to a Maxwellian distribution.

In essence, the first two conditions imply that l� λD � ad, which applies to many
low pressure discharges in which dust grains are formed or injected.

The electrical currents constituted by the electron and ion flux towards any surface
in contact with plasma are in balance in a steady state situation:

dI

dt
= Ie + Ii = 0. (2.4)

Assuming a Maxwellian energy distribution for the electrons, the electron density ne

as a function of radial distance x from the dust grain surface can be described as
follows:

ne(x) = ne(∞) exp

(
eV (x)

kBTe

)
. (2.5)

Here, the electron density in the plasma bulk is denoted by ne(∞), the elementary
charge by e, the Boltzmann constant by kB, the potential by V , and the electron
temperature by Te. The electron flux Γe can be defined as the product of the electron
density, at the dust grain’s surface equal to ne(ad), and the thermal velocity v̄e, leading
to the result obtained by Allen [9]:

Γe(ad) =
1

4
ne(ad)v̄e =

1

4
ne(∞) exp

(
eV (ad)

kBTe

)√
8kBTe

πme
. (2.6)

Hence, the electron current follows by realizing that the total electron current to the
surface is the product of dust surface area Ad = 4πa2

d, the electron flux Γe, and the
charge −e carried by a single electron:

Ie(ad) = −eπa2
dΓe(ad). (2.7)
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Chapter 2. Theory of plasma-induced charging of dust grains

The ion current is derived using the ion flux for (singly charged) positive ions,
which experience no collisions during their movement towards the grain’s surface. This
implies that the ion flux Γi follows from the thermal ion velocity v̄i, and the Coulomb
force field that attracts ions towards the negatively charged dust grain, as obtained by
Allen [9]:

Γi(x) =
1

4
ni(∞)

(
1− eV (x)

kBTi

)√
8kBTi

πmi
, (2.8)

with the ion density denoted by ni (in the bulk equal to ni(∞)), the ion temperature
by Ti, and the ion mass by mi, which results in the ion current:

Ii(ad) = eπa2
dΓi(ad). (2.9)

Balancing the electron and ion current, the surface potential can be calculated
self-consistently in steady state, i.e. dI/dt = 0. This means that the following expression
can be solved for a certain background gas:

exp

(
eVd

kBTe

)√
Te

me
=

(
1− eVd

kBTi

)√
Ti

mi
, (2.10)

with Vd = V (ad). Please note that the dust grain surface area Ad is cancelled from the
equation, as well as the species densities ne and ni by assumption of quasi-neutrality
(which is not a necessary condition for solving the equation). The surface charge follows
by considering the dust grain as a spherical capacitor with a capacitance Cd = 4πε0ad

so that the surface charge qd is

qd = CdVd = 4πε0adVd. (2.11)

The left- and right-hand side Eqn. (2.10) are depicted as a function of the grain’s
potential Vd in Fig. 2.1, where the intersection of the curves denotes the floating
potential of the dust grain in steady state equal to V OML

d = −2.76 V, or qOML
d ≈ −193

elementary charges by definition of Eqn. (2.11), for typical low pressure conditions
(see the caption of Fig. 2.1). It can be seen from the figure that the electron current
increases exponentially with the potential Vd, which forms a linear curve on the
logarithmic scale. However, the ion current follows a linear decay as a function of Vd,
and tends towards the thermal ion flux 1/4niv̄i for Vd −→ 0. This is because the ions
are repelled if the potential Vd > 0.
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Figure 2.1: For the collisionless (OML) regime, the electron (red) and ion (blue) current
are visualized as a function of the dust floating potential Vd. The intersection of the
curves provides the floating potential of the dust grain in steady state: V OML

d = −2.76 V.
The following values were used: Te = 1 eV, Ti = 0.026 eV (i.e. equal to 300 K), and
mi = 40 u for argon gas.
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Chapter 2. Theory of plasma-induced charging of dust grains

2.3 Collision-enhanced regime

The effect of ion-neutral collisions, part of which lead to charge-exchange and
momentum transfer, becomes important with increasing density of the neutral gas
species. Several decades ago, it was proposed by Bernstein and Rabinowitz [10] that
ions trapped in the sheath could influence the potential function near a Langmuir probe.
This has resulted in many studies investigating the effect of ion-neutral collisions in
order to explain discrepancies between experimental results and the OML theory
[11, 12, 1, 13, 14, 15, 16, 17].

Ion-neutral collisions can result in charge-exchange between a neutral gas particle,
considered to be at rest, and an energetic ion accelerated from the quasi-neutral bulk
by the sheath around the dust grain. In principle, in a neutral gas containing, e.g., only
argon, this implies that an energetic ion is converted into a thermal ion. The resulting
effect is that the ion is trapped in the potential field surrounding the dust grain, and
that the ion current towards the dust surface is increased. This is because ions that
would have followed a momentum transfer orbit—i.e. passing the dust grain surface
without collection due to the combination of their energy and angular momentum
—now have an increased chance to be confined by the potential field, and subsequently,
collected by the (negatively charged) dust grain. The effect of ion-neutral collisions
becomes already important for cases where the ion mean free path li (see Eqn. (2.3))
is larger than the (linearized) Debye length λDL (see Eqn. (2.2)) [17].

The theoretical framework for the collision-enhanced ion current is initiated by
the consideration that ions are captured by the dust grain, if their kinetic energy is
insufficient to overcome the attracting potential due to the Coulomb field, which is
captured by the condition [12]:

Ei + U(R0) = 0, (2.12)

where the Yukawa potential is often used as an approximation for the potential:

U(x) = eVd
ad

x
exp

(
−x− ad

λDL

)
. (2.13)

This leads to the definition of the so-called capture radius R0 (based on the linearized
Yukawa potential), which dictates the imaginary sphere within which ions are captured,
as follows [1, 18, 12, 19]:

R0 =
e|Vd|ad

(
1 + ad

λDL

)
Ei + e|Vd| adλDL

. (2.14)

Here, λDL denotes the linearized Debye length, and Ei represents the ion kinetic
energy. Using the capture radius, the OML ion current is adapted by considering the
surface area constituted by the capture sphere, i.e. 4πR2

0, instead of the dust surface,
and the probability of ions undergoing a charge-exchange collision represented by
the ratio R0/li with li the ion mean free path. These amendments results in the
collision-enhanced (CE) ion current [12, 19]:

ICE
i = eπR2

0niv̄i
R0

li
. (2.15)
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2.3. Collision-enhanced regime

From here onwards, we follow the definition of the collision-enhanced ion current
by Gatti and Kortshagen [1]:

ICE
i = eπ(αR0)2niv̄i. (2.16)

Here, the factor α = 1.22 is due to the Maxwellian energy distribution of the ion
energy. In conclusion, it can be seen that the collision-enhanced current constitutes
the thermal ion current that enters the capture sphere with radius R0.

Fig. 2.2 shows the electron current (OML) and the collision-enhanced ion current
ICE
i as a function of the potential. It can be seen that the ion current is increased
significantly with respect to the OML ion current. As a consequence, the floating
potential of the dust grain V CE

d in steady state is much less negative resulting in a
lower (negative) dust charge due to ion-neutral collisions.
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Figure 2.2: For the collision-enhanced (CE) regime, the electron (red) and ion (black)
current are depicted as a function of the potential Vd. The intersection of the curves
provides the floating potential of the dust grain in steady state: V CE

d = −0.89 V. The
following values were used: Te = 1 eV, Ti = 0.026 eV (i.e. , equal to 300 K), λDL ≈ 38µm,
Ei = 3/2kBTi, and ad = 100 nm.
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Chapter 2. Theory of plasma-induced charging of dust grains

2.4 Hydrodynamic regime

The ion current tends towards the continuum solution in case the ion mean free
path li becomes smaller than the Debye length λD. In this case, ions experience
multiple collisions in the sheath, and the flux can be described by the drift term of
the drift-diffusion equation [20]:

ΓHYD
i = −µini∇V, (2.17)

where µi denotes the ion mobility coefficient, ∇ the gradient operator, µi the electrical
mobility of the ion, and V the potential function. The continuum, or hydrodynamic, ion
current follows by approximating the electric field ∇V ≈ Vd/ad, and using Ad = 4πa2

d,
such that:

IHYD
i = −e4πadµiniVd. (2.18)

Please note that if Vd < 0 (so a negatively charged dust grain), the ion current towards
the dust grain is positive. This result is the same as that obtained by Gatti and
Kortshagen [1].

Fig. 2.3 plots the electron current (OML: Ie) and the hydrodynamic ion current
IHYD
i as a function of the grain’s potential Vd. The floating potential, at which the
currents are in balance, has shifted to more negative values compared to the OML
solution.

2.5 Weighted contributions to the total ion current

The definition of the total ion current Ii is based on the approach by Gatti and
Kortshagen [1], which comprises the sum of the ion currents by the different regimes
weighted by their respective probability P :

Ii = P0I
OML
i + P1I

CE
i + P2I

HYD
i . (2.19)

The probability of each current term is defined on the basis of the capture radius
Knudsen number KnR0

= li/(2αR0). This leads to the following probability for the
collisionless regime P0:

P0 = exp

(
− 1

KnR0

)
, (2.20)

for the collision-enhanced regime P1,

P1 =
1

KnR0

exp

(
− 1

KnR0

)
, (2.21)

and for the hydrodynamic regime P2,

P2 = 1− (P0 + P1) . (2.22)
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Figure 2.3: For the hydrodynamic (HYD) or continuum regime, the electron (red)
and ion (magenta) current are shown as a function of the potential Vd. The intersection
of the curves provides the floating potential of the dust grain in steady state: V HYD

d =
−3.47 V. The following values were used: Te = 1 eV, µi = 1.5× 10−4 m2V−1s−1 (for a
reduced electric field E/ng ≈ 0, and ng = 2.5× 1025 m−3 at atmospheric pressure), and
ad = 100 nm.
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Chapter 2. Theory of plasma-induced charging of dust grains

2.6 Implications of the dust charge

The dust charge governs the interactions between (charged) dust grains, and the
interactions between the dust grains and the plasma species. Due to the fundamental
character of the charge, there are several implications that are useful to note in view
of the work presented in this thesis:

• Forces between, and acting on, charged dust grains: the Coulomb force is one
of the dominant forces acting on a dust grain in contact with a plasma. It
determines whether a dust grain can be confined in the plasma bulk (applies
mostly to nanoparticles), or levitated in the plasma sheath (applies mostly to
microparticles) [21, 22, 23]. Furthermore, the ion drag force is governed by the
momentum transfer and collection of ions by the dust grain (quite similar to the
fluxes discussed in this chapter), and depends strongly on the dust charge. In
fact, it governs the location of nanosized dust grains in the plasma bulk together
with the Coulomb force. In case of levitating multiple particles in the sheath,
e.g., the dust charge affects the inter-particle spacing [24] due to the Coulomb
force.

• Growth in dust-forming plasma: the coagulation of charged protoparticles that
clump together to form larger dust grains is initially inhibited by the mutual
repulsion, but changes to the ratio of thermal energy and repulsive potential may
promote or slow down this growth process. During subsequent growth phases,
the dust charge determines the ion flux for further growth [25].

• Electron depletion: the permanent negative charging of dust grains, in case
of immersion in an initially quasi-neutral environment (i.e.ne ≈ ni) forms a
significant loss channel for the free electrons in the plasma. At least in low
pressure dust-forming plasmas, the electron density is severely depleted when
dust grains reach sizes exceeding ∼ 50 nm. This can be easily understood by
considering that a number of ndqd elementary charges are permanently retained
on the dust surface, where nd ∼ 1× 1014 m−3 and the charge ∼ 10 e, typically.
Comparing ndqd to a typical electron density ne ∼ 1× 1015 m−3, it can be seen
that the number of electrons quickly diminishes due to the charging process.
This effect is actually used in Chapter 5 and 8 as a monitoring signal for the dust
growth process, and its impact on the electron energy (distribution function).
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Chapter 3

Experimental setups

This chapter describes the experimental setups used to conduct experiments under
low and atmospheric pressure conditions. Section 3.1 presents the low pressure setup
where gas discharges were created and probed under vacuum. Section 3.2 describes the
atmospheric pressure discharge reactor. For each section, the auxiliary systems are also
described as used for the supply and removal of gas flows, supply of radio-frequency
power, and the optical systems including lasers.

3.1 Setup for experiments under low pressure
conditions

Experiments under low pressure conditions were performed by creating gas discharges
inside a microwave cavity in a large vacuum vessel. In this section, the general
components of the system are explained in the following order. In Section 3.1.1,
the three different microwave cavity designs—used to obtain the results outlined in
Chapter 4, 5, and 6—are explained in more detail indicating the various components
and considerations for the designs. In Section 3.1.2, the vacuum vessel, gas supply
and pumping system are explained in detail for different experiments concerning
pristine discharges as well as dust-forming discharges. In Section 3.1.3, the supply of
radio-frequency power is discussed in more detail. In Section 3.1.4, the optical systems
are treated concerning the laser light scattering and extinction setup, and the laser
setup for photodetachment experiments.
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Chapter 3. Experimental setups

3.1.1 Microwave cavities with integrated discharge electrodes

The electron density and effective collision frequency results at low pressure have
been obtained using three different microwave cavity designs with integrated discharge
electrodes. However, the basic design for each cavity was similar. A microwave
cavity comprises a cylindrical metal pillbox in which microwaves are injected at a
frequency close to the resonance frequency of one of the resonant modes. The cavity is
electromagnetically closed for microwave radiation in the range of 1− 10 GHz, which
corresponds to a wavelength range that is on the order of the diameter of the cavity.
The electric fields associated with the resonant mode are perturbed by the presence of
electrons created by the gas discharge such that the resonance frequency (and perhaps
the quality factor) shifts proportionally with the number of electrons present (and
perhaps their momentum transfer collision frequency). A detailed description of the
physics underlying the microwave cavity measurement technique is outlined in each
result chapter, i.e. Chapter 4, 5, and 6.

Cavity design I

The first cavity design, which is used for the experiments described in Chapter 4, is a
basic cylindrical cavity made from aluminum, and was based on a design used earlier
by Van de Wetering [1]. This design is depicted in Fig. 3.1 with the corresponding
dimensions. An important difference compared to earlier work is that it did not include
a shower head, but allowed neutral gas to enter through openings in the cylindrical
wall. These openings were initially used for microwave interferometry measurements,
and to make camera images of the plasma to estimate the size of the sheath regions in
the axial direction. The size of the cavity was mainly determined by the large amount
of resonant modes that could be excited starting close to 1 GHz for the fundamental
modes, which provided the option to perform measurements with multiple higher
harmonics.

This cavity consists of a top and bottom disk that encapsulate a hollow cylinder
forming the microwave cavity itself (1). The discharge (2) was created by applying
RF power to the electrode (3) located on top of the cavity’s bottom disk with an
insulating disk (4) in between. The cylindrical walls of the cavity and the top disk were
grounded, thereby forming the grounded electrode. A SMA connector (5) was mounted
on the outside of the cavity on the bottom disk, which protruded the insulating disk
and connected the RF transmission line with the RF-powered electrode. As such, an
asymmetric capacitively coupled discharge was created inside the microwave cavity.
Using screw threads and nuts, the top and bottom disk were pulled towards each other
in a fixed position so that the metal components made electrical contact with minimum
electrical resistance. A microwave antenna (6) was mounted on the top flange for
the injection of microwaves, which consists of a standard SMA connector—standard
threaded antenna connector for high frequency applications—to which a copper wire is
soldered. The copper wire was positioned in an iterative fashion so that the resonant
mode was excited properly. Proper excitation in this case meant that the amount of
attenuation of the injected microwave power at the resonance frequency was at least
−20 dB, i.e. a factor 100.
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Figure 3.1: Cavity design I: microwave cavity and discharge electrodes as used in
Chapter 4. The cavity (1) consists of separate top and bottom disks, and a cylindrical
base. A gas discharge (2) is ignited and sustained by RF power applied to the RF
electrode (3) located at the bottom of the cavity, and insulated from the grounded cavity
by a dielectric disk (4). A SMA connector (5) is used to transfer RF power to the RF
electrode, and the microwave antenna (6) allows coupling of the microwaves into the
cavity. This figure has been published by Staps et al [2].

Cavity design II

The second cavity design, as used for the experiments in Chapter 5, was significantly
smaller than cavity design I, as can be seen from Fig. 3.2. This resulted in an increase of
the attainable power density (power per unit volume) of about a factor 10, and resulted
in higher resonance frequencies and, for a given plasma density, larger diagnostic signals.
Another change with respect to the first cavity design is that the microwave antenna
(4) was located in the cylindrical side wall of the cavity (2), and that the RF electrode
(5), insulating disk (6) and RF connector (7) were located below the top disk of the
cavity (1). The microwave antenna was located in the cylindrical wall, because the
RF electrode was located on top, and the bottom of the cavity was not accessible
due to the placement of the cavity at the bottom of the vessel. The bottom disk (3)
was completely solid in this design. The cavity had an interior diameter of 66 mm
and height of 40 mm, and contained two thin slits with a width of 2 mm over the full
height of the cavity. In addition, a viewing window was integrated in the design by
fixing a steel mesh on the inside of the cylindrical wall with screws, which allowed to
view the cavity’s interior volume over an angle of about 60 degrees and half of the
cavity’s interior height. The slits allowed laser light to be transmitted through the
volume, as explained in the Methods section in Chapter 5.
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Figure 3.2: Cavity design II: microwave cavity and discharge electrodes used for the
experiments presented in Chapter 5. The cavity comprises a disk on top (1), cylindrical
base (2) and a solid bottom electrode (3) which are held in a fixed position with respect to
each other. A microwave antenna (4) is used to excite resonant modes. The RF-powered
electrode (5) is insulated from the grounded cavity by a dielectric disk (6), and powered
by the RF transmission line through the SMA connector (7) on top.
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Cavity design III

The third cavity design is an improved and extended version of the second cavity design
concerning its application for visualizing a dusty plasma and collecting in-situ grown
dust particles for ex-situ analysis, and is depicted in Fig. 3.3. The microwave cavity
discharge chamber has the same dimensions as the second cavity, comprising a top
disk (1) with a KF16 flange for mounting inside the vacuum vessel, and a cylindrical
side wall (2). However, there are a few noteworthy improvements.

The first improvement concerns the bottom disk, which is made from a stainless
steel mesh (3) allowing dust particles to fall through for subsequent collection.

The second improvement is that the top flange consists of an RF-powered shower
head (4) with multiple small holes (spacing of 5 mm in a rectangular array and hole
diameter of 0.5 mm), which was electrically insulated from the grounded cavity by a
perforated dielectric disk (5). This allowed for a homogeneous gas flow (and neutral
drag force) into the cavity volume, whereas the gas entered through diffusion in the
case of cavity design I and II.

This cavity also contained two slits in the side wall, but, as a third improvement,
the viewing window (6, stainless steel perforated mesh) was spatially extended so that
a 160 ◦ view across the full axial height of the cavity interior could be captured on the
camera images.

The fourth improvement concerned the desire to collect dust grains, formed by the
discharge, for ex-situ analysis using, e.g., scanning electron microscopy (SEM) and/or
energy-dispersive X-ray spectroscopy (EDX) in order to gain information about the
size and composition of the dust grains. As indicated in Fig. 3.3, this improvement led
to the addition of an interchangeable holder (9) with locations for seven SEM stubs
(10), onto which dust particles could be collected at different spatial locations. An
actively actuated cover (8) could be translated in the -Z-direction (as indicated in
Fig. 3.3) so that the hole pattern was aligned with the SEM stubs when looking in the
-X-direction (as indicated in Fig. 3.3).

A more detailed view of the cover and SEM stub holder can be seen in Fig. 3.4,
which shows a view of the X-Y plane by looking into the -X-direction, effectively
showing the hole pattern as seen by the plasma. This figure shows the electric actuator
(1), which comprises a linear motor with two positions in which the lever (2) was
fully extended (base position) or fully retracted (powered position). The cover (3)
contained multiple holes (4) with a diameter of 13 mm. If the cover was in the base
position, as depicted by (a) in Fig. 3.4, the holes in the cover (4) were aligned with
the holes (9) in the SEM stub holder located in between the SEM stubs. In this
position, the dust particles were not able to reach the SEM stub surfaces, but were
transported towards the pumping system directly. If the electric actuator was powered,
as depicted by (b) in Fig. 3.4, the cover was pulled towards the actuator such that the
hole pattern of the cover exposed the SEM stub surfaces. When the gas discharge was
terminated by shutting down the RF power, the dust particles could fall downwards
(in the -X-direction) due to gravity. Subsequently, a part of the dust particles fell
onto the SEM substrates (6) and was thereby collected at different spatial locations
depending on their initial location in the dusty plasma.
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Figure 3.3: Cavity design III: microwave cavity and discharge electrodes used for the
experiments presented in Chapter 6. The cavity comprises a top disk (1) with gas inlet,
which was fixed to a cylindrical base (2) containing a bottom mesh grid as grounded
electrode (3), and an RF-powered shower head-type electrode (4) on top insulated from
the grounded cavity by a dielectric perforated disk (5). The cavity side wall contains a
viewing mesh (6) on one of the sides and two slits (7) for laser beams to be transmitted
through the volume. An actively powered shutter plate (8) with a specific hole pattern
can be actuated to expose the SEM substrates (10) mounted on the SEM stub holder
(9) at the operator’s request. This figure has been published by Staps et al [3].
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Figure 3.4: SEM stub holder and actuation scheme for collecting dust particles on
operator’s request (see Chapter 6). Both figure panels contain a cross sectional view of
the cover and SEM stub holder in the Y-Z plane looking into the -X-direction, which
shows the patterns as seen by the plasma. In numerical order, the numbers indicate the
actuator (1) with lever (2), which pulls on the cover (3) with holes (4) when actively
powered. This cover is aligned with the holes (5) in the stub holder in the base position,
and exposes the SEM substrates (6) when the actuator was powered. (a) This cross
sectional view shows the base position. (b) This cross sectional view shows the powered
position, when the SEM substrates are exposed to the plasma volume for the deposition
of dust grains. This figure has been published by Staps et al [3].
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3.1.2 Vacuum vessel, gas supply and pumping system
A schematic overview of the systems for the creation and sustenance of the vacuum is
depicted in Fig. 3.5, which shows the vacuum vessel including the used cavity, the gas
supply lines, and the pumping system. The vacuum vessel had an interior diameter of
600 mm and an interior height of 400 mm. Using ISO-K flanges and EPDM seals, the
base pressure was ∼ 1× 10−6 mbar, while experiments were performed at an operating
pressure of ∼ 1× 10−1 mbar. This means that the purity of the gases introduced
(≥ 99.999 %) determined the impurity level of the gas composition.

Before the start of an experiment or after maintenance was done to the setup, a
vacuum was created by evacuating the air out of the vessel using two pumps. First,
an initial vacuum was created at a pressure in the range 0.01 − 0.1 mbar using a
dry scroll pump (Kashiyama NeoDry 30E). Below 0.1 mbar, a turbo-molecular pump
(Pfeiffer TPH 240, water-cooled) was started to gain a further reduction of the base
pressure to 1× 10−6 mbar. The combination of the turbo-molecular and scroll pump
was continuously running during experiments as well as during idle periods to maintain
the purity in the vessel. In case maintenance had to be performed, e.g., cleaning the
cavity or replacing SEM substrates, the vessel was aerated to atmospheric pressure
using nitrogen. Afterwards, the vacuum pumps were ran for at least two days in order
to obtain again the base pressure before new experiments were performed.

Neutral gas was supplied to the vessel using two supply lines, of which one was
used for the plasma gas flow (argon), and a second line for the dust precursor gas flow
(HMDSO). The top flange of the vacuum vessel was chosen for the injection of the
gas, because this facilitated the use of different types of cavities (see Section 3.1.1)
without an integrated shower head. For the experiments in this thesis, the gas entered
the discharge gap by diffusion and advection through openings in the cavity walls
(i.e. laser slits and meshed viewing ports). However, it should be noted that the cavity
design depicted in the figure has an integrated shower head (cavity design III used in
Chapter 6), and this allows for a homogeneous introduction of the gas flow in future
experiments.

At the start of an experiment, an argon flow was introduced using a mass flow
controller (Brooks SLA 5850, ≤ 300 sccm) supplying argon with a purity of 99.999 %,
although the setup provides the option to use helium. During the experiments, the
argon flow rate was set to 20 sccm, the automated valve (V1) was opened, the shutter
valve (V6) was closed completely, and the butterfly valve (V5) was fully open. This
resulted in an operating pressure of 5.4× 10−2 mbar, which was monitored using a
Pfeiffer full range pressure gauge (PG). For dust growth experiments, the second step
was the introduction of the precursor hexamethyldisiloxane (HMDSO, Sigma-Aldrich,
purity 99.5 %), which is in the liquid phase at room temperature, and put into a
small container before a series of experiments. After filling the container, the valves
(V3 and V4) were opened completely to remove the ambient air captured during
the insertion of the liquid. Thereafter, the valve was closed and an equilibrium was
established between condensation and evaporation at the liquid-gas interface leading
to an equilibrium vapor pressure during idle periods of the setup. By opening the
automated valve (V3) and tuning the manual micrometer spindle valve (V4), HMDSO
vapor was injected into the vessel as a gaseous precursor at a controlled rate.
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Figure 3.5: Gas supply and pumping system for the low pressure setup. A large
vacuum vessel—including quartz viewing windows and vacuum feedthroughs for the
RF power, microwaves, and gas lines—contained the microwave cavities with discharge
electrodes described in Section 3.1.1. The schematic of the cavity is based on cavity
design III. For each cavity design, the discharge was created using the RF power supply
described in Section 3.1.3. Gas was injected at the top of the vessel using various
combinations of noble (i.e. argon) and reactive gases (i.e. HMDSO), which could be
controlled in terms of their flow rates using the mass flow controllers (MFCs). The gas
lines could be opened or closed automatically using pneumatic valves (V1-V3) controlled
by the computer, which allowed for accurate timing of the injection of reactive gases
such as HMDSO for time-controlled dust growth. The pressure inside the vessel was
monitored by the pressure gauge (PG) and controlled, for a given inflow of gas, by
adapting the flow resistance through the valves (V5 and V6), for a constant pumping
speed of pump 1 and 2.
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The manual valve (V4) was adjusted such that the desired HMDSO partial pressure
was added to the existing partial pressure caused by the argon flow, where the partial
HMDSO pressure was typically around 1.3× 10−2 mbar (e.g., during the experiments
covered in Chapter 5).

The experimental setup covers additional possibilities for studies targeting dust
growth, which have not been pursued in this thesis, but are nevertheless worthy of
consideration. First, it should be noted that this type of precursor injection allows for
any type of reactive gases, which are liquid at room temperature, to be used in the
setup. Second, the possibility of introducing oxygen exists using the second mass flow
controller (MFC2 and V2, Brooks SLA 5850, ≤ 30 sccm, purity 99.999 %). Oxygen
was not used in this work during the low pressure experiments, but could be valuable
to investigate the effect of oxygen on the material composition of the dust particles
formed in the discharge. This is because HMDSO contains only a single oxygen atom
compared to two silicon atoms, which could limit the formation of silicon dioxide-like
particles. Third, the shower head integrated in the cavity currently in place allows for
a homogeneous introduction of the gas flow, which exerts a direct neutral drag force on
the dust cloud. This could be valuable in studies to actively replenish the volume by
the removal of dust particles, radicals and other products, prior to subsequent pulses.

3.1.3 RF power supply
Radio-frequency (RF) voltage excitation, using the system indicated in Fig. 3.6, was
applied to the powered electrode of the discharge gap for the creation of gas discharges.
This input was generated using a low voltage signal generator (0− 5 V) at a frequency
fRF = 13.56 MHz, which was amplified by an RF amplifier (Amplifier Research Model
100A250B, 0.01− 250 MHz, ≤ 100 W CW) with an output impedance of 50 Ω. Using
a matching circuit with an L-type design, the plasma impedance was matched close to
50 Ω for optimum power transfer to the load.

To monitor the RF voltage and power, two probes were used for electrical
characterization of the transmission line. A first power sensor (Amplifier Research
Model PM2002) was integrated in the transmission line between the RF amplifier and
the matching circuit to monitor the amount of reflected and transmitted power. This
power sensor thus observed the total amount of power absorbed by the matching circuit
in combination with the plasma load, and did see a load impedance of nearly 50 Ω if
the circuit was properly matched. A second power sensor (Impedans OctivPoly 1.0)
was installed between the matching circuit and the plasma load, of which the signals
were digitally acquired with 10µs time resolution using a computer (PC). This was
done in order to avoid measurement of the effect of the matching circuit components
on the phase angle and dissipated power. Moreover, this position allowed for digital
acquisition of these signals, e.g., the phase angle of the third harmonic, which are
sensitive to changes in the plasma due to dust formation.

The experiments in Chapter 5 and 6 were performed using continuous wave (CW)
excitation of the discharge, while the experiments in Chapter 4 were performed using
pulsed RF discharges. A pulse delay generator was used to trigger the RF signal
generator which then provided an RF output for a limited period of time. This
allowed the synchronization of the RF pulses with other signal acquisition systems
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such as those used for microwave measurements, and the second RF power sensor in
time-resolved measurement mode.
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Figure 3.6: Power supply for RF discharges in the low pressure setup. The 13.56 MHz
(RF) low-voltage signal from the generator was amplified and sent to the RF-powered
electrode, which was integrated in the microwave cavity. An L-type matching network
ensured that the power transfer into the load was close to optimal, and the reflected
and absorbed RF power were monitored using two power sensors. The computer was
used to digitally acquire the signals from the second power sensor. For pulsed operation
of the discharge, a pulse delay generator triggered the RF signal generator which then
generated the RF output for a limited period of time. This triggering signal was also sent
to other devices, such as the microwave system, in order to synchronize the discharges
with diagnostic measurements.
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3.1.4 Optics

The optical systems used for the low pressure setup are shown in Fig. 3.7, which include
a laser light scattering setup (532 nm path), photodetachment setup (266 nm path),
and a high speed camera for imaging.

Laser light scattering experiments were performed using a green laser (532 nm,
Nd:YAG, continuous, ≤ 500 mW) for the visualization of the dust particle cloud. The
Nd:YAG laser was mounted onto a XYZ-stage in order to accurately determine the
initial location of the beam. The mirrors, M1 and M2, used to reflect and steer the
laser beam were obtained from Thorlabs: type NB1-K13, Nd:YAG mirrors, suitable
for 532 nm and 1064 nm laser light, and with a reflectance ≥ 98 %. The laser light
was reflected by a first mirror (M1) and transmitted through two apertures (A1 and
A2) that were used to align the beam at the target height. The target height was set
initially to the axial center between the upper (RF) and lower (ground) electrode of
the discharge gap. The second mirror (M2) was used in combination with the first
mirror to steer the beam through the slits in the cavity.

A set of two lenses (L1 and L2) was used to shape the laser beam with circular
cross section into a planar sheet with a thickness equal to the beam diameter. This
was done by diverging the beam using a concave cylindrical lens (L1), and thereafter
converging the beam by a convex cylindrical lens (L2). Hereafter, the beam propagated
through the vacuum window (quartz, transmission efficiency ≥ 85 %) and the beam
splitter (BS1) located inside the vacuum, which transmitted ≥ 99.5 % of the laser light.
The beam splitter was oriented such that the green laser sheet and ultraviolet laser
beam were actually merged and, therefore, the laser beams coincided spatially.

After passing the cavity slits, the dust cloud (if present), the second vacuum
window and the second beam splitter (BS2) (oriented to function as an actual beam
splitter), the green laser light was captured by a photodiode (PD, Thorlabs DET10A).
By comparing the intensity before and after dust was grown, an extinction ratio could
be determined in order to estimate the dust density for a given dust size.

Part of the laser light was scattered by dust particles in case the dust density
and/or dust size was sufficient. This scattered light was filtered using a narrow
band-pass filter (BPF, central wavelength 532 nm, full-width-at-half-maximum 3 nm)
and captured using a high speed camera (Photron Mini UX100), typically at a frame
rate of 50− 1000 fps.

Photodetachment was induced using a pulsed ultraviolet (UV) laser (Quantel,
266 nm, pulsed Nd:YAG laser, pulse length 8 ns) that targeted the axial center between
the electrodes. A first mirror (M3) and second mirror (M4) were used to steer the
laser through the cavity. These mirrors (Thorlabs NB1-K04) were designed for use
with 266 nm pulsed laser light with a reflectance ≥ 99.0 %, and a sufficient damage
threshold. A set of two cylindrical lenses was used to reduce the beam diameter to
about 1 mm so that it was smaller than the width of the cavity slits (2 mm). This
ensured that the laser beam could enter and leave the cavity without reflections.
Subsequently, the beam propagated through the vacuum window and was reflected
by the third UV mirror (M5) and the beam splitter (BS1). After passing the cavity,
the UV laser pulse was reflected by the second beam splitter (BS2) so that the light
was captured by the laser power sensor (LPS). This power sensor (Ophir PE50-DIF-C
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pyroelectric sensor with an Ophir Starbright meter) monitored each laser pulse to
provide the laser pulse frequency (verification of the laser setting), and an average and
standard deviation of the laser pulse energy. The signal was determined by a moving
average filter with a duration of 1 s, and digitally acquired on a computer.

It should be noted that the complete optical system was integrated in metal
enclosures that were fitted to the vacuum windows. This ensured that the laser light
was not able to escape from the enclosures for personnel safety. On the other hand,
stray light was not able to enter the enclosures and cause distortion of, e.g., the camera
images and the laser diagnostics.
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Figure 3.7: Optical system for the low pressure setup comprising a green (continuous
wave, CW) laser for laser light scattering and extinction measurements, and a pulsed
ultraviolet laser for photodetachment. The green laser (532 nm) propagated from the
Nd:YAG output through the cavity towards the photodiode (PD), and a part of the
light was scattered and captured by the high-speed camera. The pulsed ultraviolet laser
beam (266 nm) propagated from the right into the vessel, and was reflected through the
cavity via two beam splitters (BS) towards the laser power sensor (LPS).
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3.2 Setup for experiments under atmospheric
pressure conditions

The setup used for atmospheric pressure discharge experiments—presented in Chapter 7,
8, and 9—is discussed in this section. In Section 3.2.1, the integrated design of the
plasma jet and microwave cavity are explained in detail. In Section 3.2.2, the gas
supply and pumping system are considered with respect to ambient air removal and
gas supply during experiments at atmospheric pressure under controlled conditions.
In Section 3.2.3, we note specific items of the radio-frequency power supply, including
matching and the in-house design of the power probe for accurately monitoring the
electrical characteristics. In Section 3.2.4, this section is concluded with an overview
of the 532 nm laser setup for dust particle visualization and extinction measurements,
and the pulsed 355 nm laser setup used for laser-induced photodetachment of negative
ions, and possibly charged nanoparticles.

3.2.1 Integrated design of the plasma jet and microwave cavity

The central component of the atmospheric pressure setup was the vacuum flange with
integrated plasma jet and mounted microwave cavity. The plasma jet design was
based on the plasma reactor geometry used by Van der Schans et al [4]. However, the
excitation for the production of gas discharges in this work was done by RF excitation
instead of by high-voltage pulses so that the physical mechanisms of, e.g., electron
heating were comparable to those governing the low pressure discharges. This required
a complete re-design of the jet to account for different requirements for stable discharge
operation and microwave measurements.

Fig. 3.8 shows the integrated design of the plasma jet and microwave cavity. The
base was an ISO160-K flange (1) which fitted to a standard cubic vacuum vessel with
an ISO160-K opening. The top flange (1) contains two KF25 flanges (2 and 3) for
connecting internal elements with the microwave cabling, temperature sensor and gas
inlet for the background gas. In the middle of the flange, a printed circuit board (4)
can be seen that was specifically tailored to the setup for monitoring the RF voltage,
current and power. The micrometer spindle (5) was used to alter the distance of the
microwave cavity (6) with respect to the plasma jet, while the cavity and jet were
present inside the controlled atmosphere in the vacuum vessel.

A backplate (7) connected the microwave cavity to the base flange through four
leaf springs (8, of which two are indicated by the arrows) that countered the force
exerted on the cavity by the micrometer spindle’s extension (9). Two springs (10)
pulled the back of the cavity towards the top flange, while the spindle pushed the
cavity downwards. The connection through the four leaf springs ensured that, when
moving the cavity along the X-axis (opposite to the gravitational direction), the cavity
could only be translated in the normal direction with respect to the leaf springs’ flat
surfaces. This is because the leaf springs are, by approximation, infinitely stiff in
the directions parallel to their flat surface, and have a finite stiffness in the direction
perpendicular to their surface. Consequently, this implied that the radial center of the
cavity was always aligned with the radial center of the plasma jet, and that cylindrical
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symmetry could be applied in the interpretation of the experimental results.
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Figure 3.8: Design of the plasma jet and microwave cavity integrated on a standard
vacuum flange (1). Two KF25 connections (2 and 3) were used, of which the first flange
was used for connecting the microwave antenna and temperature sensor to systems
outside the vessel, and the second flange allowed the background gas to be fed into
the vessel. The electronic circuit for monitoring the RF voltage, current and power
was integrated on a printed circuit board (4) mounted on top of the flange, which
was connected to the RF-powered and grounded electrode. A micrometer spindle (5)
was used to externally translate the microwave cavity (6) in the X-direction in order
to define the distance of the cavity with respect to the gas discharge geometry. A
backplate (7) connected the top flange and the cavity through leaf springs (8), while
the spindle extension (9) pushed the cavity downwards and the springs (10) pulled the
cavity upwards, allowing for accurate (∼ 5µm) control of the cavity-jet distance.

Fig. 3.9 depicts a cross sectional view of the plasma jet and microwave cavity design
in the X-Z plane. From top to bottom, it can be seen that the gas inlet (1) for the
discharge gap is located outside of the vessel, which was connected to the different
gas lines described in Section 3.2.2. This gas flows towards the mixing chamber (2),
where six channels (3) are located that connect the mixing chamber to the capacitively
coupled discharge gap. It should be noted that only two diagonally oriented channels
(3) are visible in the cross section, and the other channels are located under an angle
of 60 ◦ with respect to each other. This was done such that the gas injection was more
homogeneously applied at the beginning of the discharge gap. The gas was driven
through the annular gap between the RF needle (4) and the dielectric quartz tube (5).
At the end of the tube (6), the gas flow and plasma species (if a gas discharge was
generated) entered the volume probed by the microwave cavity (7), which is termed
the spatial afterglow.

The gas discharge comprised a capacitively coupled geometry, where the powered
electrode (4) was in contact with the discharge, and the grounded cylindrical electrode
(8) was covered on the inside by a dielectric quartz tube (5). The grounded electrode
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covered the RF needle almost completely over the axial axis, except for a small part
that extended above the top flange, which ensured that the geometry approximated
that of an ideal capacitor with a precisely defined capacitance. However, the grounded
electrode had a capacitance with respect to the outside world, which is termed the
parasitic capacitance of the electrical circuitry. This capacitance can cause variations
in the absorbed power by forming an alternative path for the RF current, which thus
depends on the location of, e.g., cables. To mitigate the effect of undefined components
on the parasitic capacitance, an aluminum hollow cylinder (9) was integrated in
the design, which defined the parasitic capacitance at a specific value such that
the matching conditions for the discharge were properly defined regardless of other
(conductive) elements.
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Figure 3.9: A cross sectional view of the integrated design comprising the plasma jet
and microwave cavity in the X-Z plane. A gas inlet (1) introduced the gas mixture into
the mixing chamber (2), which was connected to the discharge gap through six channels
(3). The RF needle (4) and dielectric tube (5) formed the gap through which the gas
could flow, which left the gap at the tube exit (6) and entered the cavity measurement
volume (7). A grounded electrode (8) formed, together with the RF-powered electrode
(4) and dielectric tube (5), a capacitively coupled dielectric barrier discharge geometry.
The large hollow cylinder (9) defined the parasitic capacitance so that the electrical
characteristics of the discharge geometry were not perturbed by external (conductive)
elements such as cabling for the temperature sensor and microwave signals.
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3.2.2 Vessel, gas supply and pumping system
The atmospheric pressure experiments are conducted at standard pressure, i.e. p ≈
1000 mbar, and near room temperature, i.e.T = 20 − 25 ◦. The first experimental
results described in Chapter 7 were obtained in a situation where the plasma jet
effluent interacted with the ambient air. The ambient air contains, besides nitrogen
and oxygen, a fluctuating amount of water vapor. Variations in the composition of the
background gas undermined the reproducibility on the longer term and complicated
the chemistry. To avoid these effects, the plasma jet and microwave cavity were
integrated in a vacuum vessel from which the ambient air species could be replaced by
a background gas with a controlled composition.

Fig. 3.10 shows the gas supply and exhaust system used for the atmospheric pressure
experiments. On the top of the figure, it can be seen that there are four different gas
lines. MFC1 and MFC4 were connected to the gas flow introduced in the plasma jet’s
discharge gap, whereas MFC2 and MFC3 were used to provide the background gas
flow through a port in the top flange. The background gas could, after entering the
port, freely flow through the vessel’s volume and the microwave cavity volume. Both
gas flows left the vessel through a port at the bottom connected to the central exhaust
system of the laboratory through three parallel pipelines.

The exhaust system was designed so that a pre-experiment vacuum could be
created to remove ambient air prior to experiments, and a controlled atmosphere could
be maintained during an experiment. Prior to experiments for which a controlled
background gas was desired, the manually-controlled valve (V4) connected to the
scroll pump (PUMP) was opened in order to create a vacuum inside the vessel and
other gas supply lines up to the mass flow controllers, while V5 was closed. A vacuum
with a base pressure of ∼ 0.1 mbar was created to evacuate the ambient air species.
Afterwards, the vacuum was disconnected from the vessel by closing V4 (vacuum valve
with diameter 40 mm), and the volume was filled with a known gas (i.e. helium for
the experiments described in Chapter 7 and 8, and an argon-oxygen mixture for the
experiments described in Chapter 9) using MFC3 (and, in some cases, MFC2) until
the pressure gauge (PG) indicated ≥ 1000 mbar. This resulted in a purity level in
the vessel of about 99.99 %. For safety, a pressure-relief valve (V6) was installed that
automatically opened up if p > 1100 mbar, and an emergency button was installed
that could close the valves V1, V2 and V3 in case of emergency. When atmospheric
pressure was reached, the valve V5 was opened, the discharge gas flow was installed,
and the combination of background and discharge gas continuously flew through the
system and left via the exhaust.

In the first set of experiments, described in Chapter 7, a helium gas flow (purity
99.999 %) was introduced into the discharge gap using a mass flow controller and
automated valve (MFC1 and V1, Brooks SLA 5820, ≤ 3000 sccm). Meanwhile, the
effluent entered the ambient air (relative humidity 30− 65 %) downstream of the gap.
During this experiment, there were no vacuum windows on the sides of the vessel
so that the ambient air could freely enter the volume. In addition, only the exhaust
valve (V5) was opened so that a continuous suction was applied to the volume which
ensured the continuous removal of the gases introduced and any plasma-generated
species such as ozone (hazardous to human health at high concentration).
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Figure 3.10: Gas supply and exhaust system for the atmospheric pressure setup.
Four gas supply lines connected to mass flow controllers (MFC1 to MFC4) were used
to supply the discharge gap (discharge gas flow) and vessel volume (background gas
flow) with the desired mixture of gases at controlled flow rates. The plasma jet and
microwave cavity were integrated in a vacuum vessel to enable experiments in a controlled
atmosphere, and pre-experiment removal of ambient air. The pumping system is located
at the bottom of the vessel. The operator has the choice of connecting the vacuum
system for air removal prior to experiments. During experiments, the vessel volume is
directly connected with the central exhaust system in order to conduct experiments at
atmospheric pressure with continuous renewal of the gas and removal of plasma-produced
species. The abbreviations denote synthetic air (Syn. air, 80 % N2 and 20 % O2) and
compressed air (C. air, de-humidified and pressurized ambient air).
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In the second set of experiments, described in Chapter 8, a reactive gas component
called hexamethyldisiloxane (HMDSO) was added to the pristine helium flow through
the discharge gap in order to promote the formation of dust grains. Before the
experiments were carried out, a vacuum was created to remove the ambient air, and
the vessel and other gas pipelines were filled with pristine helium (purity 99.999 %). As
opposed to the low pressure experiments, a bubbler system was used to add HMDSO
vapor to the helium carrier flow. Helium was driven through the HMDSO fluid layer
using a mass flow controller (MFC4, ≤ 100 sccm) which actively mixed the helium gas
with the HMDSO vapor. By opening valve V3, the helium-HMDSO mixture entered
the pipeline connected to MFC1, where the helium-HMDSO mixture was diluted by
adding pristine helium gas (MFC1 and V1, Brooks SLA 5820, ≤ 3000 sccm). The
diluted mixture entered the discharge gap afterwards for subsequent processing in
the plasma. Meanwhile, a continuous background flow was introduced into the vessel
using MFC3 with pristine helium, which reduced the complexity of the gas mixture
compared to ambient air.

In the third set of experiments, described in Chapter 9, the background gas
contained a mixture of argon and oxygen. Again, the vessel was cleaned from ambient
air prior to the experiments using the vacuum system. Thereafter, the vessel and gas
supply lines were filled with a mixture of argon (MFC3, 2000 sccm, purity 99.999 %)
and oxygen (MFC2 and V2, 150 sccm, purity 99.999 %) as the background gas, which
was continuously applied also during the experiments. The discharge gas comprised
pure argon gas (MFC1 and V1, 3000 sccm, purity 99.999 %), which interacted in the
region downstream of the discharge gap with oxygen.

3.2.3 RF power supply
The radio-frequency (RF) power supply used for the atmospheric pressure setup is
schematically depicted in Fig. 3.11, indicating the main electrical components, and a
schematic view of the plasma jet. An RF signal generator created sinusoidal waves
at a frequency of 13.56 MHz with a voltage of 3− 5 V depending on the desired RF
power. This signal was amplified by the RF amplifier (Amplifier Research Model
75A250, 0.01− 250 MHz, ≤ 75 W CW) and sent to the matching coil. Together with
the capacitive discharge gap, the inductance of the coil formed an LC-circuit with a
resonance frequency that could be tuned by changing the inductance. The mechanical
construction of the coil was such that the distance between the turns of the spring-like
wounded coil could be manually changed.

It should be noted that only a variable inductor was necessary to tune the system
impedance, because the discharge gap contained a dielectric barrier avoiding conduction
current. However, the stray capacitance can be troublesome—as mentioned earlier in
this chapter—because the system (due to atmospheric pressure) was open to external
perturbations to the capacitance due to, for example, cabling. The stray capacitance
was therefore defined by including a large aluminum cylinder surrounding the plasma
jet, as can be seen in Fig. 3.9.
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Figure 3.11: RF power supply for atmospheric pressure experiments. An RF signal
generator provided a low-voltage sinusoidal signal amplified by an RF amplifier and
transferred to the matching coil. The matching coil, together with the capacitance of
the discharge gap, enabled tuning of the circuit’s resonance frequency for optimal power
transfer. After a discharge was created, the RF voltage, current and plasma absorbed
power were monitored using the digital oscilloscope which allowed for optimizing the
matching conditions. For pulsed discharge experiments, a pulse delay generator was used
to trigger the pulse signal generator, the oscilloscope and the microwave system. As
such, the RF power circuit was triggered simultaneously with diagnostic systems such as
the microwave system and the power measurement. The computer configured the pulse
delay generator, and acquired digitally the oscilloscope data.
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The matching procedure was as follows. First, a discharge gas was chosen and installed
through the discharge gap at a controlled flow rate. Second, continuous RF power was
applied to the RF-powered (needle) electrode. Third, the RF voltage, current and
absorbed power were monitored on the digital oscilloscope. Fourth, the inductance was
changed to maximize the amount of absorbed power by monitoring the oscilloscope
signals.

The same matching procedure was applied before pulsed discharge experiments
were performed, because the capacitance of the discharge gap (without plasma) is the
dominant factor determining the resonance frequency of the electrical circuit. However,
for pulsed discharges, the pulse delay generator was set to a certain repetition frequency,
and provided short pulses with a duration of 1µs to the pulse signal generator and
oscilloscope. The pulse signal generator was necessary, because the pulse delay
generator produced signals between 0 − 5 V, while the RF signal generator output
required an input signal between −5 − 5 V to set its output between 0 − 5 V. The
RF signal generator was set to burst mode so that, for each electronic pulse from
the pulse signal generator, the RF signal was produced for a limited period of time
(configured on the RF signal generator itself). Simultaneously, the oscilloscope was
triggered at the same rate so that the RF current, voltage and power were monitored
before, during and after the RF power pulse was applied.

The RF signals were measured using an in-house designed power probe integrated
on a printed circuit board (PCB). The design was based on the original design by Beijer
et al [5], and a detailed explanation of the electronic circuit and the measurement
principles can be found in that reference. Here, it suffices to note that the RF voltage is
acquired by capacitively coupling the high-voltage signal to a low-voltage measurement
circuit. The RF current is measured using a resistor, connected in series with the
grounded electrode, and the actual ground that formed the reference for the circuitry
(such as the vessel). The RF voltage and current are multiplied in a multiplying probe
on the PCB, using a fixed electrical circuit, which ensured that there were no changes
possible in the phases between the voltage and current signal. In addition, the RF
voltage induced a non-negligible signal in the RF current measurement path, and vice
versa, which is termed cross-talk. This resulted in the measurement of a non-zero
absorbed power, even when only a high-voltage RF signal was applied to the discharge
gap, without creating a discharge. A cross-talk cancellation circuit was added and
calibrated such that the absorbed power was equal to zero (within the noise band),
when the RF current was absent. Moreover, a temperature correction circuit was
integrated to avoid the effect of changing temperature causing drifts in the circuitry
and leading to drift in the absorbed power measurement. The aforementioned elements
were integrated onto a single PCB which was mounted directly on top of the vacuum
flange. This ensured that the electrical components of the plasma jet (RF electrode,
grounded electrode, stray capacitance) and the measurement circuit were fixed with
respect to each other so that there were no changes in the phase angle between voltage
and current after pre-experiment calibration.
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3.2.4 Optics
The optical system was used for the application of the pulsed (ultraviolet) laser to
induce photodetachment of negative ions, and for the 532 nm laser for the illumination
of dust particles formed inside the discharge tube. The optical paths with respect to
the optical components, plasma jet and microwave cavity are depicted in Fig. 3.12.

The pulsed ultraviolet (UV) laser was an EdgeWave InnoSlab IS6III-E configured at
a wavelength 355 nm, with a pulse duration 7− 10 ns, repetition frequency 1− 15 kHz,
and pulse energy ≤ 2 mJ. Mirrors (M1 to M3) were obtained from Thorlabs, type
NB1-K08, designed for 355 nm pulsed laser light with a reflectance ≥ 99.5 %, and a
damage threshold exceeding the laser intensity used during experiments. The laser
was steered using two mirrors (M1 and M2), and aligned in the horizontal plane using
two apertures (A1 and A2). After alignment, the beam was clipped by the second
aperture to allow only the most intense part of the beam to pass. The part indicated
by M3 consisted of a periscope-type of setup, with a mirror pointing vertically upward
onto another mirror steering the beam in the horizontal plane onto the first beam
splitter (BS1). Therefore, the position of the laser beam (in the vertical direction)
with respect to the gas discharge effluent could be manually controlled. After passing
the vacuum windows, and vessel volume, the laser beam was reflected by the second
beam splitter (BS2) and targeted onto the laser power sensor (LPS).

The source for laser light scattering experiments was a continuous wave laser
(Nd:YAG, 532 nm, indicated by the green laser path), which was steered using multiple
mirrors through the vacuum vessel. These mirrors were the same as used for the low
pressure setup: Thorlabs NB1-K13, reflectance ≥ 98 %. The laser beam first hit the
mirror M4 and M5, and was aligned in the horizontal plane (perpendicular to the
gravitational direction) using two apertures (A3 and A4). After reflection on M6,
the laser beam was expanded in the vertical direction (parallel to the gravitational
direction) by two cylindrical lenses, where L1 was a concave lens and L2 was a convex
lens. After reflection on M7, the laser sheet propagated through the first beam splitter
(BS1), merging the laser beams due to its orientation, and the vacuum window, and
encountered the second vacuum window and second beam splitter (BS2), acting as an
actual beam splitter in this orientation. The second beam splitter was positioned such
that the green laser beam passed through it, after which it was filtered by a neutral
density filter (F1) and its intensity was captured by the photodetector (PD). Part of
the green laser beam was also scattered by dust grains, if present, and this scattered
light was filtered by wavelength (F2) and, subsequently, captured using a high-speed
camera (Photron Mini UX100).
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Figure 3.12: Optical systems and beam paths for laser light scattering and
laser-induced photodetachment. A 532 nm laser sheet was produced by a continuous
Nd:YAG laser, of which the circular beam shape was extended in the vertical direction
(i.e. the direction of gravity) using two cylindrical lenses. The 355 nm laser beam was
generated using a pulsed Nd:YAG laser, which was merged with the 532 nm laser beam
by a beam splitter oriented in reversed direction. After passing the vessel and microwave
cavity, the laser beams were monitored to determine the amount of laser intensity for
extinction or stability measurements.
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Chapter 4

Effect of spatial electron density
profiles on MCRS

Preface. Low-temperature plasmas are widely studied in laboratory environments
and form the backbone of many industrial processes. Highly-energized electrons enable
processes such as ionization, dissociation and plasma chemical reactions, while the
heavy species such as neutral gas atoms and molecules remain near room temperature.
Hence, understanding the electron dynamics is crucial to the control and optimization
of plasmas and their applications. In this chapter, the impact of electron density
profile correction on microwave cavity resonance spectroscopy (MCRS) as a diagnostic
tool for low pressure discharges is investigated. Following standard practice, the
volume-averaged electron density is first obtained by assuming a uniform plasma in
the interpretation of the MCRS diagnostic technique. Second, the experiments are
compared with a numerical model solved using PLASIMO software to evaluate the
predictive capabilities. Third, profile-corrected electron densities are obtained by means
of incorporating the numerically obtained distribution of the electron density and the
numerical solution for the resonant microwave electric field in the interpretation of
the experimental data obtained by microwave cavity resonance spectroscopy (MCRS).
Although the volume-averaged data agrees closely with the electron density found
from the numerical model, it is shown that implementing the spatial distribution of
the electron density and the microwave electric field leads to a significant correction
to the experimental data. The developed strategy could easily be implemented in
other situations deploying microwave cavity resonance spectroscopy (MCRS) as a
non-invasive technique for measuring the electron density.

This chapter has been published: T.J.A. Staps, B. Platier, D. Mihailova, P. Meijaard, and J.
Beckers, Numerical profile correction of microwave cavity resonance spectroscopy measurements of
the electron density in low-pressure discharges, Review of Scientific Instruments 92, 2 September
2021, 093504, DOI: 10.1063/5.0054851.
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Chapter 4. Effect of spatial electron density profiles on MCRS

4.1 Introduction

A plasma is a (partially) ionized gas comprising free electrons, ions, radicals, and
neutral particles. An important subset of the vastly different types of plasmas is
constituted by low-temperature plasmas, in which the electrons have energies up to
several electron-volts, while the thermal energy of heavy particles (i.e. ions, radicals, and
neutrals) remains near room temperature. This allows for low-temperature chemistry
that is widely applied in industrial processes such as those used for the production
of solar cells [1] and functional coatings [2], the synthesis of (nano)materials [3, 4],
and the plasma-based dissociation of CO2 for fuel synthesis [5, 6]. Since free electrons
dictate most of the elementary processes in plasmas, measuring their properties is
of paramount importance to enhance the understanding and development of such
applications.

A universe of diagnostic techniques for free electrons in plasmas has been developed
with the goal of retrieving basic information regarding their density and temperature.
The development of the Langmuir probe and associated collection theory was most
likely the first endeavor in this regard [7]. However, the invasive nature of this
technique and the necessity of complicated models to interpret the measurements
are often undesired, e.g., in cases where negative ions are present and when the
probe surface may become contaminated by means of plasma deposition [8]. In
contrast, microwave-based techniques are able to probe a plasma non-intrusively by
measuring the effect of the plasma’s permittivity on the propagation (and attenuation)
of microwaves. Specifically, microwave interferometry (MWIF) and microwave cavity
resonance spectroscopy (MCRS) are well established techniques that are frequently
used to monitor the dynamics of electrons in (pristine) radio-frequency discharges
[9, 10, 11], microwave-induced plasmas [12, 13], dust-forming plasmas [14, 15], extreme
ultraviolet photon-induced plasmas [16, 17, 18] and ultracold plasmas [19]. Despite
the frequent use of these microwave-based techniques, one of the most stringent
assumptions potentially undermining the accuracy of the methods is that of a uniform
plasma medium, which is fundamental in the interpretation of the experimental data.

In this work, we probed an exemplary pristine low-temperature plasma using
MCRS and numerically computed the electron density profile for the same conditions
and geometry in order to facilitate a more detailed interpretation of the experimental
data. The gas discharge was created, experimentally and numerically, in a low
pressure argon environment inside a microwave cavity at different argon pressures
ranging from 0.030 mbar to 0.300 mbar. First, the volume-averaged electron density
was experimentally obtained using time-resolved MCRS for different argon pressures.
Second, the numerical model was solved for the same geometry and background gas
pressures using PLASIMO software. Finally, the numerically obtained electron density
distribution was used for the conversion of the experimental data to obtain a so-called
profile-corrected electron density for each pressure case. This facilitated a direct
evaluation of the numerical model’s performance and the effect of applying profile
correction to the experimental data.

This chapter is structured as follows. Section 4.2 treats first the basics of MCRS
by discussing the plasma permittivity and its effect on the resonant properties of
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a microwave cavity. Section 4.3 discusses the experimental hardware to create the
gas discharge under controlled conditions and the methodology by means of which
time-resolved MCRS was performed to obtain the cavity response at high temporal
resolution. Section 4.4 outlines the basics of the numerical model comprising the
drift-diffusion framework, the plasma species and reactions taken into account, and the
spatial solution of the electron density in quasi-steady state. Section 4.5 governs the
main result of this work by presenting the (experimentally obtained) volume-averaged
electron densities as a function of time, the profile correction method, and the
comparison of the volume-averaged and profile-corrected experimental data as a
function of the gas pressure. Section 4.6 completes this chapter with the conclusion.

4.2 Microwave cavity resonance spectroscopy

To understand the microwave cavity resonance spectroscopy (MCRS) technique, the
dispersive property of plasma and the respective effect on electromagnetic (micro)wave
propagation is discussed in Section 4.2.1. Subsequently, in Section 4.2.2, the operational
principles of MCRS are explained by reviewing the effect of a gas discharge on
eigenmodes excited in a resonant microwave cavity.

4.2.1 Refractive index of plasmas
Microwave-based diagnostic techniques exploit the dispersive property of plasmas.
This is because a difference in optical path length (for the microwaves) is induced
when traveling through plasma instead of, for instance, vacuum or surrounding air.
The refractive index n indicates the relative velocity v of an electromagnetic wave in a
medium compared to the velocity c, which the same wave would have in vacuum, as

n =
c

v
=
√
εrµr, (4.1)

with εr the relative permittivity and µr the relative magnetic permeability. Note
that—by definition—in vacuum v = c and therefore n = 1.

For an unmagnetized plasma, Eqn. (4.1) can be simplified because µr equals unity.
The plasma’s refractive index then becomes a function of its permittivity εp only,

εp = ε0εr,p = ε0

(
1−

f2
pe

f2

)
, (4.2)

where ε0 the permittivity of vacuum, the relative (plasma) permittivity εr,p is given
by the Lorentz-Drude model [20], f the (microwave) excitation frequency (generally
in the range of 1 − 10 GHz), and fpe the electron plasma frequency. The electron
plasma frequency can be seen as the time scale on which the plasma effectively shields
external (electromagnetic) perturbations, and can be expressed as

fpe =
1

2π

√
nee2

ε0me
, (4.3)
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with ne the electron density, e the elementary charge and me the electron mass.
It should be noted that Eqn. (4.2) only holds for so-called collisionless plasmas, i.e.
plasmas in which the typical frequency νm of elastic collisions between electrons and
neutral species is much lower than the electron plasma frequency (νm � fpe). A
detailed description of the effect of collisions on εp and the diagnostic method can be
found in Platier et al [21].

The shielding property of plasmas characterized by fpe in Eqn. (4.3) is important
for MCRS. This is because only electromagnetic waves with frequencies f � fpe are
able to propagate through the plasma, while electromagnetic waves with frequencies
f � fpe are shielded, and subsequently reflected.

4.2.2 Principles of MCRS

MCRS is based on the effect of free electrons on standing (or resonant) microwaves.
Low-power (∼ mW) microwaves are introduced in a (cylindrical) pillbox cavity which is
electromagnetically closed in the range of 1−10 GHz. These microwaves are resonantly
absorbed by the cavity at specific frequencies depending on the (fixed) size of—and
the permittivity of the medium inside—the cavity.

Creating a discharge inside a microwave cavity leads to the presence of free electrons,
which changes the permittivity compared to vacuum such that the resonance frequency
goes to a higher pitch. Usually, fp denotes the resonance frequency of a plasma-filled
cavity and f1 represents the resonance frequency—corresponding to the same resonant
mode—in vacuum. This means that the difference ∆f = fp−f1 in resonance frequency
yields information about the change in permittivity due to plasma.

The nature of the MCRS technique is revealed by formalizing the relationship
between the resonance frequency of a specific resonant mode, its (squared) electric
field profile, and the change in permittivity of the medium ∆ε inside the volume of
the cavity using the Slater perturbation equation [22],

∆f

f1
= −
˝

Vc
∆ε(r) |E (r)|2 d3r

2ε0

˝
Vc
|E (r)|2 d3r

, (4.4)

where E(r) denotes the (microwave) electric field corresponding to the excited resonant
mode without plasma, and the change in permittivity is defined as

∆ε(r) = εp(r)− ε0. (4.5)

Details on the resonant mode and corresponding electric field profile used in this work
can be found in Section 4.3.2. Similar to the reasoning related to Eqn. (4.2), it should
be noted that Eqn. (4.4) only holds for a collisionless plasma (νm � fpe).

The volume-averaged electron density can be found by a combined substitution of
the expressions found from Eqn. (4.2), Eqn. (4.3), and Eqn. (4.5) into the formula for
the frequency shift ∆f/f1 as denoted in Eqn. (4.4). Assuming a homogeneous electron
density distribution so that ∆ε(r) = ∆ε, the volume-averaged electron density n̄e

follows by re-arranging terms so that the electron density is expressed in terms of the
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frequency shift and other parameters as

n̄e =
8π2ε0mef

2
p

e2f1

∆f

V
. (4.6)

Here, V denotes the electric-field-squared-weighted ratio between the plasma volume
Vp and the cavity volume Vc, and is defined as

V =

˝
Vp
|E (r)|2 d3r˝

Vc
|E (r)|2 d3r

. (4.7)

In summary, MCRS allows to obtain the volume-averaged electron density n̄e by
tracking the shift in resonance frequency ∆f of a resonant mode excited inside a cavity.
This approach can be applied in a temporally-resolved fashion (sample time τtr = 40 ns)
using the experimental setup and measurement scheme outlined in Section 4.3.

4.3 Experiment

First, we discuss the experimental configuration in Section 4.3.1 which is followed by
the procedure applied to obtain the results, shown in Section 4.3.2.

4.3.1 Devices and interconnections
An overview of the experimental setup is shown in Fig. 4.1, where the main systems can
be identified: the vacuum and gas handling, the MCRS (microwave cavity resonance
spectroscopy) system, the plasma power supply and the discharge/MCRS cavity.
It should be noted that the plasma under study was operated inside a cylindrical
cavity which, on one hand, facilitated the MCRS measurements and, on the other
hand, provided well-defined boundary conditions for the plasma volume enhancing the
modeling and interpretation accuracy.

The heart of the experimental setup was a cylindrical cavity positioned in the
center of the vacuum vessel, in which plasma discharges were generated in a controlled
environment. The cavity had a diameter Dcav = 168 mm and height Hcav = 78 mm,
which are indicated along with other geometric details in Fig. 4.2. An asymmetric
capacitively-coupled discharge was created by powering the bottom (RF) electrode,
which was insulated from the (grounded) cylindrical and (grounded) top walls of the
cavity by a thin dielectric disk.

A large vacuum vessel with a base pressure of 2× 10−6 mbar confined the discharge
cavity in an argon atmosphere. The vacuum vessel had a diameter of 600 mm and a
height of 450 mm. The argon pressure inside the vessel was maintained at pressures
varying from 0.030 to 0.300 mbar by balancing the argon inflow rate of 150 sccm (gas
inlet) set by a mass flow controller with the outflow rate which was regulated by the
butterfly valve (while the shutter valve was closed) located between the vacuum vessel
and the pumping system.

For the MCRS measurements, a microwave generator was used to generate
microwaves with an (input) power Pin, which were coupled into the cavity—via
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Figure 4.1: Overview of the experimental setup, including a cross sectional top view
of the vacuum vessel and the individual devices used for gas handling, supply of RF
power and installed microwave-based diagnostic system.

a directional coupler—by a monopole antenna. If the applied microwave frequency
is close to the resonance frequency of a specific mode, the amount of reflected power
approaches zero. Otherwise, the amount of reflected power is close to the input power.
One tenth of the reflected power, i.e. the directed power Pdir = 0.1Prefl, was transferred
to a logarithmic power detector for data registration by a fast transient recorder.
A typical measurement of the directed power measured by the transient recorder is
depicted as a function of microwave frequency in Fig. 4.3.

The plasma power supply system delivered power to the discharge at a radio-
frequency (RF) of 13.56 MHz in a pulsed fashion. Hereto, a function generator in
single-burst mode (burst generator) modulated the RF generator to create a pulsed RF
signal. This signal was amplified by an RF amplifier in combination with an L-type
matching network. An RF power sensor (Impedans OctivPoly) was used to obtain
time-resolved measurements of the voltage, current and power at a temporal resolution
of 10µs. The RF power was kept constant for each measurements at a (pulse-averaged)
RF power of 5.0± 0.2 W using the power sensor and matching network.

A pulse/delay generator was used to synchronize the MCRS measurements with
the plasma discharges. This was done by creating a trigger signal that triggered the
burst generator of the RF power supply and the transient recorder to synchronize the
MCRS response.
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Figure 4.2: Cross sectional view of (1) the microwave cavity with (2) the plasma
above (3) the RF electrode which was insulated from the grounded cavity by a (4)
dielectric disk, (5) the RF connector and (6) microwave antenna for MCRS. Dimensions
are denoted in millimeters. Dimensions in radial and axial direction have been measured
within a symmetric tolerance of 1 mm and 0.1 mm, respectively.
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Figure 4.3: Spectral response of the cavity around the resonance frequency
corresponding to the resonant mode TM110 at t = −40µs (relative to plasma ignition at
t = 0 s) for the data set obtained for p = 0.030 mbar.
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4.3.2 Methodology
Pulsed plasma discharges were generated inside the cavity with a repetition frequency of
40 Hz (pulse duration 25 ms) and a duty cycle of 16 % so that the plasma was sustained
for 4 ms and consecutively allowed to decay for 21 ms. The time between pulses ensured
that the plasma initiated during each pulse had completely decayed before the start of
the next pulse, which was verified by the fact that the temporally-resolved shift in
resonance frequency reached the noise band (ne ∼ 1× 1010 m−3) before the subsequent
RF pulse. Hence, the resonance frequency f1 could be obtained with an empty cavity
before each and every plasma ignition.

The electron density n̄e was obtained through the shift in resonance frequency
with respect to the situation without plasma. A typical spectral response of the cavity
is depicted in Fig. 4.3, which allows characterization of the resonant mode TM110. The
electric field corresponding to this resonant mode is depicted in Fig. 4.4. This solution
is obtained by solving for the eigenfrequency of the cavity in COMSOL Multiphysics®.
The spectral response can be characterized by the resonance frequency fres and quality
factor Q, which were found experimentally as f1 = 2.069 GHz and Q = 130 without
plasma. The quality factor Q is a measure of the energy losses in the cavity and relates
to the fundamental time response of the cavity τc = Q/πf1 = 20 ns, which allowed to
select the transient recorder sample frequency further on. The resonance frequency
and quality factor were found by fitting a Lorentzian curve to the measurement data.
The procedure has been described in detail by Van der Schans et al [23].

Obtaining the electron density temporally-resolved—as depicted for several values of
the gas pressure in Fig. 4.10—required the spectral response at each sample time before,
during and after the plasma pulse. However, the measurement time for obtaining a
spectral response as shown in Fig. 4.3 would greatly exceed any reasonable temporal
resolution when the measurement scheme would be based on a conventional (frequency
sweep) approach such as a network analyzer. Therefore, a different measurement
strategy was followed that allowed a reconstruction of the frequency response for each
sample time. This was justified because the pulsed discharges were highly reproducible.

For a single microwave frequency, the temporal response of the cavity was sampled
by a transient recorder at a rate of ftr = 25 MHz for 32 consecutive discharges,
which were averaged afterwards to reduce noise. This procedure was repeated for
the frequency range of interest, i.e. f = 2.015 − 2.148 GHz, with a spectral interval
fstep = 0.2 MHz. Finally, a combination of the temporal responses at each time instant
along the frequency dimension allowed to reconstruct the spectral response for all time
instances at which data was sampled (see Fig. 4.5). From these spectral responses,
the resonance frequency was retrieved temporally-resolved with a time resolution of
2τc (= 1/ftr).
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Finally, the data was processed using a computer code in order to obtain absolute
values for the electron densities from the MCRS signal. Hereto, the fitted resonance
frequency was used to calculate the empty cavity value f1 by averaging over −2 ms ≤
t ≤ 0 ms (i.e. a period of 2 ms before the plasma pulse, see Fig. 4.10), after which
the shift in resonance frequency was found as ∆f(t) = f(t)− f1 for each moment in
time. The volume-averaged (MCRS) electron density n̄e was calculated using the shift
in resonance frequency, which was provided by the fitted resonance frequency, and
assuming a plasma volume ratio V = 1.

E/E0

0

1

Figure 4.4: Normalized electric field (magnitude) corresponding to the resonant mode
TM110 of the microwave cavity, computed using COMSOL Multiphysics®. Red and
white vectors (direction and magnitude) correspond to the electric and magnetic field,
respectively.
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Figure 4.5: Reconstruction of the temporally-resolved frequency response during and
after (for t ≥ 0 ms) a single pulsed discharge.
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4.4 Numerical model

The equations and boundary conditions underlying the drift-diffusion model are briefly
outlined in Section 4.4.1, whereas the plasma chemistry and species for which the
equations are solved are discussed in Section 4.4.2. Section 4.4.3 describes the results
of solving the numerical model in PLASIMO software and discusses the implications
of the electron density distributions.

4.4.1 Drift-diffusion equations and boundary conditions
The basic equations describing the balances of species and energy underlying the
drift-diffusion model are treated briefly in this section, and the reader is referred to
Van Dijk et al [24] for a detailed discussion. The temporal and spatial evolution of a
specific species density ns is described by the species density balance:

∂ns
∂t

+∇ · (nsus) = Ss, (4.8)

where us is the averaged species velocity, Ss is the net particle source (determined by
the various reactions occurring in the plasma), and Γs = nsus denotes the flux density
for species s. The flux density for the electrons Γe is solved in the drift-diffusion
approximation by

Γe = µeEne −De∇ne, (4.9)

where µe and De are the electron mobility and the governing diffusion coefficient,
respectively, and E the electric field. For the ions, the flux density results from solving
the momentum balance equation given by

∂ui

∂t
+ (ui · ∇)ui +

Si

ni
ui =

1

mini

kBTi

Di
(µiEni −Di∇ni − niui), (4.10)

where µi andDi are the ion mobility and the governing diffusion coefficient, respectively,
kB the Boltzmann constant, mi the ion mass, and Ti the ion temperature. The mobility
is taken to be positive for positively charged species, negative for negatively charged
species, and zero for neutral species. It is assumed that the Einstein relation can be
used to calculate the diffusion coefficient from the mobility using

Ds =
kBTsµs
qs

, (4.11)

where qs the species charge, Ts the species temperature corresponding to the energy
of the random particle motion, and µs and Ds are the respective mobility and the
governing diffusion coefficient of the species.

The electron energy is determined by solving the electron energy (density) balance
equation,

∂nε̄
∂t

+∇ · Γε̄ = Sε̄, (4.12)
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with energy flux density

Γε̄ =
5

3
µeEnε̄ −

5

3
De∇nε̄. (4.13)

Here, nε̄ = neε̄ is the electron energy density, and ε̄ is the mean electron energy. The
effective source term Sε̄ includes Ohmic heating and energy losses due to elastic and
inelastic collisions.

These equations are coupled to the Poisson equation for computation of the electric
field defined as

∇ · (εE) = −∇ · (ε∇V ) = ρ, (4.14)

where ε is the dielectric permittivity, V the electrostatic potential, and ρ the space
charge density of species s as

ρ =
∑
s

qsns. (4.15)

At the open boundaries (i.e. symmetry axis), we apply homogeneous Neumann
boundary conditions for all quantities, i.e. ∇ns ·n = 0 with n the normal vector to the
boundary. For the physical boundaries, we apply constant Dirichlet conditions for the
potential. The boundary conditions for the species densities are given by expressions
for the flux densities Γs,

Γs · n = αsµs(E · n)ns +
1

4
vth,sns, (4.16)

where vth,s is the thermal velocity of the species. The parameter αs is set to 1 if the
drift velocity is directed towards the wall, and to 0 otherwise:

αs =

{
1 if µsE · n > 0

0 if µsE · n ≤ 0
(4.17)

We use the control volume method for solving Eqn. (4.8), (4.12) and (4.14) and the
Scharfetter-Gummel’s [25] exponential scheme for the spatial discretization of the flux
densities. Time integration is done using Gummel’s scheme, in which the variables
are solved consequently. We first calculate the Poisson equation, i.e. Eqn. (4.14),
followed by the species density equation, i.e. Eqn. (4.8), and the electron energy density
equation—Eqn. (4.12). An implicit scheme is used for the calculation of the electrostatic
potential [26, 27] and the electron energy [27], which allows using relatively large time
steps.

4.4.2 Plasma species and reactions
In our model, the buffer gas atoms are uniformly distributed in time and space,
i.e. the gas temperature, the gas pressure and the gas density are constant. The gas
temperature is assumed equal to 300 K.
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Table 4.1: List of species included in this model together with their transport coefficient
and the corresponding references.

Nr Species Energy [eV] µsN [m−1V−1s−1] DsN [m−1s−1] Ref.
1 e 0 f(ε̄) Einstein relation [28]
2 Ar+ 15.76 f(E/N) Einstein relation [29]
3 Ar∗ 11.55 - 2.06× 1020 [30]

Table 4.1 lists the set of species for which the balance equations denoted by
Eqn. (4.8) and (4.12) are solved, together with the transport coefficients used in the
model and the references from which the values have been obtained.

The reactions between the species are listed in Table 4.2, including the reaction
rates and corresponding references. The local field approximation is used for the ions,
while we calculate the energy distribution function for the electrons using the built-in
BOLSIG+ library. The electron-related rate coefficients and the electron transport
coefficients are internally used in the form of lookup tables as a function of the mean
electron energy.

Since the metastable argon levels participate in similar reactions with very similar
rate coefficients, they are combined into one effective level that lies at 11.55 eV above
the ground state. Other excited states are not included in the model.

Table 4.2: Reactions and rate coefficients used in the model. The electron related
reaction rate coefficients as a function of the mean electron energy are obtained from
the built-in Boltzmann solver BOLSIG+ [28].

Nr Reaction Rate coefficient Ref.
1 Ar + e→ Ar∗ + e f(ε̄) [31]
2 Ar∗ + e→ Ar+ + 2e f(ε̄) [31]
3 Ar + e→ Ar+ + 2e f(ε̄) [31]
4 Ar∗ + e→ Ar + e f(ε̄) [31]
5 Ar∗ → Ar 5× 105 s−1 [32]
6 2Ar∗ → Ar+ + Ar + e 1.17× 10−15 m3s−1 [33]

4.4.3 Solutions of the numerical model in PLASIMO software

The drift-diffusion module of PLASIMO software [24] is used to describe the behavior of
the spatial plasma distribution. It is a time-dependent multi-fluid model solving three
types of equations: the continuity equation for the evolution of the relevant species,
the energy balance equation for the electrons and the Poisson equation to compute
the electric field. This model employs the complete set of equations and assumptions
outlined in Section 4.4.1. The drift-diffusion model has been applied to a wide variety
of applications such as dielectric barrier discharges [34], and capacitively-coupled
plasmas, e.g., in the Gaseous Electronics Conference (GEC) reference cell [35]. The
drift-diffusion model of the GEC reference cell, as described by Boeuf and Pitchford
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[36], has been compared with good agreement against experimental data obtained
under the same conditions and geometry [36, 37, 38, 39]. Since the conditions (e.g.,
RF voltage, gas pressure) are comparable to those used in this work, the drift-diffusion
model formed the basis for the model described in this work. The set of species and
reactions as given in Section 4.4.2 was implemented in the model. This chemistry
model was successfully applied by Mihailova et al [34] to describe the chemistry in a
pristine argon gas, which was validated against experiments. The geometry used in
the model is similar to the one shown in Fig. 4.2, except that (5) the RF connector,
(6) the microwave antenna, and the openings in the side walls (for optical access) were
left out of consideration to allow cylindrical symmetry (without affecting the plasma
distribution inside the volume).

The (quasi-)steady state solutions of the model are shown in Fig. 4.6 to Fig. 4.9 for
gas pressures 0.030, 0.060, 0.102 and 0.300 mbar, respectively. The electron density is
displayed spatially in terms of the radial and axial coordinates r and z, respectively,
where the data for r < 0 mm was obtained by mirroring the solution for r > 0 mm for
the purpose of visualizing the structure across the whole cavity volume. The spatial
solution was obtained in quasi-steady state by time-averaging the electron density
profile over one full RF period, after the model had been running for at least 1 ms
monitoring its temporal convergence.

As can be seen from Fig. 4.6 and Fig. 4.9, the highest electron density occurs
in the axial and radial center of the discharge, whereas the electron density decays
rapidly across the sheath regions that interface the material boundaries. However,
for p = 0.102 mbar and 0.300 mbar, the region with maximum electron density
shifts towards the radial edges which shows the importance of using a dedicated
solution in the profile correction for each gas pressure. Clearly, the free electrons
are non-uniformly distributed over the cavity volume, irrespective of the argon
pressure, and this distribution differs qualitatively for each gas pressure. This—of
course—affects the interpretation of the MCRS data, which is volume-averaged
over the cavity volume and weighted by the (excited) microwave electric field. In
Section 4.5.2, we explain how we disentangle this convoluted result of volume-averaging
and microwave-electric-field-weighting of the actual electron density in the MCRS
experiments using the numerical model solutions presented in this section.
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Figure 4.6: Quasi-steady state solution of the electron density profile for p =
0.030 mbar.

Figure 4.7: Quasi-steady state solution of the electron density profile for p =
0.060 mbar.
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Figure 4.8: Quasi-steady state solution of the electron density profile for p =
0.102 mbar.

Figure 4.9: Quasi-steady state solution of the electron density profile for p =
0.300 mbar.
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4.5 Results and discussion

This section presents first the time-resolved MCRS experiments in Section 4.5.1, from
which we have extracted the quasi-steady state MCRS values used for further analysis
using the uniform plasma assumption leading to volume-averaged MCRS data. In
Section 4.5.2, we introduce the numerical electron density distribution/profile nNUM

e

into Eqn. (4.4) resulting in the profile-correction factor β, which forms the counter-part
of the classical (microwave-field-weighted) volume ratio V obtained by assuming a
homogeneous plasma. In Section 4.5.3, the electron density values obtained using
PLASIMO, volume-averaged MCRS values, and profile-corrected MCRS values are
presented and compared as a function of argon pressure.

4.5.1 Typical electron density evolution during and after a pulsed
discharge

The time-resolved MCRS signals are shown in Fig. 4.10 for the different argon pressures
(i.e., 0.030, 0.060, 0.102 and 0.300 mbar). Three phases can be identified with respect
to the moment of plasma ignition (t = 0 ms): the pre-plasma phase (−2 to 0 ms),
the plasma on phase (0 to 4 ms), and the temporal plasma afterglow phase (4 to 24
ms). Specifically, an additional flat-top period is indicated during which free electron
density in the plasma reaches a (quasi-)steady state value, which is used for further
analysis. Lastly, it should be noted that the values for n̄e shown in Fig. 4.10 have been
obtained using the measured ∆f(t), fp(t) and f1 in Eqn. (4.6), and assuming that
V = 1 in Eqn. (4.7) (assuming a homogeneously distributed electron density).

First, the pre-plasma phase is defined as the period −2 ms ≤ t ≤ 0 ms and clearly
marks a situation in which there is no significant change in the electron density. This
pre-discharge period is used to determine the resonance frequency without plasma,
i.e. f1.

Second, at the moment of initiation of the RF power pulse at t = 0 ms, a sharp
increase in electron density is observed indicating the transition into the plasma on
period. After a brief transient of about 0.4 ms − 1 ms depending on the operating
conditions, the electron density settles at a constant value marking the flat-top, or
quasi-steady state, period of the discharge. Averaging of the data obtained during
this flat-top phase results in a single value that represents the (volume-averaged and
microwave-field-weighted) MCRS values in Fig. 4.11 in Section 4.5.3, which have been
calculated using Eqn. (4.6) for V = 1.

Third, the plasma-off period or temporal afterglow is initiated by terminating the
RF power at t = 4 ms. Clearly, the electron density goes into decay until another
steady state is reached in the subsequent pre-discharge period without plasma. It can
be seen that the electron density decays more rapidly at lower values of the gas pressure.
This is because the electrons can diffuse more quickly to the walls at lower pressure
where they are subsequently lost through recombination. When the electron density
has decayed sufficiently, the decay is no longer determined by ambipolar diffusion.
From this point onwards, free diffusion governs the decay as can be seen from the
steep decline of the signal before the noise band is reached [16].
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The (quasi-)steady state electron density values depicted in Fig. 4.11 by the (volume-
averaged) MCRS data points as a function of the argon pressure facilitate a comparison
with the numerical model values for the electron density and the profile-corrected
MCRS values obtained in Section 4.5.2.
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Figure 4.10: Time-resolved electron density obtained by MCRS at the specified
argon pressures, where an RF power of 5 W was applied during the plasma on period
(0 ms ≤ t ≤ 4 ms) indicated by the purple-shaded area. The pre-discharge period is
depicted by the grey-shaded area, during which the resonance frequency without plasma
was determined. The flat-top period defines the quasi-steady state of the discharge used
for the comparison of the time-averaged values at different argon pressures.

4.5.2 Profile correction

There are two factors that need to be accounted for in the calculation from raw
MCRS data to trustworthy electron density values: the non-uniform distribution
of the microwave electric field and the spatial distribution of the electrons. First,
the non-uniform microwave electric field implies that the resonant mode is mostly
disturbed by the plasma present radially off-axis, whereas the resonant mode is
uniformly sensitive in the axial direction, as can be seen from Fig. 4.4. Second, the
presence of the sheath regions near plasma confining walls and, less steep, spatial
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gradients in the bulk plasma need to be taken into account as well, as can be seen
from Fig. 4.6 to Fig. 4.9.

To account for both non-uniformities, the electron density profile ne(r) and the
square of the magnitude of the microwave electric field |E(r)|2 are included in the
conversion of the measured shift in resonance frequency ∆f to a (maximum) value for
the electron density n̂e, which we term the profile-corrected MCRS value as opposed to
the volume-averaged MCRS value denoted by n̄e. First, the electron density profile is
redefined in terms of the numerical electron density distribution nNUM

e (found from the
PLASIMO solution for the numerical model normalized to unity), and the maximum
electron density n̂e occurring throughout the plasma volume, as

ne(r) = nNUM
e (r)n̂e. (4.18)

Second, this expression is implemented in the formula for the shift in resonance
frequency ∆f , Eqn. (4.4), by using it for the spatially-dependent electron density
ne(r), resulting in the profile-corrected MCRS electron density

n̂e =
8π2ε0mef

2
p

e2f1

∆f

β
. (4.19)

Here, the electric-field-squared-weighted volume ratio between plasma and cavity
volume V has been replaced by

β =

´Hcav

0

´ Rcav

0
nNUM

e (r, z) |E(r, z)|2 r dr dz´Hcav

0

´ Rcav

0
|E(r, z)|2 r dr dz

, (4.20)

based on the numerical electron density distribution nNUM
e (r, z) found from the

PLASIMO model, and the numerical solution for the microwave electric field E(r, z)
found from the microwave model built in COMSOL Multiphysics®. It should be
noted that, using the axi-symmetric property of the discharge, the angular dependence
of the integral drops out. The correction factor β can now be used to directly scale
the volume-averaged MCRS values n̄e found from the experiments in Section 4.5.1
to profile-corrected MCRS values n̂e. This is possible because the volume-averaged
MCRS data were obtained using V = 1 in Eqn. (4.7), which is effectively the same as
assuming β = 1.

4.5.3 Comparison of uniform and profile-corrected electron
densities

Fig. 4.11 depicts the (non-weighted) volume-averaged and maximum value found from
the PLASIMO model, the (microwave-field-weighted) volume-averaged MCRS value n̄e,
and the profile-corrected MCRS value n̂e for the quasi-steady state electron density as a
function of the gas pressure in the considered range. There are two important remarks
considering the comparison of PLASIMO and MCRS data. First, the volume-averaged
PLASIMO data was obtained by spatially averaging the numerical profile, whereas
the volume-averaged MCRS data is weighted by the microwave electric field—due
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to the measurement principle. This clearly shows that comparing volume-averaged
values results in a larger discrepancy, and hence, motivates comparing the maximum
PLASIMO values and profile-corrected MCRS values (which represent the maximum
values obtained from the experiment, consult Eqn. (4.19)).
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Figure 4.11: Comparison of quasi-steady state electron densities as a function of
argon pressure: the volume-averaged values obtained by PLASIMO (magenta circles),
the maximum values obtained by PLASIMO (blue circles), the volume-averaged MCRS
results assuming a uniform plasma (red circles), and the profile-corrected MCRS results
incorporating the numerical model and microwave eigenmode solution (black circles).
The error margins for the pressure measurements are 25 %, errors in the numerical model
are taken at 25 % (taken equal to the error in pressure, because the neutral gas pressure
directly introduces the largest error in the model via the neutral gas density), and the
error bars for the MCRS data are taken at 10 % due to uncertainty in ∆f (the error
in determination of ∆f is estimated as 1 MHz, compared to a plasma-induced shift of
10 MHz). The combined error in the numerical model and MCRS data add to the error
of 35 % for the profile-corrected MCRS data.

The profile-corrected MCRS results are depicted in Fig. 4.11 (indicated by the black
circles) using the same experimental error bars as for the volume-averaged (uncorrected)
MCRS data. These results have been obtained by evaluating Eqn. (4.18) and (4.19)
for each argon pressure. For clarity, the experimental data is used to obtain ∆f , f1

and fp, the PLASIMO model is used to obtain the (normalized) numerical profile
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of the electron density nNUM
e , and the microwave electric field E(r) is obtained from

COMSOL Multiphysics®. The experimental and numerical data was loaded into
a computer code for subsequent evaluation at each spatial location and solving the
equations to arrive at a value for n̂e for each argon pressure under consideration. As a
consequence, the PLASIMO values—representing the maximum electron density found
from each model solution—are directly comparable to the profile-corrected MCRS
data.

In conclusion, the maximum PLASIMO values are clearly located within the error
margins of the MCRS experiments due to the measurement uncertainty in ∆f and the
gas pressure. The numerical model of the discharge shows that the correction factor
β is significant for each pressure level, where β ranges from 0.45 to 0.58. However,
we demonstrate that the PLASIMO results are well within the error margins of the
profile-corrected MCRS results as well as the (uncorrected) volume-averaged MCRS
results. This shows that, on the one hand, the PLASIMO model can be readily used to
perform quantitative investigation of the absolute electron density by MCRS and that,
on the other hand, the assumption of a uniform plasma leads to an acceptable error in
the experimental results given the error margins of the experimental technique.

4.6 Conclusion

We investigated the effect of incorporating the (numerically determined) spatial
distribution of the electrons in the analysis of MCRS measurements. Using the
experimental and numerical data, the volume-averaged electron density (obtained using
the standard approach to MCRS interpretation) was compared to the numerical model
solution for the electron density. This comparison revealed that the used drift-diffusion
model is readily capable of predicting the electron density found from the experiments.
Consequently, the spatial distribution resulting from the numerical models was used to
calculate the actual electron density values from the experimental MCRS data, without
any simplifications with respect to the structure of the discharge or the structure of the
microwave electric field used to probe the discharge. Although the correction factor
β ∼ 0.45− 0.58 significantly improves the MCRS data interpretation, the numerical
model solutions are readily found within the experimental error margins. This work
thus proves that assuming a homogeneous discharge leads to acceptable results within
the specified experimental error margins, that profile correction enhances the accuracy
for detailed quantification of volume-averaged (MCRS) experiments, and that the
numerical (drift-diffusion) model incorporates all necessary elements for successfully
modeling and studying a pristine argon discharge under typical low-pressure conditions.
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Chapter 5

Elastic electron collisions in dusty
plasmas

Preface. Dusty plasmas comprise a complex mixture of neutrals, electrons, ions and
dust grains, which are found throughout the universe and in many technologies. The
complexity resides in the chemical and charging processes involving dust grains and
plasma species, both of which impact the collective plasma behavior. For decades, the
orbital-motion-limited theory is used to describe the plasma charging of dust grains,
in which the electron current is considered collisionless. In this chapter, it is shown
that the electron (momentum transfer) collision frequency exceeds the electron plasma
frequency in a powder-forming plasma. This indicates that the electron current is no
longer collisionless, and the orbital-motion-limited theory may need corrections to
account for elastic electron collisions. This implication is especially relevant for higher
gas pressure, lower plasma density, and larger dust grain size and density.

5.1 Introduction

Complex and dusty plasmas are ubiquitous throughout outer space (where they
dictate astrophysical and astrochemical processes), in laboratories worldwide (as
macroscopic model systems to study fundamental physical phenomena), and in
industries (where they form the backbone of many manufacturing processes). For
instance, extraterrestrial dust grains—often embedded in (partly) ionized media
called plasmas—may play a critical role in interstellar space [1, 2], in planet and
star formation [3, 4, 5], and even in the emergence of life [6, 7]. At the same time,
the origin of cosmic dust [8] and its interplay with other cosmic constituents [9, 10]

This chapter has been published: T.J.A. Staps, M.I. van de Ketterij, B. Platier, and J. Beckers,
The underexposed effect of elastic electron collisions in dusty plasmas, Communications Physics 4,
231 (2021), DOI: 10.1038/s42005-021-00734-w.
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remains largely elusive. Closer to home, cosmic dust analogs are created on a daily
basis in laboratory dusty plasmas [11] to study phase transitions at macroscopic length
scales, fundamental plasma charging dynamics [12, 13], strongly coupled systems [14],
and the crystallization of lattice structures [15]. In the semiconductor and solar cell
industry, low-temperature plasmas are indispensable for the formation of thin, uniform
layers such as coatings. The chemically reactive plasmas used for such applications
have appeared more than once as breeding grounds for particulate formation, which
is experienced as either beneficial or disadvantageous depending on the specific
application. Moreover, with the recent introduction of extreme ultraviolet lithography
to the field, semiconductor manufacturers are heavily investing in developing strategies
to control contamination [16, 17], for which the only feasible way forward appears
to be based on plasma technology involving Coulomb interaction between generated
discharges and plasma-charged contaminants.

A crucial part of our understanding of cosmic and terrestrial complex and dusty
plasmas lies in the complex yet elementary interaction between dust grains and
the plasma environment in which they are embedded. Elementary interactions in a
low-temperature plasma are by default dictated by free electrons, while the temperature
of heavy species (ions and neutrals) remains close to room temperature. The low-energy
part of the electron cloud determines the mean electron energy, the plasma conductivity,
the Debye length and the ion sound speed in plasmas [18]. On the other hand, the
high-energy part governs inelastic collision rates and the sheath potential [18], of which
the latter dictates the ion energy distribution and ion flux towards plasma-facing
surfaces [19]. Hence, from a fundamental perspective, the electrons dictate fundamental
processes such as ionization and dissociation of plasma species, the creation and
shielding of local electric fields, and the electrical charging of dust grains.

In particular, the process of plasma-based charging of nano- to micrometer-sized
dust grains—along with its correlation with elementary electron dynamics—is crucial
to understand with respect to all aforementioned research fields and applications.
The field in general assumes that the electron plasma frequency greatly exceeds the
electron-neutral momentum transfer collision frequency at low-pressure (typically,
500 MHz and 50 MHz, respectively, for pristine argon plasmas at 0.1 mbar), and
therefore the electron-neutral (momentum transfer) collision frequency has been
neglected when developing theoretical frameworks for plasma-dust charging. This
assumption applies to the orbital-motion-limited (OML) theory, introduced by Irving
Langmuir [20], which is the widely accepted theoretical framework for predicting the
surface charge of dust grains in dusty plasmas.

In this chapter, experimental evidence (see Fig. 5.5) is provided to show that the
electron-neutral collision frequency should be included in the dust charging theory by
showing its dominance over other timescales in a dusty plasma. For this purpose, the
electron-neutral collision frequency for momentum transfer (effective collision frequency
νeff) was measured in addition to the electron plasma frequency fpe (via the free electron
density ne). The free electron density is widely used in literature to indicate and
monitor dust grain formation processes in plasmas. To achieve this, an exemplary
case of dust grain formation was studied in a low pressure hexamethyldisiloxane
(HMDSO) containing plasma (see Section 5.2 and Fig. 5.1) by application of microwave

82



5.2. Methods

cavity resonance spectroscopy (see Section 5.2.2). This diagnostic method is based on
detecting the amount of detuning of a resonant mode of a plasma-filled microwave
cavity. The resonant mode is characterized by its spectral response, and a typical
cavity response to the dusty plasma is shown in Fig. 5.2 in Section 5.2.2. The growth
behavior of dust grains as typically occurs in terrestrial dusty plasmas is observed.
However, the results also show that the effective collision frequency exceeds the electron
plasma frequency when dust grains are formed. Moreover, at the approximate moment
that particle agglomeration sets in, a peculiar non-monotonous trend is observed in the
electron collision frequency which has not been observed in prior studies. Hence, it is
shown that the electron population is heavily affected by the formation of dust grains
in addition to the well-established effect of electron depletion by dust grain charging
[21, 22, 23]. This insight into the binary interaction between electrons and dust grains
is of major importance for the earlier mentioned research fields and applications, and
arguments that the effect should be incorporated in the existing paradigm and overall
theoretical framework.

5.2 Methods

Section 5.2.1 describes the experimental setup briefly as used for the production of
the dusty plasma, and the microwave measurements of the plasma characteristic
frequencies. Section 5.2.2 discusses the MCRS technique in detail, with the underlying
theoretical framework, and an uncertainty analysis. Section 5.2.3 presents the method
used to calculate the effective collision frequency for electron-dust and electron-neutral
momentum transfer collisions.

5.2.1 Experiment

The dust grains were grown in a gas discharge at room temperature produced in a
vacuum vessel with controlled in- and outlet of neutral gas at a reduced pressure. A
schematic overview of the experimental setup is shown in Fig. 5.1. The vessel had
a diameter of 600 mm and a height of 450 mm, and it contained a cylindrical cavity
with an inner diameter of Dc = 66 mm and an inner height of Hc = 40 mm. In
this cavity, discharge electrodes were integrated to produce and confine the plasma.
Vertical slits in the cylindrical wall allowed the laser beam to enter and exit the
cavity, whereas a stainless steel mesh allowed scattered light to be observed by a
camera. Meanwhile, the slits and mesh also allowed the gas to freely diffuse in
and out of the cavity. Widely used in plasma processing, hexamethyldisiloxane
(HMDSO, CAS Registry Number: 107-46-0, purity ≥ 99.5 %) was introduced through
evaporation from a liquid-containing volume connected to the vessel, while argon (purity
≥ 99.999 %) was introduced using a mass flow controller. An operating pressure of
7.1× 10−2 mbar was installed by balancing the inflow of the vapor-gas mixture by an
outflow of gas species using a turbo-molecular and dry scroll pump in series (base
pressure ∼ 1× 10−6 mbar (without inflow), which were continuously running during
the experiment to maintain a high purity level. Electrical power was capacitively
coupled into the neutral gas mixture inside the plasma-confining cavity by applying an
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alternating voltage to the (electrically isolated) top electrode, at a (radio-)frequency of
13.56 MHz, which is common for low-pressure discharges. The alternating voltage was
generated using an RF signal generator combined with an amplifier. To optimize the
transfer of electrical power, a matching network was used to adjust the total electrical
impedance (impedance of the discharge cavity plus that of the matching network)
observed by the RF amplifier to that of the amplifier output circuit, i.e., 50 Ω. As
a consequence, a strong electric field alternating at radio-frequency (RF) induced a
gas discharge sustained at room temperature and subsequently induced the chemical
reactions necessary for the polymerization, clustering, and agglomeration of molecular
clusters, eventually resulting in (nanometer-sized) dust grains.

Vector Network Analyzer 
(VNA)

In vacuum vessel

-+

Nd:YAG
532 nm 

Matching 
network

RF 
Sensor 2

RF 
Sensor 1

RF Amplifier

RF 
Generator

Cavity

Dust wavesVoidAntenna

Figure 5.1: A schematic overview of the experimental setup. The microwave cavity
confined the argon-hexamethyldisiloxane discharge used for growing dust grains in
vacuum, where the grey box defines the elements that were located inside the vacuum.
The RF system supplied electrical power to the discharge, where the RF generator and
amplifier provided continuous power to the matching network which ensured optimal
power transfer to the plasma. The RF power was measured using power sensors.
Meanwhile, the plasma response was monitored by the Vector Network Analyzer, and
the dust grains were observed by capturing scattered laser light on a high-speed camera.
The green laser beam (continuous power, Nd:YAG, wavelength 532 nm) was expanded
in the axial direction of the cavity by two cylindrical lenses, which allowed the creation
of a laser sheet (indicated by bright green area) that entered and left the cavity through
two slits in the cavity’s side walls.
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5.2.2 Microwave Cavity Resonance Spectroscopy
The gas discharge was produced inside a microwave cavity to enable microwave
cavity resonance spectroscopy (MCRS) experiments, as depicted in Figure 5.1. A
commercial vector network analyzer (E5072A, Keysight Technologies) was used to
probe the spectral response of the fundamental mode TM010 by measuring the amount
of reflected microwave power over a fixed microwave frequency range. The presence
of free electrons created by the gas discharge de-tuned the resonant mode such that
the corresponding resonance frequency and quality factor were shifted with respect to
the case without plasma. At a sample rate of ∼ 6 Hz, the network analyzer obtained
spectral responses during the process of the formation of dust grains.

Microwave cavity resonance spectroscopy (MCRS) relies on the difference in
(complex) permittivity between a gas discharge compared to vacuum:

∆ε̃ = ε̃1 − ε0, (5.1)

where ε̃1 denotes the (complex) plasma permittivity, and ε0 the vacuum permittivity.
The (complex) plasma permittivity depends on the electron plasma frequency and on
the effective collision frequency (due to elastic electron collisions with neutrals and
dust) as [24]:

ε̃1 = ε0

(
1− (2πfpe)2

ν2
eff + (2πf)2

− i
νeff

2πf

(2πfpe)2

ν2
eff + (2πf)2

)
, (5.2)

with the electron plasma frequency fpe, the effective collision frequency νeff , the
microwave frequency f , and i the imaginary number. The relation between the
electron plasma frequency and the free electron density reads:

fpe =
1

2π

√
nee2

ε0me
, (5.3)

with ne the free electron density, e the elementary charge, and me the electron mass.
The change in permittivity is directly related to changes in the free electron

density and in the effective collision frequency, which de-tune the characteristics
of the cavity’s resonant modes. A resonant mode is characterized by the spectral
position of the resonance frequency fres and the quality factor Qres (related to the
full-width-at-half-maximum of a resonance peak), which relate to changes in the
(complex) permittivity ∆ε̃ of the medium contained inside the microwave cavity
according to the Slater perturbation theorem as [25, 26, 27]:

∆f

f0
+ i

1

2
∆

(
1

Q

)
= −

˝
Vc

∆ε̃|E|2dr
2ε0

˝
Vc
|E|2dr

. (5.4)

Here, ∆f = f1 − f0 denotes the plasma-induced shift in resonance frequency, f1 the
resonance frequency with plasma, f0 the resonance frequency without plasma, E the
(local) microwave electric field inside the cavity, Vp the plasma volume, Vc the cavity
volume, and r the spatial coordinate vector.
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The electric-field-weighted volume ratio is often defined to express the ratio between
the plasma volume Vp (i.e. the perturbed volume of the cavity) and the cavity volume:

V =

˝
Vp
|E|2dr˝

Vc
|E|2dr

. (5.5)

This definition is allowed upon assuming that the perturbation homogeneously disturbs
the resonant mode, and hence, the complex permittivity can be taken out of the
integral in Eqn. (5.4). Consequently, the effective collision frequency and electron
plasma frequency can be derived by combining Eqn. (5.4) with Eqn. (5.1) and (5.2)
such that:

νeff = πf2
1

∆(1/Q)

∆f
, (5.6)

and

fpe =

√
2f1∆f

V
. (5.7)

As can be seen, the volume ratio does not affect the effective collision frequency, but
enters the electron plasma frequency evaluation. The electric-field-weighted volume
ratio was estimated equal to 0.54 using Vp = π/4D2

pHp and Vc = π/4D2
cHc, with the

plasma diameter Dp = 56 mm, and plasma height Hp = 30 mm (where a sheath size
of 5 mm was assumed). This estimate for V was included in the upper bound for fpe.

A vector network analyzer was used to obtain the spectral response over the
microwave frequency range f = 3.228− 3.478 GHz, which includes the resonant peak
of the empty cavity and that of the plasma-filled cavity. The plasma-induced shifts
of the resonance frequency were in the order of ∼ 100 MHz. A Lorentzian curve fit
through the data around the resonant peak was then applied to obtain the resonance
frequency and the quality factor. This fit curve was defined as:

Pr = A

(
fres

2Qres

)2

(f − fres)
2

+
(
fres

2Qres

)2 + a0 + a1 (f − fres) , (5.8)

where A, a0, and a1 are scaling factors for the Lorentzian curve and linear offsets
in the microwave system, and fres and Qres are the resonance frequency and quality
factor. Figure 5.2 provides a typical spectral response of the plasma-filled cavity at a
certain time. This microwave spectrum contains a (TM010) resonant peak and some
local resonances due to cabling and feedthroughs. The spectral position and shape of
these background resonances were verified to be static and independent of the varying
spectral position and shape of the resonant peak. The above mentioned Lorentzian fit
was applied to the data set, where data points corresponding to the local minima were
excluded from the fitting procedure to produce the nominal values for fpe and νeff .
To determine the upper limit of the measurement errors ∆f0 , ∆f1 , ∆Q0

and ∆Q1
, the

complete data set (including the spectrally localized background resonances) was used.
The error propagation from fres and Qres to fpe and νeff was established by applying

linear perturbation analysis to Eqn. (5.6) and (5.7). Performing the algebra results in
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the desired expression for the error in νeff as a function of the perturbed measurement
variables:

∆νeff =

(
πf2

1

∆(1/Q)

∆f2

)
∆f0 +

(
πf2

1

∆f

1
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0
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+

(
2πf1

∆(1/Q)

∆f
− πf2

1

∆(1/Q)

∆f2

)
∆f1 −

(
πf2

1

∆f

1

Q2
1

)
∆Q1

.

(5.9)

A similar exercise applied to Eqn. (5.7) results in the error propagation for fpe:
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2
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(5.10)
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Figure 5.2: Typical microwave cavity response to dusty plasma. The spectral response
of the microwave cavity is depicted in terms of reflected power Pr as a function of
microwave frequency f , and corresponding Lorentzian fit, at t = 32.8 s. The Lorentzian
fit is defined by the resonance frequency, at which the reflected power is minimal, and
the quality factor which is related to the full-width-at-half-maximum of the Lorentzian
curve.
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5.2.3 Theoretical analysis
The total effective collision frequency of electrons with other species in dust
grain-forming plasmas comprises the sum of effective collision frequencies due to
electron-neutral and electron-dust collisions:

νeff = νen
eff + νed

eff . (5.11)

Here, the electron-neutral collision frequency consists of the effective collision frequency
due to multiple neutral gas species such as argon, hexamethyldisiloxane, and possibly
by-products. The effective collision frequency originates from the fact that the
momentum transfer collision frequency νm depends on the electron energy ε [28]:

νeff =

´∞
0
ε3/2 νm(ε)

ν2
m(ε)+ω2

dF
dε dε´∞

0
ε3/2 1

ν2
m(ε)+ω2

dF
dε dε

, (5.12)

with ω = 2πf the (angular) microwave frequency and F the electron energy distribution
function (EEDF). A Maxwellian EEDF is assumed with mean electron energy ε̄. The
momentum transfer collision frequency follows by assuming a Lorentz gas such that

νm = nσmv̄e, (5.13)

which includes a fixed background of neutral gas or dust grains of density n, a
momentum transfer cross section for electron-neutral or electron-dust collisions σm,
and the electron thermal velocity v̄e.

The cross section and collision frequency for electron-dust momentum transfer,
and the effective collision frequency for that process, are depicted in Figure 5.3 (for a
Maxwell-Boltzmann electron energy distribution). The cross section for electron-dust
momentum transfer follows from the theory [29, 30] and agrees well with the simulations
by Choi and Kushner [31]. Fundamentally, the electron-dust interaction involves the
electron scattering from charged dust grains and the attachment of electrons onto the
surface. The elastic scattering of electrons due to the dust potential resembles the
momentum transfer process, from which the electron-dust momentum transfer cross
section can be derived [30]:

σed
m (ε) = πa2

d

(
−Vd

ε

)2

exp

(
2ad

λDL

)
ln Λ, (5.14)

with the dust surface potential Vd, the Coulomb parameter

Λ = −λDLTe

adVd
, (5.15)

and λDL as the linearized Debye length [30].
Similarly, the electron-neutral momentum transfer frequency can be evaluated

theoretically using Eqn. (5.12) and (5.13). Fig. 5.4 depicts the electron- neutral
momentum transfer cross section, momentum transfer collision frequency, and effective
collision frequency using cross section data for argon [32], tetraethylorthosilicate
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(TEOS) [33, 34], and tetramethylsilane (TMS) [35, 33, 36]. Although several HMDSO-
related plasma processes have been studied [37, 38], cross section data for electron-
HMDSO momentum transfer is unavailable in literature, and hence, the calculations
with the aforementioned precursors are considered as most representative.
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Figure 5.3: Theoretical evaluation of electron-dust momentum transfer collisions
for different dust radii. (a) The momentum transfer cross section σed

m is calculated
using Eqn. (5.14) as a function of electron energy ε. (b) The momentum transfer
collision frequency νed

m follows from the electron-dust momentum transfer cross section
in combination with Eqn. (5.13) as a function of the electron energy ε. (c) The effective
collision frequency νed

eff for electron-dust collisions is evaluated using Eqn. (5.12), which
is evaluated as a function of the mean electron energy ε̄. In each panel, the calculation
of σed

m , νed
m , and νed

eff is performed for dust radii a = 50 nm (orange squares), a = 250 nm
(blue upward-facing triangles) and a = 500 nm (red downward-facing triangles), for a
fixed dust density nd = 1014 m−3.
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Figure 5.4: Theoretical evaluation of electron-neutral momentum transfer collisions for
different neutral gas species. The neutral gas species are denoted in the legend as argon
(Ar, orange squares), tetraethylorthosilicate (TEOS, blue upward-facing triangles), and
tetramethylsilane (TMS, red downward-facing triangles). (a) The momentum transfer
cross section σen

m is obtained from literature for argon [32], TEOS [33, 34], and TMS
[35, 33, 36] as a function of electron energy ε. (b) The momentum transfer collision
frequency νen

m is calculated using Eqn. (5.13) as a function of electron energy ε, using
the neutral gas density nn = 1.75× 1021 m−3 (for pressure p = 7.1× 10−2 mbar and the
momentum transfer cross section. (c) The effective collision frequency νen

eff is calculated
using Eqn. (5.12) as a function of the electron mean energy ε̄. The total effective collision
frequency (Ar+TEOS, purple diamonds) was calculated using the argon and TEOS
values weighted by the partial argon pressure pAr = 5.4× 10−2 mbar and partial TEOS
pressure pTEOS = 1.7× 10−2 mbar, where the latter was defined equal to the partial
hexamethyldisiloxane (HMDSO) pressure during the experiment.
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5.3 Results

This section presents the main result of this chapter. Section 5.3.1 briefly introduces
the experimental result, whereas Section 5.3.2 discusses the electron plasma frequency
in more detail, and likewise Section 5.3.3 discusses the effective collision frequency.

5.3.1 Dust formation process
The process of dust formation in low pressure reactive plasmas—typically taking
between 1 and 100 seconds depending on the plasma conditions—is widely recognized
due to numerous exemplary studies conducted on discharges in acetylene [39, 40], silane
[41], hexamethyldisiloxane [42, 43], methane [44] and fluorocarbon [45]. In agreement
with these studies, our temporally-resolved experiments obtaining the electron plasma
frequency for an exemplary low pressure argon-hexamethyldisiloxane plasma—as shown
in Figure 5.5—indicate that the dust formation process chronologically follows three
well-known phases: (I) nucleation, (II) agglomeration, and (III) accretion.
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Figure 5.5: Characteristic frequencies of the plasma during dust grain formation.
The effective collision frequency νeff (blue line and error bars) and electron plasma
frequency fpe (orange line and error bars) are obtained from microwave cavity resonance
spectroscopy measurements as a function of time, with respect to the moment of plasma
initiation at t = 0 s, during dust formation in a low-pressure radio-frequency driven
capacitively-coupled argon-hexamethyldisiloxane (i.e. HMDSO) discharge. The error
bars represent the effect of the (estimated) error in the determination of the resonance
frequency and quality factor on the effective collision frequency and electron plasma
frequency. The derivation of the error propagation is described in Section 5.2.2. The
gas discharge was created under the following experimental conditions: partial argon
pressure at 5.7× 10−2 mbar, partial HMDSO pressure at 1.4× 10−2 mbar, plasma volume
of 42 cm3, and absorbed power density of 0.7 Wcm−3.
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5.3.2 Electron plasma frequency

In phase I, the electron density—and therefore, the electron plasma frequency fpe—
remains nearly constant during the formation of nanometer-sized solid protoparticles
(also termed primary clusters or nuclei). It can be seen from Fig. 5.5 that the (phase
I-averaged) electron plasma frequency is 619 (−44/+12) MHz (i.e. , ne = 4× 1015

(−3.45× 1015/+ 4.16× 1015) m−3), which is typical for low-temperature discharges
during the nucleation of dust grains [46, 47].

In phase II, the electron plasma frequency first decreases gradually, after which it
starts to decrease more rapidly towards the end of this phase (t & 35 s). This finding
is also in agreement with the existing paradigm that the formation of clusters induces
an additional electron loss channel due to electron attachment to the clusters, which
lowers the overall electron density in the plasma [48].

In phase III, the electron plasma frequency during the accretion phase is
characterized by a low (phase III-averaged) value of 290 (−0/+150) MHz. Comparing
this value to the first phase, a threefold decrease of the electron plasma frequency
means that the global electron density is nine times lower as these two quantities
scale as fpe ∝

√
ne. Clearly, the effect of the permanent charging of the dust grains

is visible, but the further growth of the dust grains does not significantly affect the
absolute value of the electron plasma frequency throughout this third phase. While
the dust grains grow in size and hence draw an increasing electron current from the
discharge (Ie ∝ a2), this additional electron loss is balanced by an increased ionization
rate through a surge of the mean electron energy. Meanwhile, the electron density
remains constant as can be seen from Fig. 5.5.

The measurement of the electron plasma frequency (i.e., the global electron
density) agrees well with experiments described in the literature and the existing
theoretical framework. However, measurement of the effective collision frequency in
a plasma-nanoparticle system has not been reported in literature before, although
its measurement facilitates a direct comparison to the electron plasma frequency and
provides insight into peculiarities.

5.3.3 Effective collision frequency

The time-resolved trace of the effective collision frequency throughout the three earlier
mentioned phases reveals insight regarding the importance of elastic electron collisions
in dusty plasmas.

In phase I, the effective collision frequency remains nearly constant at a (phase
I-averaged) value of 368 (−30/+207) MHz. As can be seen from Fig. 5.5, this value
is below that of fpe, and as generally accepted by the field, the electron dynamics of
low-energy electrons remain collisionless during this phase.

In phase II, the effective collision frequency remains relatively constant at first
(within error bounds), whereas the results mainly show significant changes in the
effective collision frequency during the final part of this phase. In particular, towards
the end of the coagulation phase, the effective collision frequency decreases to values
below that of the first phase, while the decline of the global electron density is much
smaller and occurs only during the final part of this phase. It should be noted that
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fluctuations of the effective collision frequency are a consequence of the measurement
technique, because the quality factor approaches the pre-plasma value resulting in
small values of ∆(1/Q) (see Section 5.2.2). The decrease of the effective collision
frequency may be explained by the clustering of (prototypical) nanoparticles for which
the physical interpretation and the relation with the observed phenomenon is treated
in Section 5.4.

In phase III, the accretion phase is characterized by a surprisingly high (phase
III-averaged) effective collision frequency of 1429 (−0/+2601) MHz, which exceeds the
electron plasma frequency of 323 (−0/+176) MHz by almost a factor of five. Despite
the predictive capability of the existing paradigm (see Section 5.2.3), such values for
the effective collision frequency were not stated or measured as of yet and appear
crucial to account for in the orbital-motion-limited (OML) theoretical framework
describing dust grain formation and growth in plasmas, even at low pressure.

5.4 Discussion

The time evolution of the electron plasma frequency serves as a benchmark for the
identification of the different phases (i.e. , nucleation, agglomeration, and accretion)
in the overall dust grain growth process inside the plasma. During the first stage
of nucleation, the electron plasma frequency is 575− 631 MHz (resulting from ne ∼
1× 1015 − 1× 1016 m−3), which is typical for discharges driven by a radio-frequency
voltage signal [46, 47] or by a direct current [49]. Hereafter, the electron plasma
frequency falls off by a factor of three decrease throughout the coagulation phase,
which is in close agreement with experiments performed by other workers in the field
[50, 51]. As described in the literature, this trend is attributed to the permanent
binding of electrons to dust grains.

During the second phase, i.e. the agglomeration phase, the effective collision
frequency initially remains approximately constant. This finding agrees with measure-
ments performed by other workers [39, 52], and it relates to the plasma and dust
properties. Despite the possible formation of small clusters in this phase, the
electron-dust momentum transfer cross section is still irrelevant with respect to
the (elastic) electron-neutral collisions in both the first and second part of this phase
(for dust grain radii a ≤ 50 nm and dust density nd ≤ 1014 m−3, see Fig. 5.3). The
irrelevance of the electron-dust cross section for momentum transfer implies that the
electron loss channel due to attachment of electrons to dust grains is also insignificant
up to this point, and this implication is reflected by the stability of the electron plasma
frequency and effective collision frequency.

At the end of the agglomeration phase, the effective collision frequency reaches
minimum values ∼ 10− 100 MHz. A possible explanation for the low effective collision
frequency is the attachment of high-energy electrons to the agglomerating dust grains.
As a result of the growth of dust grains due to agglomeration of clusters that were
formed during the first phase, the surface charge averaged over all protoparticles
becomes increasingly negative when time progresses towards the end of the coagulation
phase. The high-energy electrons collide most frequently with the dust grains, because
they travel larger distances than their slower counterparts within the same time frame.
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Consequently, the high-energy tail of the electron energy distribution is depleted which
results in an effective decrease of the mean electron energy on timescales related to
the absorption of electrons by the small protoparticles.

The observed temporal decay of the effective collision frequency compares well
with the absorption timescale governed by the electron and ion currents[53]:

τA ≈
(
πa2

dndv̄i

(
1 +

Vd

Ti

))−1

≈ 0.65 s, (5.16)

where ad and nd denote the dust grain radius and number density, v̄i the ion thermal
velocity, Vd the dust floating potential, and Ti the ion temperature, respectively.
For this calculation, dust radius and density are ad = 1 nm and nd = 1014 m−3,
dust floating potential [53] Vd = −eqd/ (4πε0ad) ≈ −1.44 V (with dust charge qd = 1
[54], elementary charge e, and vacuum permittivity ε0), and ion temperature
Ti = 0.026 eV (i.e. 300 K). The effective collision frequency must follow this behavior,
because the electron-dust momentum transfer cross section is much smaller than the
electron-neutral momentum transfer cross section.

The steep increase of the effective collision frequency at the end of this phase shows
that the depletion of electrons is terminated as they are repelled by the permanent
negative surface potential of the formed and growing dust grains. In addition, further
supporting the latter explanation, the electron plasma frequency suddenly decreases
at the end of the coagulation phase due to this permanent charging of the dust grains,
and this means that the energy input per electron increases as the (RF) electric field
remains unchanged. The jump in the effective collision frequency can potentially be
attributed to the effect of increasing electron mean energy on the electron-neutral
momentum transfer cross section. From a theoretical investigation (see Fig. 5.3), it can
be concluded that the electron-dust contribution is at most 24 MHz for ad = 50 nm
(assumed upper limit of the average dust radius just after coagulation[55, 56]). By
contrast, the electron-neutral contribution ranges from 100 MHz to 400 MHz, for the
mean electron energy ε̄ = 0.3 − 1.7 eV, respectively (as can be seen from Fig. 5.4).
This implies that the electron mean energy is low before coagulation, and afterwards
rapidly increases to higher values during the third phase.

During the third phase, i.e. the accretion phase, the presence of dust grains has a
large impact on the electron dynamics via the effect of the electron mean energy on
the electron-neutral (momentum transfer) collisions. In this phase, dust grain radii
and number densities are typically in the range of 50− 250 nm and ∼ 1× 1014 m−3 in
the discharge center [56, 57, 58]. This means that the contribution of electron-dust
momentum transfer collisions to νeff is about 20− 440 MHz for ε̄ ∼ 1− 3 eV and
ad = 50− 250 nm (see Fig. 5.3). Although the electron-dust contribution is non-
negligible according to the theory, the electron-neutral contribution to the effective
collision frequency remains dominant. It is well-known that the dust grain potential,
mean electron energy, electron energy distribution, relevant collision partners, and
corresponding cross sections change simultaneously during the third stage. Clearly,
the effective collision frequency is governed by this complex interplay between plasma
and dust grains.
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5.5 Implications

The main experimental finding of the presented work is the fact that, in a dust-forming
low pressure plasma, the effective electron collision frequency may become considerably
higher than the electron plasma frequency. The implications of this finding are related
to the most commonly used theory throughout the field to predict dust grain charging
in low-temperature, low pressure plasmas: the orbital-motion-limited (OML) theory.
There are three essential principles underlying the OML theory, of which we consider
the first one: electrons and ions experience collisionless orbits in the electrostatic
(Debye) vicinity of a dust grain immersed in a quasi-neutral plasma environment [59].
In plasma physical terms, this means that the following ordering of dust and plasma
parameters must apply: ad � λD � l, where λD is the Debye length and l the mean
free path of the species under consideration. In other words, the Debye sphere virtually
enclosing the dust grain is much larger than the grain itself, and collisions do not
occur within the Debye sphere. Considering the electrons, the assumption that the
electron mean free path is much larger than the electron Debye length means that the
electron current towards the dust grain is collisionless.

Serious effort has been put into the extension, modeling and verification of the
OML theory [60, 61, 62, 59, 63, 64]. For example, under certain conditions of pressure
and dust grain size, there is a large probability that ions experience on average
one collision with a neutral gas particle during their travel across the Debye sphere
enclosing the dust grain [65, 66, 67]. In the hydrodynamic limit, ion-neutral collisions
are so frequent that the ion dynamics can be described as a continuum [68]. Yet,
in all such cases, the electron current has been considered collisionless until now.
However, our results show that the electron current during the third phase—when
permanently charged dust grains are in fact present in large quantities—resides in a
similar situation as the ion current in the weakly collisional regime. This is because
the electron mean free path is only le = v̄e/νeff = 364 µm, while the electron Debye
length is λDe = v̄e/fpe = 2127 µm, given that v̄e is the electron thermal velocity
assuming Te = 1 eV. This implies that the electron current is collisional as le � λDe

and that the expression for the electron current in the overall plasma-dust charging
framework (e.g.the OML theory) should incorporate electron-neutral (momentum
transfer) collisions occurring within the Debye sphere enclosing the dust grain. As
a matter of fact, the elastic electron collisions suppress the ability of the electrons
to shield perturbations, and therefore the Debye length will be larger for the same
electron density in case of a significant effective collision frequency.

The relevance of the effective collision frequency also affects other fundamental
processes in the plasma such as electron heating. The dusty plasma (probed during
the accretion phase) operates in the so-called Ω-mode or drift-ambipolar mode [69,
70, 71, 72, 73], where a drift electric field accelerates electrons in the plasma bulk and
an ambipolar field—created by electron density gradients—heats electrons near the
sheath edge. The drift electric field is induced by the low bulk electrical conductivity
due to electron depletion, which is similar to the effect of a high electron-neutral
collision frequency in atmospheric pressure discharges [74, 75]. In addition to previous
findings on electron depletion for Ω-mode operation, the significance of the effective
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collision frequency in the presented low pressure plasma experiment suggests that the
electrical conductivity is further reduced. Consequently, this implies that the drift
electric field results in stronger electron heating compared to plasma conditions with
insignificant effective collision frequency.

5.6 Conclusion

The experimental results show that the electron current towards a dust grain can be
collisional during the accretion phase of a low pressure dusty plasma—which holds for
t ≥ 39 s in the presented measurements—in contrast to the existing paradigm. This
conclusion is based on the measurements showing that the effective collision frequency
exceeds the electron plasma frequency multiple times during the third phase of dust
growth in a typical low pressure discharge. This translates into an electron mean free
path smaller than the electron Debye length, meaning that the electrons in the dust
grain sheath collide elastically multiple times before they complete their orbit. It is
exactly this assumption of a collisionless electron current that forms an integral part of
the widely accepted orbital-motion-limited theory in which electron-neutral collisions
have always been neglected, up to now. It is expected that this result is also relevant for
other plasmas in which dust grains are embedded, and that electron-neutral momentum
transfer collisions become even more dominant in cases of higher gas pressure, lower
electron density, and larger dust grain size.
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Chapter 6

Dust charge density of nanoparticles
in dusty plasma

Preface. A dust grain immersed in a low pressure gas discharge obtains a permanent
negative surface charge due to the high mobility of electrons compared to that of ions.
This charge essentially governs all fundamental processes in dusty and complex plasmas
involving dust grains, neutrals, (an)ions and electrons and—consequently—virtually
all industrial applications of these types of plasmas are affected and steered by it.
In this chapter, the surface charge is determined by application of laser-induced
electron detachment from nanosized dust grains in concert with microwave cavity
resonance spectroscopy and laser light extinction. The main result is that the electron
release is governed by photodetachment rather than by thermionic emission, and that
recharging of the dust grains occurs on timescales that are well in agreement with the
orbital-motion-limited (OML) theory. The total surface charge density residing on the
dust grains inside the laser volume follows from the saturation of the photodetachment
signal, which was used in combination with dust density values derived from extinction
measurements to estimate the mean dust charge. The negative dust charge on the
140 nm (average) diameter dust grains in this work is obtained to be in the range of
273− 2519 elementary charges, of which the lower bound matches well with analytical
predictions using the orbital-motion-limited (OML) theory.

This chapter has been published: T.J.A. Staps, T.J.M. Donders, B. Platier, and J. Beckers,
In-situ measurement of dust charge density in nanodusty plasma, Journal of Physics D: Applied
Physics (2021), DOI: 10.1088/1361-6463/ac3581.
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6.1 Introduction

Complex and dusty plasmas comprise a mixture of (partially) ionized gas with nano-
to micrometer sized dust grains [1, 2], and occur frequently in a wide variety of mature
industrial processes and research niches such as semiconductor manufacturing [3, 4],
nuclear fusion [5], and (functional) materials embedding nanoparticles [6, 7, 8]. The
non-equilibrium between electron and heavy species temperatures provides a key
advantage for low-temperature plasmas over conventional alternatives, resulting in
(permanently and) negatively charged surfaces of, e.g., the reactor walls, electrodes
and dust grains. For complex and dusty plasmas, the electric charge retained on the
dust grains reflects a key parameter dictating fundamental processes such as Coulomb
interactions—e.g. crystallization, instabilities, and Coulomb-induced collisions—in
plasma-levitated dust crystals and dusty plasmas [9, 10, 11, 12, 13, 14], dust grain
formation by nucleation, coagulation, and accretion [15, 16, 17, 18, 19, 20], void
formation and laser-induced coalescence [21, 22, 23, 24, 25]. For applications, the
effects of dust can be detrimental to, e.g., fusion energy reactors [3, 26] and plasmas
created in semiconductor manufacturing [27, 4], which led to recent work focused on
contamination control using plasmas [28, 29, 30]. The charge state of the dust particles
in contact with the plasma is often a decisive factor in the dust retention mechanism.
Therefore, it is of utmost importance, for current and future technologies and for
plasma science, to understand the elementary charging processes driving dust-plasma
interaction.

The floating potential—or the surface charge—acquired by plasma-embedded dust
grains arises from the balance between the electron and ion currents, which results in
permanently negatively charged dust grains for dust radii ad & 10 nm under typical
dusty plasma conditions [31, 32]. The orbital-motion-limited (OML) theory is the
governing theoretical framework predicting the floating potential of dust grains [33, 34],
which has been extended with numerous advancements to include, e.g., the effect
of ion-neutral collisions [35, 36, 37]. The theory has been successfully applied to
microparticle charging in different plasma regions such as the plasma bulk [38, 39],
the plasma sheath [40], and the spatial afterglow [41]. On the contrary, only a limited
number of works provide experimental data on the charge of nanosized dust grains
embedded in plasmas [42, 24, 43, 44]. This lack of experimental data is mainly caused
by the fact that most diagnostics for obtaining information about the dust grain charge
are based on optical principles which dramatically suffer from a decreasing signal when
the grain size becomes smaller than the wavelength of the light used for the diagnostic
[45, 46, 47].

In this chapter, laser-induced electron detachment from nanometer-sized dust
grains is demonstrated experimentally in a low pressure dusty plasma using ultraviolet
(UV) laser pulses in order to close the gap in experimental data. The dust grains were
formed in-situ by a typical gas discharge in an argon-hexamethyldisiloxane gas mixture,
and thereafter stably confined to the same volume in an argon-only discharge. The
change in free electron density caused by the laser-dust interaction was consecutively
measured with ns-time resolution using time-resolved microwave cavity resonance
spectroscopy (MCRS) [48, 24, 49]. The experimental dust charge was estimated by the
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ratio of the maximum free electron density released by the laser to the dust density
obtained from laser light extinction measurements (see Section 6.6.1).

This chapter is organized as follows. In Section 6.2, the experimental procedure
for dust growth and laser-induced electron detachment are explained in detail. In
Section 6.3, the time-resolved electron density providing three important observations
is discussed and analyzed in detail with respect to the current physical understanding of
photodetachment. In Section 6.4, the measured dust charge density is used to estimate
the dust charge, and the result is discussed in view of the current understanding in
the literature. Additional information regarding elements of the results, discussion
and interpretation can be found in Section 6.6.

6.2 Methods

In Fig. 6.1, a schematic top-view of the experimental setup is shown. Inside a vacuum
vessel, a low pressure plasma was created in a stainless steel hollow pillbox cavity, driven
by a radio-frequency signal (fRF = 13.56 MHz) with a plasma power of PRF = 20 W.
During the experiments, argon (with a partial pressure of pAr = 5.4× 10−2 mbar)
was admixed with HMDSO (pHMDSO = 1.6× 10−2 mbar), of which the latter was the
precursor to dust grain formation. These dust grains gained a permanent negative
charge after reaching a size larger than ∼ 10 nm [31, 32], enabling them to remain
trapped in the discharge volume. A detailed description of the microwave cavity
with integrated discharge electrodes and the dust collection system can be found in
Section 6.6.2.

The complete experiment consisted of three separate stages. During the growth
phase, an Ar/HMDSO plasma was generated for 60 seconds. Afterwards, the HMDSO
flow was terminated, and the nanodusty plasma entered the settling stage, in which the
plasma adjusted to the change in pressure, until the dust cloud found a steady state
in terms of size and density. It should be noted that the electron density was strongly
depleted during the coagulation phase, as a consequence of the permanent negative
charging of the dust cloud, and remained depleted during subsequent experiments.
Finally, the measurement stage consisted of six separate experiments with varying
laser pulse energy. In each experiment, UV laser pulses were fired with a frequency of
flaser = 20 Hz, and the microwave response was temporally recorded per pulse. This
microwave response, i.e. the change in resonance frequency of the used resonant mode,
was caused by the additional photodetached electrons upon laser irradiation. The
global electron density of the (dusty) plasma and laser light transmission through the
dust cloud were monitored over the course of all three stages of the experiment, of
which the signals can be found in Section 6.6.3.

For the actual laser-induced electron detachment experiments, a frequency-
quadrupled ultraviolet (UV) laser (Quantel BigSky Ultra, wavelength λph = 266 nm)
was used to generate short (∼ 8 ns) pulses which traveled through the cavity via a thin
slit on each side. Upon interaction with the laser photons, electrons were released from
the dust grains, and therefore, the free electron density of the plasma was temporally
increased. It was verified, in vacuum at a pressure of ∼ 1× 10−6 mbar and with a
pristine argon discharge, that no detectable amount of electrons was released from the
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metal surfaces of the cavity and that photo-ionization did not result in a cavity response
exceeding the noise band. The volume-averaged density of these free electrons was
measured by means of microwave cavity resonance spectroscopy (MCRS), as previously
applied to a multitude of plasma types [49, 24, 50, 48, 51, 6]. To this end, a microwave
generator (Stanford Research Systems Model SG386) sent electromagnetic waves with
a fixed frequency into the cavity. This microwave radiation had a fixed power of only
Pµw = 40 mW� PRF meaning that the microwaves were non-intrusive. A part of the
microwave power was absorbed inside the cavity while the rest was reflected. Ten
percent of the reflected power was sent to a logarithmic detector (Analog Devices
HMC602LP4) using a directional coupler (Mini-Circuits ZHDC-16-63+). The detector
voltage was eventually sampled using a transient recorder (Spectrum M3i.4121-exp)
with a sample frequency of 250 MHz for a range of microwave frequencies close to the
resonance frequency. In this way, the spectrum around a resonant eigenmode of the
microwave cavity could be retrieved in a temporally-resolved fashion.

The frequency at which microwaves in the cavity are at resonance depends on the
permittivity of the medium inside the cavity. This introduces a relation between the
shift in resonance frequency ∆f and the (change in) electron density ne, as derived
from the Slater perturbation theorem [52, 53, 54],

ne(t) =
8π2ε0mef

2
p(t)

e2V
∆f(t)

f1
, (6.1)

with ne, me and e the electron density, mass and (elementary) charge, ε0 the
vacuum permittivity, fp the resonance frequency with momentary perturbation, f1 the
resonance frequency without the perturbation, and ∆f = fp−f1 the shift in resonance
frequency. The parameter V is defined as the (microwave-)electric-field-weighted ratio
of laser beam Vb to cavity volume Vc as

V =

˝
Vb
|E (r)|2 d3r˝

Vc
|E (r)|2 d3r

. (6.2)

Here, the microwave electric field E(r) for the TM010 resonant mode was computed
using a numerical model of the microwave cavity in COMSOL Multiphysics®(see
Section 6.6.4). Subsequently, the electric-field-weighted volume ratio V was calculated
by evaluating Eqn. (6.2) numerically using the measured laser beam diameter Db the
cavity diameter Dc = 66 mm and height Hc = 40 mm, and the numerical solution for
the microwave electric field E. Details on the microwave electric field, the volume
ratio and the position of the laser beam in the cavity can be found in Section 6.6.4.

In order to obtain a sufficient signal-to-noise ratio, a typical measurement consisted
of a number of time series Nmeas = NfreqNav, with Nfreq the number of probed
frequencies and Nav the number of averages per frequency. It was therefore important
that the plasma and dust conditions remained as stable as possible during the
complete measurement set. Several diagnostics were implemented in order to globally
monitor both the dust growth process and the stability of the sample thereafter (see
measurement results in Section 6.6.3). First, global electrical parameters of the RF
discharge, such as the plasma power and the phase angle between RF voltage and

106



6.2. Methods

current, were tracked by an Impedans OctivPoly 1.0 power sensor. Additionally,
the dust cloud was visualized by laser light scattering (LLS) using a green (532 nm)
laser sheet. The scattered light was detected by a Photron Mini UX100 FastCam
with a laser line filter, while the transmitted light was monitored by a photodiode to
perform extinction measurements. Furthermore, a vector network analyzer (VNA) was
used to perform spectral scans of the microwave response at low temporal resolution
(∼ 100 ms), so that the electron density could still be monitored, even when the
transient recorder-based MCRS system was not activated. The timing of the experiment
was controlled by a BNC 577 Series pulse/delay generator, which sent trigger pulses
to the VNA and the pulsed UV laser. The output of the pulsed UV laser was used as
a trigger for the transient recorder such that jitter in the laser output was inherently
corrected for.
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Figure 6.1: Schematic overview of the experimental setup used for creating, monitoring
and probing the nanodusty plasma. The symbol P indicates pressure sensor.
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6.3 Results

Fig. 6.2 depicts the measured laser-induced change of the electron density as a function
of time, which has been measured for different laser pulse energies as indicated in the
figure’s legend. For each laser pulse energy, the time-resolved signals clearly show
three distinct phases in the evolution of the free electron density. The reference value
for the resonance frequency f1 was obtained from phase (I), during which the dusty
plasma is undisturbed. At the beginning of phase (II), i.e. t = 0µs, the laser was
shot and, subsequently, the free electron density increased rapidly within about 70 ns.
After reaching a peak value at the end of phase (II), the laser-induced electron density
decreased gradually following an exponential decay back to the steady state value
observed in phase (I).
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Figure 6.2: Time-resolved laser-induced electron density for different values of laser
pulse energy, as defined by the colors/legend. The inset depicts the peak value of the
laser-released electron density for each laser experiment.

From the results presented in Fig. 6.2, three distinct observations can be made:

• The fast rise time τrise during phase (II) is comparable to the fundamental
cavity response time expected for an instantaneous change in the free electron
density[55]. τrise ≈ 3τcavity and τcavity = Q1/(2πf1) u 18 ns. This limited
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response time of a microwave resonant cavity is due to a minimum time the
cavity-system needs in order to load or decharge the microwave energy associated
with the excited resonant mode.

• As can be seen from the inset in Fig. 6.2, the peak value of the laser-induced
electron density increases for increasing laser pulse energy, and saturates for
sufficiently high laser pulse energies.

• The density of additionally released electrons decays exponentially in phase (III),
of which the time constant is estimated to be τdecay ≈ 1.6− 2.1µs based on an
exponential fit through the experimental data.

Besides the above mentioned observations, it is absolutely clear that a significant
amount of free electrons is released upon irradiation of the dust cloud with the UV
laser. In general, there are four widely accepted physical mechanisms that could
explain the decharging of plasma-embedded dust grains.

Field emission[2], which is the release of electrons due to a strong electric field, is
only important for dust grain radii larger than a micrometer whereas in our experiments
the grain size is roughly a few hundred nanometers (see Section 6.6.5).

Secondary electron emission [34, 56], which is the release of electrons from the
material after impact by high-energy electrons, is only relevant for high-energy electrons
of which the density is very low under the conditions considered.

The two other mechanisms—i.e. thermionic emission [57, 58] and photon-induced
electron detachment (also called photodetachment) [59, 60, 61, 62]—may be considered
more likely to become dominant under the current conditions.

Here, thermionic emission is caused by a high surface temperature (possibly
caused by laser-irradiation) transferring thermal energy to electrons such that they
can overcome the work function, while in the case of photodetachment this energy is
provided in the form of photon energy directly. It is due to this difference that the effect
of photodetachment events—in contrast to the situation for thermionic emission—may
be considered instantaneous compared to the sampling time [63]. To investigate which
of the two latter mechanisms is dominantly responsible for the observed release of
electrons, a model for thermionic emission, i.e. a coupled model for predicting the
changes in dust grain temperature and the dust grain floating potential upon laser
irradiation, has been constructed from which typical (de-)charging timescales can be
retrieved (see Section 6.6.6 and 6.6.7). Under the current experimental conditions, it
can be concluded from this model that the floating potential hardly changes due to the
vast increase in the dust grain’s temperature. This indicates that—under the current
conditions—laser-induced photodetachment dominates over laser-induced thermionic
emission. Moreover, this dominant contribution of photodetachment to the overall
electron release process is supported by all of the three observations mentioned earlier
as discussed further on.

The first observation was that the signal grows during phase (II) up to the peak value
within approximately 3τcavity. As photodetachment occurs almost instantaneously for
the duration of the laser shot (∼ 8 ns) [63], the signal reflects the cavity response to a

109



Chapter 6. Dust charge density of nanoparticles in dusty plasma

sudden perturbation as described by Van Ninhuijs et al [55]:

∆fm = ∆f

(
1− exp

(
− t

τcavity

))
, (6.3)

with ∆fm the measured frequency shift, and ∆f the actual frequency shift. By
contrast, thermionic emission exhibits a rise time of about 0.6µs in an extreme case
with low work function of the dust grain. As a consequence, the rise time strongly
indicates that photodetachment is responsible for the release of electrons.

The second observation strongly suggested that the total released electron density
saturated for increasing laser pulse energy (see the inset in Fig. 6.2). From literature,
it is known that the number of electrons Ne released by photodetachment saturates
for sufficiently high laser pulse energies following an exponential curve [64, 60, 65]:

Ne = N̂e

(
1− exp

(
−σpdElaser

EphS

))
. (6.4)

Here, the laser pulse energy is represented by Elaser, the photon energy is denoted by
Eph = 4.66 eV (i.e. , λph = 266 nm), and the laser cross section S = 0.031 cm2. Fitting
Eqn. (6.4) to the saturation data yields an asymptotic value of N̂e = 4.15× 1016 m−3

and photodetachment cross section σpd = 1.6× 10−17 m2. Consequently, there are
two interesting notes with respect to the saturation study. First, the photodetachment
cross section is much smaller than the hard sphere cross section, based on the dust
size, σ ∼ πa2

d ≈ 6× 10−14 m2 by three orders of magnitude. Second, note that if
laser-induced thermionic emission would have been dominant, an opposite curvature
of this curve would have been expected. This is because, with thermionic emission
being the dominant electron release mechanism, the dependence of the density of
released electrons on the laser pulse energy would have been stronger than linear (see
Section 6.6.7).

The third observation concerned the temporal decay of the released electron
densities back to their quasi-steady state values. Based on the orbital-motion-limited
(OML) theory, the time scale on which the electron and ion currents restore the
equilibrium floating potential of the dust grains can be calculated from the following
equation, which has been derived in Section 6.6.8 from the electron and ion current:

τcharging =

(
e2adnivTi

4ε0kBTe

(
Te

Ti
+
nevTe

nivTi

exp

(
eV̄d

kBTe

)))−1

. (6.5)

Here, Te denotes the electron temperature, ad the dust grain radius, ni the ion density,
and Ti the ion temperature. It should be noted that this equation has been derived
considering that ne 6= ni, whereas in other works the charging timescale is often
given for fixed ratio of Te/Ti or for ne = ni [66, 34, 67, 2, 68]. The plasma and
dust parameters used for the evaluation of the charging timescale are as follows:
Te = 1− 3 eV, ne = 2× 1015 m−3 (equal to ne for t ≥ 70 s in Fig. 6.6 in Section 6.6.3),
Ti = 0.026 eV, ni = 9.2× 1015 m−3 − 4.15× 1016 m−3, and ad = 140 nm (obtained
by SEM images in Section 6.6.5). The range for the ion density is motivated by
using a lower limit equal to the electron density during the nucleation phase without
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electron depletion (ňi = 9.2× 1015 m−3, equal to ne for t ≤ 30 s, see Section 6.6.3),
and assuming that the ion density does not change during the subsequent phases.
However, it is likely that the ion density increases due to an increase in the electron
mean energy, which balances the decrease in ionization caused by electron depletion
due to the permanent charging of dust particles. Therefore, an upper limit is assumed
equal to the total dust charge density measured plus the free electron density of the
discharge (n̂i = 4.15× 1016 m−3, i.e. equal to N̂e + ne). This upper limit is motivated
by the fact that quasi-neutrality should be obeyed, and hence, that the ion density is
balanced by the total dust charge density. Due to electron depletion, the free electron
density is much lower than the contribution of the negatively charged dust particles
to the quasi-neutrality condition. Under these conditions, the charging timescale
ranges between 1.3µs (Te = 1 eV and ni = 4× 1016 m−3) and 4.4µs (Te = 3 eV and
ni = 9.2× 1015 m−3). It should be noted that a change in the ion density dominates
over the effect of a change in electron temperature, and thus it is important to account
for the fact that ne 6= ni in the evaluation of the charging timescale. Considering the
measured τdecay, the experimental values agree well with the estimates for τcharging.
The charging timescale for heated dust grains is almost two orders of magnitude
larger (τ ∼ 100µs) due to the thermionic emission current. As a consequence, the
agreement with the timescale based on only the OML currents implies that the
thermionic emission current is irrelevant. In conclusion, this observation suggests also
that photodetachment is the dominant detachment process.

The total density of detached electrons can be used to estimate the dust charge,
which equals qd = N̂e/nd in case of saturation—meaning that all electrons have
been released from the dust grain. The assumption here is that the dust grains
irradiated by the laser beam are mono-disperse, which seems a reasonable assumption
based on the SEM images (see Section 6.6.5). The saturated electron density
N̂e results from the measurement of the peak value of the electron density as a
function of laser pulse energy, which involves three measurements errors estimated
as ∆∆f = ∆fp = 3× 105 Hz based on the noise band of fp, and ∆V = 1.4× 10−4

based on the uncertainty in the laser beam cross section (see Section 6.6.4). This
implies that N̂e = 3.0× 1016 m−3 − 5.3× 1016 m−3 by linearization of Eqn. (6.1) to
calculate the error in Ne for Elaser = 2.80 mJ. The dust density nd is estimated from
extinction measurements (see Section 6.6.1), which provides a dust density between
nd = 2.1× 1013 m−3 and nd = 1.1× 1014 m−3, for dust radius ad = 140 nm, depending
on the assumed material and its complex refractive index. As a consequence, the dust
charge is estimated in the range qd u 273− 2519 elementary charges.

6.4 Discussion

The dust charge density qdnd = N̂e = 4.15× 1016 m−3 indicates that the number of
dust-confined electrons largely exceeds the free electron density (ne < 2× 1015 m−3

(see Section 6.6.3). This effect is captured by the Havnes parameter [46]:

P = 4πε0ad
Te

e

nd

ni
u 0.2− 3.2, (6.6)
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given the same set of parameters as before, using nd = 2.1× 1013 m−3−1.1× 1014 m−3

and ni = 1× 1016 m−3 − 4× 1016 m−3. The dust charge measurements by Tadsen et
al [42] were performed under conditions where the free electron density was severely
depleted (P ≈ 10−50) and found much lower values for the dust charge, i.e. qd ≈ 10−60
elementary charges. Although the dusty plasma considered in this work suffered from
electron depletion, the effect was not as severe as in the work of, e.g., Tadsen et al
[42] and Deka et al [44].

To account for electron depletion, the dust charge is evaluated theoretically using
the OML theory with the density and temperature of the electrons and ions as before.
Using the OML theory, the electron and ion current towards the dust grain with
floating potential Vd are described as:

Ie = −eπa2
dnevTe

exp

(
eVd

kBTe

)
, (6.7)

Ii = eπa2
dnivTi

(
1− eVd

kBTi

)
, (6.8)

where vTs =
√

kBTs

2πms
with species s = e, i for electrons and ions, respectively. Balancing

Eqn. (6.7) and (6.8), the floating potential of the dust grain provides a theoretical dust
grain charge in the range:

qd = 4πε0adVd u (−189 e)− (−386 e), (6.9)

using the same (pure argon) plasma parameters as before (Te = 3 eV, Ti = 0.026 eV,
ne = 2× 1015 m−3, ni = 1× 1016 m−3− 4× 1016 m−3, ad = 140 nm). For the purpose
of comparison, the dust charge is also evaluated by setting ne = 4× 1016 m−3,
which results in a theoretical charge of −688 e in case the electrons are not depleted.
Consequently, the non-depleted OML charge (qd = −688 e) provides an upper bound
for our measurement, and measurements performed under severe electron depletion
provide a lower bound (qd = (−10 e)− (−80 e) [42, 44]). Moreover, this demonstrates
that an accurate measurement of the dust density is necessary to eliminate the
uncertainty in the dust charge in order to perform a quantitative comparison to the
theory and literature.

There are two important adaptations to the basic OML theory that are applicable
to the experimental conditions considered in this work. First, Tang and Delzanno
[69] found that accounting for the ion density response to the presence of dust grains
often leads to a significant increase of the dust charge, but this does not apply in our
case because the dust grain radius is much smaller than the electron Debye length.
Second, the effect of ion-neutral collisions is apparent for sufficiently small Knudsen
numbers, where KnR0 = 24 under our conditions according to the definition by Gatti
and Kortshagen [35]. This implies that the transition regime between the collisionless
(OML) and the collision-enhanced regime is applicable, and that a charge reduction
due to ion-neutral collisions can be expected. Nevertheless, the OML prediction seems
to provide a reasonable expectation for the dust grain charge under the conditions
considered in this work.
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6.5 Conclusion

In conclusion, the negative surface charge of dust grains immersed in a low-pressure
dusty plasma was probed by exposing them to pulsed laser irradiation. As a
consequence, laser-induced electron detachment caused a sudden change in the free
electron density, which was measured time-resolved using microwave cavity resonance
spectroscopy (MCRS). The results demonstrate that electrons were quickly removed
from the dust grains due to photodetachment and, subsequently, that the dust grains
recharged to their steady state charge on timescales predicted by orbital-motion-limited
(OML) theory. The total dust charge density was used in combination with the
estimated number density of dust grains to calculate a mean dust charge. Comparing
the experimental dust charge in the range 273 − 2519 to the OML theory, it was
found that the OML prediction, i.e. 189 − 386, is close to the experimental lower
bound. However, experimental findings by others [42, 44] are much lower due to severe
electron depletion under their (different) conditions. More detailed knowledge of the
complex refractive index (e.g., by ex-situ measurement of the refractive index of a
collected dust sample) and radius such as measured by Groth et al [45] would lead
to an improved accuracy of the measured dust charge, and consequently, facilitate a
quantitative comparison and evaluation of the OML theory. For future experiments,
we are currently investigating different options to measure the dust particle properties
in-situ, such as the dust density and size, and to determine the refractive index ex-situ,
which could be combined with dust charge density measurements for the accurate
determination of the dust charge.

6.6 Appendix

This documents provides supplementary information concerning the analysis and
discussion of the main results in the order in which the information is referred to in
this chapter. Section 6.6.1 provides the interpretation of the extinction measurement
for different materials, from which a feasible range for the dust density nd is calculated.
Section 6.6.2 is concerned with a detailed description of the microwave cavity with
integrated discharge electrodes, and the dust collection system. Section 6.6.3 visualizes
the timetraces of the monitoring diagnostics in order to show the stability of the dust
cloud over the entire measurement period. Section 6.6.4 calculates the electric-field-
weighted volume ratio for the laser beam volume used in the experiment, which provides
a correction factor in the calculation of the released electron density. Section 6.6.5
shows scanning electron microscope (SEM) images of nanoparticles (collected on
sample stubs in-situ), which were deposited after the laser experiments had finished by
terminating the plasma and gas flows. Section 6.6.6 describes the developed model used
for determining the significance of thermionic emission, which allows to calculate the
temporal evolution of the dust temperature and the dust floating potential. Section 6.6.7
denotes the model solution for the case of silicon- and carbon-like nanoparticles since
both can be created in HMDSO-containing discharges. Here it can be seen that the
contribution by thermionic emission for silicon-like particles becomes of the order of
the other heat fluxes and currents. In Section 6.6.8 the timescale for the charging of
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an initially neutral dust grain is derived by equating the electron and ion currents
according to the orbital-motion-limited theory, without any assumption on the density
or temperature of the electron and ions.

6.6.1 Extinction
Table 6.1 denotes the evaluation of the extinction measurements obtained during laser
experiments for different materials. The dust density nd was estimated from extinction
measurements, which were conducted using a photodiode monitoring the change of
(532 nm) laser light intensity transmitted through the dust cloud [42, 70], according
to:

nd =
− log

(
I
I0

)
πa2

dQextL
. (6.10)

Here, the optical depth τ = − log(I/I0) = 0.29, and the optical path length L = 56 mm.
The dust radius varied between ad = 120 nm − 160 nm according to the scanning
electron microscope (SEM) images depicted in Section 6.6.5, which agree well with
expected dust grain diameter measured in-situ during this stage of dust formation
by Groth et al [45]. The extinction efficiency Qext was calculated for the different
materials, each with a complex refractive index N = n + ik, at a fixed wavelength
λ = 532 nm using the Mie theory [71, 72, 73]. Finally, the dust density was evaluated
using the same extinction measurement, at fixed wavelength, and for an average dust
grain radius 140 nm using the different material properties.

Table 6.1: Real n and imaginary k components of the complex refractive index
(N = n+ ik) for different materials, the extinction efficiency Qext calculated using Mie
theory, and corresponding dust density nd calculated using the extinction measurement.

Material n k Qext nd Ref.
Si (bulk) 1.51 0.008 1.10 7.6× 1013 m−3 [74]
SiO (bulk) 1.98 0.000 3.96 2.1× 1013 m−3 [75]
SiO2 (bulk) 1.55 0.000 1.27 6.6× 1013 m−3 [76]
SiO2 (film) 1.47 0.000 0.88 9.5× 1013 m−3 [77]
C (bulk) 4.22 0.060 1.19 7.0× 1013 m−3 [78]
Ar-C2H2 (dust) 1.52 0.020 1.30 6.4× 1013 m−3 [45]
Ar-C2H2 (dust) 1.44 0.000 0.76 1.1× 1014 m−3 [45]
Ar-C2H2 (dust) 1.95 0.043 3.72 2.2× 1013 m−3 [79]
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6.6.2 Microwave cavity with integrated discharge electrodes and
dust collection system

Fig. 6.3 shows the microwave cavity comprising a top disk (1) with gas inlet (2), onto
which a temperature sensor (3) was mounted to measure the cavity temperature and
an RF antenna (4) was positioned for connecting the RF-powered electrode with the
RF power supply via a vacuum feedthrough. The base of the cavity was a hollow
cylinder (5) containing two vertical slits (6) allowing the laser beams to pass through
the discharge volume, and a welded steel mesh (7) to allow scattered laser light to
leave the cavity and be captured by a high-speed camera. At the bottom of the
cavity, a shutter plate (8) was mounted containing a specific hole pattern, which
could be translated in the y-direction using a linear push-pull solenoid (9) with two
positions. Below the shutter plate, there was a substrate holder (10) containing at
most seven aluminum stubs (11) for collecting dust grains from the discharge, which
were organized in a pattern that matched that of the shutter plate.

The hole pattern in the shutter plate can be seen from the top (in the y-z plane)
in two positions in Fig. 6.4. In panel (a), the shutter plate is shown in the normal
position when the solenoid was not powered. In this case, the hole pattern matched
that of the holes located between the stubs, so dust grains falling out of the discharge
were not able to reach the stub surfaces. In panel (b), the position of the shutter
plate is shown when the solenoid was powered, and the stubs were exposed to the dust
grains and discharge. When terminating the RF power, the plasma-induced electric
field confining the dust grains was removed and dust grains fell onto the stub surfaces.

Fig. 6.5 depicts a cross sectional view of the microwave cavity and other components
in the x-z plane looking into the y-direction. The discharge geometry was an asymmetric
capacitively coupled discharge, where the top flat electrode was powered by an RF
voltage, while the cylindrical base of the cavity and the bottom mesh electrode were
grounded. The RF-powered electrode (1) was located at the top of the cavity’s interior,
which was insulated by a dielectric material (2, PEEK) from the grounded cavity. It
should be noted that the RF-powered electrode contained a hole pattern (diameter
0.5 mm) that could be used for a shower head-type of gas injection into the cavity
in combination with the perforated dielectric barrier. However, for the presented
experiments, the gas was injected into the vessel and allowed to enter the cavity
via diffusion through the slits and the steel mesh functioning as viewing window (as
indicated by (7) in Fig. 6.3). The bottom of the cavity was made from a steel mesh
(3) that allowed dust grains to fall down onto the SEM substrates for collection. The
steel meshes were welded to the base of the microwave cavity in order to ensure
proper electrical conductivity for the currents involved in the excited resonant modes.
Microwaves were injected via an antenna (4) located in the cylindrical wall of the
cavity at half of the height of cavity in the axial direction, and under an angle of 90 ◦

in the y-z plane with respect to the slits.
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Figure 6.3: A three-dimensional view of the microwave cavity with integrated discharge
electrodes and dust collection system. The top of the cavity (1) contained a gas inlet (2,
not used during presented experiments), a temperature sensor (3), and the RF antenna
(4). The base of the cavity (5) was formed by a hollow metal cylinder, which included
two slits (6) for the lasers beam, and a steel viewing mesh (7) for camera imaging while
ensuring proper electrical conductivity for microwave measurements. A shutter plate
(8) was actuated by a linear solenoid (9) to collect dust grain sample at the operator’s
request on SEM stubs (11) mounted in a holder (10).
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(a) (b)

Figure 6.4: The shutter plate had two possible positions: (a) the shutter holes aligned
with open holes in the stub holder so that dust grains could not reach the stub surfaces,
or (b) the shutter holes matched the locations of the SEM stubs for the collection of
dust grains after terminating the RF power.
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Figure 6.5: A cross sectional view of the discharge cavity and dust collection system.
The RF-powered electrode (1) was located at the top of the microwave cavity, which
was insulated from the grounded cavity components by a dielectric disk (2). The
grounded mesh electrode (3) was located at the bottom of the cavity and was welded to
its cylindrical base. Microwave power was injected into the cavity via the microwave
antenna (4).
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6.6.3 Stability of dust and plasma parameters
Fig. 6.6 depicts the plasma diagnostics for the duration of the complete measurements,
i.e. during dust formation, settling of the dust cloud in an argon-only plasma, and
during the pulsed laser experiments. As can be seen, the transmittance (equal to I/I0
based on the green laser light extinction) and free electron density behaves similarly
according to several phases. This section defines the time by texp, which equals zero
at the beginning of the experiment, and marks the end of the experiments after about
750 s. Please note that the time variable t is used to denote the time with respect to
each laser shot used to probe the particle charge during the laser experiments.

First, the plasma is ignited at texp = 0 s, which initiates the dust growth process,
leading to an initial steep increase in free electron density. Second, at around texp = 50 s,
coagulation induces the formation of larger dust grains from clusters formed earlier,
which become permanent negatively charged. This depletes the free electron density.
At texp = 60 s, the HMDSO valve is closed which coincides with the jump in ne.
Afterwards, the electron density settles to a steady state value and remains at that
value until the end of the experiment. This observation holds also for the TM110 and
TE011 modes with a different spatial sensitivity. As these two higher-order resonant
modes were less sensitive to the perturbed volume, these were not used to measure
the photodetachment signal.

The optical transmittance follows similar behavior, which decays when the dust
grains have grown sufficiently in size and density. The signal reaches a minimum after
the HMDSO valve was closed, indicating that dust growth proceeds some time after
the HMDSO supply is terminated. Thereafter, a part of the dust grains are lost from
the cavity as observed from camera images capturing laser light scattered by dust
grains. After the settling phase, the transmittance signal resembles a quasi-steady
state with a small drift from 0.75 to 0.78, which results in a drift of 14 % in the
calculated dust density.

The camera images shown in the figure visualize laser light (532 nm, CW) scattered
by the dust grains, where the camera was positioned under a 90 degree angle with
respect to the laser sheet. From left to right, and from top to bottom, the camera
images were captured at moments that correspond chronologically to the red vertical
lines in the transmittance and electron density measurements as indicated by the
corresponding indices 1 to 8. The first three images, which have been captured
for texp ≤ 50 s, indicate that there is no significant scattering from the dust grains.
Directly after the coagulation step, i.e. the steep decline in transmittance and free
electron density, a dust cloud becomes visible. Thereafter, the dust scattering pattern
hardly changes, except for a bright emission region just below the sheath at the
RF-powered (top) electrode that becomes visible from image 6 onwards. The UV laser
beam propagated from right to left at half of the cavity axial dimension, and radially
through the center of the cavity.
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Figure 6.6: Diagnostic signals measured during the total duration of the experiment
as a function of the time with respect to the beginning of the experiment texp, i.e. dust
formation, settling, and pulsed laser experiment stages. The bottom graph presents the
free electron density measured by three resonant modes: TM010, TE011 and TM110, where
the electron density is maximum during nucleation, drops rapidly during coagulation due
to the formation and charging of larger dust grains, and attains a minimum during the
accretion phase by permanent charging of the dust cloud. A similar behavior is observed
from the transmitted intensity from the continuous wave (CW) 532 nm laser beam used
for the visualization of the dust cloud. The laser beam intensity drops during coagulation
due to an increased amount of scattering and absorption by the dust grains, and obtains
a minimum during the accretion phase, when the density and size of dust particles is
maximum. Afterwards, it can be seen that the dust size and density drop a little and that
the transmitted intensity increases slightly to a stationary state. When the signals, both
electron density and transmittance, are stable, the laser photodetachment experiments
were started and both signals were monitored between experiments at different laser
energy levels to ensure stability of the dusty plasma. At the top of the figure, several laser
light scattering images are depicted that have been captured during various moments in
the dust formation process, of which the corresponding times are indicated in the graphs
showing the electron density and transmittance.
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6.6.4 Calculation of electric-field-weighted volume ratio
The electric-field-weighted volume ratio is inherent to the conversion of the measured
shift in resonance frequency ∆f to the electric-field-weighted volume-averaged electron
density ne, which is defined in Section 6.2 and restated for clarity:

V =

˝
Vb
|E (r)|2 d3r˝

Vc
|E (r)|2 d3r

. (6.11)

The (laser beam) perturbed volume is denoted by Vb, the cavity volume by Vc, and
the microwave electric field E(r) as a function of the spatial coordinate r.

The microwave electric field is calculated using COMSOL Multiphysics®, which
solves the Maxwell equations to obtain the eigenmode solution for the TM010 resonant
mode as depicted in Fig. 6.7. The geometry is based on the microwave cavity used in
the experiments. As can be seen from the figure, the magnitude of the electric field is
independent of the axial coordinate z, and decreases from the maximum at the radial
center towards zero in the positive radial direction r.

The microwave electric field can be directly used in the evaluation of the integrals
considering the (laser) perturbed volume and the cavity volume. The perturbed volume
is defined by the laser beam, which was aligned through the radial center of the cavity
and at half height in the axial direction. The integration was performed numerically
using an in-house developed program for MATLAB. The electric-field-weighted volume
ratio was evaluated for the nominal laser beam radius, i.e. Rlaser = 1.0 mm, from
which it follows that V = 6.7× 10−4. Evaluating Eqn. (6.11) for Řlaser = 0.9 mm and
R̂laser = 1.1 mm, respectively, as lower and upper bound, results in V̌ = 5.4× 10−4

and V̂ = 8.1× 10−4. This provided an estimate for the uncertainty ∆V , which was
used in the error margin for ∆ne and Ne.

Figure 6.7: Structure of the (microwave) electric field, normalized to E0, corresponding
to the TM010 resonant mode of the microwave cavity. The field solution is computed by
solving for the eigenmode in COMSOL Multiphysics®. The resulting eigenfrequency or
resonance frequency equals f0 = 3.477 GHz.
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6.6.5 SEM micrographs of collected nanoparticles
The micrographs obtained using scanning electron microscopy (SEM) provided
information on the collected dust grain size. Fig. 6.8 depicts a local overview, where
mostly single dust grains can be seen. In addition, a doublet and triplet were
collected which comprise, respectively, two and three dust grains with a size similar
to the individual dust grains. Fig. 6.9 depicts a single dust grains using a fourfold
magnification compared to Fig. 6.8, from which it can be confirmed that the dust
grains are (nearly) spherical with minor surface roughness compared to the dust
grain’s diameter. Fig. 6.10 contains the same image as depicted in Fig. 6.8, including
the (digitally) measured dust grain diameters. The average diameter is rounded to
2ad = 280 nm, based on individual diameters ranging from 241 nm to 315 nm, and
consequently, the nominal dust radius is defined as ad = 140 nm for the analysis and
discussion in Section 6.3 and 6.4, and the solution of the thermionic emission model in
Section 6.6.7.

Figure 6.8: SEM image of a collection of (nearly spherical) nanoparticles showing
mostly singlet nanoparticles. Additionally, doublet and triplet particles can be seen
where the constituent particles possess approximately the same diameter as the singlets.
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Figure 6.9: SEM image of a single (nearly) spherical nanoparticle.

Figure 6.10: SEM image of a collection of nanoparticles with size measurements
(diameter) indicated by the green rulers overlaying the dust grains.
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6.6.6 Model description

The model solves simultaneously for the two state variables, the dust temperature
Td and the dust floating potential Vd, by numerically integrating the coupled system
of differential equations. The source and sink terms define the in- and outflux of
heat Qs, particles Γs, and charge Is into and from a single dust grain. Most of the
variables and parameters used in this section are defined in Table 6.2, including the
declaration and values used to solve the model, and otherwise, the variables are stated
directly following their first appearance via the equations. The nanoparticle radius
was obtained by SEM images, from which an average radius of 140 nm was found
(see Section 6.6.5). The absorption efficiencies Cabs were calculated by evaluating
the Mie theory [71] using the MATLAB program designed by Mätzler [73], and by
assuming refractive indices for silicon dioxide (Si) [78] and graphite (C) [74] at an
optical wavelength λ = 266 nm.

Table 6.2: Variables and symbols used in the definition of the model equations,
including the values used to solve the model. Where Si or C is indicated between
brackets following a value, these values have been used respectively in case silica or
carbon was considered in the evaluation of the model.

Symbol Definition Value Unit
ρd mass density of dust grain 1870 (SiO2) [80] / 2300 (C) [81] kg m−3

cp specific heat capacity of dust grain 821 (Si) [82] / 2270 (C) [83] J kg−1 K−1
Cabs absorption coefficient 0.50 (Si) / 1.09 (C) -
φ work function 4− 5 (Si) [84] / 5.0 (C) [84] eV
ad dust radius 140 nm
ζd emissivity of dust grain 0.6 (Si) [85] / 0.4 (C) [58] -

Elaser laser pulse energy 2.80 mJ
Alaser laser beam cross section 3.14 · 10−6 m2

Te electron temperature 3.4814 · 104 K
Ti ion temperature 300 K
ne electron density 2 · 1015 m−3

ni ion density 4 · 1016 m−3

kB Boltzmann constant 1.381 · 10−23 J K−1

ε0 vacuum permittivity 8.854 · 10−12 F m−1

e elementary charge 1.602 · 10−19 J eV−1

me electron mass 8.8 · 10−31 kg
A0 Richardson constant 1.2 · 106 A m−2

σSB Stefan-Boltzmann constant 5.670 · 10−8 W m−2 K−4

h Planck’s constant 6.626 · 10−34 m2 kg s−1

c speed of light 2.998 · 108 m s−1

Eion ionization energy 15.8 eV
pg neutral gas pressure 7 Pa
α thermal accommodation coefficient 0.1 [58] -
Tg neutral gas temperature 300 K
γ adiabatic constant of gas 5/3 -
mg mass of neutral gas particle 6.634 · 10−26 kg
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The temperature and floating potential of a dust grain immersed in a low pressure
plasma are well described using the continuity equations. The dust temperature is
modeled by balancing the change in enthalpy with the in- and outflux of heat [86, 25]:

mdcp
dTd

dt
= Ad

(
Qlaser + Γe(Vd)2kBTe + Γi(Vd)eVd

+ Γe(Vd)Eion − Γt(Vd, Td) (φ+ ∆φ)

−Qc(Td)−Qr(Td)
)
,

(6.12)

with the dust mass, surface area, and floating potential md, Ad, and Vd, respectively.
Qlaser denotes the laser-induced energy density influx equal to ElaserCabs/(4Alaser)
(J/m2), which lasts only during the time frame 0 ≤ t ≤ 8 ns.

The floating potential is governed by electric currents imposed on the dust grain,
where the dust grain acts as a capacitor storing charge qd at floating potential Vd with
respect to the plasma [34]:

4πε0ad
dVd

dt
= eAd

(
− Γe(Vd) + Γi(Vd) + Γt(Vd, Td)

)
. (6.13)

As can be seen from Eqn. (6.12) and (6.13), the mutual dependency of the rate of change
in dust temperature and dust floating potential requires simultaneous consideration of
both states.

The electron flux towards the dust surface Γe follows from the orbital-motion-limited
theory [35]:

Γe =
1

4
ne

(
kBTe

2πme

)1/2

exp

(
eVd

kBTe

)
. (6.14)

The ion flux towards the dust surface Γi follows from the same theory, in which
ion-neutral collisions are neglected [35]:

Γi =
1

4
ni

(
kBTi

2πmi

)1/2(
1− eVd

kBTi

)
, (6.15)

Ions are accelerated to a mean kinetic energy of eVd across the sheath surrounding
the dust grain, whereas the electrons carry 2kBTe of energy as they have overcome
the Coulomb barrier.

The thermionic electron emission is both a relevant heat transfer process as well
as an electron current leaving the grain surface. It can be described by a modified
version of the Richardson-Dushman equation [57]:

Γt =
A0T

2
d

e
exp

(
−φ+ ∆φ

kBTd

)
. (6.16)

Here, the Γt denotes the thermionic electron flux, and ∆φ the electrostatic potential
barrier for further electron release:

∆φ = eVd =
eqd

4πε0ad
. (6.17)
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Here, qd denotes the surface charge of the dust grain.
The heat flux carried away by thermionic electron emission comprises the product

of the thermionic electron flux and the energy barrier overcome by the emitted electron.
It should be noted that the energy barrier ∆φ is time-varying via the dust floating
potential Vd, which in turn depends on the dust temperature via the thermionic
electron current.

The neutral gas colliding with the dust grain surface carries away heat by conduction
[86, 87], for which we turn to Knudsen’s expression in the free molecular regime [88]:

Qc =
αpg

16

γ + 1

γ − 1

(
8kBTg

πmg

)1/2(
Td

Tg
− 1

)
. (6.18)

It should be noted that only the argon flow is maintained during the experiment, and
therefore, argon is considered as the neutral gas species responsible for conduction.

Radiative heat loss Qr from nanoparticles, for which the Rayleigh criterion is
satisfied, occurs as a volumetric process described as:

Qr =
2πadζdσSBkB

hc
4T 5

d . (6.19)

In the subsequent section, the solution to this model is obtained using a MATLAB
code to solve the differential equations.

6.6.7 Model solution for Si- and C-like nanoparticles
The solutions of the model described in Section 6.6.6 are depicted in this section
by showing the heat fluxes, the currents, and the resulting floating potential and
temperature of the dust grain as a function of time. The heat fluxes are shown in
terms of power (W) in the subplot at the top of each figure in the following order:
laser power (Pl), electron flux (Pe), ion flux (Pi), recombination flux (Prec), thermionic
emission (Pt), conduction (Pc), and radiation (Prad). The currents are depicted in
the subplot in the middle of each figure: electron current (Ie), ion current (Ii), and
thermionic emission current (It). The bottom subplot depicts the floating potential
and the dust temperature, using the left- and right-hand side axis, respectively. In the
discussion in this section, the floating potential is used as a measure in comparing the
model with the released electron density observed from the experiments. This is based
on the fact that the released electron density results directly from an equal decrease
of the (total) dust charge, or the increase of the floating potential.

The solution of the model for C-like grains is depicted in Fig. 6.11, which shows that
thermionic emission is irrelevant due to an insignificant rise of the dust temperature
in combination with a relatively high work function. This is different for Si-like
grains as shown in Fig. 6.12, which exhibit a higher dust temperature, although the
thermionic emission heat flux and current remain well below the other fluxes and
currents. Consequently, the floating potential is not disturbed by thermionic emission
for both C- and Si-like dust grains.

Since the dust temperature is significantly higher for Si-like properties, the work
function is varied using the Si-like properties to study scenarios for which the thermionic

126



6.6. Appendix

emission heat flux and current become relevant. Assuming φ = 4.5 eV and all other
parameters equal to those denoted for Si-like grains, a solution of the model for Si-like
grains is obtained as shown in Fig. 6.13. This results in a significant increase of the
heat flux and current due to thermionic emission. The heat flux exceeds the heat flux
due to the ions, but remains insignificant with respect to the dominant radiation heat
flux. The thermionic emission current, however, temporarily becomes significant with
respect to the electron and ion current, which causes a disturbance to the floating
potential. Nevertheless, the floating potential takes about 10µs to reach its peak value,
and thereafter the equilibrium floating potential is restored only after several tens of
µs.

As an extreme case, the work function is even further reduced to 4 eV to study
the effect of a larger contribution of the thermionic emission. In Fig. 6.14, the model
solution is depicted for this case, again the properties for Si-like grains are used.
Interestingly, the thermionic emission heat flux is now of the same order of magnitude
as the heat flux by conduction, exceeding the plasma-induced fluxes (due to electrons,
ion, and recombination). The thermionic emission current is in this case more than one
order of magnitude larger than the electron and ion current. The latter observation
in the currents results in an interesting phenomenon, because temporarily, between
3− 30µs, the electron current is balanced by the thermionic emission current, while
the ion current has completely vanished. Nevertheless, it can be seen from the bottom
figure in Fig. 6.14 that the rise time of the floating potential is about 1µs and the
decay time to restore equilibrium is about 100µs. The latter delay in the decay time
is due to the slow thermal timescale, which results in a significant contribution of the
thermionic emission current as long as the dust grains remain sufficiently hot.

In conclusion, the observations based on the model solutions are summarized
in view of the experimental observations. First, the rise time in case of significant
thermionic emission current is about 1µs, whereas the rise time in free electron density
observed in the experiments is about an order of magnitude smaller at 70 ns. Second,
if the work function is sufficiently small, it is observed that the thermionic current can
be significantly higher than the electron and ion current. However, the fact that the
thermionic current is significant also implies that the dust temperature is high, which
holds for a long time period due to the thermal timescale. This in turn implies that
the timescale to restore the floating potential is much larger than the few µs timescale
observed from the experiments. Hence, compared to the timescales observed in the
experiment, both the rising and falling timescale of the floating potential (and thereby
the change in the free electron density) are much slower than the observed timescales,
which means that thermionic emission cannot be responsible for the observations.
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Figure 6.11: Model solution for C-like dust grains as a function of time t. The top
subplot depicts the heat fluxes, the middle subplot shows the currents, and the bottom
subplot visualizes the dust floating potential and temperature.
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Figure 6.12: Model solution for Si-like dust grains as a function of time t using
φ = 5 eV. The top subplot depicts the heat fluxes, the middle subplot shows the currents,
and the bottom subplot visualizes the dust floating potential and temperature.
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Figure 6.13: Model solution for Si-like dust grains as a function of time t using
φ = 4.5 eV. The top subplot depicts the heat fluxes, the middle subplot shows the
currents, and the bottom subplot visualizes the dust floating potential and temperature.
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Figure 6.14: Model solution for Si-like dust grains as a function of time t using
φ = 4 eV. The top subplot depicts the heat fluxes, the middle subplot shows the currents,
and the bottom subplot visualizes the dust floating potential and temperature.
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6.6.8 Derivation of charging timescale

The charging timescale of an initially uncharged dust grain has been derived for different
situations, e.g.in case of OML currents or secondary electron emission imposed on the
dust grain. However, the assumption that ne = ni is made in the found literature
[66, 34, 67, 2, 68], which is not appropriate for the presented experiment due to
electron depletion. Moreover, the charging timescale relation is often defined using
pre-factors that have been calculated for fixed temperature ratios. Therefore, the
charging timescale is derived from the basis of the OML theory to provide freedom
in the use of values for the temperature and density of the electrons and ions. This
section provides the mathematical derivation for the dust charging timescale due to
the OML currents in a pure argon discharge, which is based on a similar approach
used by Shukla and Mamun [2] (Section 2.5.1 in this book).

The OML currents were already stated in Section 6.4 and Chapter 2, but are
restated here for clarity:

Ie = −eπa2
dnevTe

exp

(
eVd

kBTe

)
, (6.20)

Ii = eπa2
dnivTi

(
1− eVd

kBTi

)
, (6.21)

where vTs
=
√

kBTs

2πms
with species s = e, i for electrons and ions, respectively. The rate

of change of the dust charge follows from the difference between charges carried away
and towards the dust grain’s surface, which is easily described using the following
ordinary differential equation:

dqd

dt
= Ie + Ii. (6.22)

The differential equation can be easily converted into an expression governing the
floating potential by considering the dust grain as a spherical capacitor:

qd = 4πε0aVd. (6.23)

The differential equation Eqn. (6.22), redefined in terms of the floating potential,
can be used to obtain the equilibrium potential (and therewith equilibrium charge), and
the timescale at which an initially uncharged grain attains the equilibrium potential.
Introducing the floating potential Eqn. (6.23) and OML currents, Eqn. (6.20) and
(6.21), into Eqn. (6.22) and rearranging terms results in an expression for the rate of
change of the floating potential of the dust grain:

dVd

dt
= C1

(
1− eVd

kBTi
− nevTe

nivTi

exp

(
eVd

kBTe

))
, (6.24)

with
C1 =

eanivTi

4ε0
. (6.25)
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Redefining the floating potential Vd = V̄d + Ṽd, with the equilibrium floating potential
V̄d and perturbation Ṽd, the differential equation can be linearized using

dVd

dt
≈ F (V̄d) +

dF

dt

∣∣∣
V̄d

Ṽd (6.26)

to arrive at the following linearized form of Eqn. (6.24), where dV̄d

dt = 0:

dṼd

dt
≈ C1

(
1− eV̄d

kBTi
− nevTe

nivTi

exp

(
eV̄d

kBTe

))
(6.27)

− C1

(
e

kBTi
+
nevTe

nivTi

exp

(
eV̄d

kBTe

)
e

kBTe

)
Ṽd. (6.28)

For clarity, we define the pre-factors as C2 and C3:

C2 = 1− eV̄d

kBTi
− nevTe

nivTi

exp

(
eV̄d

kBTe

)
= 0, (6.29)

which equals zero because of the equilibrium condition Ie = Ii, and

C3 = −C1

(
e

kBTi
+
nevTe

nivTi

exp

(
eV̄d

kBTe

)
e

kBTe

)
. (6.30)

The solution to the ordinary differential equation can be seen easily with the redefinition
of the pre-factors:

dṼd

dt
= C3Ṽd, (6.31)

from which it can be seen that the following expression for the perturbed part of the
floating potential provides a solution:

Ṽd(t) = exp (C3t) . (6.32)

The charging timescale follows by using the standard definition of the e-folding timescale
of an exponential function, from which its follows that τcharging = − 1

C3
:

τcharging =

(
e2anivTi

4ε0kBTe

(
Te

Ti
+
nevTe

nivTi

exp

(
eV̄d

kBTe

)))−1

. (6.33)
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Chapter 7

Characterization of afterglow
electron dynamics

Preface. Low-temperature gas discharges are driven by energetic electrons, the
ensemble of which is often characterized by the density of free electrons and their
mean energy. In this chapter, microwave cavity resonance spectroscopy (MCRS) is
demonstrated as a measurement method for the electron density and the effective
collision frequency—i.e. a measure for the mean electron energy—at atmospheric
pressure. In the spatial afterglow using helium as a discharge gas, an electron density
of 1.7 ± 0.3 × 1018 m−3 and effective collision frequency of 0.12 ± 0.01 THz were found
during times that the gas discharge was actively powered. The results demonstrate
the ability of using MCRS to characterize the free electron cloud in the plasma jet’s
afterglow. This provides a starting point for studying the effect of dust formation
on the spatial afterglow, and the development of laser-induced photodetachment at
atmospheric pressure as a means to detect negative ions in the spatial afterglow.

This chapter has been published: B. Platier, T.J.A. Staps, M. van der Schans, W.L. IJzerman,
and J. Beckers, Resonant microwaves probing the spatial afterglow of an RF plasma jet, Applied
Physics Letters 115 (25), 254103 (2019), DOI: https://doi.org/10.1063/1.5127744, and included as
Chapter 7 in the PhD thesis of the first author of this publication.
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Chapter 7. Characterization of afterglow electron dynamics

7.1 Introduction

Radio-frequency (RF) driven atmospheric pressure plasma jets are extremely important
tools for numerous industrial processes such as plasma-assisted cleaning and coating
[1], deposition [2] and sterilization [3]. Furthermore, these sources show high potential
in plasma medicine [4] with respect to wound healing [5] and cancer treatment [6]. The
combination of low gas temperatures, high concentrations of reactive species and no
need for expensive vacuum systems is a major advantage of RF jets over conventional
plasma sources [7].

The electron density ne is one of the most important plasma parameters and
accurately diagnosing the electron dynamics is key to further develop and optimize
the aforementioned applications. Up to now, several electron diagnostics have been
used in experiments. For instance, the broadening of spectral emission lines can
be used to determine ne [8]. Application of this principle, however, is restricted
to only those regions where plasma emission is of sufficient intensity. Another
strong diagnostic, Thomson scattering—based on the scattering of laser light by
free electrons—has been applied to measure the electron density in atmospheric
pressure radio-frequency and microwave driven plasmas [9, 10, 11]. Although the
temporal and spatial resolutions are high, the lower detection limit of it is around
1× 1018 m−3 [9]. In most applications of RF plasma jets, the interaction of the plasma
with the treated target takes place downstream from the position where the plasma
is generated. Especially from this so-called spatial plasma afterglow region, light
emission is too faint to retrieve information about the free electrons from optical
emission spectroscopy measurements. At the same time, electron densities in this
spatial afterglow region are expected at or below the detection limit of Thomson
scattering.

This chapter introduces the application of microwave cavity resonance spectroscopy
(MCRS) to monitor in-situ the electron dynamics temporally resolved with ∼ 1µs
time resolution in this highly interesting afterglow region. Since the development
of MCRS in the 1940s [12], it has been used to study various types of low pressure
plasmas; pristine RF driven plasmas [13, 14], etching plasmas [15], powder-forming
plasmas [16, 17, 18], and extreme ultraviolet photon-induced plasmas [19, 20]. In all
these works, the plasma-induced change in resonant behaviour of a standing wave
in a cavity—a void enclosed by conductive walls—due to a change in permittivity of
the medium inside the cavity is used to determine plasma parameters. Only recently,
Van der Schans et al [21] extended the operational range of MCRS by demonstrating
that MCRS can be used on atmospheric pressure plasmas as well to determine the
electron density and effective electron collision frequency between successive discharges
in a high-voltage pulsed plasma jet in N2 feed gas. Moreover, the resolution of the
diagnostic has been improved in recent publications [20, 21].

In this chapter, MCRS is applied to an RF-driven plasma jet, and more specifically
to the spatial afterglow of such a jet. The spatial afterglow region where electrons have
thermalized to values close to room temperature due to multiple collisions with the
background gas is investigated to demonstrate the renewed capabilities—in resolution
and operating range—of the diagnostic method. In contrast to earlier work, where
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only the decay of the plasma could be investigated [21], the formation, the steady
state and the decay phases are studied in the presented experiments. Furthermore, the
method is enhanced by compensation for thermal expansion of the cavity while the
resolution in the real part of the permittivity is increased by one order of magnitude.

7.2 Experiment

The main components of the experimental setup were the plasma source and the
microwave cavity including the control and read-out electronics. A schematic overview
of the experimental setup is shown in Fig. 7.1, while a more detailed view of the
discharge geometry can be found in Fig. 7.2. A detailed description of the complete
experimental setup can be found in Chapter 3.

The atmospheric pressure discharges were generated with an excitation frequency
of 13.56 MHz in He working gas (purity of 99.999 %) flowing at a volumetric rate of
1000 sccm into surrounding air. A function generator, an RF amplifier and a tunable
coil for impedance matching were used to generate the plasma. The function generator
was amplitude modulated by a second function generator which was gated by a
pulse/delay generator in order to generate pulsed plasma discharges with a temporal
width of 50µs at a repetition rate frep set between 125 to 8000 Hz. With these settings,
the duty cycle was varied from 40 % to 0.625 %. The RF voltage was applied to an
electrode that had a radius of 0.5 mm and a tip angle of approximately 40◦. This
needle electrode was placed concentrically inside a quartz tube of inner radius 1 mm
and outer radius 2 mm, with the end of the pin located 3.5 mm before the end of
the quartz tube. The cylindrical shell shaped grounded electrode was placed around
and in contact with the dielectric. The parasitic capacitance of the plasma source
was predefined by shielding the electrodes. For the electrical characterization of the
plasma, i.e.measurement of the driving voltage, current and power, a multiplying
probe—which was insensitive to changes in the load impedance—as described in [22]
was further developed and incorporated in the plasma source. The temporal resolution
of the power was limited by an electronic filter to 30µs. An oscilloscope was used to
monitor the outputs of the probe. This probe was used to investigate the influence
of the cavity on the plasma. No change in the load impedance was observed which
strongly suggested that the discharge was unaffected by the presence of the cavity.

As the MCRS diagnostic and method are already described in several other works
[21, 20], describing only the key features suffices here. The resonant behaviour of a
standing wave in a cavity is described by the spectral position of the resonance peak
fres and the full-width-at-half-maximum (FWHM) of the peak Γres which is indicated
by the quality factor Qres given by Qres = fres/Γres.

Assuming a uniform plasma volume and following the approach of Van der Schans
et al [21], the change in relative resonance frequency ∆f/f1 and reciprocal quality
factor ∆(1/Q) are the parameters to be measured and used to determine the effective
collision frequency νeff ,

νeff = πf1
∆(1/Q)

∆f/f1
, (7.1)

143



Chapter 7. Characterization of afterglow electron dynamics

Figure 7.1: A schematic overview of the experimental setup consisting of the plasma
source and cavity including the control and read-out electronics.
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and the electron density ne,

ne = 2
ε0me

e2

ν2
eff + 4π2f2

p

V
∆f

f1
, (7.2)

where ε0 is the vacuum permittivity, me the mass of an electron, e the elementary
charge and f1 the resonance frequency of the empty cavity. V is the ratio of
the effective (microwave-field-squared-weighted) plasma volume and the effective
(microwave-field-squared-weighted) cavity volume given by:

V =

˝
Vp
|E1|2d3r˝

Vc
|E1|2d3r

, (7.3)

where Vc and Vp are the occupied volume of the cavity and plasma, respectively.
A cylindrical copper microwave cavity with an inner radius of 33 mm, a height

of 16 mm and a resonance frequency fres of 3.5 GHz for the TM010 mode was used.
This mode had a quality factor of Qres = 4× 103 and therefore provided a temporal
resolution of ∼ 1µs. The parts of the cavity were vacuum soldered together, resulting in
a very high mechanical stability which translated in excellent reproducibility compared
to the aforementioned works. Concentric holes of 13 mm in diameter in the top and
bottom flat walls allowed the gas flow and discharge to enter and exit the cavity. Note
that at the position, i.e. the cavity axis, where the plasma afterglow entered the cavity
volume, the electric field of the mode was highest, resulting in the highest MCRS
signal per free electron. The quartz tube of the plasma source protruded the top hole
by 1 mm which had no significant influence on the resonant behaviour of the cavity as
a whole.

A microwave signal with frequency f = ω/2π and power Pin (1 mW) was generated
by a microwave generator. These microwaves travelled through a directional coupler
and were applied to a straight antenna that protruded a few mm into the cavity.
Reflected microwaves returned to the directional coupler where 10 % of the power
was directed to a logarithmic power detector. The reflected power Prefl depended on
the applied frequency as the cavity was only able to absorb power when the applied
frequency matched a resonance frequency. The temporal response of the power detector
was sampled at 10 MHz using a transient recorder which was triggered by the same
pulse/delay generator to synchronize the measurements with the discharges. Allowed
by the extremely high reproducibility of the discharge dynamics, multiple discharges
were used to create a spectral response for each time step and to reduce noise by
averaging. Computer code was used to set the applied frequency and save the data of
the transient recorder. In this experiment, 256 discharges were used to determine the
temporal response of the cavity at each frequency. Frequencies ranging from 3.509 GHz
to 3.516 GHz with intervals of 5 kHz were probed.

For each set of discharges with the same f , the temperature of the cavity Tc was
logged with sub-mK resolution by an NTC thermistor in combination with in-house
developed read-out electronics. This high resolution was needed to compensate for the
apparent frequency shift due to thermal expansion of the cavity caused by fluctuations
in the lab temperature of ∼ 1 K.
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In contrast to most MCRS measurements on low pressure plasmas, in the experiment
presented here the plasma only filled a fraction of the cavity and therefore V � unity.
In order to determine the effective plasma volume ratio, the resonant field profile and
the plasma volume were required. The electric field profile of the TM010 mode for the
empty cavity |E1| was calculated with the frequency domain electromagnetic wave
toolbox in COMSOL [23] and is presented in Fig. 7.2. Vp was determined by imaging
the light-emitting volume with a camera with a macro zoom lens. From the simulated
electric field profile and the camera images, it was estimated that V ≈ 1.7× 10−6.
The level of accuracy of this estimation is the order of its magnitude, which in its turn
limits the accuracy of the electron densities presented below.

The camera images show that the light-emitting volume of the plasma extends
to 2 mm outside the quartz tube. At atmospheric pressure, the energy relaxation
length [24] is < 50µm for electrons with ≤ 10 eV kinetic energy to cool down to
room temperature. As the probed region here is relatively far away from the RF
electrode and partially outside the glass tube, the electrons are expected to be near
room temperature and gas mixing, i.e.mixing with surrounding air, is likely to occur.

Figure 7.2: A schematic of the plasma source geometry and the resonance cavity with
the electric field magnitude of the TM010 mode.
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7.3 Results and discussion

For the repetition rates 125, 500, 2000 and 8000 Hz, ∆f/f1 and ∆(1/Q), and derived
values for ne and νeff, are shown as a function of time in Fig. 7.3a-d. In this time frame,
the plasma was ignited at t = 50µs and the RF power was provided for a duration of
50µs. Four consecutive plasma dynamical phases can be identified which are indicated
in the figures by Roman numerals and will be described individually hereafter.

Phase I is used to determine f1 and Q1 for the ’empty’ cavity. Fig. 7.3a-b show
clearly that the response for frep = 8000 Hz was still converging during these 10µs
before ignition of the next plasma event. This leads to an error in the results for this
repetition rate. From the response of the other repetition rates, it can be seen that
the noise level in the resonance frequency is decreased by one order of magnitude with
respect to Van der Schans et al [21] to a standard deviation 1-σ < 25 Hz. In phase II,
the plasma is formed and an increase in electron density and the effective collision
frequency is observed over roughly 20µs.

In phase III, the plasma power measured by the multiplying probe converges at
20.0± 0.2 W. Nevertheless, it can be assumed that this is the power during the whole
phase as steady state is reached. The standard deviations of the plasma parameters
within one frep are smaller than 3 %. For all frep combined, the found ne and νeff
are 1.7± 0.3× 1018 m−3 and 0.12± 0.01 THz, respectively. Following the approach of
[25], near the electrode ne is estimated as 5× 1018 m−3 and the typical length over
which electrons can diffuse ∼ 1 mm. As this length is comparable with the size of the
plasma, the estimation of ne is also valid for the probed region for which very similar
densities were found experimentally. νeff, unlike ne, is unaffected by the systematic
error arising from the effective volume. The value of νeff is close to the 0.15 THz
which was calculated from the effective electron-neutral collision cross sections [26]
for atmospheric pressure He and electrons at room temperature. The small difference
in the experimental and theoretical value can be attributed to in-mixing, as similar
calculations provided νeff for N2 and O2 of 0.08 and 0.03 THz, respectively. This
approach might be an elegant way to measure the composition of the background gas
in future experiments.

In phase IV, after turning off the RF power, ne and νeff decrease as can be seen
in Fig. 7.3e. Approximately 200 ns later, a brief increase in the electron density is
observed. As described earlier in literature [27], this effect can most likely be attributed
to Penning ionization. ∆ne, i.e. the difference between the ne at the end of the previous
phase (t = 100 µs) and the maximum in phase IV, is indicated in Fig. 7.3f for several
values of frep. The error in ∆ne is dominated by a term which relates to the fact that
the cavity was not fast enough to follow the changes in the plasma at this moment in
the evolution. A trend in the number of additionally created electrons is observed:
∆ne increases while decreasing the time between the RF pulses. This can be attributed
to, e.g., the less decay of remnant species of previous discharges or a change in reaction
rates due to gas heating.

After this brief increase in ne, the decay of the electron density and of the effective
collision frequency continues. At t = 175µs, the start of the successive discharge for a
repetition rate of 8000 Hz can be seen in Fig. 7.3a-d.
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Figure 7.3: Temporal evolution of (a) the relative frequency shift, (b) the change of
the reciprocal quality factor, (c) the electron density, (d) the effective electron collision
frequency—for different plasma repetition frequencies—and (e) the electron density
around the moment of turning off the RF power. The difference in electron density
between t = 100 µs and in the peak (t ≈ 101.4 µs) as a function of the repetition frequency
is shown in (f). The Roman numerals indicate the four phases in the experiment.
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The obtained temporal evolution from t ≈ 120µs onwards would have been below
the noise level without the advancements in the integrated design of the plasma jet
and microwave cavity (see Chapter 3 for a detailed description of the design). The
improved mechanical stability and higher Qres of the cavity, and the increased number
of responses used in the analysis resulted in an 1-σ in the real part of the relative
permittivity of 1× 10−8. The lowest value of the electron density which can be detected
depends on νeff and V . If the collisions can be neglected and the plasma fills the whole
cavity, the lower detection limit is ∼ 2× 109 m−3. For νeff = 1 THz and fres = 3.5 GHz,
this limit is ∼ 4× 1012 m−3 when the whole cavity is filled and ∼ 2× 1018 m−3 for
V = 1.7× 10−6. During phase III the resolution in ne is ∼ 3× 1016 m−3, which is 2 %
of the measured value. When the changes in resonant behaviour are very small with
respect to the empty cavity, the properties of the electrons can no longer be assumed
to be the only contributors to changes in permittivity. This opens up a playground
for exploring other (plasma-induced) phenomena affecting the permittivity.

7.4 Conclusion

Microwave cavity resonance spectroscopy is capable of resolving the electron dynamics
during all phases of the evolution of the spatial afterglow of a pulsed radio-frequency
driven atmospheric pressure plasma jet. Furthermore, no changes in the electrical
characteristics of the plasma due to the presence of the cavity were observed which
strongly suggested that the cavity did not affect the discharge. This result provides a
starting point for the experiments presented in Chapter 8 and 9. In these experiments,
the effect of dust formation and negative ions is studied in the spatial afterglow in a
controlled atmosphere using the same experimental setup.
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Chapter 8

Effect of dust formation on the
spatial afterglow of an atmospheric

pressure plasma jet

Preface. The formation of dust grains by an atmospheric pressure gas discharge is
studied in this chapter using microwave cavity resonance spectroscopy (MCRS). Pulsed
discharges are produced in a dust-forming helium-hexamethyldisiloxane (HMDSO)
gas mixture, and compared to pristine helium discharges. The temporal dynamics of
the electron density and effective collision frequency lead to the observation of several
differences caused by the addition of HMDSO. The main results are that the formation
of dust grains does not seem to affect the electron density drastically, in contrast to
what has been observed in low pressure dust-forming discharges, and that the decay
time of the electron density is of the order of the neutralization time of the dust grain
charge.

8.1 Introduction

Atmospheric pressure plasmas have emerged in the field of plasma-based material
processing due to their advantages over conventional methods [1, 2, 3]. The widespread
use of nanoparticles and -crystals has driven the development of plasma-based synthesis
of such nanoparticles [4, 5, 6, 7, 8, 9, 10], which provides more degrees-of-freedom
and precise control over, for example, the material, the crystallinity, and the size
(distribution) [9]. On the other hand, the deposition of thin films using atmospheric
pressure plasma sources for various purposes [11, 12, 13, 14] provides an interesting
alternative to the well-established industrial processes using low-temperature plasmas
under vacuum conditions, where nanoparticles are intended as inclusions in the film
but can be also undesired due to electrode contamination [15]. In plasma-based
material processing, the growth process of dust grains—which concerns the conversion
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of molecular species into grains in the nano- to micrometer size range—represents a
fundamental mechanism for the performance of plasma sources during the synthesis of
nanoparticles and the deposition of thin films.

The impact of the formation and charging of dust grains on low pressure plasma
parameters has promoted the application of a wide variety of diagnostics instruments
[16]. As such, the techniques used for determining the electron density [17, 18], negative
ion concentration [19, 20, 21], dust charge [22, 23, 24], and dust size [25, 26] facilitated
the detailed study of the dust formation process under low pressure conditions for
several decades [27, 28, 29]. These efforts have resulted in the well-established
theoretical three-step growth model for dust grains describing the nucleation, the
coagulation, and the accretion phase [30, 31].

Due to the flow-through character of atmospheric pressure plasma reactors, the
spatial afterglow of atmospheric pressure dust-forming plasmas forms a crucial
extension of the bulk growth region with important consequences for the dust grain
formation and deposition [32, 33]. While dust grains are negatively charged in the
bulk, the rapid loss of electrons may lead to the decharging, neutralization, and charge
reversal (to positive charge) of nanoparticles passing an ion-rich spatial afterglow
[34, 35, 36, 37, 38]. The neutralization and positive charging of dust grains in the
afterglow has been observed also under low pressure conditions [39]. An important
consequence is that aggregation of the formed nanoparticles can be promoted due to
decharging and charge reversal [37, 40, 41]. Therefore, the dust charge governed by
the electron and ion fluxes towards the dust grains is crucial to the overall formation
and deposition processes, especially in the afterglow region.

The decay of the electron and ion densities constitutes the major processes dictating
the charge distribution in the bulk plasma, and the spatial afterglow. These decay
processes can be affected, for example, by the application of a bias voltage which
enhances the ion losses to the walls and limits neutralization of the dust charge [42, 43].
Regardless of biasing, the plasma chemical and physical processes in the afterglow
are important for the prediction of the charge distribution and growth process using
numerical models [34, 36]. The electron density in such numerical models is often
derived from the quasi-neutrality requirement or experimental methods such as Stark
broadening or electrical characterization [44, 36, 45, 34]. However, the quasi-neutrality
condition and such experimental methods are not applicable in the spatial afterglow
where the electron density decays rapidly, and quasi-neutrality is lost.

In this chapter, we demonstrate the feasibility of time-resolved measurements of
the electron density and effective collision frequency in the spatial afterglow region of a
dust-forming atmospheric pressure plasma reactor. The atmospheric pressure plasma
reactor used was a radio-frequency (RF) driven gas discharge which was fed with a
mixture of helium and hexamethyldisiloxane (HMDSO) to promote the formation of
dust grains. The spatial afterglow of the RF discharge was probed using microwave
cavity resonance spectroscopy (MCRS), where the dust-forming discharge was created
in a mixture of helium and hexamethyldisiloxane (HMDSO) and a pristine discharge
was generated in helium only for comparison. Using repetitive pulsed discharges for an
RF pulse duration T between 0.050 ms and 2.000 ms, the electron density and effective
collision frequency was measured with 4 ns time resolution during the formation, the
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steady state, and the decay of the spatial plasma afterglow. The formation of dust
grains was verified using laser light scattering. This provided evidence for the formation
of dust grains, and an approximate set of conditions for which dust formation occurred,
of which the results can be found in Section 8.6.

This chapter is organized as follows. Section 8.2 explains the experimental setup
in detail as it was used for imaging the dust cloud in the spatial afterglow, as well
as for the microwave system used for MCRS measurements of the electron dynamics.
Section 8.3 treats the MCRS experiments performed on the dust-forming discharge
afterglow produced by short RF pulses in detail. After the results, a timescale analysis
is presented in Section 8.4 by studying the loss of electrons compared to that of the
ions, and neutralization of dust grains. Afterwards, the findings are discussed in
view of the numerical models and predictions concerning the electron density in the
literature. Section 8.5 concludes this chapter with a brief summary of the key findings
and an outlook for further research. Section 8.6 presents an appendix with specific
experimental details and calculations.

8.2 Experiment

An atmospheric pressure plasma reactor was used for the growth of dust grains in
the nanometer-size range (typically ∼ 1 − 100 nm), of which the main components
are shown in Fig. 8.1. The plasma reactor was based on a cylindrically symmetric
capacitively-coupled discharge geometry with a dielectric barrier between the powered
and grounded electrodes, which was used in Chapter 7 and by Platier et al [46, 47].
The experimental setup is described in detail in Chapter 3. The plasma species created
by the discharge entered periodically into the microwave cavity, which allowed to
determine the temporal evolution of the spatial plasma afterglow using microwave
cavity resonance spectroscopy (MCRS). The whole plasma jet geometry and microwave
cavity were integrated in a vacuum vessel in order to control the type and impurity
level of the background gas reacting with the discharge in the spatial afterglow.

The presence of dust grains was observed by capturing laser light (continuous
Nd:YAG laser, wavelength λ = 532 nm) scattered by the dust grains under an angle
of 90 ◦ using a high-speed camera (Photron Mini UX100, 125 fps). In this case, the
microwave cavity was removed and a substrate was present for the collection of dust
grains, and subsequent ex-situ analysis. The results of this verification study can be
found in Section 8.6.

Two types of experiments were performed to study the effect of dust formation
on the plasma characteristics. First, the discharge was fed with a mixture of helium
at a flow rate of 1000 sccm and hexamethyldisiloxane (HMDSO) at a flow rate of
100 sccm to promote the formation of nanosized dust grains. Second, the discharge
was fed with pristine helium at a flow rate of 1000 sccm. In both cases, the discharge
gas was fed to the electrode gap via the gas mixing inlet at the top, as can be
seen from Fig. 8.1. The impurity level was controlled by the pre-experiment vacuum
pressure (pvessel ∼ 0.1 mbar) after which the vessel was filled with pristine helium up
to atmospheric pressure (pvessel ≈ 1020 mbar). The combined (continuous) flow of
helium in the background, the plasma species and discharge gas left the vessel through
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Figure 8.1: Experimental setup for the measurement of the electron density and
effective collision frequency in the spatial afterglow of a dust-forming atmospheric
pressure discharge by microwave cavity resonance spectroscopy (MCRS). The integrated
design of the plasma reactor and microwave cavity are depicted in the form of a cross
sectional view. The plasma reactor, from top to bottom, comprises a gas inlet on top
for the injection of the helium-hexamethyldisiloxane mixture into the discharge gap.
The discharge gap constitutes a tungsten electrode, surrounded by a dielectric barrier,
and a grounded electrode, which formed the capacitively-coupled discharge geometry.
The microwave cavity was mounted below the plasma reactor exit. The microwave
system was used to perform MCRS, including a microwave generator, directional coupler,
logarithmic detector, and transient recorder. The cavity response was acquired and
stored digitally using a computer (PC). Pulsed discharges were created using the RF
power supply system, of which the RF signal generator was triggered simultaneously
with the transient recorder and oscilloscope in order to synchronize the measurements
with the plasma pulses.
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the main exhaust of the laboratory.
Pulsed discharges were created in the annular gap between the RF and grounded

electrode. The RF powered electrode had the form of a solid tungsten cylinder with
an outer diameter of 1 mm and with a sharp tip at the bottom end that lowered the
ignition voltage. The grounded electrode was formed by a hollow copper cylinder
with an inner diameter of 4 mm that was covered, on the inside, by a quartz tube
with an inner diameter of 2 mm serving as dielectric barrier. A radio-frequency (RF)
voltage was generated using an RF signal generator, with fixed frequency 13.56 MHz,
and amplified by an RF amplifier, as indicated in Fig. 8.1. The capacitance of the
discharge gap in combination with the inductance of the matching coil resulted in
an amplification to Vrms ≈ 700 V and an absorbed RF power of PRF ≈ 26 W for the
helium-HMDSO experiments and PRF ≈ 22 W for the pristine helium experiments.
The RF voltage, RF current and absorbed RF power were monitored using the power
probe described by Beijer et al [48]. A pulse delay generator (PDG) was used to
modulate the RF signal generator at a frequency of 30 Hz for varying pulse duration
between 50−2000µs. This allowed the formation of a pulsed dielectric barrier discharge
along the gap with a length of about 70 mm, of which part of the plasma species
entrained into the spatial afterglow region when leaving the discharge gap.

Microwave cavity resonance spectroscopy (MCRS) was used as the diagnostic for
determining the electron density and effective collision frequency in a time-resolved
fashion. The time-resolved measurement scheme of the microwave technique has been
applied previously, in numerous studies conducted by researchers in the Eindhoven
group, to pristine discharges at atmospheric pressure [46, 49, 50], (dust-forming)
discharges at low pressure [19, 18, 51, 20, 52, 53], extreme ultraviolet induced discharges
[54, 49, 55], and ultra-cold plasmas [56, 57].

A microwave cavity was mounted downstream of the discharge gap in a concentric
fashion so that the radial center of the cavity coincided with the radial center of
the cylindrically symmetric discharge gap. The microwave cavity had an interior
diameter 66 mm and an interior height 16 mm, and two holes with diameter 13 mm
also coinciding radially with the center of cavity and discharge gap. Microwaves were
injected by the microwave generator (see Fig. 8.1) continuously, at a frequency f and
with a power Pgen = 4 mW, through the directional coupler and via the antenna into
the cavity. The resonance frequency of the cavity corresponded to one of the resonant
eigenmodes (i.e.TM010 in this chapter), of which the electric field was calculated
using COMSOL Multiphysics® as shown in Section 8.6. The quality factor Qres

was the second parameter characterizing the resonant mode, which related to the
full-width-at-half-maximum (FWHM or Γres) of the resonance peak. When f was
close to fres, the microwaves were efficiently absorbed by the cavity, and the amount of
reflection back into the transmission line was minimal. Overall, the resonant behavior
of the microwave cavity was determined by measuring the reflected power Pref as a
function of f in a close range below and above the resonance frequency. As can be
seen from Fig. 8.2, this resulted in a typical Lorentzian-type of absorption curve with
a minimum at fres and a FWHM providing Qres.

By application of RF power pulses to the discharge gap, a plasma was produced
inside the discharge gap of which part of the plasma species entered the cavity volume.
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Figure 8.2: Lorentzian curve fit applied to the spectral response of the microwave
cavity. The measured data (red circles) is represented by the reflected power Pref as a
function of the microwave frequency f . The Lorentzian curve fit is depicted by the solid
blue line, from which the resonance frequency f1 and quality factor Q1 are derived. The
presented data set was obtained at t = −10µs without gas discharge.

The ions did not respond to the microwaves, and vice versa, due to their inertia, but
the electrons readily interacted with the electromagnetic fields oscillating at microwave
frequency. Hence, the presence of free electrons resulted in (relative) changes in the
complex permittivity ε̃/ε0 of the medium (relative to vacuum), which is expressed for
a gas discharge with electron plasma frequency ωpe and effective (electron-neutral)
collision frequency νeff , as follows:

∆ε̃

ε0
= −

ω2
pe

ν2
eff + ω2

+ i
νeff

ω

ω2
pe

ν2
eff + ω2

. (8.1)

In this equation, ω = 2πf denotes the angular microwave frequency, ε0 represents the
vacuum permittivity, and i describes the imaginary unit. As a consequence of the
interaction of free electrons and microwaves, the resonance frequency and quality factor
were also subjected to changes, which are formally denoted by the Slater equation
[58, 59]:

∆f

f1
+ i∆

(
1

Q

)
= −
˝

Vc
∆ε̃(r)|E(r)|2dr

2ε0

˝
Vc
|E(r)|2dr

. (8.2)

In this equation, ∆f = fp−f1 and ∆(1/Q) denote the shift in resonance frequency and
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reciprocal quality factor due to ∆ε̃, E represents the (spatially-dependent) microwave
electric field, r describes the spatial coordinate vector, and Vc presents the cavity
volume. Without a gas discharge or other form of perturbation, the resonance frequency
and quality factor are described by the variables f1 and Q1. These have been measured
with the gas flows present, but without free electrons. During the application of the
RF power, the resonance frequency and quality factor depend on the number density
of electrons and their effective collision frequency. This resulted in a time-dependent
fp and Qp, while the electrons were created during application of the RF power and
vanished when the power was no longer applied. As a consequence, the electron density
ne and effective collision frequency νeff could be determined time-resolved through ∆f
and ∆(1/Q):

ne,max =
2ε0me

e2

ν2
eff + 4π2f2

p

V
∆f

f1
, (8.3)

and
νeff = πf2

1

∆(1/Q)

∆f
. (8.4)

In Eqn. (8.3), me denotes the electron mass at rest, e the elementary charge, and V
the so-called microwave-electric-field-weighted volume ratio of the perturbed volume
Vp with respect to the cavity volume Vc. Please note that Eqn. (8.3) defines the
free electron density in terms of the maximum value due to the definition of the
electric-field-weighted volume ratio. This is because the electron density profile is
accounted for in this chapter using camera images.

As can be seen from Eqn. (8.3) and (8.4), the effective collision frequency
is independent of the perturbed volume, while the electron density is inversely
proportional to the volume ratio (and the uncertainty in that parameter). To account
for this volume correction, the plasma volume was estimated from camera images
of the light emitting volume in the afterglow for each experiment. The volume was
then converted into a two-dimensional electron density profile by Abel inversion, and
plugged into the following equation defining the volume ratio V:

V =

˝
Vp
ne(r)/ne,max|E(r)|2dr˝

Vc
|E(r)|2dr

. (8.5)

Details of the procedure used to convert the camera images into a spatial electron
density profile, and subsequent evaluation of V, are explained in Section 8.6.2 as well
as the calculated values of V for each MCRS experiments for both discharge gases.

The cavity response was determined in a time-resolved fashion in order to determine
the changes in ne and νeff before, during and after application of the RF power pulse.
For this purpose, the reflected power Pref was directed via the directional coupler
that allowed 10 % of the reflected power Pdir = 0.1Pref to be transmitted to the
logarithmic detector (see Fig. 8.1). A transient recorder acquired the directed power
Pdir as a function of time by sampling the voltage output of the detector at a sample
rate of 100 MHz for a duration of 4 ms. The cavity response, at a fixed frequency f ,
was sampled for a number of pulses Nav = 32, which were averaged afterwards to
increase the accuracy of the measurement. The average cavity response was determined
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subsequently for a set of microwave frequencies f = 3.498 − 3.512 GHz with a step
size of 50 kHz, which was centered around the resonance frequency f1 = 3.505 GHz.
After the average response was determined for each microwave frequency, the spectral
response in terms of Pref as a function of f could be reconstructed for each time
instant, and fp and Qp were determined using a Lorentzian fit to the data.

The cavity response was acquired simultaneously with the RF power pulse and
the oscilloscope monitoring the RF signals (i.e. voltage, current, and absorbed power).
This ensured that the measurement time of the microwave system at t = 0µs coincided
with the moment of applying the RF power. During the experiment, the pulse delay
generator (PDG) provided a trigger signal (indicated by dashed lines in Fig. 8.1) to
the transient recorder, the RF signal generator, and the digital oscilloscope.

8.3 Results

The electron density and effective collision frequency are depicted in Fig. 8.3 and
Fig. 8.4, respectively. In each respective figure, the panel (a) contains the measurements
for the helium-hexamethyldisiloxane (HMDSO) mixture, and panel (b) depicts the
measurements conducted with pristine helium. The data sets obtained for the RF
pulse widths T = 100, 500, 1000, and 2000µs are shown only for clarity of the
figures. However, experiments were also performed for T = 50, 250, and 1250µs. The
characteristics of the unperturbed resonant mode were determined just before the
RF pulse. At this moment in time, the discharge had fully decayed thanks to the
sufficiently long inter-pulse time of 30 ms. This allowed to determine the resonance
frequency and quality factor f1 and Q1 of the cavity containing the gas mixture only.

At t = 0µs, the RF pulse is applied which ignites the discharge in the inter-electrode
gap. At first, the shift in resonance frequency goes to values below zero, where a
minimum value is obtained around t ≈ 10µs for each RF pulse duration. By contrast,
∆(1/Q) increases directly to positive values. Around t ≈ 26−43µs, the resulting effect
is that the effective collision frequency tends to infinity when ∆f becomes small upon
the transition from negative to positive values. Because the electron density equation
contains the effective collision frequency squared (see Eqn. (8.3)), this value shows
the same behavior and peaks during the first ∼ 50µs. This behavior is attributed to
instability of the ignition of the discharges, which differs between subsequent pulses
causing jitter in the MCRS measurements for the first 50µs. An investigation of the
ignition mechanism is required to gain further understanding of this effect.

Near the end of the pulse period, it can be seen that the steady state values are
relatively similar for the longer pulse durations, for each respective discharge gas.
The effective collision frequency in the afterglow is approximately the same between
the pure helium and helium/HMDSO discharges, as can be seen from Fig. 8.4. This
indicates that the mean electron energy does not change significantly in the spatial
afterglow.
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Figure 8.3: Measurements of the free electron density in the afterglow region for (a)
the helium/HMDSO mixture and (b) pristine helium discharges, for different RF pulse
duration. At t = 0µs, the discharge is ignited which lasts for the pulse duration indicated
by the corresponding legend item. After terminating the RF power, the decay of the
free electron density follows on a timescale τdecay due to various electron loss processes
such as recombination, negative ion formation, or dust charging.
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(a) Helium-HMDSO mixture.
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Figure 8.4: Measurements of the effective collision frequency in the afterglow region
for (a) the helium/HMDSO mixture and (b) pristine helium discharges, for different RF
pulse duration. At t = 0µs, the discharge is ignited which lasts for the pulse duration
indicated by the corresponding legend item. After termination of the RF power, the
effective collision frequency drops rapidly to a lower value due to electron energy losses
by, e.g., electron-neutral collisions.
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For helium/HMDSO discharges, the steady state values are in the range of ne =
1.45± 0.02× 1018 m−3 for T = 1000µs to ne = 1.73± 0.02× 1018 m−3 for T =
2000µs. For pristine helium discharges, the steady state values for the electron density
are ne = 3.96± 0.07× 1017 m−3 for T = 1000µs to ne = 3.81± 0.04× 1017 m−3 for
T = 2000µs. It should be noted that these electron density values constitute the
microwave-electric-field-weighted and volume averaged values obtained by the use of
Eqn. (8.3) and (8.4), where the volume ratios V have been obtained by evaluation of
Eqn. (8.5) as described in Section 8.6.2. Clearly, the electron density is about 3− 4
times higher by addition of HMDSO to the discharge gas, while the effective collision
frequency remains practically unchanged.

The moment of terminating the RF power can be identified in Fig. 8.3 and 8.4 at
times corresponding to the discharge pulse widths in the range T = 100−2000µs. The
effective collision frequency shows a sudden drop to a lower value within about 10µs
for the He/HMDSO mixture, which is the same as the decay time for the absorbed
power. Concerning the pristine helium measurements, the decay of νeff is completed
within about 100µs, which is significantly longer than with HMDSO added to the
discharge gas. It is interesting to note that νeff determined during and after the RF
power pulse are of the same order of magnitude, in the range of 100− 200 GHz, with
a minor drop of about 30 − 40 %. By contrast, the effective collision frequency for
pristine helium is about 1 THz for a mean electron energy equal to ε̄ = 1 eV, which is
representative for conditions in the plasma bulk. This implies that the mean energy of
the free electrons during the active discharge is already close to room temperature in
the spatial afterglow.

The decay of the free electron density is significantly different from the decay of the
effective collision frequency which occurs much more rapidly. First, the free electron
density—in case of a pristine He discharge—reaches a temporary maximum within
about 2µs after terminating the RF power. This rapid increase of the free electron
density was previously observed in MCRS measurements in the spatial afterglow
of pristine helium discharge interacting with ambient air (see Platier et al [46] and
Chapter 7). A hypothetical explanation provided previously was based on Penning
ionization, e.g., due to helium metastable species colliding with nitrogen molecules.
Second, after the peak is reached, the free electron density decays on a timescale of
the order of ∼ 100µs. This decay timescale of the free electron density is useful for
comparison with the timescale of, e.g., ion losses, dust charge neutralization, and
numerical findings on the decay time of the electron density.

8.4 Discussion

This section discusses first the non-observability of electron depletion during the MCRS
experiments and provides a theoretical prediction of the depleted electron density due
to dust charging, in Section 8.4.1. Second, the decay time of the electron density is
compared in Section 8.4.2 to the timescales of ion loss, dust charge neutralization, and
the decay time of the electron density found from literature.

162



8.4. Discussion

8.4.1 Electron depletion
Electron depletion, unlike under low pressure conditions, does not seem to occur under
the experimental conditions used here. The impact of dust formation on the spatial
plasma afterglow conditions is estimated using the dust charging theory. Considering
an estimated dust density and average dust charge, the expected depletion of electrons
can be estimated to see whether it is reasonable that electron depletion is not observable
under the experimental conditions used.

Due to the varying ratio of the ion mean free path and the dust radius, the
collisionless ion current provided by the orbital-motion-limited (OML) theory is not
applicable under all conditions. Therefore, the analytical model described by Gatti
and Kortshagen [60] for varying (ion) collisionality is deployed for the calculation
of the dust floating potential for dust radii a = 1 − 1000 nm under the conditions
used in the experiment. Please consult Chapter 2 for a detailed discussion of the ion
current contributions in the various regimes, of which the framework is restated here
for completeness of this chapter. The estimated dust charge is used to predict the
potential effect of dust charging on the free electron density.

The theory for dust charging by Gatti and Kortshagen [60] is based on the
combination of three contributions to the total ion current: the orbital-motion-limited
(OML) current IOML

i , the collision-enhanced (CE) current ICE
i , and the hydrodynamic

(HYD) current IHYD
i . The capture radius Knudsen number KnR0

= li/(2αR0), where
α = 1.22, dictates the dominant regime for the ion current, where the capture radius
R0 is defined as:

R0 =
e|Vd|ad

(
1 + ad

λDL

)
Ei + e|Vd| adλDL

. (8.6)

Here, Vd represents the floating potential of the dust grain, Ei denotes the ion kinetic
energy, and λDL the linearized Debye length (see Eqn. (2.2) in Chapter 2).

The probability for each ion current regime is established by the Knudsen number,
which results in a weighted contribution of each current to the total ion current
depending, in principle, on the dust radius ad and the mean free path of the ions
li = (ngσin)−1 ≈ 58 nm (with σin = 15× 10−20 m2 for helium ions in helium both at
room temperature [61]). This results in the following definition of the total ion current,
as described in detail in Section 2.5:

Ii = P0I
OML
i + P1I

CE
i + P2I

HYD
i . (8.7)

Under low pressure conditions, the dust radius is usually much smaller than the
Debye length λDL, which in turn is much smaller than the mean free path of the
electrons and ions λi,e. Under such conditions, the OML theory describes the electron
and ion current, respectively, as follows:

Ie = eπa2
dnev̄e exp

(
eVd

kBTe

)
, (8.8)

IOML
i = eπa2

dniv̄i

(
1− eVd

kBTi

)
. (8.9)
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Here, kB represents the Boltzmann constant, v̄s =
√

8kBTs/πms denotes the thermal
velocity, ms represents the species mass, and Ts describes the species temperature, for
species s = i, e for the ions and electrons, respectively.

When the dust grains grow larger in size, the increasing ratio of the dust radius and
the ion mean free path results in the transition to the collisional regimes for the ion
current. The collision-enhanced current is applicable when ions collide approximately
once in the sheath around the dust grain. This leads to an increased ion current with
respect to the OML current:

ICE
i = eπ(αR0)2niv̄i, (8.10)

and a further increase in the collisionality leads to the hydrodynamic regime:

IHYD
i = e4πadniµiVd, (8.11)

with µi the ion mobility, which is taken equal to µHe+ = 1× 10−1 ms−1 for E =
1× 102 Vm−1 [59] for helium ions in a helium atmosphere.

Fig. 8.5 depicts the calculated dust floating potential and dust charge as a function
of dust radius for ad = 1−1000 nm. The dust grain charge follows from the (spherical)
capacitor model, where qd = 4πε0adVd. It can be seen that the dust charge is only
about 1 elementary charge for a dust radius of 100 nm. Assuming a dust density
of 1× 1014 m−3, this implies that a free electron density of about 1× 1014 m−3 is
permanently retained on the surface of the dust grains. As a consequence of ndqd �
ne, the effect of electron depletion due to dust charging is not noticed from the
measurements. It is interesting, however, to note that the effect of dust charging on
the free electron density could become apparent, if the dust density nd ≥ 1× 1016 m−3

and the dust size ad ≥ 100 nm.

8.4.2 Analysis of decay timescales
The decay timescale of the electron density is derived from the data sets presented
in Fig. 8.3 and 8.4 by fitting an exponential function to the data obtained after the
RF power was switched off. The obtained decay times τdecay are shown in Fig. 8.6 as
a function of the pulse duration T for both experimental data sets, obtained for the
helium/HMDSO mixture and for the pristine helium discharges. It can be seen that
the decay times are longer for the helium/HMDSO discharges compared to the pristine
helium discharges, for each pulse duration, except for T = 2000µs. Furthermore, it
is observed that the decay time decreases strongly with prolonged pulse duration for
both data sets, which appear to approach an asymptotic value of τdecay ≈ 100µs.

The decay time of the electron density found from numerical models τnum
decay is

mostly much shorter than that found from the MCRS experiments, denoted by τdecay.
Husmann et al calculated (using a constant number Monte Carlo model) that the
electron density had decayed about three orders of magnitude, from ne ≈ 1× 1018 m−3

to ne ≈ 1× 1015 m−3, for 1 ms after the discharge pulse [34], which resembles a
situation that is similar to the decay timescale obtained from the experimental results.
However, Chen et al found from their numerical model (constant number Monte Carlo
simulation) that the electron density fully decayed in a period less than 100µs [36],
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Figure 8.5: The dust floating potential Vd and dust charge qd as a function of dust
grain radius ad.

indicating a decay time much less than that. Abuyazid et al [44] show results from
their molecular dynamics simulation (constant number Monte Carlo), which indicates
that the electron density decays within 10 ns for high dust density nd > 1× 1016 m−3,
and does not significantly decay for smaller dust density. Consequently, this shows
that the electron density decay time depends strongly on the conditions considered in
the numerical models, and that the timescale of electron decay found by Husmann et
al [34] agrees best with our experimental finding.

Comparing the electron density decay with the transient timescales of other species,
it can be concluded that the electron density decays rapidly. The timescales of ion loss
and dust charge neutralization (in an ion-rich environment) are found from literature:

• The decay timescale of the ions lost to the reactor walls and by neutralization of
negatively charged dust grains: τion ∼ 1000µs [42].

• The neutralization timescale of dust grains with size ad = 40 nm [42] using Fuchs’
charging theory [62]:

- τneutralization ≈ 100µs for ni = 1× 1016 m−3

- τneutralization ≈ 10µs for ni = 1× 1017 m−3
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Figure 8.6: Decay timescale of the free electron density as a function of discharge pulse
width T for the experiments using the helium/HMDSO mixture (red) and pristine helium
(blue) as discharge gas. The error bars (symmetric) are based on the root-mean-square
error of the curve fit with respect to the measurement data.

This shows that the ion density decays on a significantly longer timescale, τion, with
respect to the electrons. As a consequence, it is reasonable that an ion-rich environment
is formed downstream of the discharge in the spatial afterglow. However, for such ion
densities, neutralization of the dust charge proceeds on a timescale τneutralization close
to the measured timescale for the electron density decay. This implies that electrons
remain present in large numbers, and that the electron current likely prevails as one
of the two bipolar charging currents. Hence, this reveals a discrepancy in the analysis
of the dust neutralization in an ion-rich environment, because the resulting timescale
predicts that the electron current should be accounted for during this period of time.

8.5 Conclusion

In conclusion, this work demonstrates that the free electron density and effective
collision frequency in the spatial afterglow of a dust-forming atmospheric pressure
plasma reactor can be effectively determined using microwave cavity resonance
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spectroscopy (MCRS). Due to the time-resolved nature of the measurements, dust-
forming discharges generated in a helium-hexamethyldisiloxane (He-HMDSO) mixture
and a pristine helium gas could be directly compared during the formation, steady
state, and decay of the spatial plasma afterglow. The experimental results show two
major findings.

The first finding is that the charging of dust grains has (most probably) a negligible
influence on the electron density and effective collision frequency in the spatial afterglow
of the dust-forming discharge produced in a He-HMDSO gas mixture. However, several
important differences have been observed by comparing the temporal behavior of
the free electron density. During the steady state period, the electron density is
about 3-4 times higher in case of adding HMDSO to the discharge gas. Directly after
terminating the RF power, a spike in the electron density is observed for the pristine
helium discharge—possibly due to Penning ionization—and this spike vanishes by
the addition of HMDSO. Following the decay of the free electron density, it appears
that the electron density is lost more slowly by addition of HMDSO. In most low
pressure dust-forming discharges, the addition of a reactive gas most often results in
the formation of negative ions and dust grains, both of which decrease the free electron
density compared to pristine discharges due to the negative charge they acquire. This
experiment shows that the effect of dust formation is actually opposite, because the
electron density is larger (possibly due to lower ionization energy of HMDSO with
respect to He) and the decay time is longer with HMDSO addition (which could be due
to detachment processes of electrons from negative ions formed in the bulk upstream).

The second finding shows that the decay timescale of the electron density is
close to the predicted timescale of dust charge neutralization due to the ion-rich
afterglow. For sufficiently high ion density, which remains close to the electron density
within the decay timescale of the electrons, the neutralization timescale is of the
same order of magnitude as the electron density decay time. In retrospect, the main
assumption in the use of Fuchs’ charging theory—used to predict the neutralization
timescale in an ion-rich afterglow—is that ions are the dominant charged species in
the environment surrounding the dust grain. However, the presence of the electrons
breaks this assumption and shows that the electron current imposes a significant flux
towards the dust grains on timescales on the order of the electron decay. This reveals
a discrepancy between the assumption that the electron current is absent, and the use
of Fuchs’ charging theory for dust charging in an ion atmosphere.

Future research could extend the implications of this chapter by studying the
electron dynamics in case of a higher HMDSO content, and/or extended residence
time of the gas mixture inside the plasma reactor. Both conditions will most likely
result in the formation of dust at a higher number density and/or average dust size.
Related to the manipulation of the dust charge, it would be interesting to perform
similar measurements with an extended dielectric tube containing a DC bias electrode,
by which electrons/ions can be attracted/repelled as a means to influence their spatial
and temporal presence.
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8.6 Appendix

8.6.1 Laser light scattering experiments on dust grains in the
afterglow

Fig. 8.7 shows a high-speed camera image of laser light scattering by dust grains
formed in the atmospheric pressure plasma upstream, whereas the microwave cavity
was removed from the experimental setup. At the top of the figure, the exit of the
glass tube can be seen, while at the bottom, a substrate was located for the deposition
of dust grains. The discharge was created in a mixture of helium (at a flow rate of
1000 sccm) and hexamethyldisiloxane (carried by a helium flow rate of 50 sccm) with
an absorbed power of 20± 1 W. The RF pulse duration was 2.5 s so that a large
amount of dust was created for the purpose of visualization. Similar experiments were
also performed for shorter pulse durations, including 2 ms, for which a fainter dust
cloud was observed. Below this pulse duration, a dust cloud was no longer visible.

Figure 8.7: High-speed camera image of laser light scattered by dust grains in the
spatial afterglow.

8.6.2 Microwave-electric-field-weighted volume ratio
The microwave-electric-field-weighted volume ratio V was already stated in Eqn. (8.5),
and restated for clarity:

V =

˝
Vc
ne(r)/ne,max|E|2d3r˝

Vc
|E|2d3r

. (8.12)

The microwave electric field E is determined by means of solving a numerical
model representing the microwave cavity in COMSOL Multiphysics®, of which the
result is depicted in Fig. 8.8. The effective collision frequency νeff is determined from
the measurement and assumed to be constant throughout the plasma volume. In
Chapter 7 and Platier et al [46], ne(r) was determined by using a binary mask on
camera images of the plasma intensity [46, 50].
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Figure 8.8: Microwave electric field E(r) obtained from a numerical model of the
microwave cavity using COMSOL Multiphysics®.

In this chapter, this method is extended by determining the full spatial profile
based on the camera images with a spatial resolution of 0.046 mm/pixel, which were
obtained using the following experimental procedure:

1. The camera is positioned perpendicular to the plasma jet’s axis such that the
spatial afterglow could be observed.

2. The microwave cavity was removed from the setup.

3. One thousand camera images were taken of the light emitted by the spatial
afterglow, while the discharges were produced using the settings provided in
Section 8.2.

4. The average of the images is symmetrized around the vertical axis of the plasma
jet and smoothed by a Gaussian kernel with a sigma equal to 1 pixel to mitigate
pixel noise.

5. The spatial resolution is then doubled using 2D linear interpolation.

The resulting profile represents light emission of the plasma afterglow integrated over
the line of sight.

The numerical procedure used to extract the spatial electron density profile from
the camera images was as follows, under the assumption that the light emission is
proportional to the local electron density:

1. Using Abel inversion [63, 64], the normalized electron density profile ne(r)/ne,max

is found.
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2. Using forward Abel transformation, it is found that the determined spatial profile
is a good approximation for the camera images.

3. Using trapezoidal integration, the normalized electron density profile
ne(r)/ne,max is used in combination with the microwave electric field E to
numerically evaluate Eqn. (8.12) in order to calculate V for each experiment.

Fig. 8.9 depicts the determined values of V as a function of the pulse duration T
for both experimental data sets: He/HMDSO and pristine He.
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Figure 8.9: Calculated values of V for different pulse duration T for the He/HMDSO
experiments (red) and pristine He discharges (blue). The error bars for both discharge
gases are based on the uncertainty in the electric field magnitude ∆2

|E| ≈ 21 %, which is
due to the uncertainty in the boundary of the plasma volume taken as 0.2 mm (equal
to 5 pixels). The volume ratio V is larger under the pristine discharge conditions, and
an upward trend is observed for prolonged pulse duration. On the contrary, the volume
ratio for the He/HMDSO discharges is overall smaller compared to pristine discharges,
and follows a slight downward trend as a function of T .
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Chapter 9

Laser-induced photodetachment of
negative oxygen ions

Preface. The presence of molecular species with high electron affinity in combination
with plasma electrons results inevitably in the formation of negative ions, which may
contribute significantly to the balance of charges as the free electrons do. In low
pressure plasmas, the formation of negative ions has been studied in electronegative
(e.g., oxygen) and dust-forming (e.g., acetylene) plasmas and their role in the formation
of nanoparticles is widely recognized. At atmospheric pressure, little is known about
the formation and destruction of negative ions due to a lack of experiments. In this
chapter, we dive into the physics of the formation and destruction of negative ions at
atmospheric pressure. In addition to a theoretical analysis, experiments are presented
by which microwave cavity resonance spectroscopy is shown as an effective method in
detecting electrons detached from negative ions using high-intensity laser pulses. As a
consequence of this development, the combination of a high-intensity pulsed laser and
the microwave cavity method shows promise as a means to detect the surface charge
residing on nanoparticles at atmospheric pressure and to study the effect of negative
ions on dust (de)charging.

9.1 Introduction

Atmospheric pressure (low-temperature) plasmas [1, 2] are promising for biomedical
applications [3, 4, 5], deposition and synthesis of (nano)materials [6, 7, 8, 9, 10], and the
treatment of air pollution [11, 12, 13, 14]. The key advantage of such plasmas resides

This chapter has been submitted for publication: T.J.A. Staps, T.J.M. Donders, B. Platier, and
J. Beckers, Laser-induced photodetachment of negative oxygen ions in the spatial afterglow of an
atmospheric pressure plasma jet.
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in their capability to generate charged species, radicals, and ultraviolet radiation in
large quantities under low-temperature and atmospheric pressure conditions, which
allows for easy integration in existing processes aiming to treat delicate materials.
Such low-temperature plasmas operate far from thermal equilibrium [15], because the
electrons are energized by the (driving) electric field, while the heavy species—such as
(negative) ions, metastables and neutrals—remain near room temperature.

Oxygen-based reactive species are among the most important contributors to
bacterial inactivation [16, 17], surface modification [18], and the formation of complex
negative ions and molecules [19]. Although the properties and dynamics of various
neutral and positively charged plasma species has been extensively investigated [20,
21, 22], there is a lack of understanding with respect to the role of negative ions.
Negative ions—such as O−, O−2 , O−3 , NO−, NO−2 , and OH−—are created in the
spatial afterglow downstream from the active plasma region, where the plasma species
mix and react with nitrogen, oxygen and water vapor. The relative yields of various
negative ion species were measured by Bruggeman et al [23] in a radio-frequency excited
atmospheric pressure glow discharge in a mixture of helium and water vapor using mass
spectrometry, where OH− was found as the dominant anion. It was concluded that
negative ions had an equally important effect in case of oxygen-containing discharges.
Also, negative oxygen ions, and specifically O−, play a vital role in corona discharges
[19] in the production of negatively charged molecules and other reactive species.
Despite the importance of negative ions for the chemistry and targeted performance
of atmospheric pressure plasmas, the role of negative ions is less understood compared
to the role of other species. The lack of understanding of the role of negative ions is
mainly caused by the limited diagnostic capabilities for detecting negative ions and,
correspondingly, the limited availability of experimental data.

In this chapter, measurements of the negative oxygen ion density are presented
as obtained in the spatial afterglow of an atmospheric pressure plasma jet driven by
a 13.56 MHz radio-frequency (RF) voltage signal. This discharge was created in a
capacitively-coupled cylindrically symmetric geometry, where the plasma was confined
between the RF- powered electrode and a dielectric (quartz) tube covering the inside
of the grounded electrode. The spatial afterglow, formed downstream of the discharge,
culminated in a chamber with a controlled atmosphere where the negative ions were
formed by the interaction of afterglow electrons with the argon-oxygen gas mixture. A
pulsed ultraviolet laser (λ = 266 nm) was used to liberate electrons from the negative
oxygen ions by photodetachment. The contribution of the photodetached electrons to
the free electron density was measured by microwave cavity resonance spectroscopy
(MCRS) with a sampling time of 4 ns. By determination of the photodetached electron
density as a function of laser pulse energy towards saturation, the photodetachment
cross section and local number density of negative ions were found.

This chapter is structured as follows. Section 9.2 describes the experimental setup
and measurement methodology, and explains the diagnostic microwave cavity resonance
spectroscopy in more detail. Section 9.3 presents the experimental results obtained in
this work, of which three main features are highlighted in detail: the argon discharge
afterglow before the laser pulse, the saturation study, and decay of the photodetached
electron density. Section 9.4 provides an interpretation of the results leading to the
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identification of the major negative ion species, the reactions governing the decay of the
photodetached electron density, and a discussion of the energy relaxation mechanisms.
This chapter is concluded in Section 9.5 with a brief summary of the main findings.

9.2 Experiment

An atmospheric pressure plasma in pure argon was created using a cylindrically
symmetric dielectric barrier discharge (DBD) as shown in Fig. 9.1, of which the plasma
species reacted with an argon-oxygen mixture in the spatial afterglow downstream of
the glow discharge region. The glow discharge was produced in the gap between the
RF-powered electrode (a needle with a diameter of 1 mm and a sharp tip) and the
grounded electrode (hollow copper cylinder with an inner diameter of 4 mm) which
was covered on the inside by a dielectric (quartz tube with inner diameter of 2 mm
and outer diameter of 4 mm). The powered electrode was connected to an RF power
supply delivering a continuous power of 13.5± 0.2 W to the discharge, of which the
electrical characteristics were monitored during the experiments using a power probe
[24] to ensure steady state plasma conditions and measure the plasma power. Pure
argon gas was introduced into the discharge gap via the top at a flow rate of 3000 sccm,
while a mixture of argon-oxygen gas (supplied by gas bottles with 99.999 % purity)
was introduced into the vessel as background gas. The plasma jet was integrated in
a vacuum-tight vessel so that the ambient air could be removed to a pressure below
1 mbar prior to each experiment. During the experiments, a controlled atmosphere
inside the vessel was maintained at 1 bar using the mass flow controllers at a flow rate
of 2000 sccm argon and 150 sccm oxygen, by closing the valve to the vacuum pump,
and by opening a valve connecting the vessel to the central exhaust of the laboratory.
Thereby, the experimental setup allowed to generate a stable argon plasma, which
created negative oxygen ions in the afterglow located downstream of the discharge
gap.

A microwave cavity (with an interior diameter of 66 mm and an inner height of
16 mm) was mounted directly below the plasma jet such that the plasma-produced
species could enter the probing volume and, subsequently, the number density of
free electrons could be measured using MCRS. The MCRS technique relies on
the dependence of the resonant behavior of a resonant microwave mode on the
complex permittivity of the medium inside the cavity’s probing volume. The complex
permittivity was perturbed by changes in the number density and collision frequency
of free electrons inside the cavity volume. Moreover, electrons were released from
negative oxygen ions in the spatial afterglow of the plasma jet by photodetachment in
addition to the electrons generated by the continuously driven discharge.

The change in resonance frequency fres and quality factor of the resonant mode Qres

are formalized through the Slater perturbation theorem, which relates the resonant
mode characteristics to the (spatially-dependent) change in complex permittivity
[25, 26, 27]:

∆f

f1
+ i

1

2
∆

(
1

Q

)
= −
˝
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Figure 9.1: Schematic overview of the experimental setup. The overview depicts
the plasma jet discharge geometry, the gas flows, the ultraviolet laser beam, and the
microwave cavity. The plasma jet comprises several elements, where the argon flow
entered the discharge gap from the top into the annular space between the RF-powered
needle electrode, the dielectric (quartz) tube and the grounded electrode. The actual
measurement volume was a combination of the spatial plasma afterglow and the ultraviolet
laser beam, which perturbed the microwave cavity simultaneously. Next to the argon
flow, a background gas flow comprising the argon-oxygen mixture was introduced into
the vessel via an additional inlet, which could freely entrain the vessel and the microwave
cavity volume. The RF power sensor (printed circuit board; PCB) is located at the top,
outside the vessel, which monitored the RF current, voltage, and power.
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Here, the shift in resonance frequency is ∆f = fp − f1 and the change in inverse
quality factor is ∆(1/Q) = 1/Qp − 1/Q1, where the subscript p denotes the perturbed
state (caused by the argon discharge and laser-detached electrons) and the subscript 1
denotes the cavity state with only neutral gas. Furthermore, the imaginary unit is
denoted by i, the (microwave) electric field corresponding to the excited TM010 mode
by E(r), the vacuum permittivity by ε0, and the shift in complex permittivity by ∆ε̃,
with

∆ε̃

ε0
= −

ω2
pe

ν2
eff + ω2

+ i
νeff

ω

ω2
pe

ν2
eff + ω2

. (9.2)

Here, ωpe = 2πfpe and ω = 2πf with fpe the electron plasma frequency and f the
applied microwave frequency. As can be seen, the change in complex permittivity
depends on the number density and the (effective) collision frequency of the electrons.
When assuming a homogeneous plasma region, the free electron density and effective
collision frequency are given, respectively, by:

ne =
2ε0me

e2

ν2
eff + 4π2f2

p

V
∆f

f1
, (9.3)

and
νeff = πf2

1

∆(1/Q)

∆f
. (9.4)

Here, ∆f and ∆(1/Q) are determined from the measured signals, V denotes the
(microwave-electric-field-weighted) volume ratio (see Section 9.6.1), ne represents the
(microwave-electric-field-weighted volume-averaged) free electron density, and νeff

represents the effective collision frequency. Please consult Section 9.6.2 for the specific
equations used for the calculation of the (additional) electron density and the (change
in) effective collision frequency caused by the discharge and the laser photodetachment
events.

The time-resolved measurement scheme to determine the resonance frequency
and quality factor was deployed previously at atmospheric pressure to study pulsed
high-voltage discharges in nitrogen [28] and radio-frequency discharges in helium
interacting with ambient air presented in Chapter 7 and by Platier et al [29, 30].
From an experimental point of view, first, microwave power was introduced via an
antenna into the cavity to excite the TM010 resonant mode. This was done by
injecting sequentially microwaves with frequencies in the spectral neighborhood of
the resonant mode which had a resonance frequency f1 = 3.5029 GHz and a quality
factor Q1 = 725, in case the cavity was filled with the argon-oxygen gas mixture
without discharge or laser perturbation, and at a cavity temperature T1 = 26.642 ◦C.
After the creation of the discharge, a continuous flow of plasma species entered the
cavity, which increased the resonance frequency to fp and decreased the quality factor
to Qp. Part of the microwave power was reflected, depending on the frequency of
the injected microwaves—ranging f = 3.498 − 3.510 GHz with frequency step size
250 kHz—and the complex permittivity in the cavity volume. The reflected power
was converted by a logarithmic power detector to an analog voltage signal, which was
measured using a transient recorder sampling at a rate of 250 MHz. For each applied
microwave frequency and laser pulse energy, the temporal response was sampled for
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4096 (photodetachment) events and averaged afterwards. By measuring the reflected
power as a function of time, for each microwave frequency, each average cavity response
at a fixed time instant could be reconstructed due to the excellent repeatability of the
experiment.

The photodetachment events were induced by short ultraviolet laser pulses, with a
duration of 9 ns, from an EdgeWave InnoSlab IS6III-E (Nd:YAG) laser at a wavelength
λph = 266 nm, corresponding to a photon energy Eph = 3.49 eV. The laser pulse
energy was measured using a laser power sensor (Ophir PE50-DIF-C pyroelectric
sensor with an Ophir Starbright meter). The laser beam propagated through two
thin slits (each 2 mm wide and the height matching that of the cavity interior height)
located in the side walls of the cavity, just below the glass tube exit, and through the
radial center of the cavity. It was verified that no electrons were released from the
walls inside the cavity. The volume initially perturbed by the laser beam resulted
from the intersection of the laser beam and the spatial afterglow of the plasma column.
The laser beam cross section was measured equal to 8.9× 10−3 cm2, and details of the
beam cross section measurement can be found in Section 9.6.3.

9.3 Results

This section discusses the results obtained from the time-resolved MCRS measurements
before, during and after the moment that the laser was shot. In Section 9.3.1, the
change in resonance frequency and inverse quality factor are shown as a function of
time for several values of the laser pulse energy. In Section 9.3.2, the values of the
free electron density and the effective collision frequency before the laser shot are
discussed, which allow to characterize the spatial afterglow of the continuous argon
discharge. In Section 9.3.3, the change in free electron density and effective collision
frequency due to laser-induced photodetachment are discussed, from which valuable
information is derived about the photodetachment process. In Section 9.3.4, the decay
time of the photodetached electron density and the relaxation of the effective collision
frequency are treated providing insight in the decay process and the thermalization of
the photodetached electrons with the afterglow electrons.

9.3.1 Time-resolved cavity response
The time-resolved scheme discussed in Section 9.2 directly results in the determination
of the shift in relative resonance frequency ∆f(t)/f1 = (fp(t)− f1)/f1 and the shift in
reciprocal quality factor ∆(1/Q(t)) = 1/Qp(t)− 1/Q1, which are depicted for several
laser pulse energies in Fig. 9.2 and 9.3, respectively.

The shifts measured for t < 0µs, with respect to the neutral gas-filled cavity f1

and Q1, are caused by the plasma electrons in the spatial afterglow. As the diagnostic
method is very sensitive, the temperature of the structure forming the cavity was
measured with sub-mK resolution in order to correct the monitored resonant behavior
for thermal expansion of the metal structure. Section 9.6.4 presents a description of
this correction method.
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Figure 9.2: Time-resolved shift of the relative resonance frequency ∆f/f1 resulting
from laser-induced photodetachment for different laser pulse energies. The change in
resonance frequency, for t < 0µs, originates from electrons in the spatial plasma afterglow
of the continuous argon discharge. At t = 0µs, the laser was shot and electrons were
liberated from negative ions by photodetachment. The signal decays again after reaching
the peak value due to loss processes.
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Figure 9.3: Time-resolved shift of the reciprocal quality factor ∆(1/Q) resulting
from laser-induced photodetachment for different laser pulse energies. The change in
reciprocal quality factor, for t < 0µs, originates from momentum transfer collisions of
electrons in the spatial plasma afterglow with argon atoms, oxygen atoms and oxygen
molecules. After the laser is shot at t = 0µs, the electron-neutral collisions induce
additional attenuation of the microwaves, which causes changes in the quality factor.
After reaching the peak value, the collisions become again less frequent.
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Additionally, there are minor differences in ∆f/f1 ∼ 5.5× 10−6 and in ∆(1/Q) ∼
3.4× 10−5, measured before the laser shot, for the different laser experiments, which
are attributed to fluctuations in the plasma absorbed power.

In addition to the plasma-induced shifts, additional shifts for t > 0µs were caused
by the laser photodetached electrons. Photodetached electrons increased the shifts
temporally, which vanished again after several ∼ µs. Consequently, the change in
resonance frequency and the inverse quality factor can be used to calculate the free
electron density and effective collision frequency in the perturbed volume occupied by
the intersection of the spatial afterglow and laser volume.

9.3.2 Argon discharge afterglow
The shifts of the resonance frequency and the inverse quality factor, as shown in Fig. 9.2
and 9.3, can be used directly in combination with Eqn. (9.3) and (9.4) to obtain the
free electron density and the effective collision frequency of the medium perturbing the
microwave cavity. It should be noted that the definition of both quantities involves the
assumption of a homogeneous medium such that the change in (complex) permittivity
can be taken out of the electric-field-weighted integral. Under this assumption, the
electron density derived represents an electric-field-weighted value that is averaged
over the volume comprising the spatial plasma afterglow. The free electron density
and effective collision frequency have been calculated as a function of time, which are
shown in Fig. 9.4 and 9.5, respectively.

Before the laser was shot through the cavity and afterglow, i.e. t < 0µs, the free
electron density in the spatial afterglow caused by the argon discharge is about ne,p ≈
2.8± 0.1× 1017 m−3 with an effective collision frequency νeff,p ≈ 27.7± 0.5 GHz.
This volume-averaged electron density in the afterglow is approximately an order of
magnitude smaller than the electron density in the glow discharge region [31, 32, 33],
ne ∼ 1× 1018 m−3, which is in agreement with the expected rapid decay of the electron
density in the afterglow region downstream of the discharge gap [34].

Based on theoretical calculations (see Section 9.6.5), it is found that νeff ≈ 28 GHz
for ε̄ = 0.032 eV(= 370 K) considering electron momentum transfer collisions with
argon neutrals. Because the neutral argon density is much higher than the neutral
oxygen density in the afterglow, only the electron collisions with argon are considered.
This shows that the mean electron energy is significantly lower than the electron mean
energy in the glow discharge region where ε̄ ∼ 1− 3 eV [32, 33, 35, 36, 37].
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Figure 9.4: Time-resolved shift of the free electron density ne (in units 1× 1017 m−3)
resulting from laser-induced photodetachment for different laser pulse energies. The
electron density obtained for t < 0µs is due to the continuous argon discharge. For t >
0µs, the change in the electron density is due to electrons liberated by photodetachment,
which are lost again due to various processes after the maximum density is reached.
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Figure 9.5: Time-resolved shift of the effective collision frequency νeff (in units GHz)
resulting from laser-induced photodetachment for different laser pulse energies. The
effective collision frequency before the laser shot at t = 0µs is due to the continuous
argon discharge, which is typical for the spatial plasma afterglow in which the electrons
are near room temperature. For t > 0µs, the collision frequency suddenly changes due
to photodetached electrons.
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9.3.3 Laser-induced photodetachment
Due to laser-induced photodetachment events, a sudden rise in the electron density
and effective collision frequency are observed in Fig. 9.4 and 9.5, respectively, for
t > 0µs. This sudden rise is caused by the laser shot with a pulse duration of ∼ 9 ns
leading to changes in resonant behavior on a timescale that follows from the cavity
response time τcav = Q1/(πf1) = 66 ns [30]. This cavity response time determines the
typical time it takes to (de)charge energy into or from a resonant mode. In fact, the
cavity was made from stainless steel in order to decrease the cavity response time
compared to the copper cavity (with the same geometry) used in Chapter 7 and by
Platier et al [29]. However, the effective collision frequency decreases during the first
40− 70 ns—being limited by the response time of the cavity—before rising gradually
to a peak value which exceeds the values determined for t < 0µs. This peak value is
also limited by the cavity response, while the loss process already sets in during the
rise time. The initial rapid decline of νeff is caused by the relatively stronger increase
of ∆f with respect to the relative increase of ∆(1/Q), where it should be noted that
νeff ∝ ∆(1/Q)/∆f . A possible explanation of this behavior is that the resonance
frequency shift due to the photodetached electrons temporally increases more strongly
than the quality factor does due to elastic collision losses, and therefore, the effective
collision frequency of the medium as a whole decreases.

From the peak values in time, as shown in Fig. 9.4, it can be observed that the
maximum number of photodetached electrons increases with the laser pulse energy,
given the fixed beam cross section. The photodetached electron density in the laser
perturbed volume provides valuable information on the negative ion species, which is
analyzed in two steps.

First, the electron density caused by laser photodetachment Ne is calculated by
correcting the free electron density ne(t) for the base line electron density created by
the argon discharge afterglow ne,p, and scaling the photodetached electron density
with the (microwave-electric-field-weighted) ratio of the plasma and laser volume (see
Section 9.6.1). The maximum value of the photodetached electron density, Nmax

e , for all
applied laser pulse energies, Elaser, is depicted in Fig. 9.6 (by the colored data points).
In this figure, it can be seen that the number of photodetached electrons increases as
a function of laser pulse energy. As the number of negative ions is finite, a sufficient
fluence of laser photons results in the saturation of the number of photodetached
electrons as can be observed clearly from Fig. 9.6.

Second, the trend in Nmax
e can be fitted with the photodetachment saturation

model, as shown in Fig. 9.6 by the dotted line, to derive the photodetachment cross
section σpd and saturated photodetached electron density N sat

e :

Nmax
e = N sat

e

(
1− exp

(
σpdElaser

EphS

))
. (9.5)

Here, the laser pulse energy is denoted by Elaser, the photon energy by Eph = 3.49 eV,
and the laser beam cross section by S = 8.9× 10−3 cm2 which is based on the
1/e-diameter of the laser beam cross section (see Section 9.6.3). Based on the model
fitted to the data, the cross section for photodetachment in this experiment is found
to be σpd = 8× 10−18 cm2, and the saturated photodetached electron density N sat

e =
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2× 1018 m−3. At saturation, the (saturated) photodetached electron density N sat
e

equals the negative ion density in the laser volume assuming singly charged negative
ions.

Finally, it should be noted that a homogeneous plasma volume was assumed during
the derivation of Eqn. (9.3) and (9.4). However, the uniformity of the electron density
is not guaranteed due to the complex interplay of the (undetermined) spatial mixing
of oxygen and electrons in the afterglow forming negative ions, and the Gaussian
distribution of the laser beam intensity. For verification of the uniformity of νeff , the
thermalization time of the electrons was studied [38]. This time is about 9 ns for
electrons with a mean electron energy ε̄ = 2.02 eV in argon at atmospheric pressure.
Here, the mean electron energy ε̄ = Eph − EA follows from the difference between the
photon energy Eph = 3.49 eV and the electron affinity of the negative ions EA = 1.47 eV
(for O− [39], which is expected as the dominant negative ion species (see Section 9.4.1)).
Consequently, the electrons quickly lose their energy in the afterglow, and the effective
collision frequency can serve as a measure for both volumes.
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Figure 9.6: Saturation study of the photodetached electron density. The maximum
photodetached electron density Nmax

e = max(Ne(t)) (in units 1× 1018 m−3) is shown
as a function of laser pulse energy Elaser. The horizontal error describes the statistical
measurement error of 50µJ in the laser power sensor measurement, and if applicable,
an additional drift of the laser power over the course of the experiment (e.g., 80µJ
drift was observed for the measurement at Elaser = 0.864 mJ). The vertical error bar
represents the uncertainty in the plasma power (P̃rf = 0.89 W), where it was assumed
that the negative ion density depends linearly on the electron density and, thereby, on
the absorbed power in the discharge.
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9.3.4 Decay of photodetached electrons

After reaching the temporal peak value, the photodetached electron density follows an
exponential decay back to the steady state value, which equals the pre-laser shot value
of the spatial afterglow of the plasma. An exponential curve fit was applied to the
determined signals for the free electron density, which are shown for the considered
time frame by the solid lines in Fig. 9.7. The exponential curve fits are depicted in
Fig. 9.7 by the dashed lines. The data was fitted for measurements times between
t ∼ 0.320 − 0.376µs (i.e. the moment of the peak value) and t = 2.0µs (where the
signal approximated the pre-laser shot value). Likewise, an exponential curve fit was
also applied to data measured for the effective collision frequency. For all settings,
the mean and standard deviation of the decay time of the free electron density is
0.366± 0.029µs, and a mean and standard deviation of 0.368± 0.007µs was found
for the decay time of the effective collision frequency. The fact that the decay of the
signals agrees well with an exponential curve indicates that the loss of electrons and
the relaxation of their energy is caused by a first-order process, which is discussed in
detail in Section 9.4.2 and 9.4.3.
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Figure 9.7: The decay period of the photodetached electron density Ne (in units
1× 1018 m−3) for different values of the laser pulse energy. The experimental data for
the different laser pulse energies is shown by the solid lines. An exponential curve fit is
applied to each data set, which are depicted by the blue dashed lines. In addition, the
curve fit provides a timescale for the exponential decay, denoted by τdecay.
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9.4 Discussion

This section contains the interpretation of the major findings from the experimental
results presented in this chapter. Section 9.4.1 covers the interpretation of the found
photodetachment cross section and negative ion density, and concludes with the
identification of the major negative ion species present in the afterglow. Section 9.4.2
provides the validity of using the interaction of the spatial afterglow and the laser
beam cross section as the perturbed volume, which is substantiated by investigation
of the lifetime of the major negative ion species. Section 9.4.3 discusses the different
mechanisms for the loss of electrons by negative ion formation and recombination, of
which the timescales are compared to the experimentally determined decay time of the
electron density and effective collision frequency. Section 9.4.4 treats the relaxation of
the electron energy in detail with a specific focus on the thermalization of the electron
energy after the photodetachment events, and the relaxation of the mean electron
energy as observed from the determined effective collision frequency signals.

9.4.1 Identification of anion species

The found photodetachment cross section of σpd = 8± 2× 10−18 cm2 agrees well with
experimental and theoretical values, obtained from literature, for the negative atomic
oxygen ion at λlaser = 354 nm: 8× 10−18 cm2 by Branscomb et al [40], 10× 10−18 cm2

by Génévriez et al [41], and—to a lesser extent—to the value ∼ 12× 10−18 cm2 by
Jackson et al [42]. By contrast, the cross section obtained from the measurement is
significantly higher than those reported in literature for O−2 and O−3 , which equal
σO−

2
= 3.7× 10−18 cm2 and σO−

3
= 2× 10−18 cm2, respectively, at 350 nm [43, 44].

Besides oxygen species, the formation of anions containing hydrogen is likely due to
water vapor left prior to the experiment (the pre-experiment vacuum pressure was
≤ 9.8× 10−1 mbar). Common negative ions involving hydrogen are H− and OH−,
for which the respective photodetachment cross sections equal σH− = 20× 10−18 cm2

at 354 nm [45] and σOH− = 7.6× 10−18 cm2 at 350 nm [46], respectively. As a
consequence, based on the photodetachment cross sections, the fitted cross section
suggests that the dominantly present negative ions can be O− and/or OH−.

The absolute value of the negative ion density is the main outcome of the saturation
study, which hints towards the negative ion species that is predominantly formed
by the interaction of the argon discharge with the argon-oxygen background gas
mixture. Numerical modeling by van Gaens and Bogaerts [47] shows that the number
density of the negative oxygen ion O− is dominant over other negative ion species
such as O−2 , O−3 , H−, OH−, and NO−2 in the early afterglow, i.e. within a distance of
2 mm from the nozzle exit. In that model [47], in which an argon jet propagates in
ambient air (containing nitrogen, oxygen and water molecules), the density of negative
atomic oxygen ions equaled nO− ≈ 1× 1016 m−3, and this value was found to be
approximately three orders of magnitude smaller than the electron density. In a model
by Park et al [37], however, values of ne ≈ 3× 1017 m−3 and nO− ≈ 1× 1017 m−3

were found in an argon-oxygen mixture using a power density of 1× 108 Wm−3 at
a radio-frequency of 13.56 MHz. The power density (0.9× 108 Wm−3) during the
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presented experiment was similar to that, but the oxygen density in the afterglow
could have been higher due to mixing of the argon discharge with the argon-oxygen
background mixture. In a (geometrically) similar plasma jet studied by Van Gessel et
al [48], the partial air density quickly reached values close to 20 % of the discharge gas
density (argon in our experiment) due to mixing of ambient air with the discharge
gas flow. By comparison of the current experiment to the model by Park et al [37],
it is found that the negative ion density measured in this experiment is an order of
magnitude higher than calculated from models under similar discharge conditions.
This is most probably due to a higher mixing ratio in this experiment compared to
the mixing ratio used in their model. Comparing to the model by Van Gaens and
Bogaerts [47], it can be concluded that the chemistry in the argon-oxygen mixture is
potentially much simpler by the lack of nitrogen- and (dominant) hydrogen-containing
species.

In conclusion, the photodetachment cross section suggests that the negative ion
species detected are most likely O− and/or OH−. The saturated photodetached
electron density provides a measure for the negative ion density. Comparing this value
to those found from numerical models suggests that negative atomic oxygen ions are
probably dominant in the early afterglow (directly following the exit of the discharge
region, or glass tube in our experiments). Considering the low content of water vapor
in our measurement, it is concluded that atomic oxygen most probably is the major
negative ion species present at a density of 2× 1018 m−3 in the early spatial afterglow.

9.4.2 Detachment processes from O−

With the identification of the major negative ion, the validity of the assumed perturbed
volume can be further investigated by studying the lifetime of O−. The volume governed
by the intersection of the spatial afterglow and the laser beam cross section was used
as the perturbed volume by laser-induced photodetachment, which is included in the
calculation of the electric-field-weighted volume ratio V. However, it is not excluded
that negative ions are present outside this volume, for instance, through radial diffusion
if their lifetime is long enough.

The lifetime of the negative ions created in the spatial afterglow can be estimated
by studying processes of detachment. Detachment processes occur through collisional
detachment with neutrals, electron-induced three-body collisional detachment, and
associative detachment. Electron-induced collisional detachment is expected to be
negligible compared to the neutral variant [49], because the electron density is much
smaller than the neutral gas density (of Ar and O2). Collisional detachment with
neutrals can proceed by collisions with, e.g., oxygen [50],

O− + O2 → O + O2 + e, (R1)

but the timescale for this process goes to infinity for ion temperatures near room
temperature. On the other hand, associative detachment follows from collisions
between negative atomic oxygen ions with atomic [51] and molecular oxygen [52],

O− + O→ O2 + e, (R2)
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O− + O2 → O3 + e. (R3)

The timescale τi for the i-th first-order reaction scheme, i.e. for Reaction (R1) to
(R3), is derived in Section 9.6.6 using the reaction rate coefficient ki and the density
of reacting species nr:

τi =
1

kinr
. (9.6)

The values of the species densities nr are listed in Table 9.1, which are based on the
numerical model of Van Gaens and Bogaerts [47]. Eqn. (9.6) is used to calculate the
timescale for each reaction resulting in τR2 = 71µs and τR3 = 13 ns.

The detachment timescale implies that negative ions are quickly destructed by
collisions with neutral gas particles, leading to a short lifetime. This means that
the negative ions cannot travel far from the spatial afterglow region. Consequently,
the intersection of the spatial afterglow and the laser beam cross section provides an
excellent estimate for the perturbed volume.

Table 9.1: Number density nr for the different species used to calculate the
reaction timescales [47].

Species Number density (cm−3)
e 1× 1012

Ar 2.5× 1019

Ar+ 1× 1010

Ar+
2 1× 1013

O 1× 1014

O+ 1× 1011

O2 2.5× 1017

O+
2 2× 1011

O3 1× 109

9.4.3 Decay of the photodetached electron density
The decay of the photodetached electron density back to its pre-laser pulse value can be
caused by various processes, including diffusion, advection, wall losses, recombination
with positive ions, and negative ion formation.

First, diffusion and advection can move electrons to regions where the resonant
microwave mode is less sensitive to perturbations, for example, at locations away from
the radial center, whereas wall losses can lead to the physical loss of free electrons.
The movement of electrons through the cavity is considered based on the length scales
associated with (ambipolar) diffusion and advection. Ambipolar diffusion governs
the diffusive movement during the experiment for which ne ∼ 1017m−3. This can be
verified by studying the ratio of the characteristic diffusion length Λ = 4.8 mm [53],
which is more than 100 times larger than the Debye length λDe ≈ 20µm in the current
experiment. Therefore, this characteristic length ratio largely exceeds the threshold for
the transition to the free diffusion regime [54, 53, 55]. The length scale for (ambipolar)
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diffusion is Λdiff =
√
Dambτdecay ≈ 0.3 mm using the ambipolar diffusion coefficient

[56] equal to Damb = 0.3 m2s−1 (at E/N = 0.1 Td) and τdecay = 0.37µs as obtained
from the experiment in Section 9.3.4. The length scale for advection, i.e. electrons
carried by the gas flow, is estimated (in worst-case) by using the gas velocity in the
glass tube (vg ≈ 15 ms−1) such that Λadv = vgτdecay = 5.8µm. From the above, it
can be directly concluded that the electrons are not able to reach the walls within
the timescales of the observed decay. Furthermore, the expansion of the electron
cloud due to diffusion and advection leads to at most a factor 1.3 increase in plasma
volume, because the radial expansion is leading the volumetric expansion of the spatial
afterglow such that ((Rplasma + Λdiff)/Rplasma)2. This implies that diffusion, advection
and wall losses are not dominant processes under the current conditions.

Second, a major electron loss channel could be due to recombination, which is
stimulated in the spatial afterglow by an electron mean energy that is decreasing
over time after the laser pulse. Recombination of electrons with positive ions can
proceed by a two or three body process, where Ar+ [57], Ar+

2 [58], and O+ [59] are
considered as positive ion species:

e + Ar+ → Ar(4P), (R4)

e + Ar+
2 → Ar(4P) + Ar, (R5)

e + O+ + Ar→ O + Ar, (R6)

e + O+ + O2 → O + O2. (R7)

Third, the formation of atomic negative oxygen ions (found as the main species
in Section 9.4.1) proceeds by radiative attachment, electron-impact dissociative
attachment, and three-body stabilized attachment [49]. Radiative attachment [49]
produces a negative oxygen ion and a photon hν:

e + O→ O− + hν, (R8)

Dissociative attachment occurs by interaction of an energetic electron with O2 [49] or
O3 [37]:

e + O3 → O− + O2, (R9)

e + O2 → O− + O. (R10)

Electron attachment stabilized by a third body [59] occurs, with O2 or Ar as the
stabilizing agent, in case its density is sufficiently high:

e + O + O2 → O− + O2, (R11)

e + O + Ar→ O− + Ar. (R12)

Again, the definition of the timescale denoted in Eqn. (9.6) is used to calculate the
values for the different reactions, which are listed in Table 9.2, based on the species
densities listed in Table 9.1 and the reaction rate coefficients found from the literature
stated for each reaction. Concerning recombination, the smallest timescale follows from
the recombination with molecular argon ions denoted by Reaction (R5), which equals
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τR5 = 2.96µs for an electron mean energy ε̄ = Eph−EA = 2.03 eV. It should be noted,
however, that this timescale is close to the observed timescale for an electron mean
energy close to room temperature (0.026 eV). The smallest timescale for negative ion
formation is derived from Reaction (R10) providing τR10 = 0.4µs for an electron mean
energy ε̄ = 2.03 eV, with kR10 = 8.8 × 10−11 exp(−4.4/Te) cm3s−1 from Phelps [49],
nO2

= 0.01nAr (assumed), and nAr = 2.5× 1019 cm−3 from Van Gaens and Bogaerts
[47].

Table 9.2: Calculated timescale for the i-th reaction.

Reaction τRi Unit
R4 40.31 s
R5 2.96 µs
R6 2680 s
R7 268031 s
R8 7.69 s
R9 100 s
R10 0.40 µs
R11 400 ms
R12 4 ms

In summary, two reactions are found that provide a timescale close to the
experimental decay time of the signal. First, the recombination of electrons with
molecular argon ions (Reaction (R5)) provides a timescale value that is about an
order of magnitude larger than the experimental value, but comes close to it for
electron temperatures near room temperature. Second, negative ion formation through
dissociative attachment by electron impact (Reaction (R10)) provides a timescale well in
agreement with the measured decay time. Considering atomic oxygen as the dominant
negative ion species, the energy gained by the electrons directly after photodetachment
largely exceeds the energy at room temperature. Hence, the formation of negative
atomic oxygen ions through electron-impact dissociative attachment of O2 is the most
likely reattachment process causing the loss of electrons after the peak electron density
is reached.

9.4.4 Electron energy relaxation
The change in the effective collision frequency depends strongly on the mean electron
energy. During the laser photodetachment phase, a gradual rise of the effective
collision frequency is observed. This value for νeff is used for the determination
of the electron density created by the argon discharge and that created by the
photodetachment events. This section discusses the validity of νeff for the entire
perturbed volume by investigating the thermalization of energetic electrons—resulting
from photodetachment—and afterglow electrons with a mean energy close to room
temperature.

Collisions of photodetached electrons with afterglow electrons govern the electron
energy distribution, and thereby the relaxation of the photodetached electrons’ energy
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to the cold afterglow electron temperature. The timescale of the electron-electron
collisions depends strongly on the ratio of the electron-neutral mean free path λen,
the Debye length λDe and the distance of closest approach between electrons r0 =
λDe/(2NDe) (where NDe denotes the Debye number, i.e. the number of electrons in the
Debye sphere) [38]. The electron-neutral mean free path for photodetached electrons
with energy ε = 2.03 eV equals λen = veν

−1
en with the electron velocity ve =

√
2eε/me.

In this work, the electron-neutral collision frequency of the photodetached electrons
directly after photodetachment equals, for argon, νen ≈ 571 GHz, and for oxygen,
νen ≈ 1413 GHz (see Section 9.6.5). This results in an electron-neutral mean free path
of λe−Ar ≈ 1.5µm for argon collisions and λe−O2

≈ 0.6µm for collisions with oxygen.
The Debye length is defined as λDe =

√
ε0ε/(nee2) ≈ 20µm, and consequently, the

distance of closest approach r0 = 0.035µm. Clearly, the following ordering applies
to our experiments where r0 � λen � λDe, which implies that the electrons collide
frequently with neutrals in the Debye sphere. As a result, the energy equilibration of
electrons occurs on a timescale τe−e = NDe/(2πfpe) = 9.5 ns, and the electron energy
gained by photodetachment is rapidly distributed among the electrons in the afterglow.

After the photodetachment peak, the effective collision frequency decays analogous
to the electron density and on a similar time scale τdecay ∼ 0.26− 0.46µs. The energy
relaxation of the electrons proceeds by electron-neutral collisions, during which an
electron efficiently transfers energy to the heavier particle. The timescale of energy
exchange τen = ν−1

en mAr/me equals τe−Ar = 0.129µs for argon, and τe−O2 = 0.021µs
for oxygen. It should be noted that during each electron-neutral encounter, part of the
electron’s energy is lost, which decreases the momentum transfer collision frequency
νen and increases the energy exchange timescale along the process. In conclusion,
this means that the energy exchange timescale provides a lower limit, whereas the
timescale for energy relaxation will be larger in practice.

In conclusion, the energy relaxation of the electrons in the afterglow proceeds on
short timescales through electron-electron collisions. These collisions are responsible for
the energy equilibration between energetic photodetached electrons and cold afterglow
electrons, and serve as a motivation for the use of νeff determined by MCRS for the
calculation of the electron density by the argon discharge afterglow and photodetached
electron density. On longer timescales of the order ∼ 0.1µs, the energy relaxation
proceeds by electron-neutral collisions during which energy is efficiently exchanged to
the cold neutral gas. This timescale is also observed from the measurements.

9.5 Conclusion

This chapter demonstrates that negative ions can be detected in the spatial afterglow of
an atmospheric pressure discharge using laser-induced photodetachment in combination
with microwave cavity resonance spectroscopy as a diagnostic technique for detecting
the density and effective collision frequency of the electrons photodetached from
negative ions. The temporal behavior of the photodetached electrons was successfully
determined using microwave cavity resonance spectroscopy, which provided the free
electron density and effective collision frequency as a function of time before, during
and after the laser shot. As a consequence, the number density and collision frequency
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caused by the discharge afterglow and the photodetachment events could be determined
providing insight in the dynamics of the major negative ion species.

Based on the photodetachment cross section and negative ion density derived
from the presented experiments, it was found that the atomic oxygen ion formed the
major negative ion species. After the photodetached electron density and the effective
collision frequency reached their respective maxima, dissociative attachment was most
probably responsible for the decay of the photodetached electron density after the
laser shot.

The combination of laser-induced photodetachment and microwave cavity resonance
spectroscopy opens a path for studying negative ions created by atmospheric pressure
discharges, which are vital plasma agents in the formation of reactive oxygen species
and the plasma afterglow chemistry as a whole. Future experiments in the same setup
could be targeting the spatial dependence of the negative ion species, and selectively
probing different negative ions due to the distinct electron affinity by using different
laser wavelengths. In addition, the technique demonstrated in this work could be
extended towards gas discharges excited by, e.g., pulsed high-voltage or microwaves,
and in different gas mixtures.

9.6 Appendix

9.6.1 Electric-field-weighted volume ratio

The electric-field-weighted volume ratio is an important factor in the determination of
the free electron density based on the cavity response. The solution of the microwave
electric field is shown in Fig. 9.8, which was obtained using COMSOL Multiphysics®
by solving the Maxwell equations for the cavity and plasma jet geometry for the
(fundamental) resonant mode TM010. This solution was used in a custom MATLAB
program to evaluate the electric-field-weighting integrals over the plasma and laser
volumes with respect to the total cavity volume. As a result, the fact that the
cavity was only partially perturbed in a region should be corrected for using V in
the evaluation of the electron density based on the determined ∆f and ∆(1/Q) from
microwave cavity resonance spectroscopy (MCRS) measurements.

The expression for V follows by definition, when converting the Slater perturbation
equation to equations defining the free electron density and effective collision frequency,
as:

Vp =

˝
Vp
|E(r)|2dr˝

Vc
|E(r)|2dr

= 7.3× 10−4, (9.7)

Vl =

˝
Vl
|E(r)|2dr˝

Vc
|E(r)|2dr

= 4.2× 10−6. (9.8)

Here, Vp denotes the electric-field-weighted plasma volume ratio, and Vl the
electric-field-
weighted laser volume ratio. The integral in the numerator of each of the equations is
calculated over the estimated plasma or laser volume. The laser volume is formed by
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the region where the plasma and laser volume intersect, where the laser cross section
is obtained by CCD camera images (see Section 9.6.3). The integral over the whole
cavity volume Vc was obtained by integrating over the complete extent of the radial
and axial axes.

Figure 9.8: Solution of the microwave electric field for the TM010 resonant mode in a
cylindrically symmetric geometry. The electric field magnitude |E|(r) is normalized to
E0 (the maximum field strength) and depicted in a cylindrical coordinate system using
the radius r (mm) and axial position z (mm). The edges of the cavity and plasma jet
components are marked by the white lines. The plasma jet components are depicted in
the top left, showing from left to right: the powered electrode with needle tip, Quartz
tube, copper grounded electrode, and dielectric (PEEK) insulator confining the interior
components. The cross section of the cavity shows the internal dimensions and the holes
allowing the discharge and gas flow to enter and leave the cavity.

9.6.2 Calculation of the photodetached electron density
The relation between the change in complex permittivity ∆ε̃, the shift in the resonance
frequency ∆f , and the change in inverse quality factor ∆(1/Q) are formalized by the
Slater equation [25, 60, 27]:

∆f

f1
+ i

1

2

(
∆

1

Q

)
= −

˝
Vc

∆ε̃ |E|2 dr

2ε0

˝
Vc
|E|2 dr

. (9.9)

For a homogeneous medium, ∆ε̃ in the numerator integral in Eqn. (9.9) is non-zero
only inside the perturbed volume (due to electrons from the plasma or created by
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photodetachment). Hence, the change in complex permittivity can be taken outside
the integral due to homogeneity and the numerator integral can be taken over the
perturbed volume, Vp, only:

∆f

f1
+ i

1

2
∆

(
1

Q

)
= −∆ε̃

2ε0
V, (9.10)

with the electric-field-weighted volume ratio V defined as:

V =

˝
Vp
|E|2 dr˝

Vc
|E|2 dr

. (9.11)

The electron density and effective collision frequency are found by relating the real
and imaginary part of the left- and right-hand sides in Eqn. (9.10). In this experiment,
two homogeneous regions—with the same collision frequency—will be assumed as
explained below.

For the continuous gas discharge, the shift in resonance frequency and inverse
quality factor for t < 0µs, the electron density and effective collision frequency can be
derived as follows:

∆f

f1
=

e2

2ε0me

ne,p

ν2
eff,p + ω2

p

Vp, (9.12)

where the subscript p indicates plasma-related quantities. Similarly, the inverse quality
factor can be defined in terms of measured quantities:

∆(1/Q) =
e2

2πε0mef1

ne,pνeff,p

ν2
eff,p + ω2

p

Vp, (9.13)

By rewriting the equation for ne,p and νeff,p, the expressions can be evaluated based
on the measured shifts ∆f and ∆(1/Q).

ne,p =
2ε0me

e2

ν2
eff,p + ω2

p

Vp

∆f

f1
, (9.14)

νeff,p = πf2
1

∆(1/Q)

∆f
. (9.15)

For t > 0µs, when the signals start to change due to photodetachment, the
situation is a bit more complicated due to the presence of two volumes with a different
permittivity. The first volume is the plasma volume described above without the laser
perturbed volume. This volume is occupied by the electron density determined from
the signals for t < 0µs. The second volume is the laser perturbed volume, which
contains a different electron density. Hence, the following equation can be derived for
the electron density in the laser volume based on the measured frequency shift for
t > 0µs:

∆f

f1
=

e2

2ε0me

(
ne,p

ν2
eff,p + ω2

l

(Vp − Vl) +
ne,p + ne,l

ν2
eff,l + ω2

l

Vl

)
. (9.16)
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The effective collision frequency is assumed to be equal in both volumes as discussed
in Section 9.4.3. Using νeff,p = νeff,l, the following expression for the laser-induced
electron density can be derived:

ne,l =
2ε0me

e2

ν2
eff,l + ω2

l

Vl

∆f

f1
− Vp

Vl
ne,p. (9.17)

This equation is used for the calculation of the photodetached electron density, which
provides the peak values for Fig. 9.6 and the data for curve fitting for Fig. 9.7.

9.6.3 Beam cross section
The cross section of the laser beam S is required for the evaluation of the saturation
curve and to determine the laser perturbed volume. To obtain the value of this
parameter, the experimental setup was slightly adapted with the following changes.
First, the second vacuum window (quartz) was removed to avoid distortions due to
the window, which ensured that the laser beam shape was monitored in the way it
interacted with the plasma afterglow. Second, a charge-coupled device (CCD) camera
was placed after the cavity to capture the laser light. Third, a neutral density filter
with reduction order 2.0 was placed in front the CCD camera so that the laser intensity
was reduced by a factor 1× 102.

Figure 9.9: Beam cross section of the pulsed ultraviolet laser. The image was obtained
by directing the laser light, at low laser pulse energy, onto a charge-coupled device (CCD)
camera via a 2.0 neutral density filter reducing the intensity by a factor of 1× 102.

As can be seen at the top of Fig. 9.9, the beam is approximately circular with a
peak intensity in the center that falls off radially. The top figure depicts an average of
50 images obtained under the same conditions to average out fluctuations in the laser
intensity. A Gaussian beam fit was applied to the measured data, which resulted in
Fig. 9.10.

The beam cross section is obtained by numerically integrating the region with
significant light intensity, i.e. I > 1/e× Imax. First, each pixel, sized 3.75µm in width
and height direction, gains a value equal to 0 if the intensity is below this threshold,
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Figure 9.10: Gaussian beam fit based on measured laser intensity distribution.
The Gaussian beam fit provides an experimental value for the beam cross section
S = 8.9× 10−3 cm2.

or 1 if the intensity exceeds the threshold. This resulted in a beam cross section equal
to S = 9× 10−3 cm2, which corresponds to a beam radius of 0.53 mm.

9.6.4 Temperature-correction of resonance frequency
The resonance frequency of the cavity depends strongly its temperature. An NTC
thermistor was mounted on the cavity to monitor the temperature with 1 mK resolution
for each microwave frequency probed during the MCRS measurements. Fig. 9.11 depicts
the average cavity temperature per experiment (for each laser pulse energy) with the
corresponding resonance frequency before the laser shot, but with the continuous
argon discharge entering the cavity. The cavity temperature was rising during each
experiment, so the average was noted here for the purpose of analysis. The relationship
between the resonance frequency and the temperature of the cavity appears—as
expected—linear from the graph. Therefore, the following linear relationship is
proposed based on the idea that the linear thermal expansion in length α∆T (resonance
wavelength) is inversely proportional to the resonance frequency:

f1(Tcav) = f1(T1) (1− α∆T ) . (9.18)

Using linear regression, the resonance frequency at the starting temperature equals
f1(26.642 ◦C) = 3.5038 GHz, and the coefficient α = 18× 10−6 K−1. The linear
coefficient agrees well with the (linear) thermal expansion coefficient of stainless steel
which is 17× 10−6 K−1 for type 304, and 16× 10−6 K−1 for type 316. A difference
can be expected from the fact that the cavity is cylindrical and the strain is not
homogeneously in the axial and radial direction. To compensate for the expansion of
the cavity volume due to changes in the temperature of the metal structure forming the
cavity, the probing frequencies are spectrally shifted following the method described by
Platier et al [61]. In conclusion, the resonance frequency in an argon-oxygen background
measured before the experiments, f1(T1), was corrected for the temperature changes,
which provided f1(T ) and served as a reference for each experiment.
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Figure 9.11: Resonance frequency with continuous argon discharge f1 as a function
of the average cavity temperature Tcav measured during the MCRS experiments. The
measured resonance frequency for each temperature are indicated by the blue crosses.
The linear fit is depicted by the dashed red line.
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9.6.5 Theoretical analysis of collision frequency
The electron-neutral momentum transfer cross section σm has been obtained from
the LXCat database for both argon and oxygen [56]. The dependence of σm on the
(directed) electron energy ε can be seen from the panels (a) in Fig. 9.12 and 9.13.
Based on the momentum transfer cross section σm(ε), the momentum transfer collision
frequency for electron-neutral collisions can be calculated as follows:

νm = ngσm(ε)ve, (9.19)

where ng denotes the neutral gas density (equals 2.5× 1025 m−3 at atmospheric
pressure), and ve =

√
2eε
me

the electron velocity. The momentum transfer collision
frequency νm is shown in the panels (b) of Fig. 9.12 for argon, and Fig. 9.13 for oxygen.

It should be noted that such momentum transfer collisions have been measured
using a directed electron beam onto a neutral gas target, where the neutral gas particles
are essentially at rest. Hence, this means that we need to integrate over the electron
energy distribution F (ε) when a plasma or gas discharge is considered. This idea
is captured in the definition of the effective collision frequency, which—assuming a
Maxwellian distribution function—can be defined as follows [28]:

νeff =

´∞
0
ε3/2 νm(ε)

ν2
m(ε)+ω2

dF (ε)
dε dε´∞

0
ε3/2 1

ν2
m(ε)+ω2

dF (ε)
dε dε

. (9.20)

Here, the energy distribution function is denoted by F (ε), and ω (= 2πf) describes the
angular microwave frequency. The effective collision frequency is depicted in the panels
(c) of Fig. 9.12 and 9.13, for electron-argon and electron-oxygen collisions, respectively.

With regard to the discussion, the following values have been evaluated numerically
in the program to facilitate the analysis. Please note that room temperature T = 300 K
equals T = 0.026 eV, and that the number density of argon in the spatial afterglow is
significantly higher than oxygen density.

The electron-argon effective collision frequency νeff ≈ 36 GHz at ε̄ = 0.025 eV
and νeff ≈ 28 GHz at ε̄ = 0.032 eV. However, there is a second intersection point
where νeff ≈ 30 GHz at ε̄ = 0.398 eV. This is due to the Ramsauer minimum in
the momentum transfer cross section for elastic electron-argon collisions, where the
minimum occurs around ε = 0.25 eV. The electron-O2 effective collision frequency
νeff ≈ 35 GHz at ε̄ = 0.025 eV and νeff ≈ 41 GHz at ε̄ = 0.032 eV.
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Figure 9.12: Theoretical analysis of effective collision frequency for momentum transfer
collisions between electrons and argon. (a) The momentum transfer cross section σe−Ar

m

for collisions between electrons and argon is shown as a function of the electron energy ε.
(b) The momentum transfer collision frequency νe−Ar

m , calculated using Eqn. (9.19), is
depicted as a function of electron energy ε. (c) The theoretical calculation of the effective
collision frequency νe−Ar

eff for electron-argon collisions as a function of the mean electron
energy ε̄.
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Figure 9.13: Theoretical analysis of effective collision frequency for momentum
transfer collisions between electrons and molecular oxygen. (a) The momentum transfer
cross section σe−O2

m for collisions between electrons and molecular oxygen is shown as a
function of the electron energy ε. (b) The momentum transfer collision frequency νe−O2

m ,
calculated using Eqn. (9.19), is depicted as a function of electron energy ε. (c) The
theoretical calculation of the effective collision frequency νe−O2

eff for electron-molecular
oxygen collisions as a function of the mean electron energy ε̄.
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9.6.6 Timescale of first-order reaction
The timescale for a first-order reaction follows from the solution of the first-order
differential equation, which describes the rate of change of the (photodetached) electron
density:

dne

dt
= −kinrne (9.21)

where i indicates the type of reaction (reaction Ri in Section 9.4.2), ki represents
the corresponding reaction rate coefficient, ne denotes the electron density, and nr

describes the density of the reacting species, i.e. atomic or molecular species that react
with the electrons. This differential equation has the following solution,

ne(t) = n0
e exp

(
− t

kinr

)
, (9.22)

with n0
e the initial electron density, from which the timescale of electron loss can be

defined as:
τi =

1

kinr
. (9.23)
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Chapter 10

Conclusion

This chapter presents the conclusions derived from the results obtained throughout
Chapter 4 to 9, and a reflection on the research questions as defined in Chapter 1.

10.1 General conclusions

The preliminary studies in Chapter 4 and 7, conducted chronologically before the
experiments using dust-forming discharges, led to two important conclusions regarding
the feasibility of using microwave cavity resonance spectroscopy (MCRS) for monitoring
the dust formation process in dust-forming discharges.

• An important step in the interpretation of MCRS experiments is based on
the assumption of a homogeneous medium, which does not necessarily need
to fill the whole cavity volume. In general, gas discharges produced by, for
instance, radio-frequency power or high-energy photons do not comply with
this assumption. In Chapter 4, it is shown that the shape of the electron
density profile contributes to a correction of about a factor ∼ 2 to the absolute
electron density values obtained from MCRS experiments on a pristine argon
RF discharge. However, it was concluded that MCRS nevertheless constitutes a
feasible technique for studying low pressure dust-forming plasmas considering
the current capabilities of present-day numerical and experimental techniques.

• In Chapter 7, microwave cavity resonance spectroscopy was proven as a feasible
technique to determine the electron dynamics in the spatial afterglow of an
atmospheric pressure plasma jet. Before this experimental study, MCRS had been
applied at atmospheric pressure only once to streamer discharges propagating
through ambient air (generated by high-voltage pulses). It was shown that the
electron density and the effective collision frequency of electrons originating from
the discharge bulk could be measured by MCRS during the phases of plasma
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ignition, steady state plasma operation, and plasma decay after termination of
the RF power.

10.2 Research question I

The first research question considered the way in which dust grains affect the properties
of gas discharges produced in gas mixtures containing an organosilicon compound,
which was defined in Chapter 1 as:

Research question I: how do dust grains affect the plasma
properties in organosilicon-containing gas discharges?

This effect was studied by determining the electron dynamics (electron density
and effective collision frequency) in gas discharges containing hexamethyldisiloxane
(HMDSO). The electron dynamics were probed using microwave cavity resonance
spectroscopy (MCRS) in a time-resolved fashion under low and under atmospheric
pressure conditions.

Under low pressure conditions, discharges were produced in a mixture of argon
and HMDSO in order to study the effect of dust formation, of which the results are
explained in Chapter 5. This showed that the effect of HMDSO-based dust formation
on the electron density is very similar to that of other reactive mixtures such as
acetylene, methane, and silane, although the timescales corresponding to the various
growth phases differ quantitatively. The effective collision frequency, however, was
not probed in such dust-forming discharges before, and revealed that dust formation
has a strong effect on the collision frequency of electrons with neutral gas species.
It was found that the effective collision frequency was significantly greater than the
electron plasma frequency, which raised doubts about the collisionless assumption of
the electron current towards the dust grain. Although the electron current is likely
not affected to a severe extent under the conditions of the experiment, the presence
of dust grains induces a surge of the electron temperature combined with (possibly)
changes to the electron energy distribution function. In conclusion, under low pressure
conditions, the formation of dust has a significant impact on:

• the electron density, which follows a steep decline during the coagulation phase,
and attains minimum values during the accretion phase due to the depletion of
electrons,

• and the effective collision frequency (electron-neutral collisions) which exceeds
the plasma frequency during the accretion phase, indicating the surge of the
mean electron energy and/or combined with changes to the electron energy
distribution.

Under atmospheric pressure conditions, the spatial afterglow of a gas discharge
produced in a mixture of helium and HMDSO was probed using MCRS, of which the
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results have been stated in Chapter 8. By contrast to the low pressure experiments,
it was observed that the electron density and effective collision frequency are not
significantly affected by the presence of dust grains. This observation is substantiated
by the (theoretically) expected number of electrons permanently confined to the surface
of the dust grains, which was estimated to be much lower than the free electron density
during the time period that the gas discharge was actively produced. However, doubts
were raised about the validity of using Fuchs’ charging theory during the decay period
of the electrons. In conclusion, it was shown that MCRS provided a feasible method
to probe the effect of HMDSO addition on the electron dynamics in the afterglow of a
dust-forming atmospheric pressure discharge which revealed that:

• the electron density is higher with HMDSO added compared to pristine discharges,
which is most probably due to the lower ionization potential of HMDSO compared
to that of the carrier gas,

• the electron decay takes longer with HMDSO, which is most probably due to
the presence of negative ions,

• and the presence of dust grains does not affect the electron density and effective
collision frequency to a detectable extent.

10.3 Research question II

The second research question was concerned with the validity of the theoretical
framework for dust charging, defined as follows in Chapter 1:

Research question II: how well does the theoretical framework
predict the charge of nanometer-sized dust grains immersed in a
low pressure plasma?

The dust charge was experimentally determined using laser-induced
photodetachment to liberate electrons from charged dust grains immersed in
a low pressure discharge, of which the results have been discussed in Chapter 6. First,
the dust grains were formed in an Ar/HMDSO discharge, by temporarily adding
the HMDSO vapor, under conditions comparable to those used in the experiments
described in Chapter 5. Second, the dust grains were confined in an argon-only
discharge, which confined the dust grains in the same volume for subsequent
photodetachment experiments. It was found that this procedure led to the stable
confinement of the dust cloud for about 20 min, after which the dusty plasma departed
from a stable configuration.

Using MCRS, while the dust cloud was stable, the photodetached electron density
was determined in a time-resolved fashion, which demonstrated their release into
the discharge and subsequent reattachment to dust grains. The experiment resulted
directly in the dust charge density, i.e. the product of the dust density and the average
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surface charge, inside the laser perturbed volume. A range of values for the average
dust charge was derived using additional experiments to obtain the dust density by
means of laser light extinction. The theoretical predictions of the dust charge and the
charging timescale, based on the orbital-motion-limited theory, showed good agreement,
respectively, with the lower bound of the experimental range of the dust charge and
the decay time of the photodetached electron density. In conclusion, laser-induced
photodetachment experiments demonstrated that:

• the combination of ultraviolet laser pulses and MCRS provides a valuable
technique for experimental determination of the dust charge density,

• and the technique can be used independently of dusty plasma phenomena such
as dust density waves that form the basis for other experimental charge detection
methods.

10.4 Research question III

The third research question focused on the behavior of negative ions in the spatial
afterglow of an atmospheric pressure discharge, stated as follows in Chapter 1:

Research question III: how do negative ions behave in the spatial
afterglow of atmospheric pressure plasmas?

Negative ions can be relevant for the (de)charging of dust grains in the spatial
afterglow, in addition to the ions and electrons. Moreover, the negative ions could
become more important further downstream of the discharge, because the electron
density diminishes more quickly than the ion density does.

In Chapter 9, the first step towards the effect of negative ions on dust (de)charging is
taken by determining the behavior of negative ions produced in the spatial afterglow of
an atmospheric pressure argon discharge interacting with an argon-oxygen gas mixture
at atmospheric pressure. The experimental technique was based on laser-induced
photodetachment in combination with microwave cavity resonance spectroscopy, which
allowed to determine the electron density and effective collision frequency of electrons
liberated from negative ions.

Based on the interpretation of the experimental data, it was found that the addition
of oxygen, an electronegative gas, resulted in the production of mainly negative atomic
oxygen ions, O−. The subsequent loss of the photodetached electrons proceeded
most probably through the dissociative attachment of the photodetached electrons
with molecular oxygen neutrals: e + O2 −→ O− + O. This conclusion was based
on the outcome of a timescale analysis. The (local) negative ion density n−i ∼
1× 1018 m−3 was found to exceed the (electric-field-weighted volume-averaged) free
electron density produced by the discharge in the spatial afterglow ne ∼ 1× 1017 m−3,
which strengthens the hypothesis that negative ions can constitute a relevant current
towards dust grains.
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Chapter 11

Outlook and recommendations

This chapter is concerned with an outlook for further research in Section 11.1, based
on the obtained results in this thesis. Thereafter, Section 11.2 comprises a set of
recommendations for the development of ultrafine particle (UFP) sensing devices,
which provides the link between the research results and the engineering challenges
encountered during the development of UFP sensing devices.

11.1 Outlook for future research

The outlook is split into three parts: future experiments, applications, and fundamental
challenges.

With technically feasible developments, the current low pressure experimental
setup could be used to study the dust growth process in more detail, and the surface
charge of dust grains with high accuracy.

• The dust charge density could be studied under a wide range of ion collisionality
regime in the low pressure system. Dust charge density measurements with the
current low pressure setup could be performed at different neutral gas pressure.
For pristine discharges, the experimental setup can be used to generate discharges
up to ∼ 1 mbar. If dust-forming discharges can be done at higher pressure, the
collision-enhanced regime for dust charging can be explored experimentally.
Otherwise, it may be feasible to grow a dust cloud under a specific condition,
and vary the pressure and conditions afterwards.

• Measurements of the average dust charge can be obtained with smaller
uncertainty. The development of a dust density and size measurement technique
would be useful to decrease the uncertainty in the determination of the dust
density. For instance, Mie ellipsometry is a feasible technique to monitor
these dust properties during dust growth. Combined with laser-induced
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photodetachment and MCRS as shown in this thesis, this would result in the
development of an in-situ dust charge diagnostic with much higher accuracy.

• The effective collision frequency measurements could be conducted at different
neutral gas pressures using the current low pressure experimental setup. The
effect of electron-neutral collisions is more pronounced at higher neutral gas
density. However, to conduct a systematic study on the effective collision
frequency, it is necessary to investigate the microwave spectral response due
to resonances caused cable and feedthrough characteristics in the microwave
frequency range. It was found that the effective collision frequency was more
difficult to obtain for plasma conditions resulting in a spectral position of the
resonant mode overlapping with other resonances.

Related to applications, it would be interesting to study the dust charge and growth
process in the spatial afterglow of the atmospheric pressure system with respect to
the following aspects.

• Manipulation of the dust charge in the spatial afterglow can be done by the
application of bias electrodes. Several studies have shown that a bias voltage
downstream of the discharge bulk affects the electron and ion losses. In turn,
this affects the currents towards the dust grains traveling the afterglow. By
extracting the ions from the afterglow, the dust charge is less neutralized and may
remain negative. In such case, the dust charge measurement using laser-induced
photodetachment may be a feasible method for dust charge determination at
atmospheric pressure.

• Measurement of the positive dust charge in the spatial afterglow directly inhibits
neutralization and charge reversal. Current techniques are based on extraction of
charged dust grains and subsequent measurement using, e.g., differential mobility
analyzers (DMA) and condensation particle counters (CPC). Sampling charged
dust grains at various locations in the spatial afterglow avoids neutralization or
reversal of the charge due to interaction with positive and negative ions. This
could be done, for example, by sampling charged dust grains by a differential
pumping system with an orifice located in the afterglow.

• In-situ measurement of the dust size and density in the atmospheric pressure
system. The growth process of dust grains at atmospheric pressure has been
studied by deposition or extraction of dust grains, but the measurement of
the size and density in-situ in the spatial afterglow or plasma bulk would be
useful to avoid processes such as aggregation after transport, and accumulation
and/or clustering at the deposition surface. Additionally, the measurement of
the density, size and charge in-situ would greatly assist the interpretation of the
dust charge measurements, and their accuracy.

• The link between discharge conditions and dust properties could be studied
extensively. It would be interesting to explore systematically a broader range of
discharge conditions such as the gas flow rate, the RF power, or the addition
of an electronegative gas (e.g.oxygen). This would provide more insight in the
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effect of the gas residence time in the discharge on the dust size and density.
Moreover, the effect of discharge conditions on the plasma chemistry could be
useful information to understand the composition of dust grains generated for
various purposes.

From a fundamental perspective, the charging currents induced by an atmospheric
pressure discharge represent an interesting model system for the collisional ion current
regimes. In addition, it has been observed that dust grains can be studied for long
periods of time in the atmospheric pressure vessel.

• The atmospheric pressure plasma bulk represents a situation similar to the
low pressure bulk, with much smaller mean free path lengths, but similar
temperatures of the charged plasma species. This means that it potentially
serves as the higher pressure variant of low pressure dusty plasmas. Laser-induced
photodetachment could be applied axially through the discharge tube in
combination with a microwave cavity surrounding the bulk plasma. This would
require a redesign of the plasma reactor with an RF and ground electrode
surrounding the tube.

• The transition of the dust charge governed by the currents in the plasma
bulk towards the ion-rich region downstream would be interesting to study
experimentally. In the spatial transition region, the theory breaks down because
the electron density becomes much lower than the ion density, and the situation
tends towards the one described by Fuchs’ theory. This situation resembles the
effect of electron depletion at low pressure, where the electron density is lower
than the ion density and quasi-neutrality is violated.

• The aggregation of dust grains was observed experimentally in the far spatial
afterglow. It has been observed that dust grains can be confined inside vortices
in the atmospheric pressure discharge vessel due to the gas flows (with and
without microwave cavity). It appeared from camera images that many layers of
dust (visualized by a laser sheet) were confined to these vortices. This could be
a useful method to study aggregation of dust grains formed in the discharge at
atmospheric pressure for times during which the electron and ion density have
decayed significantly. In such cases, the conditions resemble that of the ambient
atmosphere in which there are very few electrons and ions.

11.2 Recommendations for applications

There are several recommendations for ultrafine particle sensing (UFPS) devices:

• Different type of discharge. In the original design of the UFPS, a corona discharge
is applied to generate a gas discharge from which the ions are actively extracted.
However, it was found that a direct-current discharge is not practical in case
a layer of contamination is formed which requires an increase of the ignition
voltage up to impractical values. In case of alternating-current discharges, the
electric fields are able to penetrate the dielectric layer.
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• Contamination. Also in the atmospheric pressure plasma reactor used in this
thesis, severe contamination of the electrodes was observed in case HMDSO or
oxygen was added to the discharge gas. The presented atmospheric pressure
experimental setup could be used to study the deposition rate of hexamethyldi-
siloxane (HMDSO) on the electrode. The HDMSO vapor density can be set to
the concentration found in applications (e.g., in vehicles with significant amounts
of silicon-containing materials).

• Combination of the precipitation and sensing section. By application of an
electric field, the smallest grains are precipitated first in the precipitation section,
while the largest dust grains proceed to the sensing section. This reduces the
transport time, and likely increases the left-over charge.

• Reduction of charge neutralization and/or reversal. The mean free path of the
species could be increased by reducing the neutral gas pressure. By injecting
the dust and ambient air into vacuum, measurements can be done at reduced
pressure with slower electron decay. On the other hand, a bias electrode could
be added to the design to manipulate the dust charge. This leads to longer
maintenance of the dust charge, and a larger signal-to-noise ratio.
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Summary

Complex and dusty plasmas comprise a significant amount of the visible matter in
the universe. Such plasmas are important for the formation of planets in distant
galaxies and the interaction of extraterrestrial dust particles with molecules in the
interstellar medium. Also, the formation and charging of nanoparticles by plasmas is
increasingly important in high-tech industrial systems. Examples of such high-tech
industrial systems are lithography machines, glass-fiber production chambers and
ultrafine particle sensors. This thesis was motivated by the latter example, in which
the size and concentration of nanoparticles follows from measuring how an atmospheric
pressure plasma charges these nanoparticles. The scientific challenge presented by the
development of these ultrafine particle sensing devices is threefold:

• Predicting accurately the (de-)charging of nanoscale dust particles coming in
contact with plasma.

• Understanding the processes leading to electrode contamination by material
deposition due to the atmospheric pressure plasma.

• Dealing with fluctuations in atmospheric conditions—such as humidity, molecular
and particulate contamination, and temperature—that heavily affect the plasma
parameters and the charging behavior induced on nanoscale particles.

In this work, low-temperature plasmas containing dust particles were studied under low
pressure and atmospheric pressure conditions in order to increase the understanding
of their formation and the interaction with the plasma in which they are embedded.

This project targeted the development of methods to measure the surface charge of
nanoscale particles. The main concept is based on laser-induced photodetachment of
elementary charges residing on the dust particles that can be measured using microwave
cavity resonance spectroscopy (MCRS). Similar to negative ions, the interaction of
photons created by an intense laser pulse have the ability to detach electrons from
negatively charged dust grains. The free electron density can be measured using the
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MCRS technique similar to how this method is generally used to measure the electron
density generated by a gas discharge.

To this end, the project first focused on the development of the MCRS technique
with respect to its validity to study non-uniform plasmas at low pressure and its
application at atmospheric pressure where the collision frequency of electrons with
neutrals largely exceeds the plasma frequency. The MCRS technique is based on
the detuning of a resonant mode of a microwave cavity due to the number density
of free electrons and the frequency with which they collide elastically with neutrals.
The presence of the electrons results in changes of the resonance frequency and
full-width-at-half-maximum of the resonant mode excited in the cavity, from which
the electron density and effective collision frequency can be derived. It was shown that
MCRS possesses the necessary accuracy to determine the free electron density in low
pressure discharges with a non-uniform electron density profile, and the free electron
density and effective (electron-neutral) collision frequency in the spatial afterglow of a
plasma jet.

Second, the project focused on the formation of dust grains in low and atmospheric
pressure discharges by the addition of hexamethyldisiloxane (HMDSO) to the discharge
gas. It was found that the effective collision frequency during dust formation at low
pressure is significant with respect to the electron plasma frequency, which may have
important consequences for the collisionality of electrons and for the overall charging
mechanism of dust particles. At atmospheric pressure, it was found that dust charging
has a negligible effect on the electron density and effective collision frequency in the
spatial plasma afterglow, which is in contrast to the observed depletion of electrons
during dust formation in the low pressure HMDSO-containing discharges.

Third, laser-induced photodetachment in concert with MCRS was used to probe
charged nanoparticles confined in a low pressure discharge, and negative ions produced
in the spatial plasma afterglow at atmospheric pressure. The dust charge was measured
in a low pressure argon-only discharge, and compared to theoretical predictions using
the same conditions. At atmospheric pressure, the dominant negative ion species
was determined to be O− by analyzing the temporal behavior obtained from the
time-resolved MCRS measurements.

In conclusion, the most important results obtained from the low and atmospheric
pressure experiments have shown that electron-neutral collisions need to be included
in the OML theory, that laser-induced photodetachment in combination with MCRS
provides an excellent method for measuring the dust charge density under low pressure
conditions, and that the same technique at atmospheric pressure constitutes an
indispensable method for the detection of negative ions in the spatial afterglow. This
provides an excellent starting point for future research to conduct experimental studies
on nanodust charging and further critical assessments of the theoretical framework
for plasma-based charging of nanoparticles. Owing to these developments, future
research could be focused on studying the charging of nanoscale particulate matter
at atmospheric pressure by combining laser-induced photodetachment with MCRS,
and studies on the effect of negative ions on the (de)charging of nanoparticles in the
spatial plasma afterglow at atmospheric pressure.
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