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## Chapter 1

## Introduction

### 1.1 Motivation

Everyone who uses means of transportation like cars and bikes experiences congestion. Congestion is a phenomenon that occurs when the interaction between vehicles on the road causes the vehicles to slow down, which typically is the case when there are (relatively) many vehicles on the road. Congestion has a negative impact on many levels: it increases travel time, costs money, increases pollution, etc. The KiM, the Dutch Institute for Transport Policy Analysis, has estimated the amount of direct costs associated to congestion on the Dutch highway system for 2018 to be a devastating 3.3 billion euros [196]. In addition, indirect costs add up to a number close to 1 billion euros [196]. As these numbers are only related to congestion at highways, we have a very conservative estimation of the total costs caused by congestion in the Netherlands because quite some secondary and urban roads are also congested. These numbers alone should be sufficient to convince anyone to take a look at measures to reduce congestion.

In fact, much research is aimed at reducing congestion. There are numerous countermeasures against congestion which range from obvious ones, like reducing the amount of traveling in a network, to very advanced ones, e.g. networkwide optimization of route choices. Despite ongoing research and taken countermeasures, congestion remains an enormous societal problem. One of the main reasons of the continuing problems is the discrepancy between capacity and demand on the road-traffic network. Congestion emerges (more easily)
when demand exceeds the capacity of a certain part of the network and two, a priori easy, solutions become clear: increasing the capacity or decreasing the demand. The former is often very costly and consumes much space as, generally, additional roads need to be built, which is sometimes met with (fierce) resistance. Therefore, this way of tackling congestion does not seem to be sustainable. Reducing demand is the other obvious option and this has a positive effect when achieved. An illustrative example is the absence of traffic jams in the lockdowns during the Covid-19 pandemic. However, a structural reduction of travel demand, e.g. during peak hours, seems difficult to achieve. Therefore, research on other countermeasures is conducted to mitigate congestion as much as possible. This mainly focuses on more efficient use of the existing roads.

A potential and notorious source of congestion is the traffic-light controlled intersection. Intersections are an inevitable part of road networks, although they decrease the capacity of the connecting roads: indeed, only vehicles from some of the connecting roads are able to cross the intersection simultaneously. Traffic lights are often installed to make sure that traffic from various directions can drive across the intersection safely and that traffic is organized smoothly. Besides this, traffic lights at intersections should be designed in such a way that the negative effects of intersections are mitigated as much as possible. Trafficlight settings play a key role in this respect as they govern when each vehicle is allowed to cross the intersection, which has a direct influence on the capacity of and delay experienced at the intersection. Good traffic-light settings are thus of substantial societal value and lead to less congestion by ensuring an efficient use of the available roads.

Nowadays, traffic lights are not always functioning optimally with respect to keeping congestion or, similarly, delay experienced by vehicles to a minimum. As an example: how often do we get frustrated by a traffic light that turns red just at the moment that we want to cross an intersection? Early research on traffic-light settings goes back to at least 1940, which shows that frustration caused by traffic lights, unfortunately, has a long tradition.

The current state-of-the-art in the Netherlands is the so-called intelligent traffic-light installation (in Dutch: intelligente verkeersregelinstallatie). This is usually a type of traffic light that adapts its green and red pattern to the presence of vehicles on each road by obtaining a current view of the state of the network. This allows for an efficient green and red time allocation [62]. On top of that, the intelligent traffic light might inform approaching vehicles regarding the green and red pattern for the coming period. This enables vehicles to anticipate on e.g. changes in the traffic light, which makes it possible for the vehicle to approach the intersection in a smart way. An example would be to
reduce speed early and accelerate in such a way that vehicles start crossing the intersection at the start of the green period and cross the intersection at a high/maximum speed. This decreases the time spent on the intersection by an individual vehicle, which leads to a more efficient use of the intersection. These intelligent traffic lights have the potential to reduce congestion significantly, as is shown by small-case real-life examples. An example can be found in Helmond where a $20 \%$ reduction in waiting time was obtained [66]. This reduction partly follows from a better coordination between the vehicles and the traffic light, but also from vehicles approaching the intersection in a different way leading to a better utilization of the intersection.

Despite many research attempts and field-case studies over the last decades, the search for optimal traffic-light settings remains problematic, even for intelligent traffic lights. Mathematically, traffic-light controlled systems are very hard to analyze rigorously. Therefore, finding optimal settings for a big intersection, and even more so for a network of intersections, is a hard and challenging task. Complicating factors include, but are not limited to, randomness and complicated traffic interactions; we next discuss those two factors.

Randomness in road traffic is omnipresent, e.g. at the level of an individual driver in the form of driver behavior; at the level of the number of vehicles driving towards an intersection during a given period of time; and at the level of congestion emergence. Other sources of randomness include the weather and the occurrence of traffic accidents. Stochasticity (severely) complicates the rigorous treatment of traffic models and limits our ability to give meaningful advice to traffic engineers. Despite complicating the models, randomness cannot be neglected and has to be taken into account as it significantly impacts the performance of any road-traffic system. A canonical way to address complex systems involving randomness and delays is the use of queueing theory.

Queueing theory is a research area that studies and develops mathematical models for general queueing phenomena with a broad range of applications. It makes sense that queueing-theoretic methods are a useful tool to analyze delays in road traffic, due to their ability to explain the dynamics leading to congestion. Therefore, the performance analysis of dynamic queueing models is an important step towards the optimization of traffic management policies.

The second complicating factor is the mere fact that several roads meet at an intersection as can be seen in Figure 1.1. Moreover, there might be a varying number of traffic streams from a single direction, potentially heading in different directions; there might be green lights for several (conflicting or not) groups of vehicle streams; there might be cyclists present (on separate lanes or not); pedestrians might cross the intersection (on a pedestrian crossing with a


Figure 1.1: A graphical representation of a general intersection with vehicles, cyclists, and pedestrians. The intersection has six streams of cars, which are all governed by traffic lights. Moreover, there are some pedestrian crossings and also cyclists claim their share of the intersection's capacity.
separate traffic light or not); and many more complications might exist.
Typically, models involving randomness are well-understood as long as we study a single queue (e.g. corresponding to a single road or a single stream of vehicles). For intersections, however, we typically need to study higherdimensional queueing models to capture queueing phenomena accurately as can be observed from Figure 1.1. The caveat is that such higher-dimensional stochastic models are much harder to analyze than single-dimensional models.

The study of higher-dimensional stochastic models has led to a very rich area of research, yet exact results are often hard to obtain and are typically, if existing at all, complicated in nature. However, it is sometimes possible to find good approximations or guidelines that lead to good, or even optimal, settings.

Another important factor to take into account when developing traffic-light control mechanisms is that infrastructural investments in road-traffic networks are long-term investments, typically ranging from 10 to 50 years. Therefore, special attention should be given towards the rise of (semi-)autonomous vehicles, as such vehicles are expected to occupy the road in the near future. In fact, at some places autonomous vehicles are already on the road, e.g. in Phoenix, Arizona [119]. Such vehicles are much easier to guide than vehicles driven by humans, be it only that humans might behave unexpectedly. Because of this, we have to develop new control algorithms for autonomous vehicles. Possibilities for new algorithms include, but are not limited to, different types of traffic lights, a better spread of vehicles over a network of roads, and speed-advisory or even speed-control algorithms for autonomous vehicles. We should thus think about such strategies and potentially needed road-side equipment now in order to prevent costly investments later on due to missing infrastructure.

Summarizing, there is an obvious need for smart(er) traffic-light control strategies. This might seem easy at first glance, but this is a very complex and challenging task. A reason why it is complicated to find good strategies, is that congestion modeling of traffic lights, which naturally leads to queueing models, is hard. This relates to the fact that we need to take random effects in road traffic into account and to the need to consider all roads that are connected to the intersection, which can be complicated as can be observed from Figure 1.1. Moreover, due to the fact that investments in road traffic are often long-term investments, we should also think about the long-term future when investing. Therefore, in this thesis, we focus on several queueing models for traffic lights and extend and deepen the knowledge on traffic-light modeling both in presentday and in futuristic settings. We do so in various ways such as (i) by developing new methodologies to address queueing models, (ii) by extending the general applicability of traffic-light models, and (iii) by obtaining (close-to) optimal traffic-light settings.

The remainder of this introductory chapter is organized as follows: we start with an overview of the literature on the modeling of signalized intersections in Section 1.2 and we continue in Section 1.3 with an exposition of some (mathematical) techniques and (queueing) models for road traffic that will be used frequently in this thesis. We close this chapter in Section 1.4 with a sketch of the main contributions and an outline of the remainder of this thesis.

### 1.2 Signalized intersection modeling

As demonstrated in the previous section, there is a need for good and new strategies to control intersections with traffic lights. The focus in this section is on the modeling of traffic-light controlled intersections and to this end, we give a partial overview of the literature on traffic-light models with a special emphasis on queueing models for traffic lights. We briefly discuss the most important directions of research below, before giving a more in-depth study of each research direction in Subsections 1.2.1 up to 1.2 .4 .

A common first step is to significantly simplify an intersection like the one in Figure 1.1. E.g., cyclists and pedestrians are often omitted in a traffic-light control study. It is often argued that they can be accounted for in the following way: either cyclists and/or pedestrians cross when a non-conflicting vehicle stream receives a green traffic light; or the cyclists and/or pedestrians impose an additional red time for all other vehicles if they receive an exclusive right of way. In this way, we are usually able to separate the analysis for vehicles and other traffic streams and significantly reduce the complexity of the model.

After such a simplification, we usually obtain a model that is amenable for some kind of queueing-theoretic performance analysis. An important and wellstudied example of a tractable traffic-light model relates to a traffic light with fixed red and green times. Compared to other traffic-light strategies, traffic lights with such fixed settings allow for a relatively straightforward, exact analysis, as the analysis typically can be done separately for each incoming road or stream of vehicles arriving at the intersection. In Figure 1.1, this could e.g. correspond to the vehicle stream coming from the left. All that is needed for such a separation to work, is that a green traffic light for one lane, implies a red light for all conflicting flows. An example of what this means for an intersection with four streams of vehicles (and thus four traffic lights) is shown in Figure 1.2. This separation per lane leads to a separate analysis for each lane. Those models are one-dimensional queueing models which are much easier to grasp rigorously than higher-dimensional models. Another definite advantage of such a traffic-light model is that it can serve as a building block to study more complicated models because of its relative simplicity. At the same time, traffic lights with fixed settings have appealing properties in practice: in a network of intersections, the fixed red and green times can easily be used to coordinate the settings of all traffic lights in a network because the red and green times are fixed, see e.g. [40, 107, 155]. For the same reason, such traffic lights are predictable which might be beneficial if one wants to find an optimal route to go from A to B. One of the canonical traffic-light models with fixed settings is


Figure 1.2: An example of a green- and red-time allocation for an intersection with four lanes and with fixed red and green times. We assume, for simplicity, that the clearance times correspond to red times for all lanes.
the Fixed-Cycle Traffic-Light (FCTL) queue. The literature on the FCTL queue and similar models is discussed in more detail in Subsection 1.2.1.

Another important set of examples of traffic-light controlled intersections are traffic lights with a vehicle-actuated strategy. In contrast with the FCTL queue, the green and red times are no longer fixed and might depend on the presence of vehicles, or the queue length, at each lane. An example of a vehicle-actuated strategy is as follows: if a queue dissolves during a green period, the remainder of the green period is skipped and the next lane receives a green light (after an appropriate clearance time). These strategies have obvious advantages above traffic lights with fixed settings. Vehicle-actuated strategies generally ensure that an empty queue does not receive a green light as long as there are vehicles waiting to cross the intersection at one of the other lanes. This could decrease the mean delay experienced by vehicles that cross the intersection. On the other hand, there are also disadvantages as it is e.g. difficult to coordinate the green and red times of traffic lights in a network since vehicle-actuated traffic lights are not as predictable as traffic lights with fixed settings. On top of that, the queueing models underneath such vehicle-actuated traffic lights are multidimensional as the start of the green period of each lane depends on the end of the green period of the previous lane. As such, vehicle-actuated traffic lights are far more difficult to grasp in a mathematically rigorous way than the queueing models underneath the FCTL queue or similar models with fixed settings. In practice, however, vehicle-actuated control of traffic lights is generally preferred above fixed control of traffic lights. We discuss part of the literature on vehicle-actuated traffic lights in Subsection 1.2.2.

The FCTL queue and many vehicle-actuated traffic-light strategies are traditionally studied for isolated intersections. However, only some traffic-light
controlled intersections can be studied in isolation in practice, because intersections are often part of an entire network. Although the focus of this thesis is not on such network models, we briefly discuss some research on networks of intersections. In the models discussed in the previous two paragraphs, arrivals of vehicles are commonly assumed to be independent. However, this is often an invalid assumption in a network setting, simply because a downstream intersection receives the output process of an upstream intersection. Such dependencies fundamentally complicate the analysis of network models. Next to this complication, the simultaneous study of intersections in a network leads to a model with a higher dimension than that of a model used to study an isolated intersection. This increases the complexity of the model even further. Models for isolated intersections can be used as building blocks for a network study and can (sometimes) be used to give a first-order approximation of the behavior of an intersection in a network setting, see e.g. [19, 144]. Besides these complicating factors, the route choice of the drivers in a network becomes important and route choices might have a severe impact on the general traffic performance. An example is Braess's paradox [32], which states that adding roads to a network might lead, counterintuitively, to additional congestion. Studies on networks of intersections are obviously an important theme and some literature on traffic lights in a network of intersections is discussed in Subsection 1.2.3.

Research on signalized intersections is not limited to current-day traffic applications. There is a vast amount of research on intersection management anticipating the rise of intelligent vehicles, where the level of intelligence ranges from "able to communicate with road-side equipment" to fully autonomous vehicles. One of the bigger advantages is that intelligent vehicles are typically able to announce their arrival at the intersection before they physically arrive at the intersection. The traffic light (or more generally: an intersection controller) is then able to anticipate on the arriving vehicles and e.g. organize the vehicles into groups that cross the intersection together. This generally helps to decrease the delay of vehicles. There are several challenges however, such as how the groups of vehicles that cross the intersection together should be formed. The speed advice that is given to vehicles is also an interesting topic of study. Some literature devoted to traffic-light/intersection-access control for intelligent vehicles is discussed in Subsection 1.2.4.

### 1.2.1 Traffic lights with fixed settings

Models with fixed settings for traffic lights are typically relatively simple to study and understand. This traffic-light strategy has been well studied and one
of the first papers on this topic dates back to 1941 [53], which assumes constant arrival and departure times. Other notable, early papers are the papers by Wardrop [217], studying approximations for the mean delay and optimal green and red times; by Webster [218], studying empirical and simulation observations for approximations; and by Newell [141], studying approximations for a traffic light with fixed settings and binomially distributed arrivals.

A well-studied model in the realm of traffic lights with fixed signals is the FCTL queue. This is a queueing model which focuses on deriving the characteristics of the number of delayed cars in front of the traffic light. The FCTL queue will be formally introduced in Subsection 1.3.1 as it will play an important role in this thesis. Here, we give an overview of the literature on the FCTL queue.

The first complete steady-state analysis for the FCTL queue dates back to 1964 and was provided by Darroch [64]. Darroch focuses on the distribution of the so-called overflow queue, the queue length at the end of the green period, and computes its Probability Generating Function (PGF). From this PGF, any information about the queue-length distribution, e.g. the queue-length distribution at an arbitrary moment, can be derived. Darroch's solution requires the solution to a set of linear equations, which requires roots of a certain equation as input. This has led to the belief that the model is complicated to use. Perhaps this is the reason that many researchers have focused on obtaining approximations for various performance measures, see e.g. [148] for many such approximations and a comparison. See also [198] for bounds and approximations for e.g. the mean overflow queue.

Van Leeuwaarden [206] was the first to obtain an explicit expression for the PGF of the steady-state delay distribution by means of tagging vehicles and investigating the delay of such tagged vehicles.

A recent breakthrough was spurred by an observation made in a paper by Oblakova et al. [146]. The methodology developed in [146] avoids the use of roots altogether when computing the mean overflow queue. Oblakova et al. express this mean value in the form of a complex contour integral, which can be computed numerically. Another contribution in [146] is the extension of the FCTL queue to several other models, such as queueing models with slightly different queueing dynamics, random red and green times, and a model where some drivers might be distracted causing them to take a relatively long time to depart from the queue. Such generalizations make the FCTL queue more widely applicable, e.g. they allow one to model turning flows [146].

In [158], a traffic-light model with fixed settings is studied under slightly different assumptions than the ones that are made for the FCTL queue. Matrixanalytic techniques are employed to obtain several stationary performance mea-
sures such as the mean delay. The authors of [158] also perform a study in which they compare their theoretical results against a microscopic traffic simulator, which is supposed to model traffic behavior realistically, and a model from the Highway Capacity Manual. The authors in [158] argue that their model serves as a good approximation for the simulation model for small to moderate traffic loads and as a better approximation for reality for high loads than the model used in the Highway Capacity Manual.

Turning towards finding good or optimal settings, we note that an approach to obtain optimal green times for intersections with fixed settings can be found in e.g. [77]. This study extends approximation results from [198] to find integral green-time allocations which minimize the mean delay using techniques like integer programming optimization and graph theory. Other examples include the work of Van Zwieten [212], relying on linear and quadratic programming techniques; the work of Haijema [88], using theory from Markov decision processes; and many others. For a broader overview, see [76, 88, 212] and the references therein.

Besides the common steady-state type of analysis, there are only few studies on the transient behavior of traffic signals with fixed settings. This perhaps relates to the general belief that the transient analysis of queueing models is hard. However, numerical examples are relatively easy to study as long as general expressions or results are not pursued. E.g., in [216, Chapter 4], the timedependent behavior of a traffic-light model with fixed red and green times and a possibly time-dependent arrival process is studied.

Although traffic lights with fixed settings are practically relevant in many settings, actuated traffic signals might be favorable depending on the practical situation at hand. If we e.g. allow the remainder of the green time to be skipped if a queue gets empty, we enter the realm of vehicle-actuated control strategies. Such strategies are the topic of the next subsection.

### 1.2.2 Vehicle-actuated traffic lights

There are various types of vehicle-actuated traffic lights. Looking at the case where one lane receives a green light, a common feature seems to be that the traffic light turns from green to red as soon as there are no longer vehicles waiting to cross the intersection on that lane. There exist generalizations of such a strategy to the case of multiple lanes receiving a green light simultaneously. Differentiation of various types of vehicle-actuated control might be done on the basis of when a traffic light switches from green to red if there are still vehicles queueing on the lane with a green light. In some cases, a change from
green to red only happens if there is no queue of vehicles anymore on the lane with a green light, whereas in other cases the traffic light might turn red even when the queue is non-empty. We refer to the former case as an exhaustive type of vehicle-actuated control and otherwise we refer to the strategy as a limited type of vehicle-actuated control. Another differentiation for vehicle-actuated control strategies is the following: sometimes, the actuated-control mechanism is present for all lanes and sometimes only for e.g. the main stream. We will mainly focus on the case where all lanes are governed by a vehicle-actuated mechanism. If we discuss a different type, we mention it explicitly.

One of the first studies involving vehicle-actuated traffic-light control dates back to 1940. In [81], a model is studied where there is a main road which always has a green light except if there is a vehicle on a conflicting road. In that case, a switch to the conflicting stream occurs after at most a predefined period [81], which is a simple example of a limited vehicle-actuated control strategy. Since then, a vast body of literature on vehicle-actuated traffic lights has developed and many techniques exist to find good or (in some way) optimal settings. We will not pursue a full overview and mainly focus on queueing models for vehicle-actuated traffic-light control.

In the literature on vehicle-actuated traffic-light control, it is, e.g., often assumed that there is only a single lane receiving a green light at each moment. Then, after a clearance time, the next lane receives a green light. In practice, this is often not the case as multiple lanes might receive a green light at the same time, which makes the studied models less relevant. Traffic-light strategies with fixed signaling are also often studied as if only a single lane receives a green light at each moment of time, but this does not lead to a discrepancy between theory and practice. This is because each lane can be studied separately under static signaling, enabling a single-dimensional study of the model as argued before, see e.g. Figure 1.2. This is not the case for vehicle-actuated traffic lights, which implies the need to study more complicated, higher-dimensional models. This might explain the difference in the amount of exact results for the underlying queueing models for vehicle-actuated and fixed settings.

A study with some exact computations that is close to a practically relevant version of vehicle-actuated traffic lights is discussed in [17]. The model at hand in [17] is a vehicle-actuated controlled traffic light where two non-conflicting roads receive a green light simultaneously. It is assumed that the traffic lights stay green until both queues are dissolved. An approximation for the mean queue length is provided which is based on exact light- and heavy-traffic limits, but even here, a fully exact analysis for the queue-length distribution is lacking.

On the other hand, there are many papers dealing with vehicle-actuated
traffic lights that do not focus on exact computations. A notable early pioneer is Newell [142, 143], who essentially uses a fluid model to study vehicle-actuated traffic lights. In [142], approximations for e.g. the waiting time for an intersection with two one-way streets and no turning flow under a vehicle-actuated control is given. It is claimed that such a strategy might reduce the waiting time with a factor 3 compared to fixed-time control. A qualitative property that is derived in [142], is that the traffic light should be switched from green to red as soon as a queue empties if one wants to minimize the mean delay. This relates to an exhaustive type of vehicle-actuated control. However, as soon as we turn to an intersection with two two-way streets, matters complicate and it is a priori not clear anymore what is optimal to do [143]. In fact, when two streams receive a green traffic light simultaneously, Newell and Osuna claim in [143] that a fixed-cycle strategy is better than a vehicle-actuated type of strategy.

Other early work at the interface of vehicle-actuated access control and queueing theory can be found in [65, 121]. The authors in [65] study an exhaustive type of vehicle-actuated control where one stream of vehicles receives a green light at each moment in time. Under several simplifying assumptions, they are able to come up with the mean waiting times using PGFs. Lehoczky [121] studies a similar model with two one-way streets, where vehicles arrive according to a general Markov chain as opposed to the Poisson arrival of vehicles considered in e.g. [142]. Again, only one lane at each moment in time is allowed to have a green light and there are switching or clearance times during which all traffic lights are red. In [121], the stability of the underlying queueing system is proven by studying the length of the green periods, which should remain finite to ensure stability. Subsequently, under appropriate assumptions, expressions for e.g. the mean delay for both lanes are derived.

In [63], simple properties of the arrival and service process are used to obtain the first and second moments of the steady-state queue lengths and waiting times by means of a recursion. The derived results can be applied to e.g. traffic systems, which include vehicle-actuated traffic lights. The corresponding type of vehicle actuation is as follows: once the traffic light turns green, each vehicle present at that moment is allowed to cross the intersection during the current green time. Any vehicles arriving in the queue after the traffic light turned green need to wait until the next start-of-green. The results in [63] are worth mentioning because they provide tractable and analytical results, yet the type of actuation mechanism seems less realistic for (current-day) traffic-light engineering.

A more recent study on vehicle-actuated traffic lights can be found in [137]. A steady-state analysis of an intersection with two one-way streets with an ex-
haustive type of control is presented using various methods from queueing theory. The model is solved by truncating the state space and the theoretical results are compared with simulations. In [230, Chapter 5], similar types of reasonings are used to study an intersection with four streets, each with multiple lanes and a limited actuated control.

There are many more studies on vehicle-actuated control, but there are not many that focus on an analysis of the underlying queueing model. Instead, they use e.g. reinforcement-learning techniques, model-predictive control strategies, or other optimization techniques to obtain good or optimal traffic-light settings. For some additional and recent references on vehicle-actuated control mechanisms we refer the interested reader to e.g. [76, Section 1.5.2].

To close this subsection, we refer to [145], which studies a semi-actuated controller in a network setting. The authors in [145] assume that only some of the lanes have a vehicle-actuated mechanism. The total cycle length is fixed and this enables the authors to provide an exact analysis for the model at hand based on techniques that are commonly used for the FCTL queue. The network setting studied in [145] is an important extension compared to the traffic-light models discussed in this and the previous subsection, as intersections tend to be part of an entire network of intersections that typically influence one another. Trafficlight control in a network setting is, therefore, the topic of the next subsection.

### 1.2.3 Networks of intersections

The complicated nature of the study of networks of intersections has not prevented researchers from looking into such models. We give some pointers to interesting overview papers and subsequently we focus on several works that incorporate queueing theory in the study of networks of signalized intersections.

In the literature on traditional traffic-light control for networks of intersections, a distinction is often made between fixed-time and actuated or adaptive systems. We refer the interested reader to e.g. [90, 95, 159] for historical accounts and reviews. Popular fixed-time control strategies include the MAXBAND algorithm and TRANSYT. For further information we refer to the references in [95, 159]. SCATS, SCOOT, RHODES, and UTOPIA are adaptive systems, see e.g. [90,95, 159] and the references therein. Generally, those algorithms mainly focus on finding good settings. A disadvantage is that an analysis of e.g. the queue-length distribution is typically not feasible.

Nowadays, machine learning approaches for traffic-light control in a network have been developed as well. We refrain from giving an overview of this
rapidly evolving area of research and merely provide two references to review papers on machine learning approaches used for traffic-light control [41, 227].

Another option to find good settings for a network of traffic-light controlled intersections is to implement a self-learning policy. An example is the framework developed in [116], where an algorithm is sketched that allows for realtime optimization of the traffic-light policy in a network of intersections. It differs from the machine learning approaches in the previous paragraph in the sense that there is no offline learning: it uses heuristics to find close-to-optimal green times for the traffic lights in a network using only current information. By means of coordination between the various traffic lights in the network, green waves might be created automatically [116]. A case study using such a self-learning policy can be found in [23], where a comparison between a self-learning policy and a SCATS-like procedure is made for a small network of intersections in Brisbane. In [23] it is shown that the self-organizing policy has the potential to significantly reduce delays.

Only few papers try to explicitly capture the queueing dynamics at signalized intersections in a network setting. This is probably due to the complex task of taking all queues into account as well as the correlation structure for the arrivals inside the network. Moreover, spillback effects of an upstream intersection might complicate the analysis of the network, because they may result in (temporary) blockages of intersections which is difficult to capture in a queueing model. However, there are some studies that aim at capturing the queueing dynamics and we discuss them below.

Two examples can be found in [19] and in [145]. Both papers focus on the analysis of a small network of intersections, where the output process of an intersection is part of the input for the next intersection. Under additional assumptions, like independence of the arrivals between different cycles, the intersections can be studied in isolation which brings us back to studies discussed in Subsections 1.2.1 and 1.2.2. The work in [19] exclusively focuses on fixed red and green times, whereas [145] also allows for a so-called semi-actuated control. The expressions in both [19] and [145] are quite complicated due to the intrinsically complex nature of the model.

The study of a network of intersections also raises the question if one should coordinate the green times of several intersections, think e.g. of green waves. Oblakova et al. study a green wave for a series of intersections in [144], which builds on results obtained in [145]. The results in [144] indicate that a lower mean delay (compared to no green wave) might be obtained when optimal settings are found. To find the optimal settings, a genetic optimization algorithm is used. It turns out to be difficult to find such optimal settings as they for
example depend on the physical distances between intersections [144].
An interesting and recently developed line of research to study traffic lights in a network setting is the use of the so-called aggregation-disaggregation technique which has been developed for general large Markov chains, see e.g. the survey [175]. The authors in [155, 156] use this technique to formulate an approximating analysis for large-scale networks of traffic lights, respectively focusing on a stationary and a transient analysis. Both papers model each queue in front of a traffic light as a Markovian finite capacity queue (an $M / M / 1 / K$ queue to be precise) for which the states are divided in three aggregated sets. Subsequently, a network decomposition into subnetworks of three queues is performed, which allows the authors to circumvent the problems that come with network modeling (such as the need to study a very high-dimensional model) while still capturing most of the network structure such as spillback effects. Such decomposition methods are more generally applied, see e.g. [150, 154].

Another interesting line of research is constituted by stochastic optimization methods. The key idea is to replace a complicated objective function which is to be optimized with an approximating surrogate, a so-called metamodel, see e.g. [151]. This metamodel is in turn easier to analyze and, if sufficiently accurate as an approximation to the objective function, might serve as a way to approximate the optimal solution well. Several papers have been written on such an approach for traffic networks. In [50, 152, 153] such metamodels are created using traffic simulators and a useful approximation of the objective function seems to be obtained.

Lastly, we mention that the study in e.g. [152] indicates that the betweenintersection dependence has a (potentially) significant influence on the performance measures. As such, an attempt to study a network of intersections ideally contains an accurate description of such dependencies.

Even though it is already difficult to obtain optimal traffic-light settings for current-day traffic, we also need to think about the future. What will happen when self-driving or autonomous vehicles occupy the road and will it be easier or more difficult to find good or optimal traffic-light settings? This is the topic of the next subsection.

### 1.2.4 The intersection of the future

It seems that self-driving vehicles have the potential to fundamentally change the way we look at transportation and that they allow for different control techniques than vehicles driven by humans. This has been recognized by many
researchers and a rich area of research has emerged. We partly discuss the literature here, mostly focusing on studies which use queueing theory.

To start with, we note that already existing models and control strategies, like the ones we discussed above, might be leveraged for the control of selfdriving vehicles. However, those do not use the full potential of self-driving vehicles, because such vehicles can be controlled more easily than a human driver is able to control a regular vehicle. Exactly this ability to be controlled in a better way together with the possibility of self-driving vehicles connecting and communicating with other self-driving vehicles and road-side equipment, enables one to create different, more advanced, and more efficient control mechanisms.

A highly-cited work in this realm is a study by Tachet et al. [184]. Their aim is to organize efficient crossings for vehicles and they illustrate the benefits of their strategy in a queueing-theoretical framework. This framework is used to assess the quantitative properties of their so-called platoon-forming strategy, which relates to algorithms that form groups of vehicles, platoons, that cross the intersection together. The formation of platoons is based on arrival times of vehicles and a maximum platoon size. Tachet et al. claim that if their framework is employed, the capacity at intersections might be doubled compared to the capacity nowadays. This leads to significant reductions in the delay experienced by vehicles. This is mostly due to the platoon forming, which reduces the number of switches between different signal groups, and to shorter headways for vehicles on the same lane.

Organizing vehicles in a platoon seems a popular approach that is often used. Another example can be found in two papers by Miculescu and Karaman, see [133, 134]. They use ideas and results from a specific type of queueing models, polling models, to derive upper bounds for the mean delay performance of their algorithms. They use the so-called exhaustive service discipline meaning that cars keep joining a platoon in front of them as long as the gap between the platoon and the vehicle is not too big. Similar capacity gains can be obtained as in [184]. Besides platoon formation, they also consider the problem of how vehicles should approach the intersection. A linear programming approach is used, see [134, Section V.A.], where the vehicles are controlled in such a way that they are, under several constraints, as close to the intersection as possible. The algorithm leads to provably safe trajectories [134].

Another paper in which optimal trajectories for platoons of self-driving vehicles are studied, is [126]. Under the assumption of fixed-time signaling (during a certain prediction horizon), [126] assumes that platoons are formed and proposes a different optimal trajectory for vehicles driving towards the intersection than the one obtained in [134]. The authors in [126] take several quantities
into account in order to obtain such an optimal trajectory: the throughput of vehicles, driver comfort, the delay experienced by vehicles, and fuel consumption. They use a sequential quadratic programming technique to determine the optimal trajectory. They demonstrate that their approach can also be applied to a network of intersections. For different ways of finding good or optimal trajectories, see also the references in [126].

As can be seen, platoon forming algorithms and trajectory planning are important research directions for intersection control in futuristic settings with self-driving vehicles. We refrain from giving a full overview of this research field and instead give several pointers to papers in which relevant literature is discussed. We refer the interested reader to the survey papers [43, 108, 170] and references therein.

### 1.3 Queueing models for road traffic

Now that we have a high-level overview of relevant topics and models in trafficlight engineering, we turn our focus towards specific models and mathematical notions/techniques that are frequently used in the study of such models. Our aim is also to set the stage for the upcoming chapters, e.g. by focusing on a particular technique when introducing or discussing a model. We start with the FCTL queue in Subsection 1.3.1, followed by a discussion on polling models in Subsection 1.3.2. We wrap up with a look at traffic simulators, in particular SUMO, in Subsection 1.3.3.

### 1.3.1 The FCTL queue

We provide the classical analysis of the FCTL queue. The derivation below was first obtained by Darroch [64]. We start with a description of the FCTL queue.

The FCTL queue is a one-dimensional queueing model for a traffic light that is governed by a static signal. The FCTL queue is traditionally modeled in discrete time, which means that time is divided into slots of unit length. The green and red periods, of length $g$ and $r$ slots, respectively, are assumed to be fixed multiples of one slot. The total cycle thus has length $c=g+r$. Each slot corresponds to the time needed for a delayed vehicle to depart from the queue. Vehicles that arrive during a red period are delayed as are the vehicles that arrive during a green period and meet a non-empty queue. Such delayed vehicles leave the queue one-by-one during the green period. Vehicles that arrive during a green period and meet no other vehicles in the queue are treated differently
according to the following assumption, which is often referred to as the FCTL assumption.

Assumption 1.1 (FCTL assumption) For those cycles in which the queue clears before the green period terminates, all vehicles that arrive during the residual green period pass through the system and experience no delay whatsoever.

We further assume that the number of arrivals in each slot, $Y_{k, n}$, where $k=$ $1, \ldots, c$ denotes the slot and $n$ the current cycle, are independent of one another.

This provides us with all details that we need to find the queue-length distribution at the end of the green period measured in number of vehicles. We also commonly refer to this queue-length distribution as the distribution of the overflow queue.

We follow the approach taken in [206]. As we are going to study the steadystate behavior of the FCTL queue, we need to require stability in order to ensure that the queue does not grow without bounds. When assuming that all $Y_{k, n}$ have the same distribution and if we define $Y \stackrel{d}{=} Y_{k, n}$, the stability condition turns out to be

$$
c \mathbb{E}[Y]<g,
$$

i.e. the green time $g$, or the maximum number of delayed vehicles that are allowed to depart during each cycle, should be bigger than the mean number of vehicles that arrive per cycle, $c \mathbb{E}[Y]$, see e.g. [206].

## Stability and steady-state behavior

The concept of stability requires a further explanation. In laymen terms, it ensures that a queue does not grow beyond bounds, e.g. the number of cars in front of the traffic light remains finite. A term that is used often in the context of road-traffic research, is the vehicle-to-capacity ratio which should be less than 1 . This also ensures that the number of vehicles stays finite and that the corresponding queue is stable.

We require stability, because we are interested in the steady-state behavior of the queue-length distribution. We do so to gain insight into the long-term behavior of the system. The steady-state analysis usually serves as a good approximation for reality when the circumstances do not change (too much) over a longer period of time. As we are considering the long-term development of the queue, it makes sense to impose
a condition on the system to ensure that there is, on average, enough capacity to meet the demand, which requires a stable queue or, alternatively phrased, a vehicle-to-capacity ratio which is less than 1. An illustration of a stable and unstable queue is presented in Figure 1.3 .

(a)

(b)

Figure 1.3: A graphical representation of the queue-length process for an unstable traffic light (a) and a stable traffic light (b). The colors on the horizontal axis indicate whether the traffic light is green or red. As can be seen, an unstable queue will, eventually, grow beyond bounds as there are on average more arrivals than departures, whereas the length of the queue remains bounded when the queue is stable.

The steady-state models that we consider are thus especially relevant when the traffic conditions remain similar during a certain period of time. For example, during a day there are several periods with similar traffic conditions, think e.g. of the morning and evening peak hours. One could thus identify periods with reasonably similar conditions throughout the day. As such, a steady-state analysis for each period sheds light onto the traffic behavior during each separate period and leads to meaningful insights.

With $X_{k, n}$ we denote the number of vehicles in the queue in slot $k=1, \ldots, c$ during cycle $n$. We are especially interested in $X_{g}$, the steady-state overflow queue defined as $X_{g, n} \rightarrow X_{g}$ with $n \rightarrow \infty$ as essentially all performance measures can be derived from $X_{g}$ (as is noted in [206]).

We obtain the following relations between the various $X_{k, n}$ 's and $Y_{k, n}$ 's. For
$k=g+1, \ldots, c$, we have that

$$
X_{k, n}=X_{k-1, n}+Y_{k, n},
$$

as we only have arrivals during the red period. For $k=1, \ldots, g$, we have

$$
X_{k, n}= \begin{cases}X_{k-1, n}+Y_{k, n}-1 & \text { if } X_{k-1, n}>0 \\ 0 & \text { if } X_{k-1, n}=0\end{cases}
$$

where the latter case reflects the FCTL assumption and where $X_{0, n}$ is to be understood as $X_{c, n-1}$. This subsequently enables us to find the following relations. For $k=g+1, \ldots, c$, we have, by conditioning on the number of vehicles in the previous slot, that

$$
\begin{equation*}
\mathbb{P}\left(X_{k, n}=i\right)=\sum_{l=0}^{i} \mathbb{P}\left(X_{k-1, n}=l\right) \mathbb{P}\left(Y_{k, n}=i-l\right), \tag{1.1}
\end{equation*}
$$

and for $k=1, \ldots, g$, we have that

$$
\mathbb{P}\left(X_{k, n}=i\right)= \begin{cases}\sum_{l=1}^{i+1} \mathbb{P}\left(X_{k-1, n}=l\right) \mathbb{P}\left(Y_{k, n}=i-l+1\right) & \text { if } i>0,  \tag{1.2}\\ \mathbb{P}\left(X_{k-1, n}=0\right)+\mathbb{P}\left(X_{k-1, n}=1\right) \mathbb{P}\left(Y_{k, n}=0\right) & \text { if } i=0 .\end{cases}
$$

In order to derive results for $X_{g}$, we now need to turn to Probability Generating Functions (PGFs) to which we give a brief introduction before continuing the study of the FCTL queue.

## Probability Generating Functions (PGFs)

PGFs are one of the classical and essential tools in the study of stochastic processes. They are discussed in several classical text books, such as [86, Chapter 5], [102, Chapter 1], and [189, Appendix C]. They are used in a wide variety of applications, such as in the study of random walks, see e.g. [86, Chapter 5.3]; in branching processes, see e.g. [86, Chapters 5.4 and 5.5] and [102, Chapter 8]; and in queueing theory, see e.g. [55]. As such, they play an important role in traffic-light models.

A PGF of a discrete, non-negative random variable $A$ is defined as $A(z)=\mathbb{E}\left[z^{A}\right]=\sum_{k=0}^{\infty} P(A=k) z^{k}$. From PGFs one is able to obtain probabilities and moments from the associated random variable and as such
they prove useful in various situations as PGFs might be easier to obtain than the distribution of a random variable itself. If one is interested in obtaining probabilities, one can use a PGF to compute probabilities, e.g. we have that $\mathbb{P}(A=k)=A^{(k)}(0) / k!$. Similarly, we might obtain moments of a random variable from its PGF, e.g. $\mathbb{E}[A]=A^{\prime}(1)$. If differentiation of $A(z)$ is difficult, one might resort to numerical schemes like the ones in [2,51,52].

One of the advantages of PGFs is that they enable us to easily manipulate sums of independent random variables: if $A$ and $B$ are independent and if $A(z)$ and $B(z)$ are their PGFs, then the PGF of $A+B$ is $A(z) B(z)$. As such, they are easy to work with, e.g. when one faces the recursions as in Equations (1.1) and (1.2).

Let us introduce several PGFs: let $Y_{k, n}(z)$ be the PGF of $Y_{k, n}, X_{k, n}(z)$ the PGF of $X_{k, n}$, and $X_{g}(z)$ the PGF of $X_{g}$.

We now have everything that we need in order to derive $X_{g, n}(z)$ in terms of $X_{g, n-1}(z)$. We have

$$
\begin{aligned}
X_{g, n}(z)= & \sum_{i=0}^{\infty} \mathbb{P}\left(X_{g, n}=i\right) z^{i} \\
= & \sum_{i=1}^{\infty} \sum_{l=1}^{i+1} \mathbb{P}\left(X_{g-1, n}=l\right) \mathbb{P}\left(Y_{g, n}=i-l+1\right) z^{i}+\mathbb{P}\left(X_{g-1, n}=0\right)+ \\
& \mathbb{P}\left(X_{g-1, n}=1\right) \mathbb{P}\left(Y_{g, n}=0\right) \\
= & \sum_{l=1}^{\infty} \mathbb{P}\left(X_{g-1, n}=l\right) z^{l-1} \sum_{i=l-1}^{\infty} \mathbb{P}\left(Y_{g, n}=i-l+1\right) z^{i-l+1}+\mathbb{P}\left(X_{g-1, n}=0\right) \\
= & \sum_{l=1}^{\infty} \mathbb{P}\left(X_{g-1, n}=l\right) z^{Y} \frac{Y_{g, n}(z)}{z}+\mathbb{P}\left(X_{g-1, n}=0\right) \\
= & \left(X_{g-1, n}(z)-X_{g-1, n}(0)\right) \frac{Y_{g, n}(z)}{z}+X_{g-1, n}(0) \\
= & X_{g-1, n}(z) \frac{Y_{g, n}(z)}{z}+X_{g-1, n}(0)\left(1-\frac{Y_{g, n}(z)}{z}\right),
\end{aligned}
$$

which is in accordance with [206, Equation (7)].
Iterating further, we get that

$$
\begin{equation*}
X_{g, n}(z)=X_{c, n-1}(z) \prod_{i=1}^{g}\left(\frac{Y_{i, n}(z)}{z}\right)+\sum_{i=0}^{g-1} X_{i, n}(0)\left(1-\frac{Y_{i+1, n}(z)}{z}\right) \prod_{k=i+2}^{g}\left(\frac{Y_{k, n}(z)}{z}\right), \tag{1.3}
\end{equation*}
$$

where $X_{0, n}(0)$ is to be understood as $X_{c, n-1}(0)$. We also derive $X_{c, n}(z)$ in terms of $X_{g, n}(z)$ :

$$
\begin{align*}
X_{c, n}(z) & =\sum_{i=0}^{\infty} \sum_{l=0}^{i} \mathbb{P}\left(X_{c-1, n}=l\right) \mathbb{P}\left(Y_{c, n}=i-l\right) z^{i} \\
& =\sum_{l=0}^{\infty} z^{l} \mathbb{P}\left(X_{c-1, n}=l\right) \sum_{i=l}^{\infty} \mathbb{P}\left(Y_{c, n}=i-l\right) z^{i-l} \\
& =\sum_{l=0}^{\infty} z^{l} \mathbb{P}\left(X_{c-1, n}=l\right) Y_{c, n}(z) \\
& =X_{c-1, n}(z) Y_{c, n}(z)=\ldots=X_{g, n}(z) \prod_{i=g+1}^{c} Y_{i, n}(z) . \tag{1.4}
\end{align*}
$$

We note that, in steady state, $X_{g, n} \stackrel{d}{=} X_{g, n-1}$, i.e. the steady-state queue length at the end of the green period in cycle $n$ should be the same in distribution as in cycle $n-1$. If moreover the $Y_{k, n}$ are independent and identically distributed, if we define $Y(z)$ to be the PGF of $Y$ where $Y \stackrel{d}{=} Y_{k, n}$, and combine Equations (1.3) and (1.4), we obtain that

$$
X_{g, n}(z)=X_{g, n-1}(z) \frac{Y(z)^{c}}{z^{g}}+\sum_{i=0}^{g-1} X_{i, n}(0)\left(1-\frac{Y(z)}{z}\right)\left(\frac{Y(z)}{z}\right)^{g-i-1} .
$$

This leads to the following steady state expression for $X_{g}(z)$ :

$$
\begin{equation*}
X_{g}(z)=\frac{z^{g} \sum_{i=0}^{g-1} X_{i}(0)\left(1-\frac{Y(z)}{z}\right)\left(\frac{Y(z)}{z}\right)^{g-i-1}}{z^{g}-Y(z)^{c}} \tag{1.5}
\end{equation*}
$$

where $X_{0}(0)$ is to be understood as $X_{c}(0)$ and with $X_{i}(0), i=0, \ldots, g-1$, the steady-state probability that the queue is empty at the end of slot $i$.

The only thing left to do is to find the unknowns $X_{i}(0)$ for $i=0, \ldots, g-1$. We might employ the zeros within the unit circle of $z^{g}-Y(z)^{c}$, the denominator of $X_{g}(z)$, and the fact that we know that $X_{g}(z)$ is analytical within the unit circle. We thus need the numerator to be zero if $z^{g}-Y(z)^{c}=0$. One can use Rouché's theorem, see e.g. [6], to show that there are $g$ zeros of $z^{g}-Y(z)^{c}$ within the unit circle if the stability condition is satisfied. This leads to $g-1$ equations for the numerator of $X_{g}(z)$, as one zero $(z=1)$ leads to a trivial equation. As $X_{g}(z)$ is a PGF it should satisfy $X_{g}(1)=1$, which gives one more equation. Using l'Hôpital's
rule, this equation reduces to

$$
\sum_{i=0}^{g-1} X_{i}(0)=\frac{g-c \mathbb{E}[Y]}{1-\mathbb{E}[Y]} .
$$

Now, we have obtained a set of $g$ linear equations in terms of $g$ unknowns, which can be solved to obtain the $X_{i}(0)$. In [206], it is shown that the $X_{i}(0)$ are the solution of a Vandermonde system. Plugging the $X_{i}(0)$ into Equation (1.5), we have finished the characterization of $X_{g}(z)$. Instead of obtaining $X_{g}$, we thus have obtained $X_{g}(z)$. Nevertheless, this enables us to find the associated probabilities and moments of the overflow queue $X_{g}$ by means of differentiation as indicated before or by means of numerical inversion schemes as can be found in e.g. [2,52].


Figure 1.4: Mean queue length at the end of slots 1 to 20 for two FCTL queues with $2 g=c=20$. The blue bars correspond to a queue which starts with a green period in slot 1 and with Poisson arrivals in each slot with mean 0.45 . The orange bars correspond to a queue which starts with a red period in slot 1 and with Poisson arrivals in each slot with mean 0.4.

We give a brief illustration of some results that can be obtained with the developed framework for the FCTL queue in Figure 1.4. We see the steady-state mean queue length at the end of slot $i$ for $i=1, \ldots, 20$ for two FCTL queues with $2 g=c=20$. The queue corresponding to the blue bars starts with a green period
and for slots 1 to 10 the mean queue length decreases. After slot 10 , the traffic light turns red and the mean queue length starts increasing again. The number of arrivals per slot is distributed according to a Poisson distribution with mean 0.45 . The number of arrivals per slot in the other queue, corresponding to the orange bars, is distributed according to a Poisson distribution with mean 0.4. This queue starts with a red period in slot 1 and the mean queue length thus increases (as opposed to the other queue). After slot 10, the traffic light for this queue turns green and the mean queue length starts decreasing. The patterns in Figure 1.4 are general: increasing queues for red traffic lights and decreasing queues for green lights. The opposing effect of the decrease/increase in the mean queue length for different queues as in Figure 1.4 is also a quite universal phenomenon, as a green light for one queue usually implies a red traffic light for a queue with a conflicting stream of vehicles, see e.g. also Figure 1.2 .

### 1.3.2 Polling models

As discussed before, the analysis for vehicle actuated systems is significantly more complex than for the FCTL queue due to the multidimensionality of the problem. From a queueing perspective, the most typical feature of traffic intersections with vehicle-actuated strategies is that they consist of multiple queues, but only one queue (or, more generally, a subset of all queues) can be served simultaneously. In queueing theory, there is a class of models that exhibits exactly this feature, and these are called polling models. The use of polling models in studies of road traffic and the fact that (ideas stemming from) polling models will often be used later on in this thesis, are the main reasons why we discuss polling models separately in this introduction.

In Figure 1.5, we illustrate both a simplified model for a traffic-light controlled intersection and a polling model. Looking at Figure 1.5 , we immediately see the resemblance between the two models and as such, polling models might be leveraged to study traffic-light controlled intersections.

A polling model is a queueing model with one server which serves several queues according to some general rules. Most often, it is assumed that the server serves one queue at a time and after some time switches to the next queue, as can be seen in Figure 1.5(b). The moment that the server initiates a switch is determined by the service discipline. Such a switch might happen after a queue has become empty (exhaustive service); after either a queue has become empty or a fixed maximum number, $k$, of customers has been served ( $k$-limited service); after all customers have been served that were waiting in the queue upon arrival of the server at the queue (gated service); and many more variants exist.


Figure 1.5: Graphical representations of (a) a simplified model for an intersection with 4 lanes and a traffic light and (b) a polling model with 4 queues and a single server. Note that vehicles driving towards the intersection in (a) are displayed as arriving entities in the queue in (b). Some of those vehicles we count as in the queue, e.g. the top three in the bottom queue, whereas the fourth vehicle is not yet considered to be in the queue.

The right combination of arrival processes, service processes, switchover processes, and the service discipline enables one to realistically model all kinds of processes, among which are traffic lights. Indeed, the use of polling models in the study of traffic lights is evident in this respect as the incoming lanes represent the queues and the intersection itself represents the server. A recent review on further applications of polling models can be found in [18], an overview of commonly used techniques in [215], and a recent general overview in [24].

As we have already given an overview of traffic lights with a vehicle-actuated control, we refrain from giving more in-depth studies which use polling models to study traffic-lights and refer the reader to Subsection 1.2.2. We continue this subsection with a discussion on some commonly used concepts and techniques in the study of polling models, with a special emphasis on methods and techniques that will be of further use later on in this thesis.

## Analysis techniques for polling models

Some polling models lend themselves for a relatively straightforward and exact analysis, whereas for other polling models there are no known methods to derive exact results. One of the crucial factors that differentiates these two sets of
models is the service discipline. In more detail, service disciplines that satisfy the so-called branching property often lend themselves for an exact analysis, whereas service disciplines that do not, are often intractable. The branching property was independently discovered by Fuhrmann [79] and Resing [168]. It states that service disciplines like the exhaustive and gated discipline satisfy the following principle: each time the server arrives at or departs from a queue (the so-called polling epochs), the joint number of customers at all queues can be represented by a multi-type branching process with immigration. This seems to be a crucial feature in being able to analyze a polling model in a relatively straightforward way. The exhaustive and gated service discipline are important service disciplines that satisfy the branching property, whereas the $k$-limited discipline is an important one (especially in traffic-light engineering) that does not satisfy the branching property.

The branching property enables one to relate the queue-length distributions at polling epochs to one another. Iterative use of these relations leads to an implicit functional equation for the PGF of the joint queue-length distribution at polling epochs. Although this functional equation usually does not allow for an explicit expression of the PGF, it allows for explicit computations of e.g. moments. Through numerical inversion of the PGF, the distribution can also be obtained numerically. This technique of relating the queue-length distributions at polling epochs to one another is sometimes referred to as the buffer occupancy method, see e.g. the paper by Levy and Sidi [123]. For an elaborate exposition of the buffer occupancy method, we refer to [16, Section 2.2].

If the branching property is not satisfied, there is no general framework available for the study of the queue-length distribution in polling models. Usually, intricate types of analysis are needed if an analysis is possible at all. An example of the latter is a method based on boundary value problems from mathematical physics, like the Riemann and Riemann-Hilbert boundary value problem. This method might be leveraged to obtain, e.g., the joint PGF of the queuelength distribution for a two-queue polling model with 1 -limited service [29]. Unfortunately, boundary value problems can only be solved for a very limited set of polling models. For a general treatment of boundary value problems and their applications to queueing theory, we refer the interested reader to [57,73].

As a last technique, we mention an approximation technique for polling models based on light- and heavy-traffic limits. This technique was first applied to polling models in [22], building on ideas developed in [166]. Basically, the light-traffic and heavy-traffic limit of the polling model at hand are established and those are used to approximate, e.g., the mean waiting time in the polling model by means of a simple function. A big advantage is that the approximation
results in a closed-form expression, which can subsequently be used for e.g. optimization purposes which is often not possible when using exact expressions. Typically, the light-traffic limit is relatively easy to derive. For service disciplines satisfying the branching property, heavy-traffic limits have been derived as well, see e.g. [54, 200]. When the service discipline violates the branching property, it is usually hard to obtain the heavy-traffic limit behavior. Some work in this respect has been done by Boon and Winands, who focus on $k$-limited polling models, see [20, 21]. They derive the heavy-traffic limit for $k$-limited polling models with asymmetric loads, leaving the symmetric case for future research. It seems difficult to come up with a unified approach for the heavy-traffic analysis of polling models that do not satisfy the branching property.

### 1.3.3 Road traffic simulators

Because of the complicated nature of road traffic and the limiting possibilities of e.g. queueing models to capture road traffic phenomena, many traffic simulators have been developed. Simulators might vary in the type of interactions they allow for, ranging from macroscopic to microscopic. The most interesting ones for our purposes are microscopic simulators. They explicitly model all kinds of vehicle-to-vehicle interactions, enabling a realistic and detailed study of the behavior of every single vehicle. These interactions are one of the core advantages of microscopic simulators, as they enable the simulator to obtain a good reflection of reality. A disadvantage of microscopic traffic simulators is that they are computationally expensive. Moreover, due to randomness in the interaction between vehicles, one often needs to execute several simulations to dampen the effect of randomness in order to get accurate results, which is a further complicating factor. We discuss one (microscopic) traffic simulator in more detail, SUMO, as we will use it in some of the subsequent chapters. Other wellknown simulators are VISSIM and Aimsun. For a further overview of various traffic simulators we refer to [160].

SUMO (Simulation of Urban MObility) [129] is a popular, free, and opensource traffic simulator. SUMO is a microscopic traffic simulator with many options and possibilities that enables one to set up a realistic simulation for many case studies. It is e.g. possible to replicate simulations by fixing the seed for the random number generator and one might model many different arrival distributions of vehicles. Confidence intervals can be obtained by e.g. running the same simulation with different seeds and obtaining performance measures for each run, which can then be used to construct such confidence intervals.

Other possibilities include the introduction of several vehicle types (cars, buses, trucks, etc.), different behavior of drivers, and various traffic-light strategies.

We will use SUMO to study the steady-state behavior of various models that we consider. In this respect, we merely use SUMO as a realistic benchmark for current-day traffic, as it is difficult to test our models on-site in a real-life setting. SUMO is a cheap and easy-to-use alternative. Moreover, SUMO is known to produce an accurate representation of reality and it automatically outputs some of the performance characteristics that we are interested in, which are further reasons to choose SUMO as a simulation tool. Besides the aforementioned, SUMO also offers a nice visualization, as can be seen in Figure 1.6 and some output of SUMO is visualized in Figure 1.7. We see some very detailed information per vehicle in Figure 1.7 which shows the possibilities of SUMO in analyzing traffic performance. Some of the more interesting output variables for our purposes are the waiting time (time spent (almost) stationary) of vehicles and the time loss, which corresponds to the delay experienced by vehicles. Note that much more output might be generated, see also [82] for some examples.


Figure 1.6: A snapshot of a SUMO simulation.
Having discussed some of the advantages of SUMO, we now turn to limitations of SUMO. As SUMO is a microscopic traffic simulator (which is one of its key strengths), it models every vehicle individually with varying driver characteristics. As such, there might be a considerable amount of randomness in the behavior of vehicles and thus in the outcome of a simulation, a common drawback of microscopic traffic simulators. This is something that needs to be accounted for. Moreover, the individual modeling of vehicles takes up a lot of computational power, which makes SUMO slow compared to other (non-

| id | - depart ${ }^{\text {r }}$ | departPos - | departDelay | arrivalLane | - arrivalSpeed . | waitingTime | waitingCount | timeLoss |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| horizontal. 0 | 100 | 5.1 |  | 0 2fi_0 | 10.78 | 0 | 0 | 15.16 |
| horizontal. 1 | 110 | 5.1 | 0 | 0 2fi_0 | 10.45 | 0 | 0 | 14.86 |
| horizontal. 2 | 120 | 5.1 | 0 | 0 2fi_0 | 10.54 | 0 | 0 | 14.13 |
| vertical. 0 | 103 | 5.1 | 3 | 3 3fi_0 | 11.04 | 31 | 1 | 50.99 |
| vertical. 1 | 113 | 5.1 | 3 | 3 3fi_0 | 10.2 | 22 | 1 | 42.96 |
| vertical. 2 | 123 | 5.1 | 3 | 3 3fi_0 | 10.76 | 13 | 1 | 34.79 |
| vertical. 3 | 133 | 5.1 | 3 | 3 3fi_0 | 9.83 | 2 | 1 | 26.8 |
| vertical. 4 | 143 | 5.1 | 3 | 3 3fi_0 | 10.94 | 0 | 0 | 18.84 |
| vertical. 5 | 153 | 5.1 | - 3 | 3 3fi_0 | 10.07 | 0 | 0 | 14.77 |
| vertical. 6 | 163 | 5.1 | 3 | 3 3fi_0 | 10.98 | 0 | 0 | 14.55 |
| horizontal. 3 | 130 | 5.1 |  | 0 2fi_0 | 10.85 | 47 | 1 | 66.73 |
| horizontal. 4 | 140 | 5.1 |  | 0 2fi_0 | 10.27 | 40 | 1 | 58.77 |
| horizontal. 5 | 150 | 5.1 |  | 0 2fi_0 | 11.02 | 31 | 1 | 51.29 |
| horizontal. 6 | 160 | 5.1 | 0 | 0 2fi_0 | 11.09 | 22 | 1 | 43.67 |
| horizontal. 7 | 170 | 5.1 |  | 0 2fi_0 | 9.82 | 14 | 1 | 36.04 |
| horizontal. 8 | 180 | 5.1 | 0 | 0 2fi_0 | 9.92 | 4 | 1 | 28.06 |
| horizontal. 9 | 190 | 5.1 |  | 0 2fi_0 | 10.19 | 0 | 0 | 20.08 |
| horizontal. 10 | 200 | 5.1 | 0 | 0 2fi_0 | 9.97 | 0 | 0 | 15.92 |
| horizontal. 11 | 210 | 5.1 |  | 0 2fi_0 | 11.08 | 0 | 0 | 14.92 |
| vertical. 7 | 173 | 5.1 |  | 3 3fi_0 | 10.06 | 50 | 1 | 70.74 |

Figure 1.7: Some output of SUMO.
microscopic) simulation methods.
SUMO can be leveraged in various other ways as well. SUMO can for example be used for the verification of certain models, but is also used for real-time traffic predictions by the company Sweco in their smart traffic application. This shows that SUMO is indeed considered to be a good substitute for reality, both by academicians and practitioners.

### 1.4 Main contributions and outline of this thesis

To close the introduction, we give an overview of the remainder of this thesis and its main contributions to the existing literature. We give a chapter-bychapter overview.

Chapter 2 provides an alternative analysis to the standard approach for obtaining the PGF of the distribution of the overflow queue of the FCTL queue. Instead of having to find roots and to solve a set of linear equations, as is the case in Subsection 1.3.1 and in [64 206], we provide a complex contour-integral expression for the PGF of the distribution of the overflow queue. This expression does not require any roots to be found and also avoids the need to solve a set of linear equations. Advantages and disadvantages of the new expression are investigated and discussed. This chapter is based on [231].

The contour-integral expression for the PGF of the overflow queue for the FCTL queue enables us to find a heavy-traffic scaling of the FCTL queue, which is one of the main contributions in Chapter 3. The scaling that we propose, relates the green period, $g$, to the cycle length, $c$, in the following way

$$
g=c \mu+\beta \sigma \sqrt{c},
$$

where $\mu$ is the mean arrival rate per slot, $\sigma$ the standard deviation of the number of arrivals per slot, and $\beta>0$ a parameter that can be chosen freely. This scaling gives rise to a Halfin-Whitt type of regime, see e.g. [89, 208]. We derive the convergence, after properly scaling, of the overflow queue to the so-called maximum of a Gaussian random walk with negative drift. The convergence result allows us to formulate approximations for e.g. the mean overflow queue, which allows us to construct green-time allocation problems which are solved to optimality. A benefit of our approach is that the optimal green times are easy to compute and explain. This chapter is based on [232].

In Chapter 4 we use the intuition that we developed in Chapter 3 and apply a similar scaling rule for the green periods to various traffic-light control strategies. We demonstrate by means of simulation that the queueing process for several vehicle-actuated strategies with limited control exhibits a similar type of Halfin-Whitt behavior as the FCTL queue in Chapter 3. We resort to simulation techniques, because the strategies we study are currently considered to be analytically intractable. This chapter is based on [234].

In Chapter 5 an extension of the FCTL queue is introduced. Motivated by simulation work in [96], we investigate a traffic light with both turning and straight-going traffic. The turning vehicles might be blocked by pedestrians who receive a green light at the same time as the turning vehicles. A turning vehicle is only blocked if there are pedestrians crossing, which in turn causes all vehicles behind the turning vehicle to be blocked as well. As this is a realistic scenario at various intersections in practice, it is important to gain insight into the influence of such pedestrian crossings and we formulate a tractable extension of the FCTL queue to close this gap in the literature. Moreover, we allow for a general number of delayed vehicles departing, say $m$, in each slot, whereas in the traditional FCTL queue at most one delayed vehicle departs in each slot. As we show in Chapter 5, this is another relevant extension of the FCTL queue. Chapter 5 is based on [237].

Motivated by $k$-limited polling models, their intractability, and their relevance in the study of vehicle-actuated traffic lights, we propose a novel approximation scheme for $k$-limited polling models in Chapter 6. It turns out
that many multidimensional queueing models can be approximated with our scheme, as long as a kernel-type functional equation can be derived for the PGF of the steady-state joint queue-length distribution. The scheme uses this functional equation along with several roots of the so-called kernel to approximate a finite number of probabilities. Our scheme leads to an approximation of the joint steady-state queue-length distribution. Next to $k$-limited polling models, we also study some specific traffic-light models for which no exact results have been derived as far as we are aware. Chapter 6 is based on [235].


Figure 1.8: Two streams of vehicles (depicted in red and blue) approaching an intersection located at the middle of the figure. It can be seen that vehicles are grouped together in platoons and that vehicles start decelerating early (if they are delayed) and start accelerating in such a way that they cross the intersection at maximum speed. In this example, the vehicles minimize the amount of applied acceleration.

As argued before, it is not inconceivable that self-driving vehicles will occupy the roads in the near future. Anticipating the introduction of such vehicles, we turn to platoon forming algorithms in Chapter 7. We investigate and compare several traffic-light or intersection-access control strategies, where we focus on obtaining approximations for mean performance measures. The derived approximations are different in nature than the ones derived in Chapter 6 and are based on light- and heavy-traffic limits, similar to those in e.g. [22]. We also investigate how vehicles should approach the intersection and consider two strategies: one minimizes spillback to other queues, while the other minimizes the amount of acceleration. We obtain closed-form solutions for both strategies, adding to the practical value of our schemes. The key ideas used in Chapter 7 are visualized in Figure 1.8. Chapter 7is based on [236].

Chapter 8 relates to joint work with De Verkeersonderneming, a Dutch com-
pany aimed at improving traffic flow and mobility. De Verkeersonderneming was looking for an algorithm to identify special days at highways. Those special days correspond to days with both a high traffic flow and the absence of congestion. Based on common notions in traffic engineering, like the fundamental diagram, and regression techniques, we are able to identify those special days. The algorithm has been tested at several sites and has proven to give reliable results. Chapter 8 is based on [233].

We close this thesis with a general discussion and conclusion in Chapter 9. We also briefly touch upon topics for future research.

## Chapter 2

## Pollaczek contour integrals for the Fixed-Cycle Traffic-Light queue

### 2.1 Introduction

In Subsection 1.3.1, we have provided a detailed model description and analysis of the Fixed-Cycle Traffic-Light (FCTL) queue. The final expression for the Probability Generating Function (PGF) of the distribution of the overflow queue or the queue length at the end of the green period, denoted with $X_{g}(z)$, involves several a priori unknown parameters. Those can be found using roots located within the unit circle from the denominator of $X_{g}(z)$ and subsequently solving a set of linear equations. As the authors in [146] show, the mean overflow queue can be obtained without any root finding and solving sets of linear equations. In this chapter we extend those results, showing that root-finding can be avoided when obtaining the PGF $X_{g}(z)$ by employing several basic notions from complex analysis, among which Cauchy's residue theorem, see e.g. [37, Chapter 2.7]. In the end, we obtain a Pollaczek-type contour-integral expression for $X_{g}(z)$, which can be evaluated numerically.

The type of contour integral reminds of early results on the classical singleserver queue analyzed in ground-breaking work of Pollaczek, see [1,55, 100] for historical accounts. A similar approach is taken in [101], where subsequently
heavy-traffic results for the Bulk-Service Queue (BSQ) are derived. Our results for the FCTL queue can easily be extended to a more general set of models, including the BSQ and the models considered in [146], see also Subsection 2.3.2.

Besides the absence of the need to find roots to obtain $X_{g}(z)$, another major advantage of the new representation is that the complex contour integral allows for different types of analysis than the representation based on the roots. E.g., we will employ the structure of the contour integral in Chapter 3 to obtain a heavy-traffic scaling based on the Halfin-Whitt regime, which would have been very difficult to obtain with the roots-based representation. A disadvantage of the complex contour integral is that one needs to evaluate the integral numerically, but also the roots have to be computed numerically in most cases.

Our main contributions can be summarized as follows:
(i) We provide a novel contour-integral expression for the PGF of the steadystate queue-length distribution at the end of the green period.
(ii) We show that this contour-integral expression can be used to obtain several interesting performance measures.
(iii) We show that a contour-integral type of expression can be derived for a much larger class of queueing models than just the FCTL queue.

## Chapter outline

We continue this chapter with a brief recap of the analysis of the FCTL queue in Section 2.2, as this provides an excellent starting point for the derivation of the main result in this chapter. Subsequently, we present the new analysis which leads to a contour-integral expression in Section 2.3 after which we provide contour-integral expressions for a more general set of models. In Section 2.4 we study some numerical examples and reflect on the differences for the computations between the root-based and contour-integral formulas. The proof of the contour-integral representation is presented in Section 2.5 and we wrap up with some conclusions in Section 2.6.

### 2.2 Standard solution for the FCTL queue

We present a short exposition of the derivation of the steady-state overflow queue, $X_{g}(z)$. As in Subsection 1.3.1, we define $Y$ to be the number of arrivals during one slot and define $Y(z)=\mathbb{E}\left[z^{T}\right]$. Moreover, we denote with $A(z)$ the PGF
of the distribution of all arrivals during a cycle, i.e. $A(z)=Y(z)^{c}$. We assume $\mathbb{P}(Y=0)>0, Y^{\prime}(1)<1, A^{\prime}(1)<g$, and $Y(z)$ to be analytic in a region $|z|<R$ with $R>1$ and $R$ maximal. Then, it can be shown, as detailed in Subsection 1.3.1 and as in [64,206], that

$$
\begin{equation*}
X_{g}(z)=\frac{(z-Y(z)) \sum_{k=0}^{g-1} q_{k} z^{k} Y(z)^{g-1-k}}{z^{g}-A(z)} \tag{2.1}
\end{equation*}
$$

This expression still contains $g$ unknowns $q_{0}, \ldots, q_{g-1}$, with $q_{k}$ representing the probability that the queue empties before or during slot $k$, where slot 0 is to be understood as slot $c$. We thus have $X_{k}(0)=\mathbb{P}\left(X_{k}=0\right)=q_{k}$, with $X_{k}$ the distribution of the queue length at the end of slot $k$ and with $X_{k}(z)$ its PGF. The $q_{k}$ 's can be found by exploiting the analytic properties of PGFs as explained in Subsection 1.3.1. With Rouché's theorem, it can be shown that the denominator of (2.1) has $g$ zeros on or within the unit circle $|z|=1$. Because a PGF is welldefined in $|z| \leq 1$, the numerator of $X_{g}(z)$ should vanish at each of the zeros. This gives $g$ equations. One of the zeros equals 1 , and leads to a trivial equation. However, the normalization condition $X_{g}(1)=1$ provides an additional equation.

This summarizes the highest level of general development for the analysis of the FCTL queue: transform techniques yield an expression for $X_{g}(z)$ that in order to be evaluated demands finding $g-1$ roots in the complex plane of the function $z^{g}=A(z)$ and solving a set of $g$ linear equations. In the next section, we show that the finding of the $g-1$ roots and solving the set of linear equations can be avoided.

### 2.3 Main results

In Subsection 2.3.1 we present the contour-integral representation for the PGF of the overflow queue for the FCTL queue. In Subsection 2.3.2 we derive similar contour-integral expressions for several generalizations of the FCTL queue, some of which are also considered in [146].

### 2.3.1 Standard FCTL queue

We now turn to the alternative expression for $X_{g}(z)$ which is based on a contour integral. Here is the main result in this chapter, continued with a sketch of the proof (the proof is deferred to Section 2.5):

Theorem 2.1 There is an $\epsilon_{0}>0$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$ and for all $|w|<1+\epsilon$,

$$
\begin{equation*}
X_{g}(w)=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \frac{Y^{\prime}(z) z-Y(z)}{z-Y(z)} \frac{w-Y(w)}{z Y(w)-w Y(z)} \ln \left(1-\frac{A(z)}{z^{g}}\right) \mathrm{d} z\right) \tag{2.2}
\end{equation*}
$$

with principal value of the logarithm.
Here, $\epsilon_{0}$ satisfies the inequality $\epsilon_{0}<\min \left\{t_{0}, R_{0}\right\}$, where $t_{0}=\sup \left\{t \in \mathbb{R}_{+} \mid Y^{\prime}(t) t-\right.$ $Y(t) \leq 0\}$ and $R_{0}$ is the unique root of $Y(z)=z$ in $(1, \infty)$.

Remark 2.1 Equation (2.2) is essentially equivalent with

$$
\begin{equation*}
X_{g}(w)=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z\right) \tag{2.3}
\end{equation*}
$$

with principal value of the logarithm, except that the validity range is more delicate due to the more complicated argument of the $\ln$ in Equation (2.3). Equation (2.2) follows upon manipulating Equation (2.3) using partial integration (details can be found in Section 2.5.).

## Sketch of the proof

The proof of Theorem 2.1 finds a way to go from representation (2.1) to contour integrals. A significant start in this direction was made by [146], who rewrote Equation (2.1) as

$$
X_{g}(z)=\frac{(z-Y(z)) z^{g-1} \sum_{k=0}^{g-1} q_{k}\left(\frac{Y(z)}{z}\right)^{g-1-k}}{z^{g}-A(z)}
$$

Then denote the $g$ roots of $z^{g}=A(z)$ on and within the unit circle by $z_{0}=$ $1, z_{1}, \ldots, z_{g-1}$. Now here is where the authors in [146] took an eye-opening step: instead of using the $g$ roots in the traditional manner for finding the unknowns $q_{k}$ and completing the transform Equation (2.1), use these roots for factorizing the numerator of Equation (2.1). Notice that this cannot be done immediately, because interpreted as a function of $z$, the numerator is by no means a polynomial of degree $g$ or less. However, by treating the function $Y(z) / z$ as a variable itself, the summation in the numerator is a polynomial of degree $g-1$ and can be factorized as

$$
\begin{equation*}
\sum_{k=0}^{g-1} q_{k}\left(\frac{Y(z)}{z}\right)^{g-1-k}=q_{0} \prod_{k=1}^{g-1}\left(\frac{Y(z)}{z}-\frac{Y\left(z_{k}\right)}{z_{k}}\right), \tag{2.4}
\end{equation*}
$$

using that $X_{g}(z)$ is well-defined in the disk $|z| \leq 1$, that $z_{1}, \ldots, z_{g-1}$ are roots of the denominator and therefore also should be roots of the numerator, and that $Y(z) / z$ is injective (see Section 2.5). After normalization using $X_{g}(1)=1$, the factorization in Equation (2.4) leads to the representation

$$
\begin{equation*}
X_{g}(z)=\frac{g-A^{\prime}(1)}{z^{g}-A(z)} \cdot \frac{z-Y(z)}{1-Y^{\prime}(1)} \cdot z^{g-1} \prod_{k=1}^{g-1} \frac{Y(z) / z-Y\left(z_{k}\right) / z_{k}}{1-Y\left(z_{k}\right) / z_{k}} . \tag{2.5}
\end{equation*}
$$

Our proof proceeds by interpreting Equation (2.5) as the outcome of Cauchy's residue theorem, the classical tool from complex analysis to evaluate line integrals of analytic functions over closed curves. An important step is to write

$$
\begin{equation*}
\ln \left(z^{g-1} \prod_{k=1}^{g-1} \frac{Y(z) / z-Y\left(z_{k}\right) / z_{k}}{1-Y\left(z_{k}\right) / z_{k}}\right)=\sum_{k=1}^{g-1} \ln \left(\frac{z Y\left(z_{k}\right)-z_{k} Y(z)}{Y\left(z_{k}\right)-z_{k}}\right) \tag{2.6}
\end{equation*}
$$

and to regard Equation (2.6) as the sum of residues at $z=z_{k}$, where we used that the $z_{k}$ are either real or come in complex conjugates. To construct an analytic function that, in conjunction with Cauchy's theorem and the closed curve $|z|=1+\epsilon$, returns Equation (2.6) and has singularities at $z_{1}, \ldots, z_{g-1}$, leads us to consider the integrand in Equation (2.3). Here, the logarithmic function

$$
\begin{equation*}
\ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right)=\ln \left(\frac{Y(z) / z-Y(w) / w}{Y(z) / z-1} w\right) \tag{2.7}
\end{equation*}
$$

follows from Equation (2.6) and the singularities with appropriate residues are created through $\left(z^{g}-A(z)\right)^{\prime} /\left(z^{g}-A(z)\right.$ ). First, we derive useful properties of the function $Y(z) / z$ present in Equation (2.7) such as injectivity in a sufficiently large region. Then, after careful consideration of the analytic properties of the integrand in Equation (2.3), we show that Cauchy's theorem gives Equation (2.5) from which Equation (2.3) follows. As mentioned before, Equation (2.2) is obtained by manipulating Equation (2.3) using partial integration. The formal proof of Theorem 2.1 is presented in Section 2.5 .

## Historical notes

Integrals of this sort go a long way back in the history of queueing theory and were first found in the ground-breaking work of Pollaczek on the classical singleserver queue (see [1, 55, 100] for historical accounts). Let us point out the connection to the well known Pollaczek type integral for the BSQ [101]. The
analysis of the FCTL queue would be greatly simplified if all vehicles are delayed [198]. In that case we obtain a standard stochastic recursion driven by independent and identically distributed (i.i.d.) random variables and the FCTL queue reduces to the classical BSQ, a special case of the more general singleserver queue investigated by Pollaczek. Let $X_{b}$ denote the steady-state queue length of the BSQ, defined as the solution of the stochastic equation

$$
X_{b} \stackrel{d}{=} \max \left\{X_{b}+A-g, 0\right\} .
$$

Pollaczek's result then says that (see [101] for a direct derivation)

$$
\begin{equation*}
X_{b}(w)=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \ln \left(\frac{w-z}{1-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z\right) \tag{2.8}
\end{equation*}
$$

holds when $|w|<1+\epsilon$ with $\epsilon$ positive and bounded by some constant. Observe the striking similarity with Equation (2.3). While the FCTL queue is harder to analyze than the BSQ, the two contour-integral representations Equation (2.3) and Equation (2.8) only differ in the logarithmic function. We find this quite surprising, particularly because there seems no way to interpret the FCTL queue as a reflected random walk (that is, a recursive structure with i.i.d. increments), while in the literature so far this seems to be a prerequisite for establishing Pollaczek-type contour integrals. Do observe that Equation (2.8) is valid in an area that includes the unit disk while Equation (2.3) is guaranteed only in an open set containing $[0,1]$, see Section 2.5 . This objection does not hold against the representation in Equation (2.2) of $X_{g}(w)$.

## The bulk-service queue and a comparison with the FCTL queue

The BSQ is a popular approximation of the FCTL queue [198]. The BSQ can be described as follows: there are arrivals according to a generally distributed random variable $A$ and after a randomly distributed time $B$, a randomly distributed number, $G$, of customers are cleared from the queue after which the process repeats itself. When we choose $B=c, G=$ $g$, and $A$ to be the number of arrivals in a period of length $c$, it is evident that the BSQ might serve as an approximation to the FCTL queue, where the BSQ accumulates all departures at a single time whereas the FCTL queue has departures throughout the cycle.

To compare the FCTL queue and the BSQ, we assume for the moment that the arrivals at both queues are identical and that they start with the
same number of entities in the queue. If the queue is non-empty at the end of the green period for the FCTL queue or after a service completion in the BSQ, there is no difference between the number of departures in the FCTL queue and the BSQ and in such a case they thus behave identically. The only case when there might be a difference between the number of departures between the two queueing models is when the FCTL queue becomes empty during the green period: then there might be more than one departure per slot due to the FCTL assumption (and thus the total number of departures in a cycle might be larger than $g$ ). This is not possible in the BSQ. The only way in which the BSQ and the FCTL queue thus deviate when having the same arrivals and starting at the same level, is when the FCTL queue becomes empty during the green period. The FCTL queue, in some sense, thus provides a more detailed version of the BSQ with more complicated within-cycle-dynamics. To illustrate this, we provide sample paths for the BSQ and the FCTL queue in Figure 2.1 .


Figure 2.1: A sample path for the FCTL queue (a) and the BSQ (b). The colors on the horizontal axis indicate whether the traffic light is green or red. The arrivals in both figures are the same and we can clearly see the difference between the departure process in the FCTL queue, with within-cycle dynamics, and the BSQ without within-cycle dynamics: departures only occur once per cycle. Careful inspection of the sample paths in (a) and (b) tells us that the queue length at the departure moments in the BSQ is the same as in the FCTL queue for the considered sample paths, except for the one-but-last departure moment in the BSQ: there were some arrivals that could leave in the FCTL queue because of an empty queue and a green traffic light, which could not all depart in the BSQ at the next departure moment.

When the number of arrivals per slot in the FCTL queue is at most one, so for Bernoulli arrivals, there is no difference between the FCTL queue and the BSQ. This is because there are at most $g$ departures in the FCTL queue during a green period (even when the queue is empty there is at most one departure per slot, because of the Bernoulli arrivals per slot), while in the corresponding BSQ there are also at most $g$ departures. So, the BSQ and the FCTL queue are equivalent in this case. To see this in Equation (2.3), we substitute $Y(z)=1-p+p z$ into the logarithmic function in Equation (2.3), and observe that this gives the logarithmic function in Equation (2.8).

### 2.3.2 Generalizations of the FCTL queue

Oblakova et al. [146] have introduced several generalizations of the FCTL queue and established contour integrals for the first moment of the steady-state queue length for those models. We now show how contour-integral representations for these generalizations of the FCTL queue follow almost directly from the contour integral for the standard FCTL queue. We start from the definition of $X(z)$ in [146], a generalization of the function $X_{g}(z)$ that contains the FCTL queue and several extensions of the FCTL queue as special cases.

Definition 2.1 (Generalized FCTL queues, after [146]) Consider the function $X(z)$ with $X(1)=1$ and

$$
\begin{equation*}
X(z)=\frac{\sum_{k=0}^{g-1} x_{k} z^{k} B(z)^{g-1-k}}{z^{g}-A(z)} \xi(z) \tag{2.9}
\end{equation*}
$$

where $B(z)$ and $A(z)$ are PGFs and $\xi(z)$ is a function satisfying $\xi(1)=0, \xi\left(z_{l}\right) \neq 0$ with $z_{l} \neq 1$ the roots of $z^{g}-A(z)$ inside the unit disk. Assume moreover that $B^{\prime}(1)<$ $1, A^{\prime}(1)<g$, that for some $\delta>0$ the functions $A(z)$ and $B(z)$ are analytic within the disk $|z|<1+\delta$, and that $X(z)$ is analytic inside the unit disk and continuous up to the unit circle. Also assume that $t_{0}>1$, where $t_{0}=\sup \left\{t \in \mathbb{R}_{+} \mid B^{\prime}(t) t-B(t) \leq 0\right\}$.

Here is the main result for the function $X(z)$ :
Theorem 2.2 Under Definition 2.1 there exists an $\epsilon_{0}>0$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$

$$
\begin{equation*}
X(z)=\exp \left(\frac{1}{2 \pi i} \oint_{|w|=1+\epsilon} \ln \left(\frac{z B(w)-w B(z)}{B(w)-w}\right) \frac{\left(w^{g}-A(w)\right)^{\prime}}{w^{g}-A(w)} \mathrm{d} w\right) \frac{1-B^{\prime}(1)}{z-B(z)} \frac{\xi(z)}{\xi^{\prime}(1)}, \tag{2.10}
\end{equation*}
$$

for all $|z|<1+\epsilon$, with principal value of the logarithm.
Proof. The proof will express Equation (2.9) as a product of the PGF of the standard FCTL queue and some analytic function. Denote the $g-1$ roots of $z^{g}-A(z)$ inside the unit circle by $z_{1}, \ldots, z_{g-1}$. We rewrite Equation (2.9), using $X(1)=1$, as

$$
X(z)=\frac{\left(g-A^{\prime}(1)\right)}{z^{g}-A(z)} \frac{\xi(z)}{\xi^{\prime}(1)} \prod_{k=1}^{g-1} \frac{B(z) z_{k}-z B\left(z_{k}\right)}{B\left(z_{k}\right)-z_{k}} .
$$

If we replace $Y(z)$ with $B(z)$ in $X_{g}(z)$, we see from Equation (2.5) that

$$
X_{g}(z)=\frac{g-A^{\prime}(1)}{z^{g}-A(z)} \frac{z-B(z)}{1-B^{\prime}(1)} \prod_{k=1}^{g-1} \frac{B(z) z_{k}-z B\left(z_{k}\right)}{B\left(z_{k}\right)-z_{k}}
$$

Using this, we see that we can express $X(z)$ in $X_{g}(z)$ :

$$
X(z)=X_{g}(z) \frac{1-B^{\prime}(1)}{z-B(z)} \frac{\xi(z)}{\xi^{\prime}(1)} .
$$

This gives the result.
Let us now discuss some of the extensions contained in $X(z)$.
(i) The first extension concerns right-turning traffic. In this setting, the difference in discharge rate between delayed and non-delayed vehicles almost vanishes, i.e. the speed difference of delayed and non-delayed vehicles is almost negligible. This requires us to modify the FCTL assumption in order to put an upper bound on the number of vehicles that pass the traffic light without delay. This upper bound is set to one, whereas the FCTL assumption assumes this upper bound to be infinite. In this adjusted setting, we have that at most one vehicle can depart per green slot. Following [146], it can be shown that this model for right-turning traffic follows by setting $B(z)=Y(z), A(z)=Y(z)^{c}$, and $\xi(z)=(z-1) Y(0)$, where $Y(z)$ is the PGF of the number of arrivals per slot. The contour-integral expression for the PGF thus follows from Theorem 2.2 .
(ii) Another extension of the classical FCTL queue is one that accounts for disruptions of the traffic flow by e.g. pedestrians. To account for such disruptions, one could extend the red period for the traffic light of vehicles or shorten
the green period [146] according to some probability distribution. This extension thus requires an FCTL queue with random (but finite) green and red times, for which we choose $g=G$ with $G$ denoting the maximum green time. Setting $B(z)=Y(z), A(z)=\sum_{r, g} p_{r, g} Y(z)^{r+g} z^{G-g}$ with $p_{r, g}$ the probability that a cycle consists of $g$ green and $r$ red slots, and $\xi(z)=z-Y(z)$, then shows that this extension of interrupted flows is contained in Theorem 2.2.
(iii) The third extension we mention, relates to uncertainty in departure times of vehicles. Usually, we assume that in each slot corresponding to a green traffic light, a delayed vehicle might depart. In the case of distracted drivers we assume that a driver does not depart in such a slot with some probability $p$ [146]. In the next slot, again, the driver does not depart with probability $p$. This results in drivers requiring a geometrically distributed number of slots before leaving the queue. We thus get $B(z)=Y(z)(1-p+p z)$, $A(z)=Y(z)^{c}(1-p+p z)^{g}$, and $\xi(z)=z-Y(z)(1-p+p z)$. Theorem 2.2 thus can be used to obtain a performance analysis for this model.
(iv) A fourth extension deals with relaxing the independence assumption of the arrival process during the red slots [146]. In this extension, the arrivals during a red time within a cycle may be dependent as opposed to the i.i.d. assumption on the $Y$ (however, the arrivals during green slots still need to be i.i.d.). For this FCTL queue we should choose $B(z)=Y(z), A(z)=A_{r}(z) Y(z)^{g}$, where $A_{r}(z)$ denotes the PGF of the arrival process during the whole red period, and $\xi(z)=z-Y(z)$.

In comparison with [146], we give an expression for the PGFs in terms of contour integrals. The results in [146] can be recovered by evaluating the derivative at $z=1$ of our expression for the appropriate PGF. For insights into the differences between the various FCTL queue extensions we refer to the elaborate numerical study in [146].

### 2.4 Algorithmic methods

We now discuss the computational challenges that come with calculating the steady-state queue-length distribution, using either the contour integrals in Theorem 2.1 or the standard expression in terms of roots. The algorithms using contour integrals in this section are based on the representation in Equation (2.3) (but one could also take Equation (2.2)). Notice that we only need to expand $X_{g}(w)$ at $w=0$ and $w=1$, so inside the validity range of Equation (2.3).

### 2.4.1 From PGF to performance measures

The mean stationary overflow queue $\mathbb{E}\left[X_{g}\right]$ is given by $X_{g}^{\prime}(1)$ and takes the form

$$
\begin{equation*}
\mathbb{E}\left[X_{g}\right]=\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{Y(z)-z Y^{\prime}(1)}{Y(z)-z} \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z . \tag{2.11}
\end{equation*}
$$

This result was recently obtained in [146] using a direct proof that converted the classical expression for $\mathbb{E}\left[X_{g}\right]$ in terms of complex-valued roots into the integral expression as in Equation (2.11).

From the PGF $X_{g}(z)$ we can in principle determine all stationary moments. Define

$$
\begin{aligned}
f(w) & :=\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} g(w, z) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z, \\
g(w, z) & :=\ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right), \\
h_{k}(w) & := \begin{cases}1, & k=0, \\
h_{k-1}(w) f^{\prime}(w)+h_{k-1}^{\prime}(w), & k=1,2, \ldots\end{cases}
\end{aligned}
$$

The moments $\mathbb{E}\left[X_{g}^{k}\right]$ then follow from symbolically differentiating the PGF as in Equation (2.3), and these derivatives can be expressed as

$$
X_{g}^{(k)}(w):=\frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}} X_{g}(w)=\frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}} \exp (f(w))=h_{k}(w) \exp (f(w)),
$$

for $k=0,1,2, \ldots$ Using this recursive expression, $X_{g}^{(k)}(w)$ can be expressed in terms of $f(w)$ and the first $k$ derivatives of $f(w)$, denoted by $f^{(1)}(w), \ldots, f^{(k)}(w)$ with

$$
\begin{aligned}
f^{(j)}(w) & :=\frac{\partial^{j}}{\partial w^{j}} \frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} g(w, z) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z \\
& =\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} g^{(j)}(w, z) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z
\end{aligned}
$$

and $g^{(j)}(w, z):=\frac{\partial^{j}}{\partial w^{j}} g(w, z)$, for $j=1,2, \ldots, k$. After substituting $w=1$, we can express the first $k$ moments of $X_{g}$ in terms of $k$ contour integrals that only involve the model primitives and the first $k$ moments of $Y$. Using $f(1)=0$, the variance of $X_{g}$ given by $\operatorname{Var}\left(X_{g}\right)=h_{2}(1)+h_{1}(1)-\left(h_{1}(1)\right)^{2}$ takes the form

$$
\operatorname{Var}\left(X_{g}\right)=\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \frac{z^{2} \operatorname{Var}(Y)-z Y(z)\left(1+\mathbb{E}\left[Y^{2}\right]-2 \mathbb{E}[Y]\right)}{(z-Y(z))^{2}} \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z .
$$

To determine the stationary distribution of the overflow queue we use that

$$
\mathbb{P}\left(X_{g}=k\right)=\left.\frac{1}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} w^{k}} X_{g}(w)\right|_{w=0}=\frac{1}{k!} h_{k}(0) \exp (f(0))
$$

We observe that

$$
\mathbb{P}\left(X_{g}=0\right)=\exp (f(0))=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \ln \left(\frac{z \mathbb{P}(Y=0)}{z-Y(z)}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z\right)
$$

Expressions for the other probabilities $\mathbb{P}\left(X_{g}=k\right)$ follow in a similar way as for $\mathbb{E}\left[X_{g}^{k}\right]$, but require evaluating the resulting function at $w=0$ instead of $w=1$ and dividing by $k!. \mathbb{P}\left(X_{g}=k\right)$ can thus be expressed in terms of $f(0), f^{(1)}(0), \ldots$, $f^{(k)}(0)$, again an expression that involves explicit contour integrals only.

### 2.4.2 Roots or integrals?

Compared with root finding, contour integrals have advantages and disadvantages. On the one hand, avoiding the implicitly defined roots is nice, because the integrals are explicit expressions in terms of the model primitives $g$, $r$, and $Y(z)$. On the other hand, the number of terms required to evaluate $f^{(j)}(w)$ grows exponentially in $j$. For, e.g., tail probabilities this symbolic differentiation becomes computationally cumbersome.

While in the early queueing literature root finding was considered to be prohibitively difficult, with the computational methods available nowadays it is possible to find the complex-valued roots of $z^{g}-A(z)$ with great accuracy. In Appendix 2.A we present the root-finding algorithm that we use in this chapter, which after extensive testing was found to be accurate and reliable for all considered choices of $A(z)$. The idea behind the algorithm is to approximate $A(z)$ with its Taylor series of order $n, A_{n}(z)$, reducing the problem to finding roots of polynomial equations. We also present some results that show that the roots of the $n$-th system converge to the roots of $z^{g}-A(z)$ as $n \rightarrow \infty$, and provide an explicit characterization of the roots for the case when $A(z)$ is the PGF of a Poisson random variable. In that case, the roots can be written in terms of the Lambert W-function, see Appendix 2.B.

Extensive tests with both algorithms did not result in any numerical issues, except for two obvious limitations: for tail probabilities the symbolic differentiation within the integrand becomes a bottleneck and for root finding loss of accuracy is expected when the number of roots $g$ becomes excessively large (although a thousand roots present no difficulties). It seems that for most practical purposes both methods lead to reliable and accurate algorithms.

In terms of computation time, contour integration generally seems to be slower than root finding. For moments there is little difference, because both methods lead to explicit expressions. Our experiments have indicated, however, that the root-based PGF seems to be more suitable for determining the queue-length probabilities, because the roots have to be determined only once, whereas the contour integral approach requires the evaluation of another integral for each probability.

To illustrate the algorithms we now show some results for the FCTL queue with $g=20$ and $c=50$ in Figure 2.2. We consider Poisson arrivals with on average $\mu$ vehicles arriving per slot and four scenarios: $\mu=0.2$ (light traffic), $\mu=0.3$ (moderate traffic), $\mu=0.36$ (heavy traffic), and $\mu=0.38$ (extreme traffic). These arrival rates correspond to a vehicle-to-capacity ratio $\rho=\mu c / g$ ranging from 0.5 to 0.95 . The results are calculated with both the roots-based and contourintegral expression, and are indistinguishable on the scale of the displayed figures.

Figure 2.2 (a) shows the mean queue lengths $\mathbb{E}\left[X_{1}\right], \ldots, \mathbb{E}\left[X_{c}\right]$ through one cycle. Observe the strong cyclic behavior and the high sensitivity for $\rho$. Figure 2.2 (b) shows the queue-length distribution at the start of the cycle, the moment that the traffic signal turns green and queue lengths are expected to peak. Observe the difference between operating at $75 \%$ or $95 \%$ of maximal capacity: the probability that more than 20 vehicles are waiting is only 0.002 for $\mu=0.3$ and 0.32 for $\mu=0.38$. Figure 2.2(c) depicts the distribution of the effective green time $G$, defined in [198] as the number of slots used for departure of delayed vehicles that arrive throughout the whole cycle. We have

$$
\mathbb{P}(G=k)= \begin{cases}q_{0} & \text { for } k=0 \\ q_{k}-q_{k-1} & \text { for } k=1, \ldots, g-1, \\ 1-q_{g-1} & \text { for } k=g .\end{cases}
$$

Since only one delayed vehicle departs per slot, this can also be considered to be the distribution of the platoon length consisting of delayed vehicles departing during one cycle. Observe that $\mathbb{P}(G=g)$ is practically zero when $\rho=0.5$, but as high as 0.71 when $\mu=0.38$, which means that only in $29 \%$ of the cycles the green time is long enough to let the queue vanish before the end of the green period.

Finally, we consider the delay distribution of an arbitrary vehicle arriving in the 10 -th slot, which is during the green period. The stationary delay of a vehicle arriving in slot $k$, denoted by $D_{[k]}$, is defined as the number of slots between arrival and departure, not including the slot of arrival. Figure 2.2(d) shows $D_{[10]}$, which can be computed directly from $X_{9}$, i.e. the number of vehicles


Figure 2.2: Several performance measures for the FCTL queue in Subsection 2.4.2 with $g=20, c=50$, and Poisson arrivals. The colors blue, orange, green, and red correspond to vehicle-to-capacity ratios of, respectively, $0.5,0.75,0.9$, and 0.95 . The subfigures show (a) the mean queue lengths during a cycle, (b) the queue-length distribution at the start of green periods, (c) the distribution of the effective green periods, and (d) the delay distribution of vehicles arriving in slot 10 (for $\rho=0.9,0.95$ only).
waiting at the start of the 10 -th slot. If $X_{9}=0$ we have that $D_{[10]}=0$; otherwise the delay can be expressed as a function of the number of vehicles present at the arrival of the tagged vehicle. This function (studied in detail in [206]) should take into account interruptions due to red periods, which explains the fragmented histograms in Figure 2.2(d).

### 2.5 Proof of the Pollaczek contour-integral representation

The proof of Theorem 2.1 contains several challenging steps and requires among others a proof that the function $Y(z) / z$ is injective in a region that contains the
unit disk, and a way to account for the branch cut caused by the logarithm in Equation (2.7) being taken over negative values. As explained briefly in Section 2.3 , the proof of Theorem 2.1 exploits the factorized form as in Equation (2.5) and investigates in detail the logarithmic function in Equation (2.7). We present some useful properties of the function $Y(z) / z$, visible in both Equations (2.5) and (2.7). We then proceed to use Cauchy's theorem to obtain the contour-integral representation in Equation (2.3) for the case that $1<w<1+\epsilon$, and finally manipulate Equation (2.3) to obtain Equation (2.2) on the full range $|w|<1+\epsilon$.

### 2.5.1 Auxiliary results

Before we prove Theorem 2.1, we present some auxiliary results for the function $Y(z) / z$. In [146, Theorem 1] it was shown that the function $Y(z) / z$ is injective on the disk $|z| \leq 1$, so that all $Y\left(z_{k}\right) / z_{k} \neq Y\left(z_{l}\right) / z_{l}$ when $z_{k} \neq z_{l}$. For our proof we also need injectivity, but then for the larger disk with radius $t_{0}>1$. More specifically, let

$$
t_{0}:=\sup \left\{t \in(0, R) \mid Y^{\prime}(t) t-Y(t) \leq 0\right\}
$$

where $R$ is the maximum value such that $Y(z)$ is analytic in the region $|z|<R$.
Lemma 2.3 The function $Y(t) / t$ is strictly decreasing in $t \in\left(0, t_{0}\right]$.
Proof. We have that

$$
\frac{Y(t)}{t}=\frac{y_{0}}{t}+y_{1}+y_{2} t+\ldots, \quad 0<t<R
$$

is strictly convex since $y_{0}>0$, with derivative

$$
\begin{equation*}
\left(\frac{Y(t)}{t}\right)^{\prime}=\frac{Y^{\prime}(t) t-Y(t)}{t^{2}}, \quad 0<t<R . \tag{2.12}
\end{equation*}
$$

Since $Y^{\prime}(1)<Y(1)=1$, we have that $t_{0}>1$. Now consider the following cases: (i) $y_{k}=0$ for $k=2,3, \ldots$ and (ii) there is a $k=2,3, \ldots$ such that $y_{k} \neq 0$. For case (i), $Y(t) / t=y_{0} t^{-1}+y_{1}$ is strictly decreasing in $t>0$ since $y_{0}>0$. For case (ii), $y_{k}>0$ for some $k \geq 2$, and so

$$
\begin{equation*}
Y^{\prime}(t) t-Y(t)=-y_{0}+\sum_{k=2}^{\infty}(k-1) y_{k} t^{k} \tag{2.13}
\end{equation*}
$$

is strictly increasing in $t \in(0, R)$. From the definition of $t_{0}$, we then get that

$$
\begin{equation*}
Y^{\prime}(t) t-Y(t)<0, \quad t \in\left(0, t_{0}\right) \tag{2.14}
\end{equation*}
$$

and so $Y(t) / t$ is strictly decreasing in $t \in\left(0, t_{0}\right)$ by Equation (2.12).
Lemma 2.4 The function $Y(z) / z$ is injective on the open disk $|z|<t_{0}$, so that for $|z|<t_{0},|w|<t_{0}:$

$$
\begin{equation*}
\frac{Y(z)}{z}=\frac{Y(w)}{w} \Rightarrow z=w . \tag{2.15}
\end{equation*}
$$

Proof. In case (i), $y_{k}=0$ for $k=2,3, \ldots$, we have $Y(z) / z=y_{0} z^{-1}+y_{1}$ and the result is trivial since $y_{0}>0$. For case (ii), there is a $k=2,3, \ldots$ such that $y_{k} \neq 0$, we let $|z|<t_{0},|w|<t_{0}$. Then

$$
\begin{aligned}
\left|\frac{Y(z)}{z}-\frac{Y(w)}{w}\right| & =\left|y_{0} \frac{w-z}{z w}+\sum_{k=2}^{\infty} y_{k}\left(z^{k-1}-w^{k-1}\right)\right| \\
& =|z-w|\left|-\frac{y_{0}}{z w}+\sum_{k=2}^{\infty} y_{k} \frac{z^{k-1}-w^{k-1}}{z-w}\right|
\end{aligned}
$$

Let $t:=\max \{|z|,|w|\}<t_{0}$. Then $\left|y_{0} /(z w)\right| \geq y_{0} / t^{2}$ while

$$
\left|\frac{z^{k-1}-w^{k-1}}{z-w}\right|=\left|z^{k-2}+w z^{k-3}+\cdots+z w^{k-3}+w^{k-2}\right| \leq(k-1) t^{k-2} .
$$

Therefore, when $z \neq w$,

$$
\left|\frac{Y(z)}{z}-\frac{Y(w)}{w}\right| \geq|z-w|\left(\frac{y_{0}}{t^{2}}-\sum_{k=2}^{\infty}(k-1) y_{k} t^{k-2}\right)>0
$$

by Equation (2.13) and Equation (2.14). This proves Equation (2.15).
Lemma 2.5 Let $\epsilon>0$ be such that $1+\epsilon<t_{0}$, and take $w \in(1,1+\epsilon)$. For $|z|<t_{0}$,

$$
\begin{equation*}
\frac{w Y(z)-z Y(w)}{Y(z)-z} \in(-\infty, 0] \Leftrightarrow 1 \leq z \leq w \tag{2.16}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
-1<z<1 \Rightarrow \frac{w Y(z)-z Y(w)}{Y(z)-z}>0 . \tag{2.17}
\end{equation*}
$$

Proof. For $a \leq 0$,

$$
\frac{w Y(z)-z Y(w)}{Y(z)-z}=a \Leftrightarrow \frac{Y(z)}{z}=\frac{Y(w)-a}{w-a}
$$

Since $1<Y(w)<w$, the function $(Y(w)-a) /(w-a)$ increases from $Y(w) / w$ at $a=0$ to 1 at $a=-\infty$ when $a$ decreases from 0 to $-\infty$. Since $Y(\nu) / \nu$ decreases strictly in $v \in[1, w]$, there is for any $a \leq 0$ a unique $v=v(a) \in[1, w]$ such that

$$
\frac{Y(v)}{v}=\frac{Y(w)-a}{w-a}
$$

Since by Lemma $2.4 Y(z) / z$ is injective in $|z|<t_{0}$, we get Equation (2.16).
We next show Equation (2.17). Obviously, Equation (2.17) holds for $z=0$. For $z \neq 0$, we have

$$
\frac{w Y(z)-z Y(w)}{Y(z)-z}=w \frac{Y(z) / z-Y(w) / w}{Y(z) / z-1}
$$

By Lemma 2.3, we have

$$
\frac{Y(z)}{z}-\frac{Y(w)}{w}>\frac{Y(z)}{z}-1>0,
$$

if $0<z<1<w<t_{0}$, and so Equation (2.17) holds for $z \in(0,1)$. Next, by Lemma 2.4, we have $Y(z) / z \neq Y(w) / w$ when $z \in(-1,0)$ and $1<w<t_{0}$. Also, $Y(z) / z \rightarrow-\infty$ when $z \uparrow 0$. Because of continuity of $Y(z) / z$ in $z \in(-1,0)$ and because $Y(z) / z$ is real, we thus have that

$$
\frac{Y(z)}{z}<\frac{Y(w)}{w}<1, \quad z \in(-1,0)
$$

and so Equation (2.17) also holds for $z \in(-1,0)$.
As a consequence of Lemma 2.5, taking the principal value logarithm in Equation (2.7) when $1<w<1+\epsilon<t_{0}$, we obtain a function of $z$ that is analytic in the open disk $|z|<t_{0}$, with a branch cut along [1, w]. Indeed, Lemma 2.5 tells us that, with $w>1$, the only negative values for $(w Y(z)-z Y(w)) /(Y(z)-z)$ in the entire complex circle with radius at most $t_{0}$ are attained for $1 \leq z \leq w$. We thus might take the principal value logarithm of $(w Y(z)-z Y(w)) /(Y(z)-z)$ and this implies that we need to take care of the branch cut along $1 \leq z \leq w$. By means of this logarithm, we create the appropriate residues at the roots of the function $z^{g}-A(z)$, which is the function that we consider in the next part of the proof of Theorem 2.1 .


Figure 2.3: The four components, $C_{1}, C_{w}, L_{+}$, and $L_{-}$, of contour $C$.

### 2.5.2 Contour integral for (2.3)

We next consider the function $z^{g}-A(z)$ that has its zeros in $|z| \leq 1$ at $z=z_{0}=$ $1, z_{1}, \ldots, z_{g-1}$, while its other zeros have modulus greater than one. Let $R_{0}$ be the zero outside $|z| \leq 1$ of smallest modulus; we have that $R_{0}$ is real and larger than one. Take $\epsilon>0$ such that $1+\epsilon<\min \left\{t_{0}, R_{0}\right\}$ and consider the integral

$$
\begin{equation*}
I(w)=\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z . \tag{2.18}
\end{equation*}
$$

Choose $\delta>0$ such that $\delta<\frac{1}{2}(w-1)$ and $\delta<1+\epsilon-w$ while $\left|z_{k}-1\right|>\delta, k=$ $1, \ldots, g-1$. Now let $C$ be the positively oriented contour consisting of the circles $C_{1}(\delta)$ and $C_{w}(\delta)$ of radii $\delta$ around 1 and $w$, respectively, together with the line segments $L_{ \pm}(\delta)=\{z=t \pm i 0 \mid 1+\delta \leq t \leq w-\delta\}$, where $\pm i 0:=\lim _{c \downharpoonright 0} \pm c i$ and $i^{2}=-1$. See Figure 2.3 for the positioning of the contour $C$ with its four components in the disk $|z|<1+\epsilon$ and relative to the zeros of $z^{g}-A(z)$. Then, by Cauchy's theorem,

$$
\begin{equation*}
I(w)=\sum_{k=1}^{g-1} \ln \left(\frac{w Y\left(z_{k}\right)-z_{k} Y(w)}{Y\left(z_{k}\right)-z_{k}}\right)+\frac{1}{2 \pi i} \oint_{C} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z . \tag{2.19}
\end{equation*}
$$

On the line segments $z=t \pm i 0,1+\delta \leq t \leq w-\delta$, we use that

$$
w Y(t)-t Y(w)>0>Y(t)-t .
$$

With the principal value choice for $\ln$, we then get for $1+\delta \leq t \leq w-\delta$ :

$$
\begin{equation*}
\ln \left(\frac{w Y(t \pm i 0)-(t \pm i 0) Y(w)}{Y(t \pm i 0)-(t \pm i 0)}\right)=\ln \left(\frac{w Y(t)-t Y(w)}{t-Y(t)}\right) \pm \pi i \tag{2.20}
\end{equation*}
$$

Therefore, also using that $t^{g}-A(t)>0$ and $1<t<1+\epsilon$, we have

$$
\begin{align*}
& \frac{1}{2 \pi i} \oint_{C} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z \\
= & \frac{1}{2 \pi i} \int_{1+\delta}^{w-\delta}\left\{\left[-\left(\ln \left(\frac{w Y(t)-t Y(w)}{t-Y(t)}\right)+\pi i\right)+\left(\ln \left(\frac{w Y(t)-t Y(w)}{t-Y(t)}\right)-\pi i\right)\right]\right. \\
& \left.\frac{\left(t^{g}-A(t)\right)^{\prime}}{t^{g}-A(t)} \mathrm{d} t\right\}+\frac{1}{2 \pi i} \oint_{C_{1}(\delta)}+\frac{1}{2 \pi i} \oint_{C_{w}(\delta)} \\
= & -\int_{1+\delta}^{w-\delta} \frac{\left(t^{g}-A(t)\right)^{\prime}}{t^{g}-A(t)} \mathrm{d} t+\frac{1}{2 \pi i} \oint_{C_{1}(\delta)}+\frac{1}{2 \pi i} \oint_{C_{w}(\delta)}, \tag{2.21}
\end{align*}
$$

where

$$
\frac{1}{2 \pi i} \oint_{C_{x}(\delta)}=\frac{1}{2 \pi i} \oint_{C_{x}(\delta)} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z
$$

with $x=1, w$. Now, since $g-A^{\prime}(1)>0$ (due to stability), we have that

$$
\begin{align*}
& \int_{1+\delta}^{w-\delta} \frac{\left(t^{g}-A(t)\right)^{\prime}}{t^{g}-A(t)} \mathrm{d} t=\left.\ln \left(t^{g}-A(t)\right)\right|_{1+\delta} ^{w-\delta} \\
= & \ln \left(w^{g}-A(w)\right)+O(\delta)-\ln \left[\left(g-A^{\prime}(1)\right) \delta+O\left(\delta^{2}\right)\right] \\
= & \ln \left(\frac{w^{g}-A(w)}{g-A^{\prime}(1)}\right)-\ln \delta+O(\delta), \tag{2.22}
\end{align*}
$$

where we have used that

$$
t^{g}-A(t)=0+\left(t^{g}-A(t)\right)_{t=1}^{\prime}(t-1)+O\left((t-1)^{2}\right), \quad t \rightarrow 1
$$

As to the last integral on the last line of Equation (2.21), we use that

$$
w Y(z)-z Y(w)=\left(w Y^{\prime}(w)-Y(w)\right)(z-w)+O\left(|z-w|^{2}\right)
$$

$$
\begin{aligned}
Y(z)-z & =Y(w)-w+O(|z-w|), \\
z^{g}-A(z) & =w^{g}-A(w)+O(|z-w|),
\end{aligned}
$$

with non-vanishing numbers $w Y^{\prime}(w)-Y(w), Y(w)-w$, and $w^{g}-A(w)$. Therefore, we have

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C_{w}(\delta)}=O(\delta \ln \delta), \quad \delta \downarrow 0 \tag{2.23}
\end{equation*}
$$

The middle integral on the last line of Equation (2.21) is more delicate since both $Y(z)-z$ and $z^{g}-A(z)$ vanish at $z=1$. For $z=1+\delta e^{i \phi}$ with $0<\phi<2 \pi$ and $\delta \downarrow 0$, we get

$$
\begin{aligned}
\frac{w Y(z)-z Y(w)}{Y(z)-z} & =\frac{w-Y(w)+O(|z-1|)}{1+Y^{\prime}(1)(z-1)-z+O\left(|z-1|^{2}\right)} \\
& =-\frac{w-Y(w)+O(|z-1|)}{\left(1-Y^{\prime}(1)\right)(z-1)+O\left(|z-1|^{2}\right)} \\
& =-\frac{w-Y(w)}{1-Y^{\prime}(1)} \frac{1}{\delta} e^{-i \phi}(1+O(\delta)) .
\end{aligned}
$$

Hence, since $w-Y(w)>0,1-Y^{\prime}(1)>0$, we obtain

$$
\begin{align*}
\ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) & =\ln \left|\frac{w Y(z)-z Y(w)}{Y(z)-z}\right|+i \arg \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \\
& =\ln \left(\frac{w-Y(w)}{1-Y^{\prime}(1)}\right)-\ln \delta+i(\pi-\phi)+O(\delta) . \tag{2.24}
\end{align*}
$$

Next, as $z \rightarrow 1$, we have

$$
\begin{equation*}
\frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)}=\frac{g-A^{\prime}(1)+O(|z-1|)}{\left(g-A^{\prime}(1)\right)(z-1)+O\left(|z-1|^{2}\right)}=\frac{1}{z-1}+O(1), \tag{2.25}
\end{equation*}
$$

since $g-A^{\prime}(1)>0$. Hence, from Equations (2.24) and (2.25), with $z=1+\delta e^{i \phi}$ and $\mathrm{d} z=i \delta e^{i \phi} \mathrm{~d} \phi$ in the integral over $C_{1}$, we get

$$
\begin{aligned}
\frac{1}{2 \pi i} \oint_{C_{1}(\delta)}= & \frac{1}{2 \pi i} \int_{0}^{2 \pi} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} i \delta e^{i \phi} \mathrm{~d} \phi \\
= & \frac{1}{2 \pi i} \int_{0}^{2 \pi}\left[\ln \left(\frac{w-Y(w)}{1-Y^{\prime}(1)}\right)-\ln \delta+i(\pi-\phi)+O(\delta)\right] . \\
& {\left[\frac{1}{\delta} e^{-i \phi}+O(1)\right] i \delta e^{i \phi} \mathrm{~d} \phi }
\end{aligned}
$$

$$
\begin{equation*}
=\ln \left(\frac{w-Y(w)}{1-Y^{\prime}(1)}\right)-\ln \delta+O(\delta) \tag{2.26}
\end{equation*}
$$

where we have also used that $\int_{0}^{2 \pi}(\pi-\phi) \mathrm{d} \phi=0$.
Using Equations (2.22), (2.23), and (2.26) in Equation (2.21) yields

$$
\begin{aligned}
& \frac{1}{2 \pi i} \oint_{C} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)} \mathrm{d} z \\
= & \ln \left(\frac{g-A^{\prime}(1)}{w^{g}-A(w)}\right)+\ln \delta+O(\delta)+O(\delta \ln \delta)+\ln \left(\frac{w-Y(w)}{1-Y^{\prime}(1)}\right)-\ln \delta+O(\delta) \\
= & \ln \left(\frac{g-A^{\prime}(1)}{w^{g}-A(w)} \cdot \frac{w-Y(w)}{1-Y^{\prime}(1)}\right)+O(\delta) .
\end{aligned}
$$

Returning then to Equations (2.18)-(2.19), letting $\delta \downarrow 0$, we see that

$$
\begin{equation*}
I(w)=\ln \left[\frac{g-A^{\prime}(1)}{w^{g}-A(w)} \cdot \frac{w-Y(w)}{1-Y^{\prime}(1)} \prod_{k=1}^{g-1} \frac{w Y\left(z_{k}\right)-z_{k} Y(w)}{Y\left(z_{k}\right)-z_{k}}\right]=\ln \left[X_{g}(w)\right] \tag{2.27}
\end{equation*}
$$

by Equation (2.5). Here we have also used that the zeros $z_{k}$ are real or come in conjugate pairs (as is noted in Subsection 2.3.1) so that for $w \in(1,1+\epsilon)$ both $X_{g}(w)$ and the product $\prod_{k=1}^{g-1}$ in Equation (2.27) are real and positive, with

$$
\ln \left(\prod_{k=1}^{g-1} \frac{w Y\left(z_{k}\right)-z_{k} Y(w)}{Y\left(z_{k}\right)-z_{k}}\right)=\sum_{k=1}^{g-1} \ln \left(\frac{w Y\left(z_{k}\right)-z_{k} Y(w)}{Y\left(z_{k}\right)-z_{k}}\right) .
$$

This proves Equation (2.3) for $w \in(1,1+\epsilon)$.

### 2.5.3 Completion of the proof

The extension of the validity range of Equation (2.3) beyond the set $1<w<1+\epsilon$ is compromised by the appearance of the factor $\ln [(w Y(z)-z Y(w)) /(Y(z)-z)]$ in the integrand. The validity range can be extended to an open set containing the interval $[0,1]$, allowing computation of moments and derivatives. To see this, let

$$
Q(z, w)=\frac{w Y(z)-z Y(w)}{Y(z)-z}=Y(w) \frac{1-\frac{Y(z) / z}{Y(w) / w}}{1-Y(z) / z}, \quad|z|,|w| \leq 1+\epsilon .
$$

For $0 \leq w \leq 1$ and $|z|=1+\epsilon$, we have

$$
0<Y(0) \leq Y(w) \leq 1,
$$

$$
\left|\frac{Y(z) / z}{Y(w) / w}\right| \leq\left|\frac{Y(z)}{z}\right| \leq \frac{Y(1+\epsilon)}{1+\epsilon}<1,
$$

and so $Q(z, w)$ is bounded away from $(-\infty, 0]$ when $0 \leq w \leq 1$ and $|z|=1+\epsilon$. By continuity of $Q$ as a function of $w$, this continues to hold for $w$ in an open set $\Omega$ containing $[0,1]$ and $|z|=1+\epsilon$. This implies that $\ln Q(z, w)$ is analytic in $w \in \Omega$, with the principal value $\ln$, extending the validity of Equation (2.3) to $w \in \Omega$ by analyticity. We have extensive numerical evidence that the set of $w$ for which $Q(z, w) \notin(-\infty, 0]$, all $z$ with $|z|=1+\epsilon$, contains a disk around 0 with radius not significantly smaller than $1+\epsilon$. This would extend the validity of Equation (2.3) beyond the unit disk $|w| \leq 1$.

We now re-express the integral form in Equation (2.3) to a form that is valid for all $w,|w|<1+\epsilon$. We choose $\epsilon$ here such that $1+\epsilon<\min \left\{t_{0}, R_{0}\right\}=: 1+\epsilon_{0}$ as in Subsection 2.5.2. Let $w$ be fixed with $1<w<1+\epsilon$. We compute, for $|z|=1+\epsilon$,

$$
\frac{\left(z^{g}-A(z)\right)^{\prime}}{z^{g}-A(z)}=\frac{g}{z}+\frac{\left(1-\frac{A(z)}{z^{g}}\right)^{\prime}}{1-\frac{A(z)}{z^{g}}}=\frac{g}{z}+\frac{\mathrm{d}}{\mathrm{~d} z}\left[\ln \left(1-\frac{A(z)}{z^{g}}\right)\right],
$$

where we can choose the principal value of $\ln$ since

$$
\left|\frac{A(z)}{z^{g}}\right| \leq \frac{A(1+\epsilon)}{(1+\epsilon)^{g}}<1, \quad|z|=1+\epsilon .
$$

As in Equations (2.20)-(2.21), we have

$$
\begin{aligned}
\frac{1}{2 \pi i} \oint_{|z|=1} & \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{g}{z} \mathrm{~d} z \\
= & \left.g \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right)\right|_{z=0}+\frac{g}{2 \pi i} \oint_{C} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{1}{z} \mathrm{~d} z \\
= & g \ln w-g \int_{1+\delta}^{w-\delta} \frac{1}{z} \mathrm{~d} z+O(\delta \ln \delta) \\
\quad & g \ln w-g \ln \left(\frac{w-\delta}{1+\delta}\right)+O(\delta \ln \delta),
\end{aligned}
$$

and this vanishes as $\delta \downarrow 0$. Therefore, see Equation (2.18), we have

$$
\begin{aligned}
I(w) & =\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon} \ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right) \frac{\mathrm{d}}{\mathrm{~d} z}\left[\ln \left(1-\frac{A(z)}{z^{g}}\right)\right] \mathrm{d} z \\
& =\frac{-1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{\mathrm{d}}{\mathrm{~d} z}\left[\ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right)\right] \ln \left(1-\frac{A(z)}{z^{g}}\right) \mathrm{d} z,
\end{aligned}
$$

where we have used partial integration with the continuous differentiable functions $\ln \left(1-A(z) / z^{g}\right)$ and $\ln [(w Y(z)-z Y(w)) /(Y(z)-z)]$ on the closed contour $|z|=1+\epsilon$. We compute

$$
\frac{\mathrm{d}}{\mathrm{~d} z}\left[\ln \left(\frac{w Y(z)-z Y(w)}{Y(z)-z}\right)\right]=\frac{Y^{\prime}(z) z-Y(z)}{Y(z)-z} \frac{Y(w)-w}{w Y(z)-z Y(w)},
$$

and obtain

$$
\begin{equation*}
I(w)=\frac{-1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{Y^{\prime}(z) z-Y(z)}{Y(z)-z} \frac{Y(w)-w}{w Y(z)-z Y(w)} \ln \left(1-\frac{A(z)}{z^{g}}\right) \mathrm{d} z, \tag{2.28}
\end{equation*}
$$

which is valid for any $w \in(1,1+\epsilon)$.
We now extend Equation (2.28) to all $w$ with $|w|<1+\epsilon$ using Lemma 2.5 . Let $0<\epsilon_{1}<\epsilon$. We have $|Y(z)-z|>0$ when $|z|=1+\epsilon$ and

$$
|w Y(z)-z Y(w)|>0
$$

when $|z|=1+\epsilon$ and $|w| \leq 1+\epsilon_{1}$ by Lemma 2.5 and $Y(0) \neq 0$. Therefore, by continuity and compactness, $(w Y(z)-z Y(w))(Y(z)-z)$ is bounded away from 0 when $|z|=1+\epsilon$ and $|w| \leq 1+\epsilon_{1}$. This implies that the right-hand side of Equation (2.28) is analytic in $w,|w|<1+\epsilon_{1}$, by analyticity of $Y$. Since $X_{g}(w)=$ $\exp (I(w))$ for $1<w<1+\epsilon$, we then get by analyticity of $X_{g}$ that

$$
\begin{equation*}
X_{g}(w)=\exp \left(\frac{-1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{Y^{\prime}(z) z-Y(z)}{Y(z)-z} \frac{Y(w)-w}{w Y(z)-z Y(w)} \ln \left(1-\frac{A(z)}{z^{g}}\right) \mathrm{d} z\right) \tag{2.29}
\end{equation*}
$$

holds for all $w,|w| \leq 1+\epsilon_{1}$ and any $\epsilon_{1} \in(0, \epsilon)$. Then a simple rearrangement of the integrand in Equation (2.29) yields Theorem 2.1.

### 2.6 Conclusion

We have presented novel formal solutions for the FCTL queue in the form of contour integrals. Theorem 2.1 presents the contour-integral representation for the PGF of the overflow queue $X_{g}(z)$. From this PGF, essentially all relevant information about the stationary behavior of the FCTL can be obtained, by taking derivatives at $z=1$ for the moments, derivatives at $z=0$ for the distribution, and by using simple recursions to obtain the queue lengths at all time epochs within the cycle and the stationary delay distribution. A contour-integral expression for the first moment was recently obtained by Oblakova et al. [146] and the present
chapter can be seen as an extension of that work. Together, those results present an alternative approach for the FCTL queue and its generalizations, using contour integrals instead of factorizations in terms of complex roots that need to be determined numerically. In [146] generalizations of the FCTL assumption were considered, for which we have obtained similar Pollaczek-type contour integrals for the PGF.

In classical queueing theory, a prominent line of research is related to heavy traffic, an asymptotic regime in which the traffic intensity approaches $100 \%$. Next to more probabilistic methods such as weak convergence techniques and coupling, another way to obtain heavy-traffic results is through the asymptotic evaluation of Pollaczek-type integrals, see e.g. [55, 110] for single-server queues and [101] for classical bulk-service queues. Now that Pollaczek-type integrals for the FCTL queue are available, it is worthwhile to explore the possibilities for a heavy-traffic analysis, which is one of the topics studied in Chapter 3 .

It is of interest to provide a proper comparison between the various methods that are available for studying the FCTL queue. We think e.g. of obtaining performance measures from a PGF based on the root-based expression and the contour-integral expression. It would be interesting to know in which cases one could better use the expression for the PGF which is based on roots and when the one based on the contour integral is more suitable.

## Appendix

## 2.A Root-finding algorithm

We present a root-finding algorithm and some supporting results. A similar algorithm was used in [19]. The idea behind the algorithm is that roots of polynomial equations are generally easy to find, at least numerically. Therefore, we approximate $A(z)$ (which typically is a non-polynomial function) with its Taylor series $A_{n}(z)$ of order $n$. Solving this truncated equation boils down to rootfinding of a polynomial. If the roots of the truncated equation are sufficiently close to the roots of $z^{g}-A(z)$, we can find the latter roots easily from the roots of $z^{g}-A_{n}(z)$ by using a Newton-Raphson type method.

```
Algorithm 2.1 Root-finding based on truncated Taylor series of \(z^{g}-A(z)\).
    Input: \(A(z), g\) (and often \(\left.A(z)=Y(z)^{c}\right)\).
    Define: \(D(z)=z^{g}-A(z)\).
    Compute \(n: \max \{100,50+\max \{c, g\}\}\).
    Compute Taylor expansion \(D_{n}(z)\) of \(D(z)\) of order \(n\).
    Numerically solve \(D_{n}(z)=0\) for \(|z| \leq 1\), obtaining roots \(\hat{z}_{1}, \ldots, \hat{z}_{g}\).
    6: Use \(\hat{z}_{1}, \ldots, \hat{z}_{g}\) as input for a method to find the roots of \(D(z)\) for \(|z| \leq 1\),
    obtaining roots \(z_{1}, \ldots, z_{g}\).
    Return \(z_{1}, \ldots, z_{g}\).
```

We now present two propositions in support of Algorithm 2.1. The first proposition states that under very mild conditions the number of roots of $z^{g}-$
$A(z)$ on or within the unit circle is equal to the number of roots of the truncated equation $z^{g}-A_{n}(z)$ on or within the unit circle. The second proposition shows that the roots of the truncated equation converge to the roots of $z^{g}-A(z)$ (when $n$ tends to infinity).
Proposition 2.6 Let $D(z)=z^{g}-A(z)$ and let $D_{n}(z):=z^{g}-A_{n}(z)$, where $A_{n}(z)$ denotes the $n$-th order Taylor approximation of $A(z)$. Upon assuming that $A(z)$ is a PGF; that $A(z)$ is analytic in the disk $|z|<1+\delta$ for some $\delta>0$; and that $g<A^{\prime}(1)$, $D_{n}(z)=0$ has as many roots on or within the unit circle as $D(z)$ (i.e. g).
Proof. Rouché's theorem says that if $f$ and $g$ are analytic inside some region $K$ with closed contour $\partial K$ and if $|g(z)|<|f(z)|$ on $\partial K$, then $f$ and $f+g$ have the same number of zeros inside $K$.

The conditions that $A(z)$ has to be analytic in $|z|<1+\delta$ and $g<A^{\prime}(1)$ together imply

$$
\begin{equation*}
(1+\gamma)^{g}>A(1+\gamma) \tag{2.30}
\end{equation*}
$$

for some $\gamma \in(0, \delta)$, see e.g. [64]. Assume $|z|=1+\gamma$. Then:

$$
|z|^{g}=(1+\gamma)^{g}>A(1+\gamma) \geq A_{n}(1+\gamma)=A_{n}(|z|) \geq\left|A_{n}(z)\right|,
$$

where the strict inequality follows from Equation (2.30) and the remaining inequalities from the fact that $A(z)$ is a PGF. So we may apply Rouché's theorem on $f(z)=z^{g}$ and $g(z)=-A_{n}(z)$. Since for any $\gamma>0, z^{g}$ has $g$ roots within the circle $|z|=1+\gamma$, we conclude that $D_{n}(z)$ has $g$ roots as well, just as $D(z)$.
Proposition 2.7 Let $D(z)$ and $D_{n}(z)$ be as defined in Proposition 2.6 Let $z_{j}$, $j=1, \ldots, g$, be the roots of $D(z)$ on or within the unit circle. Then

$$
\left|D_{n}\left(z_{j}\right)\right| \leq \sum_{j=n+1}^{\infty} a_{k}
$$

for $j=1, \ldots, g$, where $a_{k}=\mathbb{P}(A=k)$.
Proof. We directly obtain from the definition of $z_{j}$ that

$$
\begin{aligned}
\left|D_{n}\left(z_{j}\right)\right| & =\left|D_{n}\left(z_{j}\right)-D\left(z_{j}\right)\right| \\
& =\left|z_{j}^{g}-\sum_{i=0}^{n} a_{i} z_{j}^{i}-z_{j}^{g}+\sum_{i=0}^{\infty} a_{i} z_{j}^{i}\right|=\left|\sum_{i=n+1}^{\infty} a_{i} z_{j}^{i}\right| \leq \sum_{i=n+1}^{\infty} a_{i},
\end{aligned}
$$

because $a_{i} \geq 0$ and $\left|z_{j}\right| \leq 1$.
From Proposition 2.7 we see that if we let $n$ tend to infinity, then $D_{n}\left(z_{j}\right)$ tends to 0 . This implies that the roots obtained by using $D_{n}(z)$ will be close to the actual roots of $D(z)$ when $n$ is sufficiently high.

## 2.B Poisson case

To close this chapter, we provide an explicit expression for the roots of $z^{g}-A(z)$ in case of Poisson arrivals, i.e. we take $A(z)=\mathrm{e}^{c \mu(z-1)}$. Let $W(\cdot)$ denote the principal value of the Lambert W-function, see e.g. [60]. Then

$$
z_{k}=-\frac{g}{c \mu} W\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right), \quad k=1, \ldots, g-1
$$

with $i$ the imaginary unit satisfying $i^{2}=-1$. It is then straightforward to show that the $z_{k}$ are the solutions of $z^{g}-A(z)=0$ within the unit circle as we have that

$$
\begin{aligned}
A\left(z_{k}\right) & =\exp \left(c \mu\left(z_{k}-1\right)\right) \\
& =\exp \left[c \mu \cdot\left\{-\frac{g}{c \mu} W\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right)\right\}\right] \mathrm{e}^{-c \mu} \\
& =\frac{W\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right)^{g}}{\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right)^{g}} \mathrm{e}^{-c \mu} \\
& =\left(-\frac{g}{c \mu}\right)^{g} W\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right)^{g} \mathrm{e}^{-2 \pi i k} \mathrm{e}^{c \mu} \mathrm{e}^{-c \mu} \\
& =\left(-\frac{g}{c \mu}\right)^{g} W\left(-\frac{c \mu}{g} \mathrm{e}^{2 \pi i k / g} \mathrm{e}^{-c \mu / g}\right)^{g}=z_{k}^{g},
\end{aligned}
$$

where we used some properties of the Lambert W-function and that $\mathrm{e}^{2 \pi i k}=$ $\mathrm{e}^{-2 \pi i k}=1$ for $k=1, \ldots, g-1$.

## Chapter 3

## Optimal capacity allocation for heavy-traffic Fixed-Cycle Traffic-Light queues and intersections

### 3.1 Introduction

Optimizing traffic-light settings is particularly relevant when the vehicle-tocapacity ratio approaches the maximal sustainable level. To deal with such scenarios, we establish heavy-traffic limit theorems for the FCTL queue that provide accurate performance approximations for one queue in heavy traffic. We use these heavy-traffic approximations to approximatively solve optimization problems that aim for an optimal division of green times among multiple conflicting traffic streams. It turns out that the reduced complexity of the heavytraffic approximations leads to tractable optimization problems and close-tooptimal signal prescriptions. Our optimization problems are reminiscent of the so-called capacity allocation problem, originally formulated by Kleinrock [111] for dividing capacity among multiple independent $M / M / 1$ queues, with the aim of minimizing the average waiting time in all queues. This optimization problem has an elegant explicit solution and was later generalized by Wein [219] for Jackson networks with product-form solutions. Wein [219] solved the opti-
mization problem by relaxing the original problem through insertion of classical heavy-traffic approximations. We adopt a similar approach, but need to deal with the specific challenges that come with considering FCTL queues rather than standard queues.

The heavy-traffic scenario that we consider lets the cycle length grow large while at the same time the load or vehicle-to-capacity ratio approaches $100 \%$. As far as we are aware, this is the first study that applies this scenario for the FCTL queue. Related scalings in continuous-time single-server queues are referred to as "nearly-deterministic regime" $[177,178]$ and in multi-server settings as the Halfin-Whitt regime or Quality-and-Efficiency-Driven (QED) regime [89,208]. The term QED regime was coined because queueing systems in this regime can deal with high vehicle-to-capacity ratios while the probability of no delay stays strictly between 0 and 1 . We show that similar favorable properties exist for the heavy-traffic FCTL queue.

To establish the FCTL heavy-traffic results, we use the transform expressions obtained in Chapter 2. In particular, we use the contour-integral representation for the PGF of the overflow queue, Equation (2.2) in Theorem 2.1. Establishing scaling limits requires showing convergence of transforms such as the PGF which proves to be quite challenging. The main idea of our proof is to expand the integrand of the contour integral and to show that in the heavy-traffic regime only the first few terms of the expansion (up to leading order) dominate the numerical value of the integral. Making such observations rigorous, however, requires careful analysis. While this analysis is new, in classical queueing theory, establishing heavy-traffic results through the asymptotic evaluation of contour integrals was done in e.g. [55, 110] for single-server queues and in [101] for classical bulk-service queues.

In the heavy-traffic regime that we consider, the scaled queue length turns out to converge to a reflected Gaussian random walk, a stochastic process that occurs in a range of other applications and that has been studied in great detail [15, 39, 99]. We exploit this connection to convert known results for the reflected Gaussian random walk into heavy-traffic approximations for the FCTL queue. These heavy-traffic approximations are considerably easier than the exact (contour-integral) expressions, which presents analytic advantages when considering the optimization problem of finding the optimal traffic-light settings for intersections with cyclic arrangements of multiple conflicting traffic flows. The heavy-traffic approximations let us obtain closed-form expressions for such optimal settings. A similar strategy to obtain optimal green times for vehicleactuated traffic lights is formulated in [197, Chapter 6], where an approximation is found for the mean delay per lane, which is then used to approximate an
objective function. This optimization problem is then solved to optimality using the approximated objective function and Lagrange multiplier techniques, similar in spirit to what we do in Subsection 3.3. The optimal green-time allocation for vehicle-actuated traffic lights obtained in [197] also has a similar structure as the optimal allocations that we obtain in Section 3.3. Traffic lights with fixed settings are also studied in [197] where the problem is formulated and solved as a Mixed Integer Program. Instead of the need for such optimization schemes, we present one-line calculations for close-to-optimal green-time allocations.

Our main contributions can be summarized as follows:
(i) For the FCTL queue we obtain novel heavy-traffic limit theorems by asymptotic evaluation of contour integrals, showing that the scaled queue length converges to a reflected Gaussian random walk.
(ii) We leverage the limit theorems to obtain sharp performance approximations for one queue in heavy traffic, utilizing existing results for the reflected Gaussian random walk.
(iii) We consider optimization problems that find the optimal division of green times among multiple conflicting traffic streams and show that inserting heavy-traffic approximations leads to tractable optimization problems and close-to-optimal signal prescriptions.

## Chapter outline

This chapter is organized as follows. In Section 3.2 we present the heavy-traffic analysis of the FCTL queue. Using the resulting heavy-traffic approximations, we present in Section 3.3 the close-to-optimal traffic-light settings for the situation of multiple conflicting traffic streams. Numerical examples are presented in Section 3.4. We present the main heavy-traffic proof in Section 3.5 and provide a conclusion in Section 3.6.

### 3.2 FCTL queue in heavy traffic

First, we briefly review the traditional analysis of the FCTL queue. Subsequently, we give the heavy-traffic scaling that we use in the remainder of the chapter and provide several results for the queue-length process under the introduced heavy-traffic scaling.

The queue-length process at the end of the green period for the FCTL queue gives rise to a Lindley-type recursion. We have that

$$
\begin{equation*}
X_{g, n+1}=\max \left\{0, X_{g, n}+A_{n}-g\right\}, \tag{3.1}
\end{equation*}
$$

with $A_{n}$ the number of delayed vehicles arriving in cycle $n$. Observe that (3.1) is not a standard Lindley recursion, due to the FCTL assumption and hence the intricate dependency between the delayed arrivals $A_{n}$ and $X_{g, n}$.

We shall focus on the limiting queue length $X_{g}:=\lim _{n \rightarrow \infty} X_{g, n}$, which is well defined if the system is stable. I.e. we require that $c \mathbb{E}[Y]=c \mu<g$, with $Y$ the number of arrivals per slot and where we define $\mu$ to be the mean number of arrivals per slot. As before, we refer to $X_{g}$ as the overflow queue. The PGF of $X_{g}$ was first obtained in [64] and in Theorem 2.1] an alternative expression is given. The latter allows us to establish a heavy-traffic limit theorem for the overflow queue. We consider a heavy-traffic regime that connects the cycle length and the green period according to

$$
\begin{equation*}
g=c \mu+\beta \sigma \sqrt{c} \tag{3.2}
\end{equation*}
$$

Here $\sigma$ denotes the standard deviation of $Y$ and $\beta>0$ is a parameter that can be chosen freely, and optimal choices for $\beta$ will be obtained in Section 3.3.

The main intuition for considering the regime in Equation (3.2) is as follows. In heavy traffic, there will be many delayed cars, and during each cycle $g$ delayed cars can depart while on average $c \mu$ new delayed cars will arrive. We therefore choose the green period as roughly $c \mu$, but add $\beta \sigma \sqrt{c}$ to account for variability of the number of newly arriving cars. Observe that for large cycles, $\beta \sigma \sqrt{c}$ will be considerably smaller than $c \mu$. In the heavytraffic regime that we consider where $c$ will be large, $c \mu$ is the dominant term and is needed to ensure stability, while $\beta \sigma \sqrt{c}$ is a hedge against uncertainty. To understand the effect of this hedge, substitute (3.2) into (3.1) to obtain $X_{g, n+1}=\max \left\{0, X_{g, n}+A_{n}-c \mu-\beta \sigma \sqrt{c}\right\}$. After dividing the term $A_{n}-c \mu-\beta \sigma \sqrt{c}$ by the standard deviation of the number of arrivals per cycle, $\sigma \sqrt{c}$, we expect it to be approximately normally distributed (with mean $-\beta$ and standard deviation 1) when $c$ grows large because of the Central Limit Theorem (CLT), see e.g. [86, Section 5.10]. This is not entirely straightforward, because $A_{n}$ cannot be interpreted as the sum of $c$ independent random variables, and hence the CLT cannot be applied directly. We therefore resort to the transform method. We take the expression for the PGF of $X_{g}$ established in Theorem 2.1, and show that this transform converges in the heavy-traffic regime (3.2) with $c \rightarrow \infty$ to the transform of a non-degenerate random variable $M_{\beta}$. The convergence of transforms then implies the convergence of the underlying random variables. Here,
$M_{\beta}$ is a special random variable equal to the all-time maximum of the so-called Gaussian random walk with drift $-\beta$ and standard deviation 1, see e.g. [99] for a detailed study of various characteristics of $M_{\beta}$, including expressions and approximations for all moments. We will give more details on $M_{\beta}$ later, and first present our main heavy-traffic limit theorem. Let $\xrightarrow{d}$ denote convergence in distribution.

Theorem 3.1 Assume that $\mathbb{E}\left[z^{Y}\right]$ is analytic in a disk of radius $R$ with $R>1, \mu<1$, and $\sigma^{2}>0$. Under scaling (3.2), as $c \rightarrow \infty$,

$$
\begin{align*}
& \frac{1}{\sigma \sqrt{c}} X_{g} \xrightarrow{d} M_{\beta},  \tag{3.3}\\
& \mathbb{P}\left(\frac{X_{g}}{\sigma \sqrt{c}}=0\right)=\mathbb{P}\left(M_{\beta}=0\right)\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right), \tag{3.4}
\end{align*}
$$

and for $k \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left[X_{g}^{k}\right]=(\sigma \sqrt{c})^{k} \mathbb{E}\left[M_{\beta}^{k}\right]\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) . \tag{3.5}
\end{equation*}
$$

The proof is deferred to Section 3.5. Theorem 3.1 has two practical implications. First, since the scaled overflow queue $X_{g}$ converges to a non-degenerate limiting variable, the scaling rule (3.2) can serve as a guiding principle for choosing the cycle length as a function of the traffic pressure. That is, since there exists a non-degenerate limit, scaling rules that let $g$ scale faster (e.g. $g=$ $c \mu+\beta \sigma c^{2 / 3}$ or $g=(\mu+\beta) c$ ) or slower (e.g. $g=c \mu+\beta \sigma c^{1 / 3}$ or $g=c \mu+\beta$ ) likely lead to degenerate behavior in the large cycle limit $c \rightarrow \infty$, that is $X_{g}$ converges with high probability to either 0 or $\infty$. The second practical implication is that known results for the limit $M_{\beta}$ can be converted into approximations for $X_{g}$. As Theorem 3.1 suggests, for large enough $c$, we have

$$
\begin{aligned}
& \mathbb{E}\left[X_{g}\right] \approx \sigma \sqrt{c} \mathbb{E}\left[M_{\beta}\right], \\
& \mathbb{P}\left(X_{g}=0\right) \approx \mathbb{P}\left(M_{\beta}=0\right) .
\end{aligned}
$$

Let $\zeta$ (.) denote the Riemann zeta function. For $0<\beta<2 \sqrt{\pi}$ it was shown in 99] that

$$
\begin{align*}
& \mathbb{E}\left[M_{\beta}\right]=\frac{1}{2 \beta}+\frac{\zeta(1 / 2)}{\sqrt{2 \pi}}+\frac{\beta}{4}+\frac{\beta^{2}}{\sqrt{2 \pi}} \sum_{r=0}^{\infty} \frac{\zeta(-1 / 2-r)}{r!(2 r+1)(2 r+2)}\left(\frac{-\beta^{2}}{2}\right)^{r},  \tag{3.6}\\
& \mathbb{P}\left(M_{\beta}=0\right)=\sqrt{2} \beta \exp \left\{\frac{\beta}{\sqrt{2 \pi}} \sum_{r=0}^{\infty} \frac{\zeta(1 / 2-r)}{r!(2 r+1)}\left(\frac{-\beta^{2}}{2}\right)^{r}\right\} . \tag{3.7}
\end{align*}
$$

These expressions give heavy-traffic approximations for the overflow queue that are accurate when $\beta$ is small and $c$ is sufficiently large. Expression (3.6) also reveals that for small $\beta, \mathbb{E}\left[M_{\beta}\right] \approx 1 /(2 \beta)$, a particularly easy approximation that will be helpful when we optimize signal settings later in the chapter.

## The random variable $M_{\beta}$

As mentioned before, the random variable $M_{\beta}$ is equal to the all-time maximum of a Gaussian random walk with drift $-\beta$ and standard deviation 1. Perhaps the most intuitive way to understand why this process pops up, is to consider the following. In a continuous queueing model, a limiting process that is often encountered is the all-time maximum of the Brownian motion with negative drift (under a similar scaling as we use), see e.g. [83]. The normal distribution popping up, which has a strong connection with the Brownian motion, is no surprise either as the scaled version of the $A_{n}$ 's are approximately normally distributed with mean $-\beta$ and standard deviation 1 . However, as we are not dealing with a continuous queueing model but with a queueing model in discrete time, we need to adjust the Brownian motion encountered in the scaling of continuous queueing models to a Gaussian random walk. As [208] states: "The only difference, one could say, is that Brownian motion is a continuous-time process, whereas the Gaussian random walk only changes at discrete points in time.", so in this sense, the fact that the Gaussian random walk turns up is not a surprise.

The all-time maximum of a Gaussian random walk with negative drift is a quite challenging process to understand. In contrast with the alltime maximum of Brownian motion with negative drift (which has an exponential distribution), the all-time maximum Gaussian random walk does not allow for easy and exact computations. Indeed, as detailed in e.g. Equation (3.6), we have an expression for $\mathbb{E}\left[M_{\beta}\right]$ in terms of infinite series or in terms of integrals as detailed in Proposition 3.2 below. For further properties of the process $M_{\beta}$ we refer the interested reader to e.g. [99].

We also derive other approximations for $\mathbb{E}\left[X_{g}\right]$ and $\mathbb{P}\left(X_{g}=0\right)$ that are more accurate, in particular for smaller $c$ and larger $\beta$. Let us introduce the integrals

$$
G_{0}(b)=\int_{0}^{\infty} \frac{t^{2}}{b^{2}+t^{2}} \frac{\mathrm{e}^{-b^{2}-t^{2}}}{1-\mathrm{e}^{-b^{2}-t^{2}}} \mathrm{~d} t,
$$

$$
G_{1}(b)=\int_{0}^{\infty} \frac{\mathrm{e}^{-b^{2}-t^{2}}}{1-\mathrm{e}^{-b^{2}-t^{2}}} \mathrm{~d} t
$$

that can be computed numerically by standard software packages. In addition, [101] provides $\zeta$-series such as in Equations (3.6) and (3.7), for $G_{0}(b)$ and $G_{1}(b)$ as well as rapidly convergent series involving the standard Gaussian and the complementary error function, see Equations (4.27), (4.29), and (4.31) in [101]. One consequence of the results of the latter type is the series representation

$$
\begin{equation*}
G_{0}^{\prime}(b)=-\sqrt{\pi} \sum_{k=0}^{\infty} \int_{b \sqrt{k+1}}^{\infty} \mathrm{e}^{-t^{2}} \mathrm{~d} t \tag{3.8}
\end{equation*}
$$

that shows that $G_{0}^{\prime}(b)$ is negative and strictly increasing in $b>0$, which will be used later on. We prove the following result in Appendix 3.A.
Proposition 3.2 The mean overflow queue satisfies, as $c \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{E}\left[X_{g}\right]=\frac{\sqrt{2}}{\pi}\left(\sigma \sqrt{c}+\frac{\beta \sigma^{2}}{2 \mu}\right) G_{0}(b(\beta))+\frac{\theta \beta}{\pi} G_{1}\left(\frac{\beta}{\sqrt{2}}\right)+O\left(\frac{1}{\sqrt{c}}\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{align*}
& b(\beta)=\frac{\beta}{\sqrt{2}}\left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{-1 / 2}, \\
& a=\frac{\mu_{3}-\mu^{3}-3(1+\mu) \sigma^{2}}{\mu},  \tag{3.10}\\
& \theta=\frac{\sigma^{2}}{\mu \sqrt{2}}\left(\frac{\mu}{\sigma^{2}}+\frac{1}{3}\left(\frac{\mu}{\sigma^{2}}\right)^{2} a-1\right), \tag{3.11}
\end{align*}
$$

with $\mu_{3}$ the third moment of $Y$.
A direct consequence of Proposition 3.2 is the slightly easier approximation

$$
\begin{equation*}
\mathbb{E}\left[X_{g}\right]=\frac{\sqrt{2}}{\pi} \sigma \sqrt{c} G_{0}\left(\frac{\beta}{\sqrt{2}}\right)+O(1) . \tag{3.12}
\end{equation*}
$$

Tables 3.1 and 3.2 show the asymptotic approximations we have just derived. We assume here that $c$ is allowed to be any real positive number. As we couple $g$ and $c$ as in Equation (3.2), often either $g$ or $c$ is non-integer. It is easy to deal with non-integer $c$, as we can simply adjust the $Y(z)^{c}$ term to account for

Table 3.1: Various results for $\mathbb{P}\left(X_{g}=0\right)$ and $\mathbb{E}\left[X_{g}\right]$ for several values of $g$ and $c$ with Poisson arrivals with mean $\mu=0.3$ in each slot and with $\beta=0.1$.

|  |  | $\mathbb{P}\left(X_{g}=0\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g$ | $c$ | true value | Approx. (3.7) |  |  |  |
| 10 | 32.3 | 0.1649 | 0.1334 |  |  |  |
| 20 | 65.2 | 0.1551 | 0.1334 |  |  |  |
| 30 | 98.2 | 0.1509 | 0.1334 |  |  |  |
| 50 | 164.3 | 0.1468 | 0.1334 |  |  |  |
| 100 | 330.0 | 0.1427 | 0.1334 |  |  |  |
| 200 | 662.0 | 0.1399 | 0.1334 |  |  |  |
| 500 | 1659.2 |  | 0.1375 | 0.1334 |  |  |
|  |  | $\mathbb{E}\left[X_{g}\right]$ |  |  |  |  |
| $g$ | $c$ | true value | Approx. $(3.9)$ | Approx. (3.12) |  |  |
| 10 | 32.3 | 13.935 | 13.985 | 13.826 |  |  |
| 20 | 65.2 | 19.767 | 19.803 | 19.644 |  |  |
| 30 | 98.2 | 24.238 | 24.267 | 24.109 |  |  |
| 50 | 164.3 | 31.324 | 31.346 | 31.188 |  |  |
| 100 | 330.0 | 44.340 | 44.356 | 44.198 |  |  |
| 200 | 662.0 | 62.744 | 62.754 | 62.597 |  |  |
| 500 | 1659.2 | 99.254 | 99.261 | 99.104 |  |  |

non-integer $c$, see also extension (iv) in Subsection 2.3.2. As expected, the approximations become more accurate for larger $c$. However, the approximations also serve as useful, somewhat looser approximations for small and moderate values of $c$. In conclusion, we have derived two asymptotic approximations for $\mathbb{E}\left[X_{g}\right]$, the first-order approximation (3.12) with error $O(1)$, and the refined approximation (3.9) with error $O(1 / \sqrt{c})$. Although both approximations perform well already for small values of $c$, (3.9) is more accurate than (3.12) for values of $\beta$ as large as 2 . Both approximations will be employed in the next section for the purpose of solving optimization problems.

### 3.3 Capacity allocation problems

We now turn to optimal green-time allocations for an intersection with $n$ lanes, where each lane is modeled separately as an FCTL queue. Let $\mu_{i}$ denote the

Table 3.2: Various exact results for $\mathbb{P}\left(X_{g}=0\right)$ and $\mathbb{E}\left[X_{g}\right]$ for several values of $g$ and $c$ with Poisson arrivals with mean $\mu=0.3$ in each slot and with $\beta=1$.

|  |  | $\mathbb{P}\left(X_{g}=0\right)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $g$ | $c$ | true value | Approx. (3.7) |  |  |  |
| 10 | 24.3 | 0.8450 | 0.8005 |  |  |  |
| 20 | 53.3 | 0.8312 | 0.8005 |  |  |  |
| 30 | 83.3 | 0.8253 | 0.8005 |  |  |  |
| 50 | 144.7 | 0.8200 | 0.8005 |  |  |  |
| 100 | 301.6 | 0.8138 | 0.8005 |  |  |  |
| 200 | 621.2 | 0.8098 | 0.8005 |  |  |  |
| 500 | 1593.8 |  | 0.8063 | 0.8005 |  |  |
|  |  | $\mathbb{E}\left[X_{g}\right]$ |  |  |  |  |
| $g$ | $c$ | true value | Approx. $(3.9)$ | Approx. (3.12) |  |  |
| 10 | 24.3 | 0.3944 | 0.4437 | 0.3414 |  |  |
| 20 | 53.3 | 0.5664 | 0.5996 | 0.5055 |  |  |
| 30 | 83.3 | 0.6960 | 0.7225 | 0.6319 |  |  |
| 50 | 144.7 | 0.8998 | 0.9199 | 0.8326 |  |  |
| 100 | 301.6 | 1.2722 | 1.2860 | 1.2021 |  |  |
| 200 | 621.2 | 1.7971 | 1.8001 | 1.7251 |  |  |
| 500 | 1593.8 | 2.8369 | 2.8387 | 2.7633 |  |  |

mean number of arrivals per slot at lane $i, \sigma_{i}$ the standard deviation of the number of arrivals per slot at lane $i, g_{i}$ the green time allocated to lane $i$ within one cycle of length $c$, and $\mathbb{E}\left[X_{g_{i}}^{(i)}\right]$ the mean overflow queue at lane $i$. While the lanes operate independently once the green times are fixed, they do depend on each other through the cycle time $c$ and, obviously, the green time of one lane corresponds to a red period for the other lanes. We leverage this independence across lanes and the asymptotic approximations developed in Section 3.2 to formulate several optimization problems that search for the vector of green times that minimizes the total expected overflow queue.

### 3.3.1 Minimizing the sum of overflows

Consider the problem of finding the green times that minimize the sum of the mean queue lengths at the end of the green periods $\sum_{i=1}^{n} \mathbb{E}\left[X_{g_{i}}^{(i)}\right]$. Assume that $c$ is fixed, and let $r_{T}<c$ represent the time that cannot be used as green time.

This $r_{T}$ could e.g. model clearing times between lanes. Hence, we have that $c=r_{T}+\sum_{i=1}^{n} g_{i}$. Again applying the substitution as in (3.2), $g_{i}=\mu_{i} c+\beta_{i} \sigma_{i} \sqrt{c}$, for $i=1, \ldots, n$, this gives the following optimization problem:

$$
\begin{array}{cl}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} \mathbb{E}\left[X_{g_{i}}^{(i)}\right] \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T} ;  \tag{3.13}\\
& \beta_{i}>0, i=1, \ldots, n
\end{array}
$$

with $\mu_{T}=\sum_{i=1}^{n} \mu_{i}$. The first constraint in (3.13) relates to the requirement $c=$ $r_{T}+\sum_{i=1}^{n} g_{i}$ and together with the constraints $\beta_{i}>0$ for all $i$, it is ensured that each $g_{i}$ might be chosen so as to ensure a vehicle-to-capacity ratio less than 1 for each lane as $c\left(1-\mu_{T}\right)-r_{T}>0$.

Optimization problem (3.13) seems mathematically intractable due to the lack of an explicit expression for the objective function $\sum_{i=1}^{n} \mathbb{E}\left[X_{g_{i}}^{(i)}\right]$. We shall therefore use approximations based on Equations (3.12) and (3.9) to replace the objective function with a heavy-traffic approximation, which then leads to a tractable, more structured optimization problem.

Using (3.12) gives the following optimization problem:

$$
\begin{align*}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} \frac{\sigma_{i}}{\pi} \sqrt{2 c} G_{0}\left(\beta_{i} / \sqrt{2}\right) \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T} ;  \tag{3.14}\\
& \beta_{i}>0, i=1, \ldots, n .
\end{align*}
$$

Theorem 3.3 Optimization problem (3.14) is solved by setting

$$
\begin{equation*}
\beta_{i}=\frac{c\left(1-\mu_{T}\right)-r_{T}}{\sqrt{c} \sum_{j=1}^{n} \sigma_{j}}=: \beta_{*} . \tag{3.15}
\end{equation*}
$$

Proof. Introduce the Lagrange multiplier $\lambda_{0} \in \mathbb{R}$, so that

$$
\frac{\partial}{\partial \beta_{i}}\left(\sum_{j=1}^{n} \frac{\sigma_{j} \sqrt{2 c}}{\pi} G_{0}\left(\beta_{j} / \sqrt{2}\right)\right)=\lambda_{0} \frac{\partial}{\partial \beta_{i}}\left(\sum_{j=1}^{n} \beta_{j} \sigma_{j} \sqrt{c}-c\left(1-\mu_{T}\right)+r_{T}\right),
$$

for $i=1, \ldots, n$. This gives

$$
\begin{equation*}
G_{0}^{\prime}\left(\beta_{i} / \sqrt{2}\right)=\pi \lambda_{0} \tag{3.16}
\end{equation*}
$$

The function $G_{0}^{\prime}(b)$ is negative and strictly increasing in $b>0$, see Equation (3.8). Combining this with the fact that $\lambda_{0}$ is independent of the index $i$, we conclude that the $\beta_{i}$ are the same for $i=1, \ldots, n$ and should satisfy

$$
\beta_{i} \sqrt{c} \sum_{j=1}^{n} \sigma_{j}=c\left(1-\mu_{T}\right)-r_{T}
$$

for $i=1, \ldots, n$, which completes the proof.
Theorem 3.3 shows that the optimal parameters $\beta_{i}$ should be equal for all lanes. We now turn to the second approximation for the problem formulated in Equation (3.13), based on the refined heavy-traffic approximation in (3.9):

$$
\begin{array}{ll}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} \frac{\sqrt{2}}{\pi}\left(\sigma_{i} \sqrt{c}+\frac{\beta_{i} \sigma_{i}^{2}}{2 \mu_{i}}\right) G_{0}\left(b_{i}\left(\beta_{i}\right)\right)+\frac{\theta_{i} \beta_{i}}{\pi} G_{1}\left(\frac{\beta_{i}}{\sqrt{2}}\right) \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T} ;  \tag{3.17}\\
& \beta_{i}>0, i=1, \ldots n .
\end{array}
$$

Theorem 3.4 Optimization problem (3.17) is solved by

$$
\begin{equation*}
\beta_{i}=\beta_{*}+\Omega_{i}\left(\beta_{*}\right), \quad i=1, \ldots, n, \tag{3.18}
\end{equation*}
$$

with $\beta_{*}$ as in (3.15),

$$
\Omega_{i}\left(\beta_{*}\right)=\sqrt{\frac{2}{c}} \frac{1}{G_{0}^{\prime \prime}\left(\beta_{*} / \sqrt{2}\right)}\left(\frac{\sum_{j=1}^{n} K_{j}}{\sum_{j=1}^{n} \sigma_{j}}-\frac{K_{i}}{\sigma_{i}}\right),
$$

and

$$
\begin{align*}
K_{i}= & \frac{\sigma_{i}^{2}}{\sqrt{2} \mu_{i}} G_{0}\left(\frac{\beta_{*}}{\sqrt{2}}\right)-\frac{\beta_{*} \sigma_{i}^{2}}{2 \mu_{i}} G_{0}^{\prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)-\frac{\beta_{*}^{2} \sigma_{i}^{2}}{2 \sqrt{2} \mu_{i}} G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)+ \\
& \theta_{i} G_{1}\left(\frac{\beta_{*}}{\sqrt{2}}\right)+\frac{\theta_{i} \beta_{*}}{\sqrt{2}} G_{1}^{\prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right) . \tag{3.19}
\end{align*}
$$

The proof of Theorem 3.4 is presented in Appendix 3.A. The result may seem complicated at first glance, but in fact reveals a remarkably elegant structure. The term $\Omega_{i}\left(\beta_{*}\right)$ can be thought of as a refinement of $\beta_{*}$, due to using the refined approximation (3.9) instead of (3.12). An intriguing finding is that $\Omega_{i}\left(\beta_{*}\right)$ can be written explicitly in terms of $\beta_{*}$. From that perspective, the rule in (3.18) can be interpreted as a two-step procedure. First divide the green time into parts of length $g_{i}=\mu_{i} c+\beta_{*} \sigma_{i} \sqrt{c}$, and then correct or refine this division using $\beta_{*}+\Omega_{i}\left(\beta_{*}\right)$ instead of $\beta_{*}$. Note that in this second step, lane $i$ gets a larger or smaller share depending on the sign of

$$
\frac{\sum_{j=1}^{n} K_{j}}{\sum_{j=1}^{n} \sigma_{j}}-\frac{K_{i}}{\sigma_{i}} .
$$

Generally, the solution to optimization problem (3.17) will lead to more accurate results for the minimization of $\sum_{i=1}^{n} \mathbb{E}\left[X_{g_{i}}^{(i)}\right]$ than the solution to the optimization problem (3.14), as the approximation of the individual $\mathbb{E}\left[X_{g_{i}}^{(i)}\right]$ terms is more accurate. We return to this observation in Section 3.4. Example 1.

Remark 3.1 The solutions of both optimization problems formulated above generally result in non-integer values for $g_{i}$. Depending on the exact setting, we might opt, e.g., for rounding the values to the nearest integer or rounding the value of $g_{i}$ down (along with checking for stability). An alternative procedure is to allow for a random green time. If $G_{i}$ denotes such a random green time, we can choose it in the following way: $G_{i}$ is equal to $\left\lfloor g_{i}\right\rfloor$ with probability $p$ and equal to $\left\lceil g_{i}\right\rceil$ with probability $1-p$ such that $g_{i}=p\left\lfloor g_{i}\right\rfloor+(1-p)\left\lceil g_{i}\right\rceil$. We show how this can be accounted for in Remark 3.2

### 3.3.2 Minimizing the weighted sum of overflows

In practice, it might be preferable to give more priority to certain lanes, which can be modeled by introducing weights associated with each lane. Assume that lane $i$ gets weight $d_{i}>0$ and formulate the optimization problem

$$
\begin{align*}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} d_{i} \mathbb{E}\left[X_{g_{i}}^{(i)}\right] \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T} ;  \tag{3.20}\\
& \beta_{i}>0, i=1, \ldots, n .
\end{align*}
$$

Due to the weights $d_{1}, \ldots, d_{n}$ we cannot (approximately) solve the problem (3.20) explicitly with the same heavy-traffic approximations that are used in (3.14) and (3.17). We therefore resort to the approximation $\mathbb{E}\left[X_{g_{i}}^{(i)}\right] \approx \sigma_{i} \sqrt{c} /\left(2 \beta_{i}\right)$ as derived from Equation (3.6), and solve the problem

$$
\begin{align*}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} d_{i} \frac{\sqrt{c} \sigma_{i}}{2 \beta_{i}} \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T}  \tag{3.21}\\
& \beta_{i}>0, i=1, \ldots, n
\end{align*}
$$

Proposition 3.5 Optimization problem (3.21) is solved by

$$
\begin{equation*}
\beta_{i}=\frac{\sqrt{d_{i}}\left(c\left(1-\mu_{T}\right)-r_{T}\right)}{\sqrt{c} \sum_{j=1}^{n} \sqrt{d_{j}} \sigma_{j}} \tag{3.22}
\end{equation*}
$$

Proof. Follows from the same Lagrange multiplier technique as in the proof of Theorem 3.3.

Equation (3.22) reduces to Equation (3.15) for $d_{i}=1$.
We next use a more accurate approximation for the $\mathbb{E}\left[X_{g_{i}}^{(i)}\right]$ and define the following minimization problem.

$$
\begin{align*}
\underset{\beta_{1}, \ldots, \beta_{n}}{\operatorname{minimize}} & \sum_{i=1}^{n} d_{i} \frac{\sigma_{i}}{\pi} \sqrt{2 c} G_{0}\left(\beta_{i} / \sqrt{2}\right) \\
\text { subject to } & \sum_{i=1}^{n} \beta_{i} \sigma_{i} \sqrt{c}=c\left(1-\mu_{T}\right)-r_{T}  \tag{3.23}\\
& \beta_{i}>0, i=1, \ldots, n
\end{align*}
$$

Corollary 3.6 There exists a unique solution to optimization problem (3.23), which can be obtained numerically.

Proof. Along the same lines as in the proof of Theorem 3.3, we get that there exists a Lagrange multiplier $\lambda_{0} \in \mathbb{R}$ satisfying

$$
\begin{equation*}
G_{0}^{\prime}\left(\beta_{j} / \sqrt{2}\right)=\frac{\pi \lambda_{0}}{d_{j} \sqrt{c}} . \tag{3.24}
\end{equation*}
$$

As $G_{0}^{\prime}$ is a strictly increasing function, it is invertible and thus Equation (3.24) can be solved for $\beta_{j}$. This implies that a Lagrange multiplier $\lambda_{0}$ exists, that the
problem formulated in Equation (3.23) is solvable, that the solution is unique, and that the optimal values can be obtained numerically.

While the minimization problem in (3.23) cannot be solved analytically, Corollary 3.6 implies that a numerical solution can be found.

### 3.4 Numerical examples of capacity allocation

We now numerically investigate the capacity allocation procedures developed in Section 3.3, that in turn use the asymptotic approximations for the mean overflow established in Section 3.2. In particular, the first-order approximation (3.12) and the refined approximation (3.9) were both used to solve capacity allocation problems in the asymptotic regime where cycle times become large. This led to asymptotic dimensioning rules that prescribe how to divide the cycle time over the various lanes, and in particular how to choose the green time in an (asymptotically) optimal manner. Because the capacity allocation problems in Section 3.3 were solved analytically, we have conducted many numerical experiments for assessing the effectiveness of the asymptotic results for various cycle lengths and distributional assumptions on the arrival processes. From these many experiments, we concluded that the asymptotic dimensioning rules perform well, also for settings with a small or moderate cycle length and/or relatively small vehicle-to-capacity ratios. We shall now substantiate these findings by discussing two examples in more detail.

### 3.4.1 Two-lane example

First consider an example with two lanes as depicted in Figure 3.1(a). Due to the fixed cycle, both lanes operate as independent FCTL queues. The challenge, however, is to determine the optimal capacity allocation that dictates how the cycle time should be divided. In this example, we set the cycle length according to the sum of the green times and we choose an all-red or clearance time of $r_{T}$ slots. We consider Poisson arrivals at lane 1 and geometric arrivals at lane 2 , both with a mean arrival rate of 0.4 vehicles per slot. We further choose $r_{T}=5$ and study various values of $c$. We determine the optimal $\beta_{i}$ according to the first-order dimensioning rule in (3.15) and the refined rule in (3.18). In Table 3.3 we display the optimal $\beta_{i}$ according to the two dimensioning rules together with the resulting green times. We see in Table 3.3 that the green times only weakly depend on the distribution (Poisson or geometric). This, at least partly, relates to the scaling rule (3.2) that we propose: if the mean arrival


Figure 3.1: Graphical representations of (a) the two-lane example considered in Subsection 3.4.1 and (b) the four-lane example in Subsection 3.4.2
rate of two vehicle streams is the same (as is the case in this example), the only difference in the green time is caused by differences in the standard deviation of the arrival processes and by the parameters $\beta_{i}$. The latter are the same for all flows under the dimensioning rule as in (3.15) and only differ slightly under the dimensioning rule as in (3.18).

As such, the difference between the green times based on the first-order dimensioning rule and the refined dimensioning rule in Table 3.3 is generally small. These small differences in the green-time allocations can be explained

Table 3.3: Optimal green times and $\beta_{i}$ 's according to Theorem 3.3 (rule (3.15) and Theorem 3.4 (rule (3.18)). For rule (3.18) we use the notation $\beta_{i}^{c}$ and $g_{i}^{c}$. We consider a Poisson arrival stream with mean 0.4 at lane 1 , a geometric arrival stream at lane 2 with mean 0.4 , and $r_{T}=5$. We study various values of $c$.

|  | Dimensioning rule (3.15) |  | Dimensioning rule (3.18) |  |
| :---: | :---: | :---: | :---: | :---: |
| $c$ | $g_{1}\left(\beta_{1}\right)$ | $g_{2}\left(\beta_{2}\right)$ | $g_{1}^{c}\left(\beta_{1}^{c}\right)$ | $g_{2}^{c}\left(\beta_{2}^{c}\right)$ |
| 30 | $12.46(0.132)$ | $12.54(0.132)$ | $12.46(0.132)$ | $12.54(0.132)$ |
| 50 | $22.29(0.512)$ | $22.71(0.512)$ | $22.29(0.511)$ | $22.71(0.513)$ |
| 100 | $46.87(1.086)$ | $48.13(1.086)$ | $46.84(1.082)$ | $48.16(1.090)$ |
| 200 | $96.03(1.792)$ | $98.97(1.792)$ | $95.92(1.780)$ | $99.08(1.803)$ |
| 500 | $243.51(3.077)$ | $251.49(3.077)$ | $243.11(3.049)$ | $251.89(3.101)$ |

Table 3.4: Exact values of the mean overflow queue with the green time based on Theorem $3.3 \mathbb{E}\left[X_{g_{i}}^{(i)}\right]$, and on Theorem 3.4. $\mathbb{E}\left[X_{g_{i}}^{(i)}\right]$, respectively. The green times are randomized as in Remark 3.1. The table also displays an approximation of the mean overflow queue based on Equation (3.12) for the $g_{i}$ and an approximation based on Equation (3.9) for the $g_{i}^{c}$. The results are for Poisson arrivals with mean 0.4 at lane 1 , geometric arrivals with mean 0.4 at lane 2 , and $r_{T}=5$. We study various values of $c$.

| $c$ | $\mathbb{E}\left[X_{g_{1}}^{(1)}\right]$ | Eq. $(3.12)$ | $\mathbb{E}\left[X_{g_{c}^{c}}^{(1)}\right]$ | Eq. (3.9) |
| :---: | :---: | :---: | :---: | :---: |
| 30 | 11.53 | 11.19 | 11.53 | 11.35 |
| 50 | 2.396 | 2.285 | 2.402 | 2.417 |
| 100 | 0.6978 | 0.6383 | 0.7066 | 0.7286 |
| 200 | 0.1686 | 0.1431 | 0.1742 | 0.1887 |
| 500 | 0.00609 | 0.00412 | 0.00666 | 0.00960 |
| $c$ | $\mathbb{E}\left[X_{g_{2}}^{(2)}\right]$ | Eq. $(3.12)$ | $\mathbb{E}\left[X_{g_{2}^{c}}^{(2)}\right]$ | Eq. (3.9) |
| 30 | 13.60 | 13.24 | 13.60 | 13.52 |
| 50 | 2.870 | 2.704 | 2.863 | 2.923 |
| 100 | 0.8577 | 0.7553 | 0.8500 | 0.8930 |
| 200 | 0.2156 | 0.1693 | 0.2104 | 0.2343 |
| 500 | 0.00865 | 0.00488 | 0.00801 | 0.0124 |

by the fact that the first-order approximation for the mean overflow queue is already sharp, see Table 3.4 , where we take the various green-time allocations as in Table 3.3 while randomizing the green times as in Remark 3.1, and compute the exact value and approximations for the mean overflow queue. The minor differences in the green-time allocations in Table 3.3 also lead to relatively small differences in the mean overflow queue as can be observed in Table 3.4. The larger green times are allocated to the flow with the larger standard deviation of the number of arrivals per slot (and thus also to the flow with the larger mean overflow queue), which makes sense intuitively: if there is any excess green time, it should be allocated to the longest queue (within certain boundaries). We also found the optimal integer green-time allocation for the cases studied in Table 3.3 and the optimal green times generally agree with the rounded values of the non-integer green times presented in Table 3.3, certainly when using (3.18). Summarizing, both dimensioning rules yield results that are close to the optimum. As a last remark, we note that the first-order rule (3.15) is already a good way of dimensioning this two-lane intersection.

### 3.4.2 Four-lane example with weights

We next consider the influence of weights for an intersection with four lanes, see also Figure 3.1(b), again assuming an all-red time $r_{T}$ of 5 slots. We apply the dimensioning rule in (3.23) and obtain the optimal $\beta_{i}$ numerically (see Corollary 3.6.

We show results for equal weights $d_{i}=1$ in Table 3.5 and unequal weights $d_{i}=i$ in Table 3.6. We assume geometrically distributed arrivals at lane 1 with mean 0.3 and Poisson arrivals at lanes 2,3 , and 4 with means $0.3,0.1$, and 0.1 respectively. We display the green time and the optimal $\beta_{i}$ for each lane in both tables. With equal weights, the $\beta_{i}$ are the same and the difference in green times is solely due to differences in the mean and the standard deviation of the arrival process because the $\beta_{i}$ are all the same, see Table 3.5. With unequal weights, the $\beta_{i}$ increase with the weight $d_{i}$, as expected, although the influence of the weights on the green times remains limited as can be observed in Table 3.6. This makes sense, since the amount of green time that one can freely allocate is rather limited as well, especially for small $c$. E.g., if $c=30$, we only have one green slot to allocate freely (since we need $\mu_{T} c=24$ for stabilizing all flows and $r_{T}$ being equal to 5). This is clearly visible in Tables 3.5 and 3.6, If $c$ increases, the number of green slots that we can allocate freely increases, e.g. if $c=500$ we can distribute 95 slots to minimize the weighted sum of the mean overflow queues. In this case, we thus see a bigger, although still rather small, difference between the case where $d_{i}=1$ in Table 3.5 and the case with $d_{i}=i$ in Table 3.6. We also computed the optimal integer green-time allocation for the cases studied in Tables 3.5 and 3.6 and they mostly coincide with the rounded green times that we obtain when we round the obtained green times

Table 3.5: Dimensioning rule (3.23). Optimal green times and the $\beta_{i}$ 's for a four-lane example with geometric arrivals with mean 0.3 in lane 1, Poisson arrivals with mean 0.3 in lane 2, Poisson arrivals with mean 0.1 in lane 3, Poisson arrivals with mean 0.1 in lane 4 , with $r_{T}=5$, and $d_{i}=1$ for various values of $c$.

| $c$ | $g_{1}\left(\beta_{1}\right)$ | $g_{2}\left(\beta_{2}\right)$ | $g_{3}\left(\beta_{3}\right)$ | $g_{4}\left(\beta_{4}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 30 | $9.346(0.101)$ | $9.304(0.101)$ | $3.175(0.101)$ | $3.175(0.101)$ |
| 50 | $16.73(0.392)$ | $16.52(0.392)$ | $5.876(0.392)$ | $5.876(0.392)$ |
| 100 | $35.19(0.831)$ | $34.55(0.831)$ | $12.63(0.831)$ | $12.63(0.831)$ |
| 200 | $72.11(1.371)$ | $70.62(1.371)$ | $26.13(1.371)$ | $26.13(1.371)$ |
| 500 | $182.9(2.354)$ | $178.8(2.354)$ | $66.65(2.354)$ | $66.65(2.354)$ |

Table 3.6: Dimensioning rule (3.23). Optimal green times and the $\beta_{i}$ 's for a four-lane example with geometric arrivals with mean 0.3 in lane 1, Poisson arrivals with mean 0.3 in lane 2, Poisson arrivals with mean 0.1 in lane 3, Poisson arrivals with mean 0.1 in lane 4 , with $r_{T}=5$, and $d_{i}=i$ for various values of $c$.

| $c$ | $g_{1}\left(\beta_{1}\right)$ | $g_{2}\left(\beta_{2}\right)$ | $g_{3}\left(\beta_{3}\right)$ | $g_{4}\left(\beta_{4}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 30 | $9.243(0.071)$ | $9.300(0.100)$ | $3.212(0.123)$ | $3.245(0.141)$ |
| 50 | $16.24(0.280)$ | $16.51(0.390)$ | $6.053(0.471)$ | $6.199(0.536)$ |
| 100 | $33.93(0.629)$ | $34.58(0.836)$ | $13.08(0.975)$ | $13.41(1.079)$ |
| 200 | $69.88(1.119)$ | $70.75(1.388)$ | $26.93(1.549)$ | $27.44(1.664)$ |
| 500 | $179.6(2.122)$ | $179.1(2.375)$ | $67.79(2.516)$ | $68.48(2.614)$ |

in Tables 3.5 and 3.6. The main source for differences seems to be the rounding effect, often causing the rounded green times, $\tilde{g}_{i}$, to add up to $c-\sum_{i} \tilde{g}_{i}=r_{T}-1$ rather than $r_{T}$. Modulo this effect, the optimal green times and the obtained green times in Tables 3.5 and 3.6 coincide up to one slot. This indicates that our dimensioning rules are, again, yielding close-to-optimal results while being easy to compute and interpret in terms of the input parameters.

### 3.5 Proof of heavy-traffic theorem using the transform method

In this section, we present the proof of Theorem 3.1, which we regard as the main mathematical novelty in this chapter. The theorem shows weak convergence of the scaled overflow queue to a non-degenerate limit. The general proof structure is explained in Subsection 3.5.1 and executed in Subsection 3.5.2.

### 3.5.1 Sketch of the proof of Theorem 3.1

As before, let $X_{g}(w)$ denote the PGF of the stationary overflow queue. In Theorem 2.1, we derived that there is an $\epsilon_{0}>0$ such that for all $\epsilon \in\left(0, \epsilon_{0}\right)$

$$
\begin{equation*}
X_{g}(w)=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{\left(Y^{\prime}(z) z-Y(z)\right)(w-Y(w))}{(z-Y(z))(z Y(w)-w Y(z))} \ln \left(1-\frac{Y^{c}(z)}{z^{g}}\right) \mathrm{d} z\right), \tag{3.25}
\end{equation*}
$$

for any $|w|<1+\epsilon$ with principal value of the logarithm and where $Y(z)$ is the PGF of the number of arrivals in a single slot. We switch to the moment generating
function (MGF) by a change of variables, replacing $w$ by $\exp (t /(\sigma \sqrt{c}))$.
We will prove that the MGF of the FCTL overflow queue converges to the MGF of the $M_{\beta}$ given by, see [1],

$$
\mathbb{E}\left[\mathrm{e}^{t M_{\beta}}\right]=\exp \left(\frac{1}{2 \pi i} \int_{\mathscr{C}} \frac{t}{u(t-u)} \ln \left(1-\mathrm{e}^{-\beta u+\frac{1}{2} u^{2}}\right) \mathrm{d} u\right),
$$

where $t \in \mathbb{C}$ and $\mathscr{C}$ is a curve going from $-i \cdot \infty$ to $+i \cdot \infty$, passing $t$ to the right. We choose $\mathscr{C}: u=\beta+i v,-\infty<v<\infty$, and then we get for $\operatorname{Re}(t)<\beta$ that

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{t M_{\beta}}\right]=\exp \left(\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{t}{(\beta+i v)(t-\beta-i v)} \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right) \mathrm{d} \nu\right) . \tag{3.26}
\end{equation*}
$$

Then, we will prove that

$$
\begin{equation*}
X_{g}(w)=\mathbb{E}\left[\mathrm{e}^{t M_{\beta}}\right]\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) \tag{3.27}
\end{equation*}
$$

with $w=\exp (t /(\sigma \sqrt{c}))$, as $c \rightarrow \infty$, uniformly in $t$ in any bounded set contained in $\operatorname{Re}(t) \leq \frac{1}{2} \beta$, proving Equation (3.3) in Theorem 3.1. We work from the integral

$$
\begin{equation*}
I_{c}(w):=\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{Y^{\prime}(z) z-Y(z)}{z-Y(z)} \frac{w-Y(w)}{z Y(w)-w Y(z)} \ln \left(1-\frac{Y^{c}(z)}{z^{g}}\right) \mathrm{d} z \tag{3.28}
\end{equation*}
$$

with $w=\exp (t /(\sigma \sqrt{c}))$, see Equation (3.25), towards the integral

$$
J(t):=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{t}{(\beta+i v)(t-\beta-i v)} \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right) \mathrm{d} \nu
$$

see Equation (3.26). We do this by using the dedicated saddle point method presented in [101] for the bulk-service queue in heavy traffic. To avoid certain technical complications, we assume, as in [101], that the maximum of $|Y(z)|$ over $z,|z|=r$, is uniquely achieved at $z=r$ for any $r \in(0, R)$. Under this assumption, see [101], the function

$$
\begin{equation*}
h(z):=-\ln z+\frac{c}{g} \ln Y(z) \tag{3.29}
\end{equation*}
$$

has a unique saddle point $z_{s p}$ in $(1, R)$ with

$$
\begin{aligned}
& h\left(z_{s p}\right)<0=h^{\prime}\left(z_{s p}\right) \\
& h^{\prime \prime}\left(z_{s p}\right) \rightarrow \frac{\sigma^{2}}{\mu}
\end{aligned}
$$

when $c \rightarrow \infty$ and such that $\operatorname{Re}[h(z)],|z|=z_{s p}$, is strictly maximal at $|z|=z_{s p}$. This saddle point converges to 1 as $c \rightarrow \infty$, and $z_{s p}<z_{0}$, where $z_{0}$ is the zero of $z^{g}-Y^{c}(z)$ outside the unit disk of smallest modulus. We shall take $1+\epsilon=z_{s p}$ in Equation (3.28). As $c \rightarrow \infty$, we have, due to rapid decay of $\left|Y^{c}(z) / z^{g}\right|$ along $|z|=z_{s p}$ from $z=z_{s p}$ onwards, that we may restrict the integration over $z$ in Equation (3.28) to only a small portion of $|z|=z_{s p}$ near $z=z_{s p} \rightarrow 1$. Also, we have $w=\exp (t /(\sigma \sqrt{c})) \rightarrow 1, c \rightarrow \infty$, since $t$ is in a bounded set.

Our proof has the following main steps.
I. Approximating the integrand in Equation (3.28)

$$
\begin{equation*}
\frac{Y^{\prime}(z) z-Y(z)}{z-Y(z)} \frac{w-Y(w)}{z Y(w)-w Y(z)} \text { by } \frac{w-1}{(z-1)(w-z)} \tag{3.30}
\end{equation*}
$$

for $z$ and $w$ near 1 .
II. Substituting $z=z(x),-\delta \leq x \leq \delta$ with $z(0)=z_{s p}$ to achieve that

$$
\begin{equation*}
\frac{Y^{c}(z(x))}{(z(x))^{g}}=\exp \left(g h\left(z_{s p}\right)-\frac{1}{2} g h^{\prime \prime}\left(z_{s p}\right) x^{2}\right) \tag{3.31}
\end{equation*}
$$

assumes the form of a Gaussian (steepest descent curve).
III. Showing that

$$
\begin{align*}
& g h\left(z_{s p}\right) \rightarrow-\frac{1}{2} \beta^{2},  \tag{3.32}\\
& h^{\prime \prime}\left(z_{s p}\right) \rightarrow \frac{\sigma^{2}}{\mu}
\end{align*}
$$

as $c \rightarrow \infty$. Substituting $v=x \sqrt{g h^{\prime \prime}\left(z_{s p}\right)},-\delta \leq x \leq \delta$, we see from Equations (3.31) and (3.32), that we approximate

$$
\begin{equation*}
\ln \left(1-\frac{Y^{c}(z(x))}{(z(x))^{g}}\right) \text { by } \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right) \tag{3.33}
\end{equation*}
$$

as $c \rightarrow \infty$.
IV. Showing that the total effect on $(w-1) /((z-1)(w-z))$ in Equation (3.30) of the substitutions $z=z(x), v=x \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}$ amounts to approximating

$$
\frac{(w-1) \mathrm{d} x}{(z-1)(w-z)} \text { by } \frac{t \mathrm{~d} v}{(\beta+i v)(t-\beta-i v)},
$$

where $w=\exp (t /(\sigma \sqrt{c}))$ and $c \rightarrow \infty$.
V. Completing the proof of Equation (3.27).

### 3.5.2 Full proof of Theorem 3.1

We shall next present the details for the five main steps.
Step I. We have in $|z-1| \leq \frac{1}{2}(R-1)=: \delta$

$$
\begin{align*}
& Y(z)=1+\mu(z-1)+O\left(|z-1|^{2}\right)  \tag{3.34}\\
& Y^{\prime}(z)=\mu+O(|z-1|)
\end{align*}
$$

so that

$$
\begin{aligned}
& z-Y(z)=(1-\mu)(z-1)(1+O(|z-1|) \\
& z Y^{\prime}(z)-Y(z)=-(1-\mu)(1+O(|z-1|))
\end{aligned}
$$

Therefore, in a set of $z ' s,|z-1| \leq \delta_{1}$ with $\delta_{1}>0$,

$$
\begin{equation*}
\frac{z Y^{\prime}(z)-Y(z)}{z-Y(z)}=\frac{-1}{z-1}(1+O(|z-1|)) \tag{3.35}
\end{equation*}
$$

We shall show below that for $|z-1|$ and $|w-1| \leq \frac{1}{2}(R-1)=\delta$, we have that:

$$
\begin{equation*}
z Y(w)-w Y(z)=(1-\mu)(z-w)(1+O(|z-1|+|w-1|)) \tag{3.36}
\end{equation*}
$$

Therefore, also using Equation (3.34) with $w$ instead of $z$,

$$
\begin{equation*}
\frac{w-Y(w)}{z Y(w)-w Y(z)}=\frac{(1-\mu)(w-1)(1+O(|w-1|))}{(1-\mu)(z-w)(1+O(|z-1|+|w-1|))} \tag{3.37}
\end{equation*}
$$

holds in a set of $z$ 's and $w$ 's, $|z-1| \leq \delta_{2}$ and $|w-1| \leq \delta_{2}$ with $\delta_{2}>0$. Combining Equations (3.35) and (3.37), we get

$$
\begin{equation*}
\frac{Y^{\prime}(z) z-Y(z)}{z-Y(z)} \frac{w-Y(w)}{z Y(w)-w Y(z)}=\frac{w-1}{(z-1)(w-z)}(1+O(|z-1|+|w-1|)), \tag{3.38}
\end{equation*}
$$

holding in a set of $z$ 's and $w$ 's, $|z-1| \leq \delta_{3}$ and $|w-1| \leq \delta_{3}$ with $\delta_{3}>0$.
We finally show that Equation (3.36) holds when $|z-1|$ and $|w-1| \leq \delta$. We have

$$
Y(\nu)=1+\mu(\nu-1)+\sum_{k=2}^{\infty} c_{k}(\nu-1)^{k}
$$

for $|v-1|<\delta$ and where $\sum_{k=2}^{\infty}\left|c_{k}(v-1)^{k}\right| \leq \sum_{k=2}^{\infty} k\left|c_{k}\right| \delta^{k}<\infty$, and so

$$
\begin{equation*}
z Y(w)-w Y(z)=(1-\mu)(z-w)+\sum_{k=2}^{\infty} c_{k}\left(z(w-1)^{k}-w(z-1)^{k}\right) . \tag{3.39}
\end{equation*}
$$

For $k=2,3, \ldots$, we have

$$
\begin{aligned}
& z(w-1)^{k}-w(z-1)^{k}= \\
& \quad(w-1)^{k}-(z-1)^{k}+(z-1)(w-1)\left((w-1)^{k-1}-(z-1)^{k-1}\right) .
\end{aligned}
$$

Using $a^{n}-b^{n}=(a-b) \sum_{i=0}^{n-1} a^{i} b^{n-1-i}$ with $a=w-1, b=z-1$, and $n=k, k-1$, we get

$$
\begin{align*}
& z(w-1)^{k}-w(z-1)^{k}=  \tag{3.40}\\
& \quad(w-z)\left[\sum_{j=0}^{k-1}(w-1)^{j}(z-1)^{k-1-j}+\sum_{j=0}^{k-2}(w-1)^{j+1} z^{k-1-j}\right] .
\end{align*}
$$

Let $m=\max \{|z-1|,|w-1|\}$. The modulus of the quantity within the [] of the right-hand side of Equation (3.40) is bounded by

$$
k m^{k-1}+(k-1) m^{k} \leq(|z-1|+|w-1|)\left(k \delta^{k-2}+(k-1) \delta^{k-1}\right)
$$

since $m \leq|z-1|+|w-1|$ and $|z-1|,|w-1| \leq \delta$. Therefore

$$
\begin{align*}
& \left|\sum_{k=2}^{\infty} c_{k}\left(z(w-1)^{k}-w(z-1)^{k}\right)\right|  \tag{3.41}\\
& \quad \leq|z-w|(|z-1|+|w-1|) \sum_{k=2}^{\infty}\left|c_{k}\right|\left(k \delta^{k-2}+(k-1) \delta^{k-1}\right) .
\end{align*}
$$

The infinite series at the right-hand side of Equation (3.41) has a finite value and does not depend on $z, w$ when $|z-1|,|w-1| \leq \delta$. From this and Equation (3.39) we get Equation (3.36) for such $z, w$.
Step II. We have

$$
\frac{Y^{c}(z)}{z^{g}}=\exp (g h(z))
$$

with $h(z)$ given by Equation (3.29). We define $z=z(x)$ for real $x$ of small modulus by setting

$$
h(z(x))=h\left(z_{s p}\right)-\frac{1}{2} x^{2} h^{\prime \prime}\left(z_{s p}\right)
$$

In Section 3 of [101], it is shown that there is a $\delta>0$, independent of $c \geq 1$, such that $z(x)$ is given by a power series

$$
z(x)=z_{s p}+i x+\sum_{k=2}^{\infty} c_{k}(i x)^{k}, \quad|x| \leq \delta
$$

with real $c_{k}$ and $i^{2}=-1$. We thus have $z^{\prime}(x)=i+O(|x|)$, which shows that the curve $(x, z(x))$ is tangent to the circle $|z|=z_{s p}$ at $z=z_{s p}$.

Substituting $z=z(x),-\delta \leq x \leq \delta$, in Equation (3.28) produces an approximation of $I_{c}(w)$ with exponentially small error. Note that $\mathrm{d} z=z^{\prime}(x) \mathrm{d} x=(i+$ $O(|x|)) \mathrm{d} x$. When we use, furthermore, Equation (3.38), we get

$$
\begin{equation*}
I_{c}(w)=\frac{1}{2 \pi} \int_{-\delta}^{\delta} \frac{w-1}{(z(x)-1)(w-z(x))} \ln \left(1-\frac{Y^{c}(z(x))}{(z(x))^{g}}\right)(1+O) \mathrm{d} x \tag{3.42}
\end{equation*}
$$

where $O$ abbreviates $O(|x|+|z(x)-1|+|w-1|)$. Note that $\frac{Y^{c}(z(x))}{(z(x))^{g}}$ is given by Equation (3.31) in Gaussian form.
Step III. We have that $z_{s p}$ is the solution of $h^{\prime}(z)=0$ with $z$ larger than, but close to, 1. From

$$
0=h^{\prime}\left(z_{s p}\right)=a_{1}+a_{2}\left(z_{s p}-1\right)+\frac{1}{2} a_{3}\left(z_{s p}-1\right)^{2}+\ldots
$$

where $a_{i}=h^{(i)}(1)$, we get

$$
\begin{align*}
z_{s p}-1 & =\frac{-a_{1} / a_{2}}{1+a_{3}\left(z_{s p}-1\right) / 2 a_{2}+\ldots}-\frac{a_{1}}{a_{2}}+\frac{a_{1} a_{3}}{2 a_{2}^{2}}\left(z_{s p}-1\right)+\ldots  \tag{3.43}\\
& =-\frac{a_{1}}{a_{2}}-\frac{a_{3}}{2 a_{2}}\left(\frac{a_{1}}{a_{2}}\right)^{2}+\ldots
\end{align*}
$$

Next, from Equation (3.43), using $h(1)=0$, we get

$$
\begin{aligned}
h\left(z_{s p}\right) & =a_{1}\left(z_{s p}-1\right)+\frac{1}{2} a_{2}\left(z_{s p}-1\right)^{2}+\frac{1}{6} a_{3}\left(z_{s p}-1\right)^{3}+\ldots \\
& =-\frac{a_{1}^{2}}{2 a_{2}}-\frac{a_{3} a_{1}^{3}}{6 a_{2}^{3}}-\ldots
\end{aligned}
$$

We express $a_{i}=h^{(i)}(1), i=1,2,3$, in terms of $\mu, \sigma, \beta$, and $c$. We have

$$
h^{\prime}(z)=-\frac{1}{z}+\frac{c}{g} \frac{Y^{\prime}(z)}{Y(z)}
$$

and so, from $g=c \mu+\beta \sigma \sqrt{c}, Y(1)=1$, and $Y^{\prime}(1)=\mu$ we have

$$
a_{1}=h^{\prime}(1)=\frac{c \mu}{g}-1=-\beta \sigma \frac{\sqrt{c}}{g}=\frac{-\beta \sigma}{\mu \sqrt{c}}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
$$

Next, we have that

$$
h^{\prime \prime}(z)=\frac{1}{z^{2}}+\frac{c}{g} \frac{Y^{\prime \prime}(z) Y(z)-\left(Y^{\prime}(z)\right)^{2}}{(Y(z))^{2}}
$$

and so

$$
\begin{aligned}
a_{2}=h^{\prime \prime}(1) & =1+\frac{1}{\mu}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)\left(Y^{\prime \prime}(1)-\left(Y^{\prime}(1)\right)^{2}\right) \\
& =\frac{1}{\mu}\left(Y^{\prime \prime}(1)+\mu-\mu^{2}\right)+O\left(\frac{1}{\sqrt{c}}\right)=\frac{\sigma^{2}}{\mu}+O\left(\frac{1}{\sqrt{c}}\right) .
\end{aligned}
$$

In a similar fashion, $a_{3}=h^{\prime \prime \prime}(1)$ can be computed as a quantity that remains bounded as $c \rightarrow \infty$.

We then find, subsequently,

$$
\begin{align*}
& z_{s p}-1=\frac{\beta}{\sigma \sqrt{c}}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right),  \tag{3.44}\\
& h\left(z_{s p}\right)=\frac{-\beta^{2}}{2 c \mu}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right), \\
& h^{\prime \prime}\left(z_{s p}\right)=h^{\prime \prime}(1)+O\left(z_{s p}-1\right)=\frac{\sigma^{2}}{\mu}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
\end{align*}
$$

It then follows that

$$
\begin{align*}
& g h\left(z_{s p}\right)=-\frac{1}{2} \beta^{2}+O\left(\frac{1}{\sqrt{c}}\right),  \tag{3.45}\\
& h^{\prime \prime}\left(z_{s p}\right)=\frac{\sigma^{2}}{\mu}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
\end{align*}
$$

For later use in Step IV, we also mention that

$$
\begin{align*}
& \frac{\sqrt{g h^{\prime \prime}\left(z_{s p}\right)}}{\sigma \sqrt{c}}=1+O\left(\frac{1}{\sqrt{c}}\right)  \tag{3.46}\\
& \left(z_{s p}-1\right) \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}=\beta\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) . \tag{3.47}
\end{align*}
$$

Note that for $-\delta \leq x \leq \delta$ we have from Equation (3.45):

$$
\begin{align*}
\ln \left(1-\frac{Y^{c}(z(x))}{(z(x))^{g}}\right) & =\ln \left(1-\exp \left(g h\left(z_{s p}\right)-\frac{1}{2} g h^{\prime \prime}\left(z_{s p}\right) x^{2}\right)\right)  \tag{3.48}\\
& =\ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right)\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)
\end{align*}
$$

where we have set $v=x \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}$.
Step IV. Let $t$ be in a bounded set with $\operatorname{Re}(t) \leq \frac{1}{2} \beta$. Then

$$
w-1=\exp (t /(\sigma \sqrt{c}))-1=\frac{t}{\sigma \sqrt{c}}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
$$

With $z=z(x)=z_{s p}+i x+O\left(x^{2}\right)$, we have

$$
\begin{equation*}
\frac{w-1}{(z-1)(w-z)}=\frac{t /(\sigma \sqrt{c})}{\left(z_{s p}-1+i x\right)\left(t /(\sigma \sqrt{c})-\left(z_{s p}-1\right)-i x\right)}\left(1+O\left(|x|+\frac{1}{\sqrt{c}}\right)\right) . \tag{3.49}
\end{equation*}
$$

The factor $1+O\left(|x|+\frac{1}{\sqrt{c}}\right)$ follows from Equation (3.44) and $\operatorname{Re}(t) \leq \frac{1}{2} \beta$, so that

$$
z_{s p}-1-\operatorname{Re}\left(\frac{t}{\sigma \sqrt{c}}\right) \geq \frac{\beta}{2 \sigma \sqrt{c}}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
$$

We next substitute $v=x \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}$. Writing

$$
\begin{aligned}
& \gamma=\frac{\sqrt{g h^{\prime \prime}\left(z_{s p}\right)}}{\sigma \sqrt{c}}=1+O\left(\frac{1}{\sqrt{c}}\right) \\
& \eta=\left(z_{s p}-1\right) \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}=\beta\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)
\end{aligned}
$$

where we use Equations (3.46) and (3.47), we have uniformly in $x \in \mathbb{R}$ :

$$
\begin{align*}
& \frac{t /(\sigma \sqrt{c}) \mathrm{d} x}{\left(z_{s p}-1+i x\right)\left(t /(\sigma \sqrt{c})-\left(z_{s p}-1\right)-i x\right)}  \tag{3.50}\\
& =\frac{\gamma t \mathrm{~d} v}{(\eta+i v)(\gamma t-\eta-i v)}=\frac{t \mathrm{~d} v}{(\beta+i v)(t-\beta-i v)}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) .
\end{align*}
$$

Step V. By Equations (3.42), (3.48), (3.49), and (3.50), we have, with $w=$ $\exp (t /(\sigma \sqrt{c}))$,

$$
I_{c}(w)=\frac{1}{2 \pi} \int_{-\Delta}^{\Delta}\left[\frac{t}{(\beta+i v)(t-\beta-i v)} \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right)\left(1+O\left(\frac{1+|\nu|}{\sqrt{c}}\right)\right)\right] \mathrm{d} \nu,
$$

where $\Delta=\delta \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}$. For this it has been used that

$$
\begin{aligned}
& |x|=\frac{|v|}{\sqrt{g h^{\prime \prime}\left(z_{s p}\right)}}=O\left(\frac{|v|}{\sqrt{c}}\right), \\
& |z(x)-1| \leq\left|z_{s p}-1\right|+O(|x|)=O\left(\frac{1+|v|}{\sqrt{c}}\right) .
\end{aligned}
$$

Finally, since

$$
\ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right)=O\left(\mathrm{e}^{-\frac{1}{2} \nu^{2}}\right)
$$

when $v \rightarrow \infty$, while $\Delta=\delta \sigma \sqrt{c}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right) \rightarrow \infty$ like $\sqrt{c}$, we get that

$$
I_{c}(w)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{t}{(\beta+i v)(t-\beta-i v)} \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right) \mathrm{d} v\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)
$$

That is, $I_{c}(w)=J(t)\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)$, and this holds uniformly in $t$ in any bounded set with $\operatorname{Re}(t) \leq \frac{1}{2} \beta$, finishing the proof of Equation (3.27).

Turning to Equation (3.5) in Theorem 3.1, we have for the MGF's $F_{c}$ and $F$ in Equation (3.27)

$$
\begin{aligned}
& F_{c}(t)=\sum_{k=0}^{\infty} \frac{m_{k}(c)}{k!} t^{k}, \\
& F(t)=\sum_{k=0}^{\infty} \frac{m_{k}}{k!} t^{k},
\end{aligned}
$$

where $m_{k}(c)$ and $m_{k}$ are the $k^{\text {th }}$ moment of $X_{g} /(\sigma \sqrt{c})$ and $M_{\beta}$. By Cauchy's integral formula for the $k^{\text {th }}$ derivative at 0 of an analytic function, we have

$$
\frac{m_{k}(c)}{k!}=\frac{1}{2 \pi i} \oint_{|t|=a} \frac{F_{c}(t)}{t^{k+1}} \mathrm{~d} t
$$

where we take $a>0$ such that the disk $|t| \leq a$ is contained in the set of $t$ 's where the convergence in Equation (3.27) is uniform. Since $F_{c}(t)=F(t)\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)$ uniformly on $|t|=a$, this yields $m_{k}(c)=m_{k}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)$, proving Equation (3.5) in Theorem 3.1

To prove Equation (3.4) in Theorem 3.1, we must argue differently. Letting $t \rightarrow-\infty$ in Equation (3.26), we have

$$
\mathbb{P}\left(M_{\beta}=0\right)=\exp \left(\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{\beta+i v} \ln \left(1-\mathrm{e}^{-\frac{1}{2} \beta^{2}-\frac{1}{2} \nu^{2}}\right) \mathrm{d} \nu\right) .
$$

Also, setting $w=0$ in Equation (3.25), we have that the front factor in the integral in Equation (2.2) is given by

$$
\frac{Y^{\prime}(z) z-Y(z)}{z-Y(z)} \cdot \frac{-1}{z}=\frac{1}{z-1}(1+O(|z-1|))
$$

where $Y(0)>0$ and Equation (3.35) have been used. We are now in a completely similar, and indeed even simpler, situation as before:

$$
\mathbb{P}\left(\frac{1}{\sigma \sqrt{c}} X_{g}=0\right)=\exp \left(\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \frac{1+O(|z-1|)}{z-1} \ln \left(1-\frac{Y^{c}(z)}{z^{g}}\right) \mathrm{d} z\right) .
$$

The combined effect on the front factor of the two substitutions $z=z(x)$ and $v=x \sqrt{g h^{\prime \prime}\left(z_{s p}\right)}$ amounts to

$$
\frac{1}{i} \frac{\mathrm{~d} z}{z-1}=\frac{\mathrm{d} v}{\beta+i v}\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)
$$

and this yields $\mathbb{P}\left(X_{g} /(\sigma \sqrt{c})=0\right)=\mathbb{P}\left(M_{\beta}=0\right)\left(1+O\left(\frac{1}{\sqrt{c}}\right)\right)$.
Remark 3.2 We can allow the green time $g$ to be random as we for example do for the $G_{i}$ in Remark 3.1. The randomness in $G_{i}$ as introduced in Remark 3.1 has a minor impact on the proof of Theorem 3.1. We need to modify Equation (3.31) slightly and multiply the left-hand side of Equation (3.31) with $1 /(p+(1-p) z(x))$ with $p$ as in Remark 3.1. Observe that

$$
\begin{equation*}
1 /(p+(1-p) z(x))=1+O(z(x)-1) \tag{3.51}
\end{equation*}
$$

uniformly in $p$ for $0 \leq p \leq 1$. As the right-hand side of Equation (3.31) is smaller than 1, see Equation (3.32), we may take the factor in Equation (3.51) out of the logarithm in (3.33). In this way, the proof of Theorem 3.1 still works with the only further modification that Equation (3.42) gets an additional $O(z(x)-1)$ term from Equation (3.51).

### 3.6 Conclusion

The main technical novelty in this chapter concerns establishing heavy-traffic limits for the single-lane FCTL queue, in particular Theorem 3.1. These heavytraffic limits follow from combining a suitable large-cycle regime (3.2) with the transform method for establishing convergence in distribution of the stationary overflow to a nondegenerate limit. We are able to use this transform method thanks to Theorem 2.1, providing an alternative expression for the PGF of the overflow queue than the one established in the existing literature. The proof that exploits this transform method is presented in Section 3.5 and is interesting in its own right. The key technical novelty, the asymptotic expansion of the complex contour integral, is likely to be of broader interest and not limited to the FCTL queue. Examples where this proof method applies include the bulk-service queue and extensions of the FCTL queue considered respectively in [146] and in Chapter 2

The limiting heavy-traffic behavior is governed by a reflected Gaussian random walk with negative drift, a well-studied stochastic process. This gives heavy-traffic approximations that reduce the complexity of the (pre-limit) expressions for the mean overflow queue in the FCTL queue considerably. These limiting results enable us to formulate easy-to-calculate approximations and allow us to solve capacity allocation problems in the form of optimization problems that generate (close-to-optimal) green times. This adds to the literature of capacity allocation problems [112,219] and asymptotic dimensioning of queueing systems [25,208].

In some practical situations, it might be beneficial to have non-static signaling strategies, such as vehicle-actuated strategies. Generalizations of the results to non-deterministic cycle times and green times are possible. Under appropriate adaptations of Equation (3.2) and certain restrictions, e.g. on the standard deviation of the red and green periods, similar heavy-traffic results can be established as the ones derived in this chapter, see also Remark 3.2. Another example is vehicle-actuated signaling, where the green times depend on the queue lengths. An example would be that, instead of a fixed green time, we introduce a maximum green time and switch to the next queue as soon as either the queue empties or the maximum green time is reached. The corresponding model is multidimensional (as opposed to the one-dimensional FCTL queue) and a theoretical analysis similar to the one conducted here is therefore not possible. Nevertheless, we show, by means of simulation, that the same scaling as in rule (3.2) leads to similar asymptotic results for several vehicle-actuated strategies in the next chapter, Chapter 4.

## Appendix

## 3.A Remaining proofs

We now provide the proofs of Proposition 3.2 and Theorem 3.4 in Subsections 3.A.1 and 3.A.2, respectively.

## 3.A. 1 Proof of the heavy-traffic approximation for the mean queue length

We start the proof with an expression for $\mathbb{E}\left[X_{g}\right]$. Equation (2.11) reads

$$
\mathbb{E}\left[X_{g}\right]=\frac{1}{2 \pi i} \oint_{|z|=1+\varepsilon} \frac{Y(z)-z Y^{\prime}(1)}{Y(z)-z} \frac{\left(z^{g}-Y(z)^{c}\right)^{\prime}}{z^{g}-Y(z)^{c}} \mathrm{~d} z,
$$

for some $\epsilon>0$. We define, as before,

$$
h(z)=-\ln z+\frac{c}{g} \ln Y(z) .
$$

Then we are able to derive (following the same steps as in the proof of Lemma 1 in [101])

$$
\begin{aligned}
\mathbb{E}\left[X_{g}\right] & =\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon} \frac{Y(z)-z Y^{\prime}(1)}{Y(z)-z} \frac{g z^{g-1}-c Y(z)^{c-1} Y^{\prime}(z)}{z^{g}-Y(z)^{c}} \mathrm{~d} z \\
& =\frac{1}{2 \pi i} \oint_{|z|=1+\epsilon}\left[\frac{Y(z)-z Y^{\prime}(1)}{Y(z)-z}\left(\frac{g}{z}-\frac{g}{z}\left(\frac{c}{g} \frac{z Y^{\prime}(z)}{Y(z)}-1\right) \frac{z^{-g} Y(z)^{c}}{1-z^{-g} Y(z)^{c}}\right)\right] \mathrm{d} z
\end{aligned}
$$

$$
=\frac{g}{2 \pi i} \oint_{|z|=1+\varepsilon} h^{\prime}(z) \frac{Y(z)-z Y^{\prime}(1)}{z-Y(z)} \frac{\exp (g h(z))}{1-\exp (g h(z))} \mathrm{d} z,
$$

where in the last step we use that

$$
\begin{aligned}
& h^{\prime}(z)=\frac{c}{g} \frac{Y^{\prime}(z)}{Y(z)}-\frac{1}{z}, \\
& \oint_{|z|=1+\epsilon} \frac{Y(z)-z Y^{\prime}(1)}{Y(z)-z} \frac{g}{z} \mathrm{~d} z=0 .
\end{aligned}
$$

We let $z_{s p}$ denote the unique minimum of $h(z)$ with $z \geq 1$ and we let

$$
z(x)=z_{s p}+i x+\sum_{k=2}^{\infty} c_{k}(i x)^{k}
$$

solve the equation

$$
h(z(x))=h\left(z_{s p}\right)-\frac{1}{2} x^{2} h^{\prime \prime}\left(z_{s p}\right)=: q(x) .
$$

Then, following the same steps as are taken in Section 3 of [101], we get that with exponentially small error

$$
\begin{equation*}
\mathbb{E}\left[X_{g}\right]=-\frac{g h^{\prime \prime}\left(z_{s p}\right)}{2 \pi i} \int_{-1 / 2 \delta}^{1 / 2 \delta} x \frac{Y(z(x))-z(x) Y^{\prime}(1)}{z(x)-Y(z(x))} \frac{\exp (g q(x))}{1-\exp (g q(x))} \mathrm{d} x \tag{3.52}
\end{equation*}
$$

for some $\delta>0$.
Proceeding as in the proof of Theorem 3 of [101], we obtain, since $z(-x)=$ $\overline{z(x)}$ for real $x$, where $\bar{a}$ denotes the complex conjugate of $a$, that

$$
\begin{aligned}
& x \frac{Y(z(x))-z(x) Y^{\prime}(1)}{z(x)-Y(z(x))}-x \frac{Y(z(-x))-z(-x) Y^{\prime}(1)}{z(-x)-Y(z(-x))}= \\
& \frac{-2 i x^{2}\left(1+O\left(z_{s p}-1\right)+x^{2}\right)}{\left(z_{s p}-1\right)^{2}+x^{2}-2 c_{2}\left(z_{s p}-1\right) x^{2}},
\end{aligned}
$$

for $|x| \leq 1 /(2 \delta)$ and where $c_{2} \in \mathbb{R}$. This implies that we get, with exponentially small error, using the previous result together with Equation (3.52) and extending the integration range to $(-\infty, \infty)$ while using symmetry of $q(x)$, that

$$
\mathbb{E}\left[X_{g}\right]=\frac{g h^{\prime \prime}\left(z_{s p}\right)}{\pi} \int_{0}^{\infty}\left[\frac{x^{2}\left(1+O\left(z_{s p}-1\right)+x^{2}\right)}{\left(z_{s p}-1\right)^{2}+x^{2}-2 c_{2}\left(z_{s p}-1\right) x^{2}} \frac{\exp (g q(x))}{1-\exp (g q(x))}\right] \mathrm{d} x,
$$

so we are now exactly in the same situation as that of Sections 4 and 5.1 of [101]. Here it should be noted that the FCTL relation $g=c \mu+\beta \sigma \sqrt{c}$, see Equation (3.2), can be written in the bulk-service queue form of [101], $c / g=$ $(1-\gamma / \sqrt{g}) / \mu$ with

$$
\begin{equation*}
\gamma=\frac{\beta \sigma}{\sqrt{\mu}}\left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{-1 / 2} \tag{3.53}
\end{equation*}
$$

Hence, letting

$$
\begin{equation*}
b_{0}^{2}=b(\beta)^{2}=\frac{\gamma^{2} \mu}{2 \sigma^{2}}=\frac{1}{2} \beta^{2}\left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{-1}, \tag{3.54}
\end{equation*}
$$

see Equation (4.12) of [101], we get with an absolute error of order $1 / \sqrt{c}$,

$$
\begin{aligned}
\mathbb{E}\left[X_{g}\right]= & \frac{\sigma}{\pi} \sqrt{\frac{2 g}{\mu}} G_{0}\left(b_{0}\right)+ \\
& \frac{\sigma}{\pi} \sqrt{\frac{2}{\mu}}\left(\left(C_{1}+C_{3}\right) G_{0}\left(b_{0}\right)-\left(C_{2}+b_{0}^{2} C_{3}\right) G_{3}\left(b_{0}\right)+C_{4} G_{4}\left(b_{0}\right)\right),
\end{aligned}
$$

according to Equation (5.14) of [101], with

$$
\begin{aligned}
& G_{3}(b)=\int_{0}^{\infty} \frac{t^{2}}{\left(b^{2}+t^{2}\right)^{2}} \frac{\mathrm{e}^{-b^{2}-t^{2}}}{1-\mathrm{e}^{-b^{2}-t^{2}}} \mathrm{~d} t \\
& G_{4}(b)=\int_{0}^{\infty} \frac{t^{2}}{b^{2}+t^{2}} \frac{\mathrm{e}^{-b^{2}-t^{2}}}{\left(1-\mathrm{e}^{-b^{2}-t^{2}}\right)^{2}} \mathrm{~d} t .
\end{aligned}
$$

We proceed by computing the $C_{i}$ explicitly. From [101], Equations (5.2-5.5), (5.8), and (5.9), we get

$$
\begin{aligned}
& C_{1}=-\frac{\gamma\left(\sigma^{2}-\mu\right)}{2 \sigma^{2}} \\
& C_{2}=\frac{\gamma\left(\sigma^{2}-\mu\right)}{\sigma^{2}} b_{0}^{2}
\end{aligned}
$$

Furthermore, from [101], Equations (5.2-3), (5.5-6), and (5.10), we get

$$
\begin{equation*}
C_{3}=-\frac{1}{3} \gamma a \frac{\mu^{2}}{\sigma^{4}}, \tag{3.55}
\end{equation*}
$$

while from [101], Equations (5.2-3), (5.7), and (5.11), we get

$$
\begin{equation*}
C_{4}=-\gamma \frac{\sigma^{2}-\mu}{\sigma^{2}} b_{0}^{2}+\frac{1}{3} \gamma a \frac{\mu^{2}}{\sigma^{4}} b_{0}^{2} . \tag{3.56}
\end{equation*}
$$

In Equations (3.55) and (3.56), $a$ is given by, see [101], Equation (5.3),

$$
\begin{aligned}
a & =-2+\frac{Y^{\prime \prime \prime}(1)}{Y^{\prime}(1)}-3 Y^{\prime \prime}(1)+2\left(Y^{\prime}(1)\right)^{2} \\
& =\frac{1}{\mu}\left(\mu_{3}-\mu^{3}-3(1+\mu) \sigma^{2}\right),
\end{aligned}
$$

where $\mu_{3}=\mathbb{E}\left[Y^{3}\right]$, as in Equation (3.10).
It follows that

$$
\begin{aligned}
& C_{1}+C_{3}=\frac{1}{2 b_{0}^{2}} C_{4}, \\
& C_{2}+b_{0}^{2} C_{3}=-C_{4} .
\end{aligned}
$$

When we also use Equations (5.17) and (4.27) from [101], we get

$$
\begin{aligned}
& G_{3}\left(b_{0}\right)+G_{4}\left(b_{0}\right)=\frac{1}{2 b_{0}^{2}} G_{2}\left(b_{0}\right), \\
& G_{0}\left(b_{0}\right)+G_{2}\left(b_{0}\right)=G_{1}\left(b_{0}\right),
\end{aligned}
$$

with

$$
G_{2}(b)=\int_{0}^{\infty} \frac{b^{2}}{b^{2}+t^{2}} \frac{\mathrm{e}^{-b^{2}-t^{2}}}{1-\mathrm{e}^{-b^{2}-t^{2}}} \mathrm{~d} t,
$$

and find

$$
\left(C_{1}+C_{3}\right) G_{0}\left(b_{0}\right)-\left(C_{2}+b_{0}^{2} C_{3}\right) G_{3}\left(b_{0}\right)+C_{4} G_{4}\left(b_{0}\right)=\left(C_{1}+C_{3}\right) G_{1}\left(b_{0}\right)
$$

Therefore we get, with an absolute error of order $1 / \sqrt{c}$,

$$
\mathbb{E}\left[X_{g}\right]=\frac{\sigma}{\pi} \sqrt{\frac{2 g}{\mu}} G_{0}\left(b_{0}\right)+\frac{\sigma}{\pi} \sqrt{\frac{2}{\mu}}\left(C_{1}+C_{3}\right) G_{1}\left(b_{0}\right) .
$$

Finally, we have from $g=c \mu+\beta \sigma \sqrt{c}$ and Equations (3.55) and (3.56), that

$$
\frac{\sigma}{\pi} \sqrt{\frac{2 g}{\mu}}=\frac{\sqrt{2}}{\pi} \sigma \sqrt{c}\left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{1 / 2}
$$

and

$$
\begin{align*}
\frac{\sigma}{\pi} \sqrt{\frac{2}{\mu}}\left(C_{1}+C_{3}\right) & =\frac{\sqrt{2}}{\pi} \frac{\gamma \sigma}{2 \sqrt{\mu}}\left(-\frac{\sigma^{2}-\mu}{\sigma^{2}}+\frac{1}{3} a \frac{\mu^{2}}{\sigma^{4}}\right) \\
& =\frac{\sigma^{2} b(\beta)}{\pi \mu}\left(\frac{\mu}{\sigma^{2}}+\frac{1}{3} a \frac{\mu^{2}}{\sigma^{4}}-1\right), \tag{3.57}
\end{align*}
$$

where in Equation (3.57) also Equations (3.53) and (3.54) have been used. Therefore, with $\theta$ as given in Equation (3.11), we get

$$
\mathbb{E}\left[X_{g}\right]=\frac{\sqrt{2}}{\pi} \sigma\left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{1 / 2} G_{0}(b(\beta))+\frac{\sqrt{2}}{\pi} \theta b(\beta) G_{1}(b(\beta))+O\left(\frac{1}{\sqrt{c}}\right)
$$

The expression in Equation (3.9) is then obtained by noting that

$$
\begin{aligned}
& \left(1+\frac{\beta \sigma}{\mu \sqrt{c}}\right)^{1 / 2}=1+\frac{\beta \sigma}{2 \mu \sqrt{c}}+O\left(\frac{1}{c}\right) \\
& b(\beta)=\frac{\beta}{\sqrt{2}}+O\left(\frac{1}{\sqrt{c}}\right)
\end{aligned}
$$

finishing the proof of Proposition 3.2 .

## 3.A. 2 Proof of optimal green-time allocation using Equation

 (3.9)We use the Lagrange multiplier technique to prove Theorem 3.4. To start, we differentiate Equation (3.17)

$$
\begin{aligned}
& \frac{\partial}{\partial \beta_{j}} \sum_{i=1}^{n}\left(\frac{\sqrt{2}}{\pi}\left(\sigma_{i} \sqrt{c}+\frac{1}{2} \beta_{i} \frac{\sigma_{i}^{2}}{\mu_{i}}\right) G_{0}\left(b_{i}\left(\beta_{i}\right)\right)+\frac{\theta_{i} \beta_{i}}{\pi} G_{1}\left(\frac{\beta_{i}}{\sqrt{2}}\right)\right)= \\
& \quad \frac{1}{\pi \sqrt{2}} \frac{\sigma_{j}^{2}}{\mu_{j}} G_{0}\left(b_{j}\left(\beta_{j}\right)\right)+\frac{\sqrt{2}}{\pi}\left(\sigma_{j} \sqrt{c}+\frac{\beta_{j} \sigma_{j}^{2}}{2 \mu_{j}}\right) b_{j}^{\prime}\left(\beta_{j}\right) G_{0}^{\prime}\left(b_{j}\left(\beta_{j}\right)\right)+ \\
& \frac{\theta_{j}}{\pi} G_{1}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\frac{\theta_{j} \beta_{j}}{\pi \sqrt{2}} G_{1}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)= \\
& \frac{\sigma_{j} \sqrt{c}}{\pi} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\frac{1}{\pi}\left\{\frac{\sigma_{j}^{2}}{\sqrt{2} \mu_{j}} G_{0}\left(\frac{\beta_{j}}{\sqrt{2}}\right)-\frac{\beta_{j} \sigma_{j}^{2}}{2 \mu_{j}} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)-\right. \\
& \left.\frac{\beta_{j}^{2} \sigma_{j}^{2}}{2 \sqrt{2} \mu_{j}} G_{0}^{\prime \prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\theta_{j} G_{1}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\frac{\theta_{j} \beta_{j}}{\sqrt{2}} G_{1}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)\right\}+O\left(\frac{1}{\sqrt{c}}\right)
\end{aligned}
$$

where we have used/approximated that

$$
\begin{aligned}
& b\left(\beta_{j}\right)=\frac{\beta_{j}}{\sqrt{2}}-\frac{\beta_{j}^{2} \sigma_{j}}{2 \sqrt{2} \mu_{j} \sqrt{c}}+O\left(\frac{1}{c}\right), \\
& G_{0}\left(b_{j}\left(\beta_{j}\right)\right)=G_{0}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+O\left(\frac{1}{\sqrt{c}}\right), \\
& \left(\sigma_{j} \sqrt{c}+\frac{\beta_{j} \sigma_{j}^{2}}{2 \mu_{j}}\right) b_{j}^{\prime}\left(\beta_{j}\right)=\frac{\sigma_{j} \sqrt{c}}{\sqrt{2}}-\frac{\beta_{j} \sigma_{j}^{2}}{2 \sqrt{2} \mu_{j}}+O\left(\frac{1}{\sqrt{c}}\right), \\
& G_{0}^{\prime}\left(b_{j}\left(\beta_{j}\right)\right)=G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)-\frac{\beta_{j}^{2} \sigma_{j}}{2 \sqrt{2} \mu_{j} \sqrt{c}} G_{0}^{\prime \prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+O\left(\frac{1}{c}\right) .
\end{aligned}
$$

So, introducing a Lagrange multiplier $\lambda_{1} \in \mathbb{R}$ and ignoring the $O$-terms, we need to solve

$$
\begin{aligned}
\lambda_{1} \sigma_{j} \sqrt{c}= & \frac{\sigma_{j} \sqrt{c}}{\pi} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\frac{1}{\pi}\left\{\frac{\sigma_{j}^{2}}{\sqrt{2} \mu_{j}} G_{0}\left(\frac{\beta_{j}}{\sqrt{2}}\right)-\frac{\beta_{j} \sigma_{j}^{2}}{2 \mu_{j}} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)\right. \\
& \left.-\frac{\beta_{j}^{2} \sigma_{j}^{2}}{2 \sqrt{2} \mu_{j}} G_{0}^{\prime \prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\theta_{j} G_{1}\left(\frac{\beta_{j}}{\sqrt{2}}\right)+\frac{\theta_{j} \beta_{j}}{\sqrt{2}} G_{1}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)\right\},
\end{aligned}
$$

for $j=1, \ldots, n$. The second term on the right-hand side of the former equation is $O(1)$ and it is fair to expect that the optimal $\beta_{j}$ in Theorem 3.4 are close to the optimal solution in Theorem 3.3 in the sense that $\beta_{j}=\beta_{*}+\bar{O}(1 / \sqrt{c})$. Therefore, we approximate $K_{j}$ as in Equation (3.19). After rewriting, we then get

$$
\frac{1}{\pi} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right)=\lambda_{1}-\frac{K_{j}}{\pi \sigma_{j} \sqrt{c}} .
$$

We develop, using Equation (3.16),

$$
\begin{aligned}
\frac{1}{\pi} G_{0}^{\prime}\left(\frac{\beta_{j}}{\sqrt{2}}\right) & =\frac{1}{\pi} G_{0}^{\prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)+\frac{1}{\pi \sqrt{2}}\left(\beta_{j}-\beta_{*}\right) G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)+O\left(\frac{1}{c}\right) \\
& =\lambda_{0}+\frac{1}{\pi \sqrt{2}}\left(\beta_{j}-\beta_{*}\right) G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)+O\left(\frac{1}{c}\right) .
\end{aligned}
$$

Combining the last two results, we get

$$
\frac{1}{\pi \sqrt{2}}\left(\beta_{j}-\beta_{*}\right) G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)=\lambda_{1}-\lambda_{0}-\frac{K_{j}}{\pi \sigma_{j} \sqrt{c}}+O\left(\frac{1}{c}\right) .
$$

Deleting the $O(1 / c)$ term, we find that

$$
\beta_{j}=\beta_{*}+\frac{\lambda_{1}-\lambda_{0}-\frac{K_{j}}{\pi \sigma_{j} \sqrt{c}}}{\frac{1}{\pi \sqrt{2}} G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)} .
$$

Using the equality constraint, we readily see that the following should hold

$$
\sum_{j=1}^{n} \sigma_{j}\left(\lambda_{1}-\lambda_{0}-\frac{K_{j}}{\pi \sigma_{j} \sqrt{c}}\right)=0
$$

implying that

$$
\lambda_{1}-\lambda_{0}=\frac{1}{\pi \sqrt{c}} \frac{\sum_{j=1}^{n} K_{j}}{\sum_{j=1}^{n} \sigma_{j}}
$$

We thus obtain

$$
\beta_{i}=\beta_{*}+\sqrt{\frac{2}{c}} \frac{1}{G_{0}^{\prime \prime}\left(\frac{\beta_{*}}{\sqrt{2}}\right)}\left(\frac{\sum_{j=1}^{n} K_{j}}{\sum_{j=1}^{n} \sigma_{j}}-\frac{K_{i}}{\sigma_{i}}\right),
$$

concluding the proof.

## Chapter 4

## Heavy-traffic scaling of vehicle-actuated traffic lights

### 4.1 Introduction

The heavy-traffic results in the previous chapter point towards several generalizations. There is a large set of models that allow for a similar heavy-traffic scaling as the green-time allocation rule for the FCTL queue, see Equation (3.2). Heavy-traffic results for the models contained in the general set of queueing models described in Theorem 2.2 can be derived from the results in Chapter 3 and Theorem 2.2. However, in this chapter we look beyond this set of models and consider vehicle-actuated access control of intersections.

Control mechanisms such as semi-actuated or fully vehicle-actuated control are able to adapt to (time-)varying circumstances. Commonly, as a control parameter, a maximum length of the cycle is introduced and hence each lane receives a limited amount of time for vehicle crossing, reducing the probability of excessive waiting times for e.g. lanes on which only few vehicles drive. However, the queueing models for such traffic-light settings are not well understood even in the most basic case of an isolated intersection. Indeed, an example of the type of queueing models that we are dealing with, are polling models with a $k$-limited type of service discipline which seem mathematically intractable, see also Subsections 1.2 .2 and 1.3.2,

We take an approach to find good settings for vehicle-actuated controlled traffic lights where we gain inspiration from the established heavy-traffic re-
sults for the FCTL queue in Chapter 3. For the FCTL queue, we have e.g. proven that if the capacity and demand are balanced (or scaled) in the right way, there exists an allocation of the access times for each of the lanes such that the probability of facing an empty queue at the end of the green period is strictly positive even when the vehicle-to-capacity ratio approaches 1 . The heavy-traffic scaling is based on the Central Limit Theorem (CLT), see e.g. [86, Section 5.10], intuitively meaning that the capacity for each lane should be chosen as the mean amount of "work" arriving during a cycle (time needed for all arriving vehicles to cross the intersection), where a variability hedge based on the square root of the variance of the amount of "work" is added. This approach has been applied in various settings and has proven its merits there, for more details see Section 4.3 .

In this chapter, we extend the results for the FCTL queue to a fully actuated setting for traffic lights, where the length of the green period or access period is random instead of being fixed as in the FCTL queue. We use the same scaling as for the FCTL queue in Chapter 3 with appropriate modifications and show that the same set of properties holds for more general settings of the access period. This enables us to gain insight in close-to-optimal settings for adaptive traffic lights. Moreover, it is easy to compute those settings and to explain why they are performing well. From a mathematical point of view, those results for $k$-limited polling models and, more generally, models with multiple queues and multiple servers are very scarce and our results thus aid in the understanding of such complicated systems. The gained insights might also pave the way to obtain similar results for networks of intersections with an adaptive control, although such an extension is not straightforward.

In summary, our main contributions are as follows:
(i) We propose a new way of finding a good length of the access periods at intersections. We extend the results of Chapter 3 to a more general distribution of the length of the access period. Instead of a fixed length of the access period, we allow for an actuated control, thus having randomness and dependencies among different cycles in the access period.
(ii) Our approach enables us to gain insights into close-to-optimal settings for adaptive traffic lights. Instead of the need for e.g. difficult optimization schemes or computationally expensive simulations, we are able to find the close-to-optimal settings on the basis of one-line calculations. Another advantage is that our scheme is easy to explain, which adds to its practical value.

## Chapter outline

This chapter is organized as follows. In Section 4.2 we present a detailed description of the model under consideration in this chapter. Section 4.3 is devoted to sketching the theoretical background from which we take our inspiration. In Section 4.4 we present simulation results that provide valuable insights and we wrap up in Section 4.5 with a conclusion.

### 4.2 Model description

As mentioned before, we focus on isolated intersections, with a certain number of lanes, $N$, leading towards it, which we number from $i=1, \ldots, N$. We number the phases from $j=1, \ldots, M$ and each phase $J_{j}$, representing a subset of all lanes that always receives the same color of the traffic light, satisfies $J_{j} \subseteq\{1, \ldots, N\}$. We assume that each phase consists of one or more non-conflicting traffic flows, so that each lane in the same phase can receive access to the intersection at the same time. We also assume that each lane belongs to at least one phase.

We will model such an intersection as a queueing model in order to apply and extend the machinery developed in Chapter 3. For each lane we divide time into slots of fixed length, as in Chapter 3, but instead of assuming a fixed length for the access period (or green time) for each lane as in the FCTL queue, we assume a vehicle-actuated control for each of the access periods in a cycle. The actuation mechanism is as follows: when all lanes in the current phase do not have any vehicles in the queue anymore, the cycle immediately continues with the next phase, or we switch to the next phase after a fixed maximum time if the queue(s) is (are) not yet dissolved. We thus have a limited type of vehicleactuated control. We assume that a lane remains empty as soon as a lane gets empty, as is for example also done in [17]. This makes sense as, when the queue is dissolved during the access period, a new queue does not build during the remaining access period. We choose the access times as follows: initially, we start with the maximum length of the cycle, denoted with $c$, based on which we allocate the access times to each of the lanes in a similar way as we did in the FCTL queue in Chapter 3. Any remaining part of $c$ is assumed to correspond to clearance times which results in a red traffic light for all phases (scaling linearly with $c$ ), see also Remark 4.1. For completeness, we mention that we incur the entire red time at the end of the cycle. More details can be found below in Section 4.3 ,

We introduce some further notation: $\mu_{i}$ is the arrival rate of vehicles at lane
$i$ in a single slot and the standard deviation of the number of arrivals at lane $i$ in each slot is denoted with $\sigma_{i}$. We assume that the numbers of arrivals during any slot for any lane are identically distributed and behave independently of one another. Further, with $g_{i, c}$ we denote the access period allocated to lane $i$ when the cycle length is $c$ and with $\beta_{i}$ we denote a positive number, which might depend on the lane $i$. One could use these $\beta_{i}$ as a control parameter (as we did in Chapter 3), with which we are able to steer the performance of the lanes: a higher $\beta_{i}$ implies a longer access period.

Remark 4.1 In most settings, the sum of times during which no vehicles are allowed to cross the intersection, the all-red time, will be fixed in length. However, in our model we assume that the all-red time scales linearly with the total cycle length. We do so to show the type of properties we are after, such as the probability of an empty queue at the end of the green period converging to a value strictly between 0 and 1 . When the red time is fixed, the performance will improve, while already having very good performance under our assumptions, as we will show in Section 4.4. There we also briefly comment on the implications when the all-red time is fixed.

Remark 4.2 The inspiration for this model is current-day traffic. However, exactly analogous results hold for vehicles that are autonomous. Different examples of such intersection access algorithms are discussed in Chapter 7 . The vehicle-actuated strategy described in this chapter might also be applied there.

### 4.3 Theoretical background

As indicated before, we apply the ideas developed in Chapter 3 . First of all, we require stability of the underlying queueing model that we study, or equivalently, the vehicle-to-capacity ratio should be less than 1 . This boils down to

$$
\mu_{i} c<g_{i, c},
$$

which intuitively makes sense: the capacity at lane $i$ (the right-hand side) should be higher than the average number of arrivals during a cycle (the lefthand side). This is a necessary and sufficient condition as it also is for the FCTL queue, see e.g. [206]: when heavily loaded, the actuated control will behave similarly to the FCTL queue and therefore the stability condition is the same.

The stochastic process that we consider is as follows: we study a $k$-limited type of polling model with deterministic service times and switchover times. We
then propose a new way to allocate the service limits at queue $i$, or the access times to lane $i$, where we exploit the heavy-traffic scaling result obtained in Chapter 3 ,

$$
\begin{equation*}
g_{i, c}=\mu_{i} c+\beta_{i} \sigma_{i} \sqrt{c} \tag{4.1}
\end{equation*}
$$

where we note that $g_{i, c}$ might have to be rounded up if $g_{i, c}$ is non-integer (to ensure stability), as $g_{i, c}$ is a number of slots. The scaling thus relates to finding the right access time or scale of the capacity for lane $i$, based on the maximum cycle length $c$. We can choose $\beta_{i}>0$ arbitrarily to steer the performance of the system as we did in Chapter 3: a low $\beta_{i}$ means that the vehicle-to-capacity ratio for lane $i$ is close to 1 which e.g. implies a relatively high mean queue length for lane $i$. If $\beta_{i}$ is higher, then we are further away from criticality and the queue length for lane $i$ tends to be smaller. As a last note on the model that we consider, we incur the entire all-red time, or the switchover time, at the end of the cycle.

Even though the scaling rule as in Equation (4.1) is meant for the case when $c$ gets large and when the intersection is close to oversaturation, we stress that also for small $c$ good performance is obtained, see Section 4.4. In this sense, the model considered in this chapter is comparable to the FCTL queue studied in Chapter 3, even though the underlying stochastic processes are fundamentally different: we are studying a multidimensional queueing model in the present chapter rather than the one-dimensional FCTL queue.

The scaling rule as in (4.1) has been applied in many settings and in various guises. It yields very desirable properties in many respects: the limiting process, when $c$ grows large, is generally a well-understood process with good system performance. Examples (in our setting) are that the probability of an empty queue at the end of the access period is strictly between 0 and 1 , instead of converging to 0 or 1 , and that the mean queue length for each lane (which we measure in number of vehicles) at the end of the access period scales with the cycle length $c$ as $\sqrt{c}$. Note that the additional capacity needed, compared to the minimum of $\mu_{i} c$ required for stability, is only of order $\sqrt{c}$, so it increases very slowly compared to the leading order term. In [197, Chapter 6], a similar type of green-time allocation is proposed for vehicle-actuated traffic lights, but the allocation is based on some optimization function which contains approximations for the mean delay at each lane. Using Lagrange multiplier techniques, the optimal green-time allocation is found and yields a similar scaling rule, as the additional capacity is also of the order $\sqrt{c}$ multiplied with the standard deviation of the number of arrivals per slot, see e.g. [197, Section 6.4.2].

Moreover, the limiting process, when known, usually yields good and easy-to-use approximations, which can then be used for further purposes like optimization of certain performance characteristics. Examples of the latter can be found in e.g. call centers [25], communication systems [186], and traffic engineering, see Chapter 3. In [25], it is shown that an approximation based on the limiting process yields very good results even when "far from the limit" (this relates to small $c$ in actuated-access control): an optimization based on the approximation, yields an optimal allocation for many parameter settings. Moreover, when the parameter settings are not the optimal ones, they are only off by a small amount [25]. In Chapter 3 a similar approach is taken and qualitatively similar results are obtained. Based on these observations, we expect that the scaling that we propose results in similar optimality results for the actuated access control, yet we do not study this in-depth. For further background on the scaling rule, we refer to the tutorial and review paper [208].

The scaling in Equation (4.1) is inspired by the CLT, a fundamental tool in probability theory. A sum of random variables (under some conditions on independence and similarity) can be scaled by subtracting the mean and dividing by the standard deviation after which the distribution of the sum can be approximated by a normal distribution. Even though we scale the capacity for each queue (the length of the access period) and the demand (the cars aiming to pass the intersection), we have the same structure as in the CLT. Indeed, the demand is a sum of random variables and the capacity is the appropriate scaling: the mean of the demand is $\mu_{i} c$ and to ensure stability, we add a small term, namely $\beta_{i} \sigma_{i} \sqrt{c}$. Then, after multiplying with a factor $1 /\left(\sigma_{i} \sqrt{c}\right)$, and letting $c$ tend to infinity, we see that the right approximation is a normal distribution with mean $-\beta_{i}$ (ensuring stability) and standard deviation 1 . We also take this approach in Chapter 3, where this intuition is shown to be the exact outcome of the scaling for the FCTL queue.

Due to the vehicle-actuated control considered in this chapter, we are not able to show analytical results. In contrast with the FCTL queue considered in Chapter 3, we do not have an expression for the PGF of the steady-state overflow queue. We are thus not able to study the model in this chapter analytically. One of the difficulties when considering actuated-access control is that dependencies between queues carry over: when a queue empties early in this cycle, the other queues are likely to be short as well. For this dependence we cannot account in exact computations. From the literature on ( $k$-limited) polling systems, it is known that these types of vehicle-control strategies offer little or no hope on an exact solution, see e.g. [24]. However, our simulation results indicate that our scaling rule is achieving what we desire: the probability of an empty queue at
the end of the access period is strictly between 0 and 1 and the queue length just before switching to the next queue is of order $\sqrt{c}$.

### 4.4 Simulation results

In this section, we show the desirable properties of an actuated traffic control with a scaling rule between demand and capacity as in Equation (4.1). We employ (discrete-event) simulations in order to gain those insights. We consider various settings and discuss the differences and similarities with the results for the FCTL queue obtained in Chapter 3. We also validate (part of) our results with the microscopic traffic simulator SUMO [129], which captures more realistic features such as interactions between vehicles.

### 4.4.1 Single-lane access control

## Example 1a



Figure 4.1: Graphical representations of (a) the single-lane access control examples considered in Subsection 4.4.1 and (b) the multiple-lane access control examples in Subsection 4.4.2

This example consists of four lanes, so $N=4$, where each lane has its own dedicated phase, i.e. cars from only one lane are allowed to cross the intersection, so $J_{j}=\{j\}$ for $j=1, \ldots, 4$, see Figure 4.1(a) for a graphical represen-
tation. We assume that all vehicles are going straight and that the number of arrivals per time slot is Poisson distributed, with means $\mu_{i}=i / 11$, for lane $i$ with $i=1, \ldots, 4$. In this way, we are able to assign appropriate $g_{i, c}$ for any $c$ sufficiently big (ensuring stability). We choose $\beta_{i}=0.1$, so the $\beta_{i}$ are the same for each lane, to study the behavior of the system when each lane is receiving the same amount of additional capacity (scaled with the standard deviation of the number of arrivals per cycle). Further, choosing $\beta_{i}=0.1$ in this example, turns out to yield clearly non-degenerate behavior as opposed to the cases where $\beta \downarrow 0$ and $\beta \rightarrow \infty$. If Equation (4.1) results in non-integer values for $g_{i, c}$, we round them up to the nearest integer.

To investigate the influence of the cycle length $c$ (given in the number of slots unless otherwise specified) on the mean queue length at the end of the access period, $\mathbb{E}\left[X_{g_{i, c}}\right]$, and on the probability of having an empty queue at the end of the access period, $\mathbb{P}\left(X_{g_{i, c}}=0\right)$, we perform discrete-event simulations. We perform 8 independent runs with a length of $10^{7}$ cycles in order to reduce simulation variability and obtain accurate simulation results (we also take this number of cycles and runs for the other examples we present unless otherwise specified). The results are shown in Figures 4.2(a) and 4.2(b). Note that the dashed black line (as in the other figures) represents the weighted sum of the vehicle-to-capacity ratios of each individual lane, $\rho$, with its value on the right axis.

The mean queue length at the end of the access period scales with $\sqrt{c}$, which is shown by the results in Figure 4.2(a). The mean queue length grows as a constant times $\sqrt{c}$, as after dividing by $\sqrt{c}$, the mean queue length seems to converge to a constant (modulo the rounding effect of the $g_{i, c}$ and the simulation uncertainty). The higher the arrival rate on a lane, the higher the limiting constant seems to be, as can be observed in Figure 4.2(a). There is no influence of $\beta_{i}$ visible in this example, as the value of $\beta_{i}$ is the same for all lanes. The vehicle-to-capacity ratio in Figure 4.2(a) is well above 0.9 for all values of $c$ and often above 0.99 , which makes the relative low mean queue lengths at the end of the access period for all lanes quite remarkable.

The predicted behavior of the probability that a queue is empty at the end of the access period is observed in Figure 4.2(b): the probability converges to a value between 0 and 1 . This value depends on the $\beta_{i}$ only and not on the arrival rate at the lane, as is the case for the FCTL queue under the same type of scaling as in Chapter 3 .

The actuated access control mechanism clearly outperforms the fixed control mechanism. This is visible in Figure 4.2(b), as the limiting probability for the fixed control scheme is below 0.2 (this value is in accordance with Theo-


Figure 4.2: The simulated mean queue length at the end of the access period for the four traffic flows in Example 1a in (a); and the simulated probability of an empty queue at the end of the access period for the four traffic flows in Example 1a and the limiting value of that probability for the FCTL queue (solid lines) in (b). In both subfigures we added the vehicle-to-capacity ratio $\rho$ on the right axis (dashed line).
rem 3.1), whereas the simulated probabilities for the actuated access control are well above 0.5 . The expected queue length at the end of the green period for the FCTL queue is different for each of the lanes (see e.g. Table 3.1), as is the case for the actuated control setting, which can clearly be seen in Figure 4.2(a). The mean queue length for the FCTL queue would be much higher than the
values in Figure 4.2 (a), which is why we did not plot these results.
If we would assume a fixed length for the all-red period and actuated control, Figures 4.2 (a) and 4.2 (b) would change considerably. The mean queue length at the end of the access period converges to 0 and the probability of an empty queue at that same moment converges to 1 . This shows that, as long as the vehicle-to-capacity ratio is below 1 and under some independence assumptions on the arrivals, there exist settings for vehicle-actuated traffic control that are capable of dealing with all traffic efficiently and that have empty queues at the end of the green period.

## Example 1b

In Figures 4.3(a) and 4.3(b) we have adapted the values of $\mu_{i}$ and $\beta_{i}$. We choose $\mu_{i}=5 / 22$ and $\beta_{i}=i / 10$ for $i=1, \ldots, 4$. Qualitatively, we observe the same behavior, yet some interesting differences are also present. The mean queue length at the end of the access period depends on the value of $\beta_{i}$, which makes sense: a higher $\beta_{i}$ results in a longer maximal access period, and thus in a smaller queue length.

Surprisingly, the probability of an empty queue at the end of the access period seems to converge to the same value for each of the lanes, even though the values of the $\beta_{i}$ differ, see Figure 4.3(b). In the fixed access control setting there is a differentiation, see e.g. Tables 3.1 and 3.2 and the limiting probabilities for the fixed-control case in Figure 4.3(b). It might be that an empty queue implies an early switch to the next phase. This is then more likely to result in empty queues at the end of the access period in that phase, because the vehicles had a shorter time to accumulate on these lanes. This effect seems to strengthen over cycles and to cause the probability to be the same for each of the lanes.

## SUMO Example

As a proof of concept, we also present an example performed in the microscopic traffic simulator SUMO employing the so-called vehicle-actuated control mechanism of SUMO based on time gaps. Our purpose is to show that also in this simulator, which is generally considered to be excellent in capturing real-world traffic dynamics, we are able to define an actuated control with the desirable properties as are obtained in the other examples. For simplicity, we assume that we have two lanes, so $N=2$. As arrival distribution we choose a Bernoulli distribution with parameter $\mu_{i}=0.15$ (these arrivals correspond to a single simulation step in SUMO) and $\beta_{i}=0.1$ for $i=1,2$. We choose to do a single simulation run


Figure 4.3: The simulated mean queue length at the end of the access period for the four traffic flows in Example 1b in (a); and the simulated probability of an empty queue at the end of the access period for the four traffic flows in Example 1b and the limiting value of that probability for the FCTL queue (solid lines) in (b). In both subfigures we added the vehicle-to-capacity ratio $\rho$ on the right axis (dashed line).
of $3,600,000$ steps, because this gives results that are (more than) sufficiently accurate for our purposes.

One of the main difficulties in this example is to define a slot as the period between departures is not constant in SUMO. Partly because of this, it is also difficult to compute the vehicle-to-capacity ratio and to determine whether we
are close to oversaturation. We obtain a measure for this ratio by dividing the average effective vehicle access time per cycle by the maximum specified access period. This ratio is close to one, because we are close to oversaturation.


Figure 4.4: The simulated probability of an empty queue at the end of the access period for each of the two traffic flows. The black circles represent the vehicle-to-capacity ratio $\rho$ as displayed on the right axis.

In Figure 4.4 we see the probability of an empty queue at the end of the access period (as determined by the actuated control mechanism in SUMO) and the vehicle-to-capacity ratio. Qualitatively, we observe similar behavior as in Examples 1 a and 1 b . The vehicle-to-capacity ratio approaches 1 quickly, yet the probability of an empty queue remains between 0 and 1 , which shows that our discrete-event simulations are able to capture the essential queueing behavior of vehicles at intersections with an actuated control sufficiently well.

In Example 1b we saw that the empty-queue probabilities seem to converge to the same value for each of the lanes. We clarified this by arguing that an empty queue implies an early switch to the next queue which in turn results in a relatively large probability of that queue being empty at the end of the phase too. This seems to be confirmed by the SUMO simulation. When looking in detail at the moments that an early switch occurs in this example, those moments seem to be clustered. This points in the same direction as the argument that we gave for the observed behavior of the probability that a queue at the end of the access period is empty.

### 4.4.2 Multiple-lane access control

## Example 2a



Figure 4.5: The simulated mean queue length at the end of the access period for the four traffic flows in Example 2a in (a); and the simulated probability of an empty queue at the end of the access period for the four traffic flows in Example 2a in (b). In both subfigures we added the vehicle-to-capacity ratio $\rho$ on the right axis (dashed line).

Also in this example we assume that the intersection has four lanes and only straight-going traffic, yet here we combine the two opposing non-conflicting lanes in a single phase, i.e. $J_{1}=\{1,3\}$ and $J_{2}=\{2,4\}$, see Figure 4.1(b) for a
graphical representation. This allows for a higher load on the intersection, as twice as many vehicles are allowed to depart at the same time in comparison with the Examples 1a and 1 b . We choose $\mu_{1}=0.25, \mu_{2}=0.5, \mu_{3}=0.15, \mu_{4}=0.3$, all arrival distributions to be Poisson, and $\beta_{i}=0.1$. We present results for the mean queue length and the probability of an empty queue, both at the end of the access period, see Figures 4.5 (a) and 4.5 (b).

Lanes 1 and 2, the lanes with the highest load, show similar behavior as in Examples 1a and 1 b . However, different behavior is observed for lanes 3 and 4. The access period is too long, because the length of the access period is dominated by lanes 1 and 2 that face more traffic. This implies that the queue is (very often) empty at the end of the access period for both lanes 3 and 4, as can be observed in Figures 4.5(a) and 4.5(b) (the purple stars are on top of the blue triangles). This stresses the fact that the additional part of the access period, compared to what is needed to ensure stability, is of the wrong order. Indeed, the additional part is of order $c$, whereas the right order is $\sqrt{c}$.

## Example 2b

This example is the same as Example 2a, except that $\mu_{3}=0.25$ and $\mu_{4}=0.5$. In this example, the load on the lanes in each of the phases is the same. In Figures 4.6 (a) and 4.6 (b) we see that both lanes inside a phase behave similarly and we observe the same desirable properties as in the other examples. From a mathematical point of view, this is an interesting result, because the model at hand is notoriously difficult to study. Already the queueing model in case of single-lane access control is intractable, but the case of a queueing model with multiple-lane access control is possibly even more complex, as it relates to a polling model with multiple servers [24].

When comparing Figures 4.5 (a) and 4.6(a), we see that the limiting value of the mean queue length is considerably higher in Example 2b. This is the result of having longer access periods (on average) for both phases, as we only switch to the next phase when both queues are empty, while both queues are on average equal in length. So, usually we switch later to the next phase in Example 2 b , which causes the queues at other lanes to be longer, resulting in a higher mean queue length. The same intuition seems to hold for the decrease in the probability of an empty queue, see Figure 4.5(b) and 4.6(b).

Examples 2 a and 2 b do not immediately indicate that a convenient setup of each phase is one in which each of the lanes has more or less the same load. The lane with the highest load is dominating the length of the phase in Example 2a (which is favorable), but some capacity is "lost" for the lanes with


Figure 4.6: The simulated mean queue length at the end of the access period for the four traffic flows in Example 2 b in (a) and the simulated probability of an empty queue at the end of the access period for the four traffic flows in Example 2b in (b). In both subfigures we added the vehicle-to-capacity ratio $\rho$ on the right axis (dashed line).
a lower load in that phase. When there is a queue, the outflow is a single car per slot. However, if there is no queue at a lane, we have a lower outflow equal to the arrival rate, which is strictly smaller than a single car per slot. On the other hand, the longer access periods in Example 2b cause some negative effects as well, due to longer time periods in which the queues at other lanes can accumulate. Based on this, it is not clear which is the best option. Note that
a direct comparison of the mean queue lengths in Examples 2a and 2 b is not fair, as the total load on the intersection is not the same in the two examples.

## SUMO Example

We also perform a SUMO simulation for the double-lane access control strategy considered in this subsection. We do so for the same reasons as in the single-lane access control setting: to serve as a proof of concept that an actuated control with the desirable properties, as seen in Examples 2a and 2b, is achievable. We choose $N=4$, the arrival distributions to be Bernoulli distributions with parameters $\mu_{1}=\mu_{2}=0.15, \mu_{3}=\mu_{4}=0.1$, and $\beta_{i}=0.1$. We take the same approach as in Subsection 4.4.1, e.g. performing a single simulation run of $3,600,000$ steps. We note that the maximum load on phases 1 and 2 in this example is the same as the load on each lane in the example studied in Subsection 4.4.1. We obtain Figure 4.7 .


Figure 4.7: The simulated probability of both queues in the same phase being empty at the end of the access period for each of the two phases. The black circles represent the vehicle-to-capacity ratio $\rho$ as displayed on the right axis.

In Figure 4.7, we plot the probability that both lanes at the end of the access period are empty. We do not distinguish between the individual lanes inside a phase being empty, because that would be more difficult to simulate in SUMO. As a result, we display only two probabilities and not four empty-queue probabilities as in Examples 2a and 2b. Nevertheless, we observe a similar pattern as in Figure 4.4 (this also seems to be in line with the similarities between Example 2a and Example 1a). The empty-queue probabilities in Figure 4.7 are
(slightly) below the probabilities in Figure 4.4, which makes sense: the probability that both lanes are empty in the double-lane access control setting is lower than the probability of a single queue being empty in the single-lane access control scenario studied in Figure 4.4. This is more prominent in case of smaller cycle lengths, because the within-cycle variability is relatively large. This causes the probability that the lane with the lower load is non-empty at the end of the access period to be relatively high when compared with larger cycle lengths.

We also studied a double-lance access example where the loads on both queues in a phase are the same (mimicking the setting in Example 2b) and we obtained qualitatively similar results as in Figure 4.7. The probabilities that the green periods terminate early are lower than the corresponding probabilities in Figure 4.7, similarly to the differences observed between Examples 2a and 2b.

### 4.5 Conclusion

We have shown, with the aid of simulation, that desirable properties are achievable for actuated traffic control of isolated intersections when using a scaling rule such as Equation (4.1). Those properties are similar to the ones established for the FCTL queue in Chapter 3. We have investigated several setups and in each of those, we have observed those desirable properties. One such property is that the limiting probability of an empty queue at the end of the access period is strictly between 0 and 1 . We also observed this in the simulation experiments that we performed in SUMO, indicating that our results seem to be qualitatively reliable for real traffic (remember that the other simulations are discrete-event simulations). Another desirable property is that the mean queue length at the end of the access period grows only with order $\sqrt{c}$.

Based on our experiments, it is not clear whether lanes with the same load should be combined into the same phase, something which was already observed by Newell and Osuna in 1969 [143]. If lanes in the same phase have different loads, the lane with the highest load dominates the length of the access period. This is favorable, because vehicles at other lanes accumulate over a relatively short amount of time when compared to a case where lanes with the same load are combined into a single phase (as such a setup results in longer access periods, which in turn increases the queue length at other lanes). On the other hand, when lanes with different loads are combined into a single phase, the lanes with a lower load structurally receive an access period that is too long, which results in a drop of the average outflow for those lanes after they become empty.

A possible extension is to obtain an exact limiting process as is obtained in Chapter 3 for the FCTL queue. It would add to the understanding of the model at hand and would be very interesting from a mathematical point of view: the models that we consider relate to notoriously hard types of polling models, for which hardly any exact results (being in heavy traffic or not) have been obtained. A clear path to achieve this is absent, unfortunately. In Chapter 3, we used a counter-integral expression for the PGF of the overflow queue, for which we do not have an alternative in the case of vehicle-actuated traffic-light control.

## Chapter 5

## Fixed-Cycle Traffic-Light queue with multiple lanes and blockages

### 5.1 Introduction

The FCTL queue studied in Chapters 2 and 3 cannot always be applied as an accurate model to study the queue-length distribution in front of a traffic light. Take, for example, an intersection where vehicles from a single stream are spread onto two lanes which are both heading straight and where both lanes are governed by the same traffic light. Then one could analyze each lane separately as in the FCTL queue, but that is not entirely realistic, see also Figure 5.1(a). Indeed, since there are two parallel lanes in each direction, two vehicles can cross the intersection simultaneously and vehicles will in general switch lanes (if needed) to join the lane with the shorter queue. Moreover, it might be the case that the vehicles are blocked during the green period, e.g. because of a pedestrian crossing the intersection (receiving a green light at the same time as the stream of vehicles that we model), see Figure 5.1(b) for a visualization. Such blockages also occur in a multi-lane scenario (where all lanes are going in the same direction) as visualized in Figure 5.1(c). The study in this chapter provides an extension of the FCTL queue, which we call the blocked Fixed-Cycle Traffic-Light (bFCTL) queue with multiple lanes, to account for such situations.


Figure 5.1: A visualization of three intersections that can be modeled by the bFCTL queue with multiple lanes. In (a), the blue rectangle indicates a combination of lanes which can be analyzed as a bFCTL queue with two lanes. The other lanes at the intersection, the complement of the blue rectangle, can be considered separately because of the fixed settings. In (b), the blue rectangle indicates a lane that can be modeled as a bFCTL queue with a single lane with blockages that mimics the setting with pedestrians in [96]. In (c), the blue rectangle indicates two lanes that we can model as a bFCTL queue with two lanes where vehicles are potentially blocked by pedestrians.

A shared right-turn lane as in Figure 5.1(b), that is a lane with vehicles that are either turning right or are heading straight, has been studied before. However, to the best of our knowledge, there are no papers with a rigorous analysis taking stochastic effects into account to compute e.g. the mean queue length for such lanes. Shared right-turn lanes where vehicles are blocked by pedestrians crossing immediately after the right turn have been considered in e.g. [8, 44, 46, 135, 171, 172]. Several case studies, such as [45, 171] indicate that there is a potentially severe impact by pedestrians blocking vehicles. This is for example also reflected in the Highway Capacity Manual (HCM) [192], where the focus is on capacity estimation. Most papers have also focused on the estimation of the so-called saturation flow rate, or capacity, of shared lanes where turning vehicles are possibly blocked by pedestrians, see e.g. [46, 135, 172]. In [44], it is stated that the used functions for the capacity estimation for turning lanes (such as those in the HCM) might have to be extended to account
for stochastic behavior. In a small case study, the authors in [44] confirm that the capacity estimation by the HCM [192] yields an overestimation in various cases. The overestimation of the capacity by the HCM is also observed in several other papers, such as in [45, 46, 96], and is probably due to random/stochastic effects.

As mentioned before, we call the model that we consider in this chapter the bFCTL queue with multiple lanes. On the one hand we thus allow for the modeling of vehicle streams that are spread over multiple lanes and on the other hand we allow for vehicles to be (temporarily) blocked during the green phase. The key observation to constructing the mathematical model is that we can model multiple parallel (say $m$ ) lanes as one single queue where batches of (up to) $m$ delayed vehicles can depart in one time slot, for more details see Section 5.2. The resulting queueing model is one-dimensional just like the standard FCTL queue, which allows us to obtain the PGF of the steady-state queue-length distribution of the bFCTL queue with multiple lanes. A slightly different version of the bFCTL queue with a single lane has been studied by means of simulation in a recent paper by Huang et al. [96], which has been the inspiration for the study in the present chapter.

The model that is studied in [96] is thus a potential application of the bFCTL queue with a single lane as depicted in Figure 5.1 (b). A description of the model in [96] is as follows, where we replace the left-turn assumption for left-driving traffic to a right-turn assumption for the more standard case of right-driving traffic. We have a shared lane with straight-going and right-turning traffic controlled by a traffic light, where immediately after the right turn there is a crossing for pedestrians. The pedestrians may block the right-turning vehicles as the vehicles and pedestrians may receive a green light simultaneously. The rightturning vehicles that are blocked, immediately block all vehicles behind them.

In most traffic-light models (such as the FCTL queue), such situations are not considered at all, which makes them less suitable for intersection modeling where conflicts may arise due to multiple traffic flows receiving a green light simultaneously. Another potential application of the bFCTL queue is to account for bike lanes. Bikes might make use of a dedicated lane or mix with other traffic and in both cases a turning vehicle might be (temporarily) blocked by bicycles because the bicycles happen to be in between the vehicle and the direction that the vehicle is going. As such, blockages have an influence on the performance measures of the traffic light. It is important to take such influences into account in order to find good traffic-light settings. Several papers studying the impact of bikes can be found in [9, 42, 47, 87]. Also other types of blocking might occur, such as by a shared-left turn lane and opposing traffic receiving a green light
simultaneously, see e.g. [38, 122, 127, 128, 131, 224-226]. As such, the bFCTL queue (either with multiple lanes or not) is a relevant addition to the literature because it enables a more suitable modeling of traffic lights at intersections with crossing pedestrians and bikes, which leads to traffic-light control strategies for more realistic situations. In order to model a situation where two opposing streams of vehicles potentially block one another as in e.g. [225], the bFCTL queue would have to be extended. For more references on the topics discussed in this paragraph see also the review paper [49].

One of the studies that is close to ours is Oblakova et al. [146]. In Section 4.4 of [146], the standard FCTL model is supplemented with the possibility that drivers are "distracted". At each moment that a driver is allowed to depart from the queue, it departs with a probability $p$. If the vehicle does not depart from the queue while it is actually allowed to do so, we might view this as the vehicle being blocked. The difference between the bFCTL queue with a single lane and the model of Oblakova et al. is that every blockage at a departure moment in [146] occurs independently. This is not the case in the bFCTL queue as once a right-turning vehicle is blocked, it will (most likely) be blocked for a longer period than a single departure moment. This introduces subtle dependencies in the model which lead to an additional dimension in the state space of the underlying Markov chain.

The study by Huang et al. in [96] is closely related to ours although the used techniques are different. The bFCTL queue is based on the model described in Huang et al. and the models are quite similar. A contribution compared to their study lies in the possibility for exact computations instead of the need to rely on simulation experiments. We alleviate some of the assumptions in [96]. For example, in the model studied by Huang et al. it is assumed that there are always pedestrians crossing if the pedestrians have a green light. We allow for the random presence of pedestrians if the pedestrians have a green light. On the other hand, we put some additional constraints on the bFCTL queue compared to the model studied in [96]. We e.g. do not consider start-up delays.

In summary, our main contributions are as follows:
(i) We extend the general applicability of the FCTL queue. We allow for traffic streams with multiple lanes and for vehicles to be blocked during the green phase. We refer to this model variation as the blocked Fixed-Cycle Traffic-Light (bFCTL) queue with multiple lanes.
(ii) We provide a way to compute the PGF of the steady-state queue-length distribution of the bFCTL queue and show that it can be used to obtain several performance measures of interest.
(iii) We provide a queueing-theoretic framework for the study of shared lanes with potential blockages by pedestrians. This e.g. allows for the study of several performance measures and allows us to model the impact of randomness on the performance measures.

## Chapter outline

The remainder of this chapter is organized as follows. In Section 5.2, we give a detailed model description. This is followed by a derivation of the PGF of the steady-state queue-length distribution and a derivation of some of the main performance measures in Section 5.3. In Section 5.4, we provide an overview of relevant performance measures for some numerical examples and point out various interesting results. We wrap up with a conclusion and some suggestions for future research in Section 5.5 .

### 5.2 Detailed model description

In this section we provide a detailed model description of the bFCTL queue with multiple lanes.


Figure 5.2: Visualization of (a) the bFCTL model in terms of an intersection with a traffic stream spread over $m$ lanes and (b) the corresponding queueing model, where the server takes batches of $m$ vehicles into service simultaneously unless there are less than $m$ vehicles present: in that case all vehicles are taken into service.

We assume that there are multiple lanes for a traffic stream, that is a group of vehicles coming from the same road and heading into one (or several) di-
rection(s), governed by a single traffic light. A visualization can be found in Figure 5.2(a). As can be seen in Figure 5.2(a), we assume that there are $m$ lanes and that vehicles spread themselves among the available lanes in such a way that $m$ vehicles can depart if there are at least $m$ vehicles. In practice, this assumption makes sense as drivers gladly minimize their delay by choosing free lanes. The traffic-light model is then turned into a queueing model with a single queue with batch services of vehicles, see Figure 5.2(b). The batches generally consist of $m$ delayed vehicles (we consider delayed vehicles as we did in the FCTL queue), except if less than $m$ delayed vehicles are present at the moment that a batch is taken into service: then all vehicles are taken into service. We further assume that the time axis is divided into time intervals of constant length, where each interval corresponds to the time it takes for a batch of delayed vehicles to depart from the queue. We will refer to these intervals as slots.

We now turn to discuss two concrete examples that fit the framework of the bFCTL queue with multiple lanes. After that, we describe the assumptions of the bFCTL queue more formally.

Example 5.1 (Shared right-turn lane) In this example we consider the scenario as in Figure 5.1(b). We have batches of vehicles of size 1, i.e. batches are individual vehicles.

We distinguish between vehicles that are going straight ahead and vehicles that turn right. We do so because only right-turning vehicles can be blocked by crossing pedestrians. The probability that an arbitrary vehicle at the head of the queue is a turning vehicle is $p$. Such a turning vehicle is blocked by a pedestrian in slot $i$ with probability $q_{i}$, i.e. a pedestrian is present on the crossing with probability $q_{i}$. If a turning vehicle is blocked, all vehicles behind it are also blocked. Then, we proceed to the next slot, $i+1$, and check whether there are any pedestrians crossing (with probability $q_{i+1}$ ): if there are pedestrians crossing, all vehicles in the queue keep being blocked and otherwise, the turning vehicle at the head of the queue may depart and the blockage of all other vehicles is removed.

Moreover, if the queue becomes empty during the green period, it will in general not start building again (cf. the FCTL assumption, see Assumption 1.1), except if there arrives a turning vehicle and there is a crossing pedestrian. The turning vehicle is then blocked and any vehicles arriving in the same slot behind this vehicle are also blocked.

Example 5.2 (Two turning lanes) In this example we consider the scenario as in Figure 5.1.(c). We have batches of vehicles of size 2.

In this example, there is no need to make a distinction between vehicles: each vehicle is a turning vehicle with probability 1, i.e. $p=1$. During each slot $i$, there are pedestrians on the crossing with probability $q_{i}$ and if there is a pedestrian, all vehicles in the batch are blocked, as are all other vehicles in the queue: there are no vehicles that can complete the right turn. All vehicles in the queue keep being blocked until there are no pedestrians crossing anymore.

Also in this example, the queue of vehicles might dissolve entirely during the green period. If that happens, it only starts building again if there are vehicles arriving and if there are pedestrians crossing. In such cases, all arriving vehicles get blocked and remain blocked until there are no pedestrians anymore.

We are now set to formalize the assumptions for the bFCTL queue with multiple lanes. We number them for clarity and provide additional remarks if necessary. We start with a standard assumption for FCTL queues and a standard assumption on the independence of arriving vehicles, see, e.g., [206].

Assumption 5.1 (Discrete-time assumption) We divide time into discrete slots. The red and green times, $r$ and $g$ respectively, are fixed multiples of those discrete slots and the total cycle length, $c=g+r$, thus consists of an integer number of slots. Each slot corresponds to the duration of the departure of a batch of maximally $m$ delayed vehicles, where $m$ is the maximum number of vehicles that can cross the intersection simultaneously. Any arriving vehicle that finds at least $m$ other vehicles waiting in front of the traffic light is delayed and joins the queue.

Assumption 5.2 (Independence of arrivals) All arrivals are assumed to be independent. In particular, the arrivals during slot $i$ do not affect the arrivals in slot $j$ when $i \neq j$.

The next three assumptions, Assumptions 5.3, 5.4, and 5.5, relate to the blockages and are a generalization of the assumptions discussed in Section III.B. 1 of [96].

Assumption 5.3 (Green period division) For the green period we distinguish between two parts, $g_{1}$ and $g_{2}$, with $g=g_{1}+g_{2}$. During the first part of the green period, blockages might occur (see also Assumption 5.4 below). During the second part of the green period there are no blockages at all. We further assume that $g_{2}>0$ for technical reasons.

We make a division of the green period into two parts, because such a division is often present in reality and because it slightly eases the computations later on. We note that if $g_{1}=0$ (and $m=1$ ), we obtain the standard FCTL queue.

Further, we assume that the second part of the green period is strictly positive, mainly for technical reasons. This basically implies that at least one batch of vehicles can depart from the queue during each cycle and that there is no batch of vehicles in the queue at the end of the cycle that has caused a blockage before. If $g_{2}$ would be zero and if a batch of vehicles is blocked at the end of slot $g_{1}$, this would allow for a blockage to carry over to the next cycle, leading to a slightly more complex model.

Next, we make an assumption about the blocking of batches of vehicles during the first part of the green period. We take into account that (i) not all batches of vehicles at the head of the queue are potentially blocked (e.g. because only turning batches of vehicles can be blocked); that (ii) if a batch of vehicles is blocked, all vehicles behind it are blocked as well; that (iii) once a blockage occurs, it carries over to the next slot; and that (iv) blockages occur only in the combined event of having a right-turning batch at the head of the queue and pedestrians crossing the road.

Assumption 5.4 (Potential blocking of batches) A batch of vehicles, arriving at the head of the queue in time slot $i$, turns right with probability $p_{i}$. Independently, in time slot $j$, pedestrians cross the road with probability $q_{j}$, blocking right-turning traffic from the main road. As a consequence, whenever a new batch arrives at the head of the queue, this batch will be served in that particular time slot if (i) the batch goes straight ahead, or (ii) the batch turns right but there are no crossing pedestrians. Once a batch (of right-turning vehicles) is blocked, it will remain blocked until the next time slot when no pedestrians cross the road. Note that this will be time slot $g_{1}+1$ at the latest. If the batch at the head of the queue is blocked, it will also block all the other batches in the queue, including those that would go straight.

Remark 5.1 We make a couple of remarks on the values of the $p_{i}$. First, whether a batch of vehicles is a right-turning batch or not, in general does not depend on the slot in which the batch gets to the head of the queue. This would imply that $p_{i}=p$ (see, e.g., Example 5.2) and that we could drop the subscript i. However, we are able to let $p_{i}$ depend on the slot in the derivation of the formulas and opt to provide the general case where $p_{i}$ is allowed to depend on $i$.

Moreover, in the case that $m>1$, we will in practice often have that either $p_{i}=0$, as is the case in Figure 5.1( (a), or $p_{i}=1$, as is the case in Figure 5.1)(c). This is mainly due to the fact that all vehicles in a batch have to be treated similarly: the framework of the bFCTL queue does not allow for batches consisting of one right-turning vehicle that is blocked and one straight-going vehicle that is allowed
to depart because it is not blocked. I.e. a case with mixed traffic and multiple lanes, such as the shared right-turn lane example in Figure 5.1.(b) but with $m>1$, is not modeled by the bFCTL queue.

Remark 5.2 We would like to stress that the blockage of a batch of vehicles carries over to the next slot. E.g. if a vehicle is a right-turning vehicle in Figure 5.1(b) and is blocked, it is still at the head of the queue in the next slot. So, as soon as a blockage actually takes place, we are essentially in a different state of the system than in the case where there is no blockage: if there is a blockage in time slot $i$ then we are sure that there is a right-turning batch at the head of the queue in time slot $i+1$. This is why we have two mechanisms for the blocking: on the one hand we have the $p_{i}$ to check whether batches are right turning and on the other hand we have the pedestrians crossing in slot $i$ accounted for by the $q_{i}$.

We need one final assumption which is a slightly adapted version of the standard FCTL assumption. We require a slight change because of the potential blocking of vehicles during the first part of the green phase and because of the possibility that there is more than one delayed vehicle departing in a single slot during the green period because of the batch-service structure.

Assumption 5.5 (bFCTL assumption) We assume that any vehicle arriving during a slot where $m-1$ or less vehicles are in the queue, may depart from the queue immediately together with the $m-1$ or less delayed vehicles. There are two exceptions: (i) if this batch of $m-1$ or less vehicles is blocked or (ii) if the queue was empty and there is an arriving vehicle that gets blocked, then that vehicle gets blocked together with any arriving vehicles after that vehicle. In the former case, all arriving vehicles together with the delayed vehicles remain at the queue, whereas in the latter case, the first blocked vehicle is delayed and any arriving vehicles behind it (if any) are also delayed and blocked. For the latter case we restrict ourselves to the situation where the queue is empty: if the queue was not empty, then we assume that either all arriving vehicles in that slot are blocked and delayed (because the batch at the head of the queue is blocked) or that all arriving vehicles are allowed to depart along with the batch of delayed vehicles (because the batch at the head of the queue is not blocked).

Remark 5.3 The bFCTL assumption allows one to model a situation where arriving vehicles get blocked if the queue was already empty before the start of the slot. Although, in principle, one can use any distribution for the number of arriving vehicles that are blocked, there are only few logical choices in practice. For example, in the case of Figure 5.1(b), the number of (potentially) blocked vehicles that
arrive at the queue during slot $i$ would correspond to the number of vehicles counting from the first right-turning vehicle among all vehicles arriving in slot $i$ : these vehicles will be blocked if there is a crossing pedestrian in slot i. In Figure [5.1(c), any arriving vehicle is a turning vehicle. So, if there is a crossing pedestrian, all arriving vehicles in slot $i$ are blocked.

The combination of all the above assumptions enables us to view the process as a discrete-time Markov chain, which in turn allows us to obtain the PGF of the steady-state queue-length distribution of the bFCTL queue with multiple lanes. We derive this PGF implicitly by means of a recursion in the next section.

### 5.3 PGFs and performance measures for the bFCTL queue

In this section we provide the derivation of the steady-state queue-length distribution in terms of PGFs in Subsection 5.3.1, after which we turn to the most important performance measures in Subsection 5.3.2.

### 5.3.1 Derivation of the PGFs for the bFCTL queue

First, we need to introduce some further concepts and notation before we continue our quest to obtain the relevant PGFs of the queue-length distribution. We introduce two states, one corresponding to a situation where the queue is blocked and one where this is not the case, cf. Assumption 5.4 and Remark 5.2 , We denote the random variable of being in either of the two states with $S$ and $S$ takes the values $b$ (blocked) and $u$ (unblocked). By definition, blocked states only occur during the first part of the green period and if there are vehicles in the queue. We define $S$ to be equal to $u$ if the queue is empty. We denote the joint steady-state queue length (measured in number of vehicles) and the state $S$ at the end of slot $i=1, \ldots, g_{1}$ with the tuple ( $X_{i}, S$ ) and we denote its PGF with $X_{i, j}(z)$ where $i=1, \ldots, g_{1}$ and $j=u, b$. We note that $X_{i, b}(z)$ and $X_{i, u}(z)$ are partial generating functions: we e.g. have $X_{i, b}(z)=\mathbb{E}\left[z^{X_{i}} \mathbb{1}\{S=b\}\right]$, where $\mathbb{1}\{S=b\}=1$ if $S=b$ and 0 otherwise. For the slots $i=1, \ldots, c$ we denote the steady-state queue length with $X_{i}$ and its PGF with $X_{i}(z)$, so for $i=1, \ldots, g_{1}$ we have that $X_{i}(z)=X_{i, u}(z)+X_{i, b}(z)$.

We note that, as we are looking at the steady-state distribution of the number of vehicles in the queue, we need to require stability of the queueing model (i.e. on average there are fewer arrivals in a cycle than delayed vehicles departing
from queue during a cycle). We refrain from giving the stability condition in the general case because of its complicated expression. However, in Appendix 5.A, we present an algorithm to check whether the stability condition is satisfied.

We further denote with $Y_{i}$ the number of arrivals during slot $i$ and with $Y_{i, b}$ we denote the total number of arrivals of potentially blocked vehicles during slot $i$, see also Assumption 5.5. We denote their PGFs respectively with $Y_{i}(z)$ and $Y_{i, b}(z)$. Later in this subsection, we provide $Y_{i, b}(z)$ for several examples.

As a last remark, we note that we will refer to $X_{g_{1}+g_{2}}$, or alternatively $X_{g}$, as the overflow queue as this is the queue length at the end of the green period (similar to the overflow queue in the FCTL queue).

In the next part of this subsection, we provide the recursion between the $X_{i, j}(z), i=1, \ldots, g_{1}$ and $j=u, b$, and the $X_{i}(z), i=g_{1}+1, \ldots, c$. Afterwards, we wrap up with some technicalities that need to be overcome to obtain a full characterization of all the PGFs.

## Recursion for the $X_{i, j}(z)$

We start with the relation between $X_{1, b}(z)$ and $X_{c}(z)$. We distinguish several cases while making a transition from slot $c$ to a blocked state in slot 1 . We get

$$
\begin{align*}
X_{1, b}(z)= & p_{1} q_{1} \mathbb{E}\left[z^{X_{c}+Y_{1}} \mathbb{1}\left\{X_{c}>0\right\}\right]+q_{1} \mathbb{E}\left[z^{Y_{1, b}} \mathbb{1}\left\{X_{c}=0\right\} \mathbb{1}\left\{Y_{1, b}>0\right\}\right]+ \\
& \left.0 \cdot \mathbb{E} \mathbb{1}\left\{X_{c}=0\right\} \mathbb{1}\left\{Y_{1, b}=0\right\}\right]  \tag{5.1}\\
= & p_{1} q_{1} X_{c}(z) Y_{1}(z)+q_{1} \mathbb{P}\left(X_{c}=0\right)\left(Y_{1, b}(z)-Y_{1, b}(0)-p_{1} Y_{1}(z)\right) .
\end{align*}
$$

We explain this relation as follows: if the queue is nonempty at the end of slot $c$, we need both a right-turning batch of vehicles and a crossing pedestrian in slot 1 to get a blockage, which happens with probability $p_{1} q_{1}$. The queue length at the end of slot 1 is then $X_{c}+Y_{1}$. The second term can be understood as follows: if $X_{c}=0$, the queue at the end of slot $c$ is empty and then we get to a blocked state if there is a pedestrian crossing (which happens with probability $q_{1}$ ) and if $Y_{1, b}>0$, in which case the queue length is $Y_{1, b}$. Note that we further have that the case $X_{1, b}=0$ cannot occur (by definition) as indicated by the term on the second line of Equation (5.1).

Similarly, we derive $X_{1, u}(z)$ :

$$
\begin{align*}
X_{1, u}(z)= & \left(1-p_{1} q_{1}\right) \mathbb{E}\left[z^{\left.X_{c}+Y_{1}-m_{1}\left\{X_{c} \geq m\right\}\right]+\left(1-p_{1} q_{1}\right) \mathbb{E}\left[z^{0} \mathbb{1}\left\{1 \leq X_{c} \leq m-1\right\}\right]+}\right. \\
& \left(1-q_{1}\right) \mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{c}=0\right\}\right]+q_{1} \mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{c}=0\right\} \mathbb{1}\left\{Y_{1, b}=0\right\}\right]  \tag{5.2}\\
= & \left(1-p_{1} q_{1}\right) X_{c}(z) \frac{Y_{1}(z)}{z^{m}}+\left(1-p_{1} q_{1}\right) \sum_{l=1}^{m-1} \mathbb{P}\left(X_{c}=l\right)\left(1-\frac{Y_{1}(z)}{z^{m-l}}\right)+
\end{align*}
$$

$$
\mathbb{P}\left(X_{c}=0\right)\left(1-q_{1}+q_{1} Y_{1, b}(0)-\left(1-p_{1} q_{1}\right) \frac{Y_{1}(z)}{z^{m}}\right)
$$

This relation can be understood in the following way: first, if there are at least $m$ vehicles at the end of slot $c$ and if there is no blockage (which occurs with probability $1-p_{1} q_{1}$, i.e. the complement of a blockage occurring), then the queue length at the end of slot 1 is $X_{c}+Y_{1}-m$. Secondly, if there is at least 1 but at most $m-1$ vehicles at the end of slot $c$, we have an empty queue at the end of slot 1 if there is no blockage (which is the case with probability $1-p_{1} q_{1}$ ). Thirdly, if the queue is empty at the end of slot $c$, then the queue remains empty if there are no pedestrians crossing (occurring with probability $1-q_{1}$ ) or if there is a pedestrian crossing (occurring with probability $q_{1}$ ) while $Y_{1, b}=0$. This fully explains Equation (5.2).

In a similar way, we obtain the following relations for slots $i=2, \ldots, g_{1}$ :

$$
\begin{align*}
X_{i, b}(z)= & p_{i} q_{i} \mathbb{E}\left[z^{X_{i-1}+Y_{i}} \mathbb{1}\{S=u\}\right]+q_{i} \mathbb{E}\left[z^{X_{i-1}+Y_{i}} \mathbb{1}\{S=b\}\right]+ \\
& q_{i} \mathbb{E}\left[z^{Y_{i, b}} \mathbb{1}\left\{X_{i-1}=0\right\} \mathbb{1}\{S=u\} \mathbb{1}\left\{Y_{i, b}>0\right\}\right]  \tag{5.3}\\
= & p_{i} q_{i} X_{i-1, u}(z) Y_{i}(z)+q_{i} X_{i-1, b}(z) Y_{i}(z)+ \\
& q_{i} \mathbb{P}\left(X_{i-1}=0, S=u\right)\left(Y_{i, b}(z)-Y_{i, b}(0)-p_{i} Y_{i}(z)\right),
\end{align*}
$$

where we have to take both transitions from slot $i-1$ while being blocked (the case $S=b$ ) and not being blocked (the case $S=u$ ) into account, and

$$
\begin{align*}
X_{i, u}(z)= & \left(1-p_{i} q_{i}\right) \mathbb{E}\left[z^{X_{i-1}+Y_{i}-m} \mathbb{1}\left\{X_{i-1} \geq m\right\} \mathbb{1}\{S=u\}\right]+ \\
& \left(1-q_{i}\right) \mathbb{E}\left[z^{X_{i-1}+Y_{i}-m} \mathbb{1}\left\{X_{i-1} \geq m\right\} \mathbb{1}\{S=b\}\right]+ \\
& \left(1-p_{i} q_{i}\right) \mathbb{E}\left[z^{0} \mathbb{1}\left\{1 \leq X_{i-1} \leq m-1\right\} \mathbb{1}\{S=u\}\right]+ \\
& \left(1-q_{i}\right) \mathbb{E}\left[z^{0} \mathbb{1}\left\{1 \leq X_{i-1} \leq m-1\right\} \mathbb{1}\{S=b\}\right]+ \\
& \left(1-q_{i}\right) \mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{i-1}=0\right\} \mathbb{1}\{S=u\}\right]+ \\
& q_{i} \mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{i-1}=0\right\} \mathbb{1}\{S=u\} \mathbb{1}\left\{Y_{i-1, b}=0\right\}\right]  \tag{5.4}\\
= & \left(1-p_{i} q_{i}\right) X_{i-1, u}(z) \frac{Y_{i}(z)}{z^{m}}+\left(1-q_{i}\right) X_{i-1, b}(z) \frac{Y_{i}(z)}{z^{m}}+ \\
& \left(1-p_{i} q_{i}\right) \sum_{l=1}^{m-1} \mathbb{P}\left(X_{i-1}=l, S=u\right)\left(1-\frac{Y_{i}(z)}{z^{m-l}}\right)+ \\
& \left(1-q_{i}\right) \sum_{l=1}^{m-1} \mathbb{P}\left(X_{i-1}=l, S=b\right)\left(1-\frac{Y_{i}(z)}{z^{m-l}}\right)+ \\
& \mathbb{P}\left(X_{i-1}=0, S=u\right)\left(1-q_{i}+q_{i} Y_{i, b}(0)-\left(1-p_{i} q_{i}\right) \frac{Y_{i}(z)}{z^{m}}\right) .
\end{align*}
$$

In order to derive $X_{g_{1}+1}(z)$, we note that we need to take the cases into account where the queue was blocked or not during slot $g_{1}$. We then get

$$
\begin{align*}
X_{g_{1}+1}(z)= & \mathbb{E}\left[z^{X_{g_{1}}+Y_{g_{1}+1}-m} \mathbb{1}\left\{X_{g_{1}} \geq m\right\} \mathbb{1}\{S=u\}\right]+ \\
& \mathbb{E}\left[z^{X_{g_{1}}+Y_{g_{1}+1}-m} \mathbb{1}\left\{X_{g_{1}} \geq m\right\} \mathbb{1}\{S=b\}\right]+ \\
& \mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{g_{1}} \leq m-1\right\} \mathbb{1}\{S=u\}\right]+\mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{g_{1}} \leq m-1\right\} \mathbb{1}\{S=b\}\right] \\
= & \left(X_{g_{1}, u}(z)+X_{g_{1}, b}(z)\right) \frac{Y_{g_{1}+1}(z)}{z^{m}}+  \tag{5.5}\\
& \sum_{l=0}^{m-1} \mathbb{P}\left(X_{g_{1}}=l, S=u\right)\left(1-\frac{Y_{g_{1}+1}(z)}{z^{m-l}}\right)+ \\
& \sum_{l=1}^{m-1} \mathbb{P}\left(X_{g_{1}}=l, S=b\right)\left(1-\frac{Y_{g_{1}+1}(z)}{z^{m-l}}\right)
\end{align*}
$$

For $i=g_{1}+2, \ldots, g_{1}+g_{2}$, we obtain the following

$$
\begin{align*}
X_{i}(z) & =\mathbb{E}\left[z^{X_{i-1}+Y_{i}-m} \mathbb{1}\left\{X_{i-1} \geq m\right\}\right]+\mathbb{E}\left[z^{0} \mathbb{1}\left\{X_{i-1} \leq m-1\right\}\right] \\
& =X_{i-1}(z) \frac{Y_{i}(z)}{z^{m}}+\sum_{l=0}^{m-1} \mathbb{P}\left(X_{i-1}=l\right)\left(1-\frac{Y_{i}(z)}{z^{m-l}}\right) \tag{5.6}
\end{align*}
$$

while for slots $i=g_{1}+g_{2}+1, \ldots, c$ we get

$$
\begin{equation*}
X_{i}(z)=\mathbb{E}\left[z^{X_{i-1}+Y_{i}}\right]=X_{i-1}(z) Y_{i}(z) . \tag{5.7}
\end{equation*}
$$

The combination of all equations above, provides us with a recursion with which we can express $X_{g_{1}+g_{2}}(z)$ in terms of $Y_{i}(z), Y_{i, b}(z), \mathbb{P}\left(X_{i}=l, S=u\right)$ and $\mathbb{P}\left(X_{i}=l, S=b\right)$ for $i=1, \ldots, g_{1}$ and $l=0, \ldots, m-1$, and $\mathbb{P}\left(X_{i}=l\right)$ for $i=g_{1}+$ $1, \ldots, g_{1}+g_{2}-1, i=c$, and $l=0, \ldots, m-1$, with the following general form:

$$
\begin{equation*}
X_{g_{1}+g_{2}}(z)=\frac{X_{n}(z)}{X_{d}(z)}, \tag{5.8}
\end{equation*}
$$

with known $X_{n}(z)$ and $X_{d}(z)$. We refrain from giving $X_{n}(z)$ and $X_{d}(z)$ in the general case because of their complexity and only provide them under simplifying assumptions later in this subsection. The $Y_{i}(z)$ are known, but we still need to obtain the $Y_{i, b}(z)$, the $\mathbb{P}\left(X_{i}=l, S=u\right)$ and $\mathbb{P}\left(X_{i}=l, S=b\right)$ for $i=1, \ldots, g_{1}$ and $l=0, \ldots, m-1$, and the $\mathbb{P}\left(X_{i}=l\right)$ for $i=g_{1}+1, \ldots, g_{1}+g_{2}-1, i=c$, and $l=0, \ldots, m-1$. We start with the $Y_{i, b}(z)$ and then come back to the unknown probabilities.

The occurrence of the PGF $Y_{i, b}(z)$ directly relates to Assumption 5.5. As mentioned before in Remark 5.3, one could, a priori, use any positively distributed, discrete random variable. However, when we have a specific example in mind, there is usually one logical definition, see also Remark 5.4 below.

Remark 5.4 In general, we define $Y_{i, b}$ to be the random variable of the total number of arrivals of potentially blocked vehicles during slot i, cf. Assumption 5.5. In case $m=1$, such as in Figure 5.1(b), the interpretation of the $Y_{i, b}(z)$ is straightforward. We simply count the number of arriving vehicles starting from the first vehicle that is a turning vehicle. We get the following expression for $Y_{i, b}(z)$ :

$$
\begin{aligned}
Y_{i, b}(z) & =\sum_{k=0}^{\infty} \mathbb{P}\left(Y_{i, b}=k\right) z^{k} \\
& =\sum_{j=0}^{\infty} \mathbb{P}\left(Y_{i}=j\right)\left(1-p_{i}\right)^{j}+\sum_{k=1}^{\infty} \sum_{j=k}^{\infty} \mathbb{P}\left(Y_{i}=j\right)\left(1-p_{i}\right)^{j-k} p_{i} z^{k} \\
& =Y_{i}\left(1-p_{i}\right)+\sum_{j=1}^{\infty} p_{i} \mathbb{P}\left(Y_{i}=j\right)\left(1-p_{i}\right)^{j} \sum_{k=1}^{j}\left(\frac{z}{1-p_{i}}\right)^{k} \\
& =Y_{i}\left(1-p_{i}\right)+\sum_{j=1}^{\infty} p_{i} \mathbb{P}\left(Y_{i}=j\right)\left(1-p_{i}\right)^{j} z \frac{1-\left(\frac{z}{1-p_{i}}\right)^{j}}{1-p_{i}-z} \\
& =Y_{i}\left(1-p_{i}\right)+\frac{p_{i} z}{1-p_{i}-z} \sum_{j=1}^{\infty} \mathbb{P}\left(Y_{i}=j\right)\left(\left(1-p_{i}\right)^{j}-z^{j}\right) \\
& =Y_{i}\left(1-p_{i}\right)+\frac{p_{i} z}{1-p_{i}-z}\left(Y_{i}\left(1-p_{i}\right)-Y_{i}(z)\right),
\end{aligned}
$$

where in the second step we condition on the total number of arrivals and take into account how we can get to $k$ blocked vehicles; in the third step we interchange the order of the summation; and in the fourth step we compute a geometric series. The remainder is straightforward bookkeeping.

If $m>1$, the interpretation as above for the case $m=1$ is not necessarily meaningful. It is more difficult to compute the $Y_{i, b}$ in a logical and consistent way. This has to do with the fact that if $m>1$ we consider batches of vehicles that are either all blocked or not, whereas the $Y_{i, b}$ 's are about individual vehicles. As mentioned before in Remark 5.1, if $m>1$ we often have that either $p_{i}=0$ or $p_{i}=1$. If $p_{i}=0$, the general expression for $Y_{i, b}(z)$ reduces to:

$$
Y_{i, b}(z)=Y_{i}(1)+0 \cdot\left(Y_{i}(1)-Y_{i}(z)\right)=Y_{i}(1)=1,
$$

which makes sense as there are no turning vehicles in case $p_{i}=0$ and indeed $Y_{i, b}=0$ with probability 1. If $p_{i}=1$, we have that:

$$
Y_{i, b}(z)=Y_{i}(0)-\left(Y_{i}(0)-Y_{i}(z)\right)=Y_{i}(z)
$$

which is also logical: every arriving vehicle is a turning vehicle if $p_{i}=1$, so we have that $Y_{i, b}(z)=Y_{i}(z)$.

Except for the constants $\mathbb{P}\left(X_{i}=l, S=u\right)$ and $\mathbb{P}\left(X_{i}=l, S=b\right)$ for $i=1, \ldots, g_{1}$ and $l=0, \ldots, m-1$, and $\mathbb{P}\left(X_{i}=l\right)$ for $i=g_{1}+1, \ldots, g_{1}+g_{2}-1, i=c$, and $l=0, \ldots, m-1$, we are now done. We explain how to find the (so far) unknown constants in the next part of this subsection. We close this part with several special cases of the bFCTL queue and a couple of further remarks.

## Special cases of the bFCTL queue

We study several special cases of the bFCTL queue, e.g. cases where the $b F C T L$ queue reduces to the FCTL queue.

If $q_{i}=1$, an explicit expression for the PGF of the distribution of the overflow queue can be written down relatively easily. When it is further assumed, for the ease of exposition, that all $p_{i}=p, Y_{i} \stackrel{d}{=} Y, Y_{i, b} \stackrel{d}{=} Y_{b}$ and $m=1$, the following expression for $X_{g_{1}+g_{2}}(z)$ is obtained:

$$
\begin{equation*}
X_{g_{1}+g_{2}}(z)=\frac{X_{n}(z)}{X_{d}(z)}, \tag{5.9}
\end{equation*}
$$

with

$$
\begin{align*}
& X_{n}(z)=z^{g_{1}+g_{2}} \sum_{i=0}^{g_{2}-1}\left(\frac{Y(z)}{z}\right)^{g_{2}-i-1}\left(1-\frac{Y(z)}{z}\right) \mathbb{P}\left(X_{g_{1}+i}=0\right)+z^{g_{1}} Y(z)^{g_{2}} . \\
& \sum_{i=0}^{g_{1}-1}\left\{\mathbb { P } ( X _ { i } = 0 , S = u ) \left[\left(Y_{b}(0)-(1-p) \frac{Y(z)}{z}\right)\left((1-p) \frac{Y(z)}{z}\right)^{g_{1}-i-1}+\right.\right. \\
& \left.\quad\left(Y_{b}(z)-Y_{b}(0)-p Y(z)\right) Y(z)^{g_{1}-i-1}\right]+p Y(z)^{g_{1}-i} . \\
& \left.\quad \sum_{j=0}^{i-1} \mathbb{P}\left(X_{j}=0, S=u\right)\left(Y_{b}(0)-(1-p) \frac{Y(z)}{z}\right)\left((1-p) \frac{Y(z)}{z}\right)^{i-j-1}\right\}, \tag{5.10}
\end{align*}
$$

where $\mathbb{P}\left(X_{0}=0, S=u\right)$ is to be interpreted as $\mathbb{P}\left(X_{c}=0\right)$, and

$$
\begin{equation*}
X_{d}(z)=z^{g_{1}+g_{2}}-\left((1-p)^{g_{1}}+p z^{g_{1}} \sum_{i=0}^{g_{1}-1}\left(\frac{1-p}{z}\right)^{i}\right) Y(z)^{c} . \tag{5.11}
\end{equation*}
$$

The reason that we provide an explicit formula for this particular case is that this formula is significantly easier than the formula in the case where $q_{i}<1$ for one or more $i=1, \ldots, g_{1}$. The stability condition (cf. Algorithm 5.1 in Appendix 5.A) for this example is relatively easy to derive and reads as follows:

$$
\begin{cases}\mu c<g_{1}+g_{2}, & \text { if } p=0 \\ \mu c<g_{2}, & \text { if } p=1 \\ \mu c<g_{2}+\left(1-(1-p)^{g_{1}}\right) \frac{1-p}{p}, & \text { otherwise }\end{cases}
$$

where $\mu$ is the mean arrival rate per slot, i.e. $\mu=\mathbb{E}[Y]$. This can be understood as follows: if $p=0$ there are no turning vehicles and we obtain the regular FCTL queue with green period $g_{1}+g_{2}$. If $p=1$ all vehicles are turning vehicles and there are no departures during the first part of the green period because $q_{i}=1$, so we obtain the FCTL queue with green period $g_{2}$. The other case can be understood as follows: on the left-hand side we have the average number of arrivals per cycle whereas on the right-hand side we have the average number of slots available for delayed vehicles to depart. Indeed, on the right-hand side we have $g_{2}$, the number of green slots during the second part of the green period which are all available for vehicles to depart, and the number of green slots available for departures during the first green period:

$$
\sum_{i=1}^{g_{1}}(1-p)^{i}=\left(1-(1-p)^{g_{1}}\right) \frac{1-p}{p} .
$$

If $p_{i}=0$ for all $i$, i.e. there are no blockages occurring at all (regardless of the $q_{i}$ ), the FCTL queue with multiple lanes (with green period $\left.g=g_{1}+g_{2}\right)$ is obtained. Note that we do not have to include the state $S$, because there are no blockages of batches of vehicles. The established recursion reduces to the recursion as in Subsection 1.3.1 if $m=1$ and therefore the steady-state distributions and the PGFs coincide. This can e.g. be observed when putting $p_{i}=0$ and $m=1$ in Equations (5.9),
(5.10), and (5.11). The expression for $X_{g_{1}+g_{2}}(z)$ or, alternatively, $X_{g}(z)$ is (after rewriting):

$$
\begin{equation*}
X_{g}(z)=\frac{(z-Y(z)) z^{g-1} \sum_{i=0}^{g-1} \mathbb{P}\left(X_{i}=0\right)\left(\frac{Y(z)}{z}\right)^{g-i-1}}{z^{g}-Y(z)^{c}} \tag{5.12}
\end{equation*}
$$

where $\mathbb{P}\left(X_{0}=0\right)$ is to be interpreted as $\mathbb{P}\left(X_{c}=0\right)$. For general $m$, we have the following formula:

$$
\begin{equation*}
X_{g}(z)=\frac{z^{m g} \sum_{i=0}^{g-1} \sum_{l=0}^{m-1} \mathbb{P}\left(X_{i}=l\right)\left(1-\frac{Y(z)}{z^{m-l}}\right)\left(\frac{Y(z)}{z}\right)^{g-i-1}}{z^{m g}-Y(z)^{c}}, \tag{5.13}
\end{equation*}
$$

where the $\mathbb{P}\left(X_{0}=l\right), l=0, \ldots, m-1$, are to be interpreted as $\mathbb{P}\left(X_{c}=l\right)$. The stability condition for this case can be verified to be

$$
\mu c<m g
$$

which is in accordance with Algorithm 5.1 described in Appendix 5.A.
It can also be verified that the bFCTL queue reduces to the regular FCTL queue with green time $g=g_{2}$ and red time $r+g_{1}$, if $p_{i}=1$ and $q_{i}=1$.

Remark 5.5 For the FCTL queue with a single lane and no blockages (i.e. $p_{i}=0$ or $p_{i}=1$ and $q_{i}=1$ ) there is an alternative characterization of the PGF in terms of a complex contour integral, see Chapter 2 It remains an open question whether such a contour-integral representation exists for the bFCTL with multiple lanes, as the polynomial structure in terms of $Y(z) / z$ as present in Equation (5.12) is not present in the general bFCTL queue. This feature of the FCTL queue seems essential to obtain a contour-integral expression as is done in Chapter 2

Remark 5.6 In Chapter 2, a decomposition result is presented in Theorem 2.2 It shows that several related queueing processes can in fact be decomposed in the independent sum of the FCTL queue and some other queueing process. It is likely that the bFCTL queue with multiple lanes allows for some of those generalizations as well (for more details on those models see Subsection 2.3.2). We mention randomness in the green and red time distributions as a relevant potential extension.

## Finding the unknowns in $X_{g_{1}+g_{2}}(z)$

As mentioned before, we still need to find several unknowns before the expression for $X_{g_{1}+g_{2}}(z)$ is complete. How this is done for the standard FCTL model, is explained in Subsection 1.3.1. The standard framework for the FCTL queue as described before is also applicable to the bFCTL queue with multiple lanes with some minor differences. Although we are dealing with more complex formulas, the key ideas are identical. We have $m\left(g_{1}+g_{2}\right)+(m-1) g_{1}$ unknowns in the numerator $X_{n}(z)$ of $X_{g_{1}+g_{2}}(z)$ in Equation (5.8) and we have $m\left(g_{1}+g_{2}\right)$ roots with $|z| \leq 1$ for the denominator $X_{d}(z)$ of $X_{g_{1}+g_{2}}(z)$, assuming stability of the queueing model. For more details on how to compute the stability condition, we refer the reader to Appendix 5.A. An application of Rouché's theorem, see e.g. [6], shows that $X_{d}(z)$ indeed has $m\left(g_{1}+g_{2}\right)$ roots on or within the unit circle assuming stability. One root is $z=1$, which leads to a trivial equation and as a substitute for this root, we put in the additional requirement that $X_{g_{1}+g_{2}}(1)=1$. The remaining $(m-1) g_{1}$ equations are implicitly given in Equations (5.1) and (5.3). We give them here separately for completeness. We have for $k=1, \ldots, m-1$

$$
\mathbb{P}\left(X_{1}=k, S=b\right)=p_{1} q_{1} \sum_{l=1}^{k} \mathbb{P}\left(X_{c}=l\right) \mathbb{P}\left(Y_{1}=k-l\right)+q_{1} \mathbb{P}\left(X_{c}=0\right) \mathbb{P}\left(Y_{1, b}=k\right),
$$

and for $i=2, \ldots, g_{1}$ and $k=1, \ldots, m-1$

$$
\begin{aligned}
\mathbb{P}\left(X_{i}=k, S=b\right)= & \sum_{l=1}^{k}\left\{p_{i} q_{i} \mathbb{P}\left(X_{i-1}=l, S=u\right)+q_{i} \mathbb{P}\left(X_{i-1}=l, S=b\right)\right\} \mathbb{P}\left(Y_{i}=k-l\right) \\
& +q_{i} \mathbb{P}\left(X_{i-1}=0, S=u\right) \mathbb{P}\left(Y_{i, b}=k\right),
\end{aligned}
$$

which provides us with the $(m-1) g_{1}$ additional equations. In total, we obtain a set of $m\left(g_{1}+g_{2}\right)+(m-1) g_{1}$ linear equations with $m\left(g_{1}+g_{2}\right)+(m-1) g_{1}$ unknowns, which we can solve to find the unknown $\mathbb{P}\left(X_{i}=l, S=u\right)$, for $i=1, \ldots, g_{1}$ and $l=$ $0, \ldots, m-1$, the unknown $\mathbb{P}\left(X_{i}=l, S=b\right)$, for $i=1, \ldots, g_{1}$ and $l=1, \ldots, m-1$, and the unknown $\mathbb{P}\left(X_{i}=l\right)$, for $i=g_{1}+1, \ldots, g_{1}+g_{2}-1, i=c$, and $l=0, \ldots, m-1$. Due to the complicated structure of our formulas, we do not obtain a similar, easy-to-compute Vandermonde system as for the standard FCTL queue (see [206]), but a linear solver is in general able to find the unknowns (we did not encounter any numerical issues/problems in the examples that we studied).

There are several ways to obtain the roots of $X_{d}(z)$ in Equation (5.8). Because those roots are subsequently used in solving a system of linear equations, we need to find the required roots with a sufficiently high precision, certainly if
$m\left(g_{1}+g_{2}\right)+(m-1) g_{1}$ is large. In some cases, Mathematica [221] is able to find the roots analytically (using the function Solve), e.g. in case the number of arrivals per slot has a Poisson or geometric distribution. In other cases, one could use the function NSolve in Mathematica, which is able to compute roots with any precision. There are several alternatives to using functions of Mathematica: such root-finding procedures have in fact attracted quite some attention in the research on similar queueing models. We also discussed an algorithm to find roots of certain equations, see Algorithm 2.1 described in Appendix 2.A, while two other methods, one based on a Fourier series representation and one based on a fixed point iteration, are described in [98].

### 5.3.2 Performance measures

Now that we have a complete characterization of $X_{g_{1}+g_{2}}(z)$, we can find the PGFs of the queue-length distribution at the end of the other slots by employing Equations (5.1) up to (5.7). This basically implies that we can find any type of performance measure related to the queue-length distribution. As an example we find the PGF of the queue-length distribution at the end of an arbitrary slot. We denote this PGF with $X(z)$ and obtain the following expression:

$$
X(z)=\frac{1}{c} \sum_{i=1}^{c} X_{i}(z) .
$$

Another important performance measure is the delay distribution. The mean of the delay distribution, $\mathbb{E}[D]$, can easily be derived from the mean queue length at the end of an arbitrary slot by means of Little's law with a time-varying arrival rate (for a proof of Little's law in this setting see e.g. [180]):

$$
\mathbb{E}[D]=\frac{X^{\prime}(1)}{\frac{1}{c} \sum_{i=1}^{c} Y_{i}^{\prime}(1)} .
$$

The PGF of the delay distribution can be derived (as is done for the FCTL queue in [206]), but such a derivation is more difficult. In the regular FCTL queue, the number of slots an arriving car has to wait is deterministic when conditioned on the number of cars in the queue and the time slot in which the car arrives. This is not the case for the bFCTL queue as the occurrence of blockages is random. By proper conditioning on the various blocked slots and queue lengths, one should be able to directly obtain the delay distribution from the distribution of the queue length. We do not pursue this here.

If we want to obtain probabilities and moments from a PGF, we need to differentiate the PGF and respectively put $z=0$ or $z=1$. In our experience, this has not proven to be a problem. However, differentiation might become prohibitive in various settings, e.g. when $m\left(g_{1}+g_{2}\right)+(m-1) g_{1}$ becomes large or if we want to obtain tail probabilities. There are ways to circumvent such problems. If we are pursuing probabilities and do not want to rely on differentiation, we might use the algorithm developed by Abate and Whitt in [2] to numerically obtain probabilities from a PGF. For obtaining moments of random variables from a PGF, an algorithm was developed in [51] which finds the first $N$ moments of a PGF numerically. Essentially, this shows that, from the PGF, we can obtain any type of quantity related to the steady-state distribution of the queue length, in the form of a numerical approximation.

### 5.4 Examples

We investigate the influence of several parameters on the performance measures. We consider performance measures like the mean and variance of the steady-state queue-length distribution, both at specific moments and at the end of an arbitrary slot, the mean delay, and several interesting queue-length probabilities. We start with studying the influence of the $p_{i}$ and $q_{i}$ in Subsection 5.4.1. In Subsection 5.4.2, we compare the case of turning and straight-going traffic on a single lane, as present in the bFCTL queue where blockages of all vehicles might occur, and cases where we have dedicated lanes for the right-turning and straight-going traffic where only turning vehicles are blocked. Note that we will consider each lane separately in those examples. Afterwards, we investigate the bFCTL queue with multiple lanes without any blockages, so we study a direct extension of the regular FCTL queue to a model with multiple lanes. We do this in Subsection 5.4.3.

### 5.4.1 The bFCTL queue with turning vehicles and pedestrians

In this subsection, we study the bFCTL queue with a single lane, so $m=1$. The setting in this subsection is as depicted in Figure 5.1(b). We mainly focus on the distribution of $X_{g_{1}+g_{2}}$, the overflow queue, as this is the distribution from which some interesting performance measures can be derived. This distribution reflects the probability distribution of the queue size at the moment that the green light switches to a red light. We also briefly consider some other performance measures.

## Influence of the number of turning vehicles

First, we vary the fraction of right-turning vehicles $p_{i}$ and study its influence on $X_{g_{1}+g_{2}}$. We choose the $p_{i}$ to be the same for each $i$, so we have $p_{i}=p$, and we vary $p$. We choose the value of the $q_{i}=q$ to be 1 , so there are always pedestrians on the pedestrian crossing during the first part of the green period with length $g_{1}$. In this way, we can effectuate the influence of the fraction of turning vehicles on the performance measures. Further, we choose $g_{1}$ to be either 2 or 10 and we choose $g_{2}=r=2 g_{1}$. The arrival process is taken to be Poisson with mean 0.395. We display results for $\mathbb{P}\left(X_{g_{1}+g_{2}} \leq j\right)$ for $j=0, \ldots, 10$ in Figure 5.3 .


Figure 5.3: Cumulative Distribution Function (CDF) of the overflow queue for various values of $p_{i}=p, q_{i}=q=1$, and Poisson arrivals with mean 0.395 . In (a) we have $g_{2}=r=2 g_{1}=4$ and in (b) we have $g_{2}=r=2 g_{1}=20$.

As can be observed from Figure 5.3, the fraction of turning vehicles may dramatically influence the number of queueing vehicles. There is virtually no queue at the end of the green period when there are no turning vehicles ( $p=0$ ), whereas in more than $70 \%$ of the cases there is a queue of at least 10 vehicles at the end of the green period when all vehicles are turning vehicles $(p=1)$. The blockages of the turning vehicles in the latter case effectively reduce the green period by a factor $1 / 3$ in our examples (as $q=1$ ), which causes the huge difference in performance. We note that the distribution of $X_{g_{1}+g_{2}}$ coincides with the overflow queue distribution in the FCTL queue when $p=0$ (when we take $g_{1}+g_{2}$ as the green period and $r$ as the red period in the FCTL queue) and when $p=1$ and $q=1$ (with $g_{2}$ the green period and $r+g_{1}$ the red period).

When comparing Figures 5.3 (a) and 5.3 (b), we see that the influence of $p$ is not uniform across the two examples. In case $p=0$ or $p=1$, the probability of a large overflow queue is larger for the case where $g_{1}=2$. This might be clarified by noting that a larger cycle reduces the amount of within-cycle variance which
reduces the probabilities of a large queue length. If $0<p<1$ this does not seem to be the case. This might be due to the fact that a relatively big part of the first green period is eaten away by turning vehicles that are blocked when $g_{1}=10$. For example, when $p>0$ and the first vehicle is a turning vehicle, immediately the entire period $g_{1}$ is wasted because $q=1$. This is of course also the case when $g_{1}=2$, but the blockage is resolved sooner and during the second part of the green period the blocked vehicle may depart relatively soon in comparison with the case where $g_{1}=10$.


Figure 5.4: In (a) $\mathbb{P}\left(X_{i}=0\right)$ for slot number $i=1, \ldots, 10$ is displayed for two different values of $p_{i}$, where orange corresponds to $p_{i}=p=0$ and blue to $p_{i}=p=0.6$, with $2 g_{1}=g_{2}=r=4, q_{i}=q=1$, and with Poisson arrivals with mean 0.395. In (b) the same two examples are studied, but the mean queue length $\mathbb{E}\left[X_{i}\right]$ at the end of slot $i$ is shown.

In Figure5.4(a), we see the probability of an empty queue after slot $i$, where $i=1,2, \ldots, c$, for two different values of $p$. For the case $p=0$ (in orange) we have a monotone increasing sequence of probabilities during the green period as one would expect: this setup corresponds to a regular FCTL queue and once the queue empties during the green period, it stays empty. We see that for the case $p=0.6$ (in blue) the probabilities of an empty queue after slot $i$ are much lower (as there are more turning vehicles which might be blocked and hence cause the queue to be non-empty). In fact, the probability of an empty queue even decreases when going from slot 2 to slot 3 . This can be clarified by the fact that the queue might start building again even when the queue is (almost) empty: e.g. if the queue is empty during the first green period and there is an arrival of a turning vehicle, that vehicle will be blocked as $q=1$ in which case the queue is no longer empty.

The same type of behavior is reflected in the mean queue length at the end of a slot, as can be observed in Figure 5.4(b). Even though the green period already started, the queue in the example with $p=0.6$ still grows (in expected value) during the first part of the green period. This is caused by the fact that vehicles might be blocked, which demonstrates the possibly severe impact of blocked vehicles on the performance of the system.

## Influence of the pedestrians

Secondly, we investigate the influence of the presence of pedestrians by studying various values for the $q_{i}$. A high value of the $q_{i}$ corresponds to a high density of pedestrians as $q_{i}$ corresponds to the probability that a turning vehicle is not allowed to depart during the first green period. Conversely, a low value of the $q_{i}$ corresponds to a low density of pedestrians and a relatively high probability of a turning vehicle departing during the first green period. We choose $p_{i}=$ $p=0.5$ and take $g_{1}=g_{2}=r=10$. We take Poisson arrivals with mean 0.36. We study one set of examples where the $q_{i}$ are constant over the various slots, see Figure 5.5 (a). We also study the influence of the dependence of the $q_{i}$ on $i$ by investigating two cases with all parameters as before in Figure 5.5(b). In one case we take $q_{i}=0.5$ for all $i$, but in the other case we take $q_{i}=1-(i-1) / g_{1}$. The latter case reflects a decreasing number of pedestrians blocking the turning flow of vehicles during the first part of the green period.

We note that it is important to get the right $q_{i}$ if one wants to investigate the queue-length distribution in front of the traffic light, as the $q_{i}$ have an impact on the performance measures. In Figure 5.5(a), we clearly see that the more pedestrians, the longer the queue length at the end of the green period is. Indeed, if there are more pedestrians, there are relatively many blockages of vehicles which subsequently causes the queue to be relatively large.

Moreover, it is important to capture the dependence of the $q_{i}$ on the slot $i$ in the right way, see Figure 5.5(b). Even though, on average over all slots, the mean number of pedestrians present is similar in the two cases, we see a clear difference between the two examples. In the case with decreasing $q_{i}$ (in blue), we see an initial increase of the mean queue length during the first green slots of the cycle, caused by a relatively large fraction of turning vehicles ( $p=0.5$ ) and a high value of $q_{i}$. This is not the case in the other example where $q_{i}=0.5$ for all $i$. After some slots of the first green period, the decrease in the mean queue length is quicker for the example where the $q_{i}$ decrease when $i$ increases, which can (at least partly) be explained by the decreasing $q_{i}$. There might thus be an influence of the $q_{i}$ when focusing on the first part of the green period. During


Figure 5.5: In (a) the CDF of the overflow queue is displayed for various values of the $q_{i}$ with all $q_{i}=q$ the same, $p_{i}=p=0.5$, Poisson arrivals with mean 0.36 , and $g_{1}=g_{2}=r=$ 10. In (b) the $\mathbb{E}\left[X_{i}\right]$ are compared for slot number $i=1, \ldots, 30$ with in orange $q_{i}=0.5$ and in blue $q_{i}=1-(i-1) / g_{1}$ for $i=1, \ldots, g_{1}$. Further, it is assumed that $p_{i}=p=0.5$, that the number of arrivals in each slot follows a Poisson distribution with mean 0.36 , and that $g_{1}=g_{2}=r=10$.
the remaining part of the cycle, the queue in front of the traffic light behaves more or less the same in both examples and even the mean overflow queue, $\mathbb{E}\left[X_{g_{1}+g_{2}}\right]$, is not that much different for the two examples. This implies, as can also be observed in Figure 5.5(b), that the mean queue length during the red period is comparable as well for our setting. This does not hold for the mean queue length at the end of an arbitrary slot and the mean delay, because of the differences in the queue length during the first part of the green period.

### 5.4.2 Shared right-turn lanes and dedicated lanes

We continue with a study of several numerical examples that focus on the differences between shared right-turn lanes and dedicated lanes for turning traffic. We do so in order to provide relevant insights in the benefit of splitting the vehicles in different streams. Firstly, we study the difference between a single shared right-turn lane (as visualized in Figure 5.6(a)) and a case where the straight-going and turning vehicles are spread over two different lanes. In the latter case, we thus have two lanes, one for the straight-going traffic and one for the turning traffic (as visualized in Figure 5.6 (b)) which we can analyze as two separate bFCTL queues.

Secondly, we compare two two-lane settings. The first is visualized in Fig-


Figure 5.6: The various lane configurations considered in Subsection 5.4.2 In (a) we have a single lane with a shared right-turn lane. In (b) we have two dedicated lanes: one for straight-going vehicles and one for right-turning traffic, whereas in (c) we have a two-lane setup with one lane for straight-going vehicles only and a shared right turn.
ure 5.6(b), while the other is a two-lane scenario where one lane is a dedicated lane for straight-going traffic and the other is a shared right-turn lane as depicted in Figure5.6(c). We thus allow for straight-going traffic to mix with the right-turning vehicles in the latter case. We do so in order to make sure that the shared right-turn lane together with the lane for vehicles heading straight has the same capacity as the two lanes where the two streams of vehicles are split (as opposed to the first example in this subsection, where there is a difference in capacity between the two cases). In both two-lane scenarios we, again, analyze the two lanes as two separate bFCTL queues.

## One lane for the shared right-turn

We start with comparing the traffic performance of a single shared right-turn lane as in Figure 5.6(a), case (1), and a two-lane scenario where the turning vehicles and the straight-going vehicles are split as in Figure 5.6(b), case (2). We refer in the latter case to the lane which has right-turning vehicles as lane 1 and to the other lane we refer as lane 2 . We assume that the arrival process
is Poisson and that the arrival rate of turning vehicles, $\mu_{1}$, and straight-going vehicles, $\mu_{2}$, are the same in both cases. The total arrival rate of vehicles is $\mu=\mu_{1}+\mu_{2}$ in case (1). We choose $p_{i}=0.3$ for the shared right-turn lane, whereas in the two-lane case we have $p_{i}=1$ for lane 1 and $p_{i}=0$ for lane 2 and arrival rates $\mu_{1}=0.3 \mu$ at lane 1 and $\mu_{2}=0.7 \mu$ at lane 2 . Further, we choose $q_{i}=1$, $g_{1}=8, g_{2}=20$, and $r=20$. We compute the mean queue length at the end of an arbitrary time slot for both lanes in case (2), denoted with $\mathbb{E}\left[X^{(i)}\right]$ for lane $i$, and the total mean queue length at the end of an arbitrary time slot, denoted with $\mathbb{E}\left[X^{t}\right]$, and which equals $\mathbb{E}\left[X^{(1)}\right]+\mathbb{E}\left[X^{(2)}\right]$. For case (1) we denote the mean queue length at the end of an arbitrary time slot with $\mathbb{E}\left[X^{t}\right]$. The delay of an arbitrary car is denoted with $\mathbb{E}[D]$ for both cases (1) and (2). We study various values of $\mu$ in Table 5.1.

Table 5.1: The total Poisson arrival rate, $\mu$, the mean queue length at the end of an arbitrary time slot, $\mathbb{E}\left[X^{t}\right]$, and the mean delay, $\mathbb{E}[D]$, for case (1), and for case (2) the mean queue length at the end of an arbitrary time slot at lanes 1 and $2, \mathbb{E}\left[X^{(1)}\right]$ and $\mathbb{E}\left[X^{(2)}\right]$ respectively, the total mean queue length at the end of an arbitrary time slot, $\mathbb{E}\left[X^{t}\right]$, and the mean delay of an arbitrary car, $\mathbb{E}[D]$.

|  | Case (1) |  | Case (2) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}[D]$ | $\mathbb{E}\left[X^{(1)}\right]$ | $\mathbb{E}\left[X^{(2)}\right]$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}[D]$ |
| 0.08 | 0.542 | 6.771 | 0.208 | 0.260 | 0.468 | 5.855 |
| 0.16 | 1.262 | 7.889 | 0.427 | 0.555 | 0.982 | 6.140 |
| 0.24 | 2.179 | 9.080 | 0.658 | 0.892 | 1.550 | 6.458 |
| 0.32 | 3.451 | 10.79 | 0.902 | 1.280 | 2.182 | 6.818 |
| 0.40 | 6.496 | 16.23 | 1.159 | 1.733 | 2.892 | 7.230 |

In Table 5.1, we can clearly see that the total mean queue length at the two lanes in case (2) is lower than the mean queue length at the single lane in case (1). This makes sense from various points of view: in case (2), we have twice as much capacity as in case (1), so we would expect a smaller total mean queue length in case (2). Moreover, in case (1), it might happen that straight-going vehicles are blocked. Such blockages cannot occur in case (2), as all turning traffic is on lane 1 and all vehicles that go straight are on lane 2. These two reasons are the main drivers for the performance difference between cases (1) and (2). From the point of view of the traffic performance, it thus makes sense to split the traffic on a shared right-turn lane into two separate streams of vehicles on two lanes. Note that this holds while assuming that the capacity for the two
separate lanes is twice as large as for the single-lane case. We observe similar results when looking at the mean delay and comparing cases (1) and (2).

## Two lanes for the shared right-turn

Now we turn to an example where we still have two dedicated lanes as in case (2) of the previous example, one for turning traffic and one for straight-going traffic, see Figure 5.6(b), but we compare it with a two-lane example where the vehicles mix, see Figure 5.6(c). All turning vehicles will be on lane 1, but we also allow some straight-going traffic to be present on lane 1 too. Lane 1 is thus a shared right-turn lane. On lane 2, we only have vehicles that are heading straight. In order to make a comparison that is as fair as possible we assume the following: the total arrival rate and the fraction of turning vehicles are the same.

We assume that the probability that an arbitrary vehicle is a turning vehicle is 0.3 and we vary the total Poisson arrival rate $\mu$ to study the influence of the strict splitting of the turning vehicles. In case (1), we thus have an arrival rate at the right-turning lane that satisfies $\mu_{1}=0.3 \mu$, whereas on the other lane we have an arrival rate $\mu_{2}=0.7 \mu$. At lane 1 we have $p_{i}=1$ and at lane 2 we have $p_{i}=0$. In case (2) we distinguish between two subcases. In subcase (2a) we assume that the total arrival rate at both lanes is the same and thus $\mu_{1}=\mu_{2}=0.5 \mu$. In subcase (2b), we assume that the arrival rate is split in the ratio $2: 3$, so $\mu_{1}=0.4 \mu$ and $\mu_{2}=0.6 \mu$. This implies that in subcase (2a) we choose $p_{i}=0.6$ (the fraction of turning vehicles is then $p \mu_{1}=0.6 \cdot 0.5 \mu=0.3 \mu$ ) and in subcase ( 2 b ) we choose $p_{i}=0.75$ (the fraction of turning vehicles is then $p \mu_{1}=0.75 \cdot 0.4 \mu=0.3 \mu$ ), to make sure that we match the number of turning vehicles in case (1). Further, we choose $q_{i}=1, g_{1}=8, g_{2}=16$, and $r=16$. Then, we study the mean queue length at the end of an arbitrary time slot of both lanes, $\mathbb{E}\left[X^{(1)}\right]$ and $\mathbb{E}\left[X^{(2)}\right]$, and the total average mean queue length at the end of an arbitrary time slot, denoted with $\mathbb{E}\left[X^{t}\right]$. We obtain Table 5.2 .

In Table 5.2, we see only small differences in the total mean queue lengths at the end of an arbitrary time slot for low arrival rates. At both lanes, there are few vehicles in the queue. This is different for the examples in Table 5.2 with a higher arrival rate. In all examples for case (1) we see that the mean queue length at lane 2 , the straight-going traffic lane, is higher than for lane 1 . This is due to the relatively high fraction of vehicles that have to use lane 2 due to the strict splitting between turning and straight-going vehicles. In some sense, lane 1 , which only has turning vehicles, has overcapacity that cannot be used for the busier lane 2 with only straight-going traffic. This is different for the other two

Table 5.2: The total Poisson arrival rate, $\mu$, the mean queue length at the end of an arbitrary time slot at lanes 1 and $2, \mathbb{E}\left[X^{(1)}\right]$ and $\mathbb{E}\left[X^{(2)}\right]$, and the total mean queue length at the end of an arbitrary time slot, $\mathbb{E}\left[X^{t}\right]$, for cases (1), (2a) and (2b).

|  | Case (1) |  |  | Case (2a) |  |  | Case (2b) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mu$ | $\mathbb{E}\left[X^{(1)}\right]$ | $\mathbb{E}\left[X^{(2)}\right]$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}\left[X^{(1)}\right]$ | $\mathbb{E}\left[X^{(2)}\right]$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}\left[X^{(1)}\right]$ | $\mathbb{E}\left[X^{(2)}\right]$ | $\mathbb{E}\left[X^{t}\right]$ |
| 0.08 | 0.185 | 0.202 | 0.387 | 0.258 | 0.142 | 0.400 | 0.221 | 0.172 | 0.393 |
| 0.16 | 0.379 | 0.432 | 0.811 | 0.558 | 0.297 | 0.855 | 0.467 | 0.363 | 0.831 |
| 0.24 | 0.584 | 0.695 | 1.278 | 0.899 | 0.467 | 1.367 | 0.738 | 0.578 | 1.315 |
| 0.32 | 0.800 | 0.998 | 1.798 | 1.281 | 0.655 | 1.936 | 1.033 | 0.819 | 1.852 |
| 0.40 | 1.028 | 1.353 | 2.381 | 1.711 | 0.863 | 2.573 | 1.353 | 1.094 | 2.447 |
| 0.48 | 1.270 | 1.775 | 3.045 | 2.206 | 1.094 | 3.299 | 1.704 | 1.408 | 3.113 |
| 0.56 | 1.527 | 2.301 | 3.829 | 2.821 | 1.353 | 4.173 | 2.094 | 1.775 | 3.869 |
| 0.64 | 1.802 | 3.037 | 4.839 | 3.718 | 1.646 | 5.364 | 2.546 | 2.217 | 4.763 |
| 0.72 | 2.100 | 4.366 | 6.465 | 5.541 | 1.984 | 7.525 | 3.112 | 2.793 | 5.905 |
| 0.80 | 2.430 | 8.878 | 11.31 | 15.13 | 2.390 | 17.52 | 3.928 | 3.669 | 7.597 |

cases, where the traffic is split more evenly across the two lanes. As one would expect, the longest queue in subcase (2a) is present at lane 1 , as the arrival rate at both lanes is the same and because vehicles are only blocked at lane 1 , the shared right-turn lane. This points towards another potential improvement and this is found in subcase (2b) where we balance the arrival rate differently, which leads to a more economic use of both lanes and, hence, also the best performance in this example when looking at $\mathbb{E}\left[X^{t}\right]$.

The results in Tables 5.1 and 5.2 might seem conflicting at a first glance, but they are not. In the case of a single, shared right-turn lane as in Table 5.1, we see a higher mean queue length than for the two dedicated lanes case in Table 5.1. This is the other way around in Table 5.2 (considering case (2b)). This is mainly explained by the fact that in case (2b) in Table 5.2 , we have two lanes and thus twice as much capacity as in case (1) in Table 5.1. This is one of the main factors in the explanation of the differences in the mean performance between the examples studied in Tables 5.1 and 5.2 .

The two examples in this subsection tell us that a separate or dedicated lane for turning traffic does not necessarily improve the traffic flow. An in-depth study is needed to obtain the best layout of the intersection and the best trafficlight control. As a side-remark, we surpass the possibility here that in Table 5.2 , case (1), we might control the two lanes in a different way, e.g. by prolonging the green period for one of the lanes. This is not possible in cases (2a) and
(2b). This is also something one should take into account when looking for good traffic-light settings.

### 5.4.3 FCTL queue with multiple lanes

The regular FCTL queue has only a single lane from which vehicles might depart, yet at bigger intersections, this is not realistic. There might be several lanes for, e.g., straight-going traffic which all receive green simultaneously. For a visualization, see Figure 5.1(a). Our framework for the bFCTL queue with multiple lanes allows us to model such examples, which we demonstrate in this subsection. We study both the case of a Poisson distributed number of arrivals and the case of a geometrically distributed number of arrivals studied in [206]. We thus study a case where $g=g_{1}+g_{2}=5, p_{i}=0$ for all $i, r=5$, and with Poisson or geometrically distributed arrivals in each slot with mean $\mu$. We study various cases of $\mu$ and analyze the overflow queue, denoted with $X_{g}$, the mean queue length at the end of an arbitrary time slot $\mathbb{E}\left[X^{t}\right]$, and the mean delay $\mathbb{E}[D]$. We also vary $m$ to study the influence of having multiple lanes in the FCTL queue. In order to make a comparison between the various cases with different $m$, we scale the arrival rate proportionally with $m$ so that the load or vehicle-tocapacity ratio, $\rho=(c \mu) /(m g)$, is fixed for different values of $m$. Then, we obtain Tables 5.3 (for Poisson arrivals) and 5.4 (for geometrically distributed arrivals).

We note that there is a difference between analyzing $m$ FCTL queues separately and the joint analysis of the $m$ lanes as presented here. It is thus important to perform an analysis that accounts for the number of lanes that vehicles from a single stream can use. This can most prominently be observed by fixing $\rho$ and considering various values of $m$ : the mean and variance of the overflow queue (measured in number of vehicles) then decrease if we have Poisson arrivals in each slot. This is not the case for some examples with geometrically distributed arrivals if $\rho$ is sufficiently high. However, when taking into account that vehicles are spread out over the different lanes, the physical length of the queue still decreases. The different behavior probably relates to the geometric distribution being more variable than the Poisson distribution. When $m$ increases, the squared coefficient of variation for the number of arrivals per slot is decreasing for the Poisson case and increasing for the geometric case, which probably is (part of) the explanation for the observed behavior. Indeed, a larger variability in the number of arrivals in general tends to lead to an increase in the mean steady-state queue length in queueing models. This indicates that having more lanes at a single intersection while $\rho$ is fixed, is not necessarily beneficial when looking at the total number of vehicles in the queue: a high variability

Table 5.3: The bFCTL queue with $m$ lanes, $g=5, r=5$, Poisson arrivals, and no blockages. The load $\rho$, the number of lanes $m$, the mean arrival rate $\mu$, and several performance measures are displayed.

| $\rho$ | $m$ | $\mu$ | $\mathbb{E}\left[X_{g}\right]$ | $\operatorname{Var}\left[X_{g}\right]$ | $\mathbb{P}\left(X_{g} \geq 10\right)$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}[D]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 1 | 0.1 | 0.000583 | 0.000788 | $<0.00001$ | 0.170 | 1.701 |
|  | 2 | 0.2 | $<0.00001$ | 0.000010 | $<0.00001$ | 0.317 | 1.587 |
|  | 5 | 0.5 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 0.762 | 1.523 |
|  | 10 | 1.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 1.505 | 1.505 |
|  | 15 | 1.5 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 2.252 | 1.502 |
|  | 20 | 2.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 3.001 | 1.500 |
| 0.4 | 1 | 0.2 | 0.0217 | 0.0384 | $<0.00001$ | 0.404 | 2.021 |
|  | 2 | 0.4 | 0.00324 | 0.00663 | $<0.00001$ | 0.711 | 1.778 |
|  | 5 | 1.0 | 0.000013 | 0.000033 | $<0.00001$ | 1.661 | 1.661 |
|  | 10 | 2.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 3.240 | 1.620 |
|  | 15 | 3.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 4.816 | 1.605 |
|  | 20 | 4.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 6.390 | 1.598 |
| 0.6 | 1 | 0.3 | 0.180 | 0.429 | 0.000029 | 0.817 | 2.724 |
|  | 2 | 0.6 | 0.0770 | 0.215 | 0.000019 | 1.279 | 2.131 |
|  | 5 | 1.5 | 0.00788 | 0.0298 | $<0.00001$ | 2.834 | 1.890 |
|  | 10 | 3.0 | 0.00019 | 0.00101 | $<0.00001$ | 5.505 | 1.835 |
|  | 15 | 4.5 | $<0.00001$ | 0.000030 | $<0.00001$ | 8.181 | 1.818 |
|  | 20 | 6.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 10.85 | 1.809 |
| 0.8 | 1 | 0.4 | 1.097 | 4.181 | 0.00842 | 2.025 | 5.063 |
|  | 2 | 0.8 | 0.795 | 3.465 | 0.00662 | 2.598 | 3.247 |
|  | 5 | 2.0 | 0.359 | 2.038 | 0.00417 | 4.707 | 2.354 |
|  | 10 | 4.0 | 0.109 | 0.836 | 0.00242 | 8.621 | 2.155 |
|  | 15 | 6.0 | 0.0343 | 0.332 | 0.00130 | 12.68 | 2.113 |
|  | 20 | 8.0 | 0.0109 | 0.127 | 0.00057 | 16.79 | 2.099 |
| 0.98 | 1 | 0.49 | 23.22 | 614.8 | 0.638 | 24.44 | 49.88 |
|  | 2 | 0.98 | 22.59 | 613.1 | 0.621 | 25.02 | 25.53 |
|  | 5 | 2.45 | 21.02 | 606.9 | 0.580 | 27.06 | 11.04 |
|  | 10 | 4.90 | 18.47 | 589.0 | 0.517 | 30.51 | 6.227 |
|  | 15 | 7.35 | 15.90 | 558.9 | 0.451 | 33.93 | 4.616 |
|  | 20 | 9.80 | 13.45 | 517.4 | 0.381 | 37.44 | 3.820 |

Table 5.4: The bFCTL queue with $m$ lanes, $g=5, r=5$, geometrically distributed arrivals, and no blockages. The load $\rho$, the number of lanes $m$, the mean arrival rate $\mu$, and several performance measures are displayed.

| $\rho$ | $m$ | $\mu$ | $\mathbb{E}\left[X_{g}\right]$ | $\operatorname{Var}\left[X_{g}\right]$ | $\mathbb{P}\left(X_{g} \geq 10\right)$ | $\mathbb{E}\left[X^{t}\right]$ | $\mathbb{E}[D]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | 1 | 0.1 | 0.00135 | 0.00210 | $<0.00001$ | 0.174 | 1.736 |
|  | 2 | 0.2 | 0.000098 | 0.00019 | $<0.00001$ | 0.323 | 1.614 |
|  | 5 | 0.5 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 0.773 | 1.547 |
|  | 10 | 1.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 1.526 | 1.526 |
|  | 15 | 1.5 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 2.279 | 1.519 |
|  | 20 | 2.0 | $<0.00001$ | $<0.00001$ | $<0.00001$ | 3.032 | 1.516 |
| 0.4 | 1 | 0.2 | 0.0407 | 0.0903 | $<0.00001$ | 0.432 | 2.158 |
|  | 2 | 0.4 | 0.0176 | 0.0532 | $<0.00001$ | 0.749 | 1.874 |
|  | 5 | 1.0 | 0.00551 | 0.0292 | 0.000049 | 1.736 | 1.736 |
|  | 10 | 2.0 | 0.00292 | 0.0263 | 0.000085 | 3.388 | 1.694 |
|  | 15 | 3.0 | 0.00239 | 0.0305 | 0.000096 | 5.040 | 1.680 |
|  | 20 | 4.0 | 0.00226 | 0.0371 | 0.000098 | 6.691 | 1.673 |
| 0.6 | 1 | 0.3 | 0.300 | 0.951 | 0.000469 | 0.949 | 3.163 |
|  | 2 | 0.6 | 0.245 | 1.100 | 0.00147 | 1.486 | 2.477 |
|  | 5 | 1.5 | 0.224 | 1.859 | 0.00602 | 3.200 | 2.133 |
|  | 10 | 3.0 | 0.261 | 3.812 | 0.0111 | 6.106 | 2.035 |
|  | 15 | 4.5 | 0.313 | 6.544 | 0.0134 | 9.022 | 2.005 |
|  | 20 | 6.0 | 0.369 | 10.04 | 0.0144 | 11.94 | 1.990 |
| 0.8 | 1 | 0.4 | 1.709 | 9.176 | 0.0323 | 2.646 | 6.615 |
|  | 2 | 0.8 | 1.890 | 14.40 | 0.0549 | 3.726 | 4.657 |
|  | 5 | 2.0 | 2.633 | 37.43 | 0.109 | 7.129 | 3.564 |
|  | 10 | 4.0 | 3.982 | 100.1 | 0.151 | 12.89 | 3.223 |
|  | 15 | 6.0 | 5.358 | 193.2 | 0.167 | 18.68 | 3.113 |
|  | 20 | 8.0 | 6.741 | 316.7 | 0.174 | 24.47 | 3.059 |
| 0.98 | 1 | 0.49 | 34.93 | $1.38 \cdot 10^{4}$ | 0.728 | 36.15 | 73.78 |
|  | 2 | 0.98 | 45.83 | $2.44 \cdot 10^{4}$ | 0.765 | 48.26 | 49.24 |
|  | 5 | 2.45 | 78.64 | $7.44 \cdot 10^{4}$ | 0.814 | 84.71 | 34.57 |
|  | 10 | 4.90 | 133.4 | $2.18 \cdot 10^{5}$ | 0.839 | 145.5 | 29.70 |
|  | 15 | 7.35 | 188.2 | $4.37 \cdot 10^{5}$ | 0.846 | 206.3 | 28.07 |
|  | 20 | 9.80 | 242.9 | $7.31 \cdot 10^{5}$ | 0.849 | 267.1 | 27.26 |

in the number of arrivals per slot might result in an increase of the number of vehicles in the queue when the number of lanes is increased. However, in all cases the mean delay decreases if $\rho$ is fixed and $m$ increases.

### 5.5 Conclusion

In this chapter, we have established a recursion for the PGFs of the queue-length distribution at the end of each slot which can be used to provide a full queuelength analysis of the bFCTL queue with multiple lanes. This is an extension of the regular FCTL queue so that we can account for temporal blockages of vehicles receiving a green light, for example because of a crossing pedestrian at the turning lane or because of a (separate) bike lane, and to account for a vehicle stream that is spread over multiple lanes. These features might impact the traffic-light performance as we have shown by means of various numerical examples. The blocking of turning vehicles and the number of lanes corresponding to a vehicle stream therefore has to be taken into account when choosing the settings for a traffic light.

We briefly touched upon how one should design the layout of an intersection. Interestingly, it might be suboptimal to have a dedicated lane for turning traffic. It seems that mixing turning and straight-going traffic has benefits over a strict separation of those two traffic streams when there are two lanes for this turning and straight-going traffic. We advocate a further investigation into the influence of separating or mixing different streams of vehicles in front of traffic lights. It might be possible to find the optimal division of straight-going and turning vehicles over the various lanes, e.g. by enumerating several possibilities. A more structured optimization seems difficult because of the intricate expressions involved, but would definitely be worthwhile to investigate. Some research on the splitting of different traffic streams has already been done in e.g. [109, 187, 223, 229] and the present study can be seen as an alternative way of modeling the situation at hand.

The work in [96], in which a simulation study of a similar model is performed, has been our source of inspiration for the study in this chapter. There are some extensions possible when comparing our work with [96]. We e.g. did not study the influence of start-up delays as is done in [96]. Investigating such start-up delays at the beginning of the green period is easily done in our framework: we simply need to adjust the $Y_{i}$ for the first few slots. Another approach to deal with start-up delays is presented in [132]. Start-up delays which depend on the blocking of vehicles and different slot lengths for different combinations
of turning/straight going vehicles, are harder to tackle. One could e.g. introduce additional states (besides states $u$ and $b$ ) to deal with this. Although the developed recursion does not directly allow for such a generalization, it seems possible to account for this at the expense of a more complex recursion. For the ease of exposition, we have refrained from doing so and we leave a full study on this topic for future research.

We are able to provide an exact calculation for numerous performance measures by means of our queueing-theoretic approach, which before often either had to be approximated or simulated. The authors in [44] indicate that the stochastic behavior of the model needs to be taken into account and our framework allows us to do so. Our results indicate that the stochastic behavior indeed plays a role in various performance measures.

A possible extension of the results on the bFCTL queue is a study of (the PGF of) the delay distribution. We have refrained from deriving the delay distribution because of its (notational) complexity. Using proper conditioning, one should be able to obtain (the PGF of) the delay distribution for the bFCTL queue.

The bFCTL queue calls for further generalizations. For example, instead of two full lanes, e.g. one for straight-going and one for turning traffic, we could also consider a single lane which splits into two lanes just before the intersection in such a way that some, say $N$, turning vehicles may accumulate on a separate lane. Such a small separate lane is often referred to as a turning bay. The $N$ vehicles on the turning bay would not block straight-going traffic in any way (because they are on a separate lane), but if there would be $N$ vehicles at the turning bay and another turning vehicle arrives, also the vehicles heading straight will be blocked. It would be interesting to study such a model and gain insight into the benefits of such a turning bay.

Another topic for future research is to modify the bFCTL queue in such a way that it enables a joint analysis of two lanes with one dedicated lane for vehicles heading straight and one shared lane with both turning and straightgoing vehicles. Such a case is not covered by the bFCTL with multiple lanes, as it seems that in this extension one needs to take into account how many vehicles of both types (i.e. turning and straight-going vehicles) there are. This might lead to a two-dimensional queueing model rather than the one-dimensional one considered in the current chapter.

A further possible extension of the bFCTL queue would be to consider more realistic blocking behaviors: instead of e.g. a fixed probability $q_{i}$ for each slot $i$, a more general blocking process might be considered. For example, if there are no pedestrians during slot $i$ for the model depicted in Figure 5.1(b), then the probability that there are also no pedestrians in slot $i+1$, might be rela-
tively high. In other words, there might be dependence between the various slots when considering the presence of pedestrians. It is worthwhile to investigate generalizations of the blocking process in order to further increase the general applicability of the bFCTL queue with multiple lanes.

Another generalization for the blocking mechanism, is to block only a part of the $m$ vehicles that are at the head of the queue. Indeed, we restrict ourselves to the cases where either all vehicles in a batch of size $m$ are blocked (or not). In various real-life examples, it might be the case that only part of the $m$ vehicles are blocked. It would be interesting to investigate whether such a model can be analyzed.

Finally, we also advocate an investigation whether the bFCTL queue with a vehicle-actuated mechanism (rather than the fixed green and red times that we consider) results in a tractable model. Although perhaps not directly visible in the derivation, we use the fact that the traffic lights have a fixed setting to our advantage. This namely implies that we can study each queue in isolation, which then enables us to turn the bFCTL queue with multiple lanes into a model with one dimension. This does not seem to be possible in an actuated setting, because the green time in this cycle depends on all queue lengths in the previous cycle and if we have $n$ vehicle streams, we would have to study an $n$-dimensional PGF. Currently, a fully exact analysis seems to be beyond reach. If we could find the PGF for an actuated bFCTL type of model, it would perhaps provide a way to study other $n$-dimensional queueing models as well. A study whether this extension is tractable is therefore interesting, both in view of the bFCTL queue with multiple lanes and in view of queueing theory more generally.

## Appendix

## 5.A Stability condition for the bFCTL queue

In this section, we formulate an algorithm to check whether the bFCTL queue renders a stable queueing model. In order to derive the stability condition, we note that the mean number of departures of delayed vehicles per cycle should be larger than the mean number of arriving vehicles per cycle. The latter is easy to compute: it is simply $\sum_{i=1}^{c} \mathbb{E}\left[Y_{i}\right]$, the sum of the mean number of arrivals per slot. It is more difficult to derive the mean number of delayed vehicles departing from the queue during a cycle. A Markov reward model is one way to obtain this mean number. The Markov chain with the associated transition probabilities that we use is depicted in Figure 5.7. The states and transitions of this Markov chain are similar to those of the Markov chain in Section 5.3, but now we are no longer interested in the queue length. Instead, we are interested in the number of departures of delayed vehicles in each time slot. For this reason, this Markov chain only has states $(i, s)$ for $i=1, \ldots, g_{1}$ and $s=u, b$, and states $i$ for $i=g_{1}+1, \ldots, g_{1}+g_{2}+r$. Finally, we create an artificial state 0 to gather the rewards from states $(1, b)$ and $(1, u)$. The long-term mean number of departures of delayed vehicles can now be determined through a reward structure.

The rewards that we assign to each transition are as follows: if we make a transition to a state $(i, u)$ for $i=1, \ldots, g_{1}$, we receive a reward $m$ reflecting the maximum of $m$ delayed vehicles departing from the queue. We also get a reward $m$ if we make a transition from state $g_{1}+i$ to state $g_{1}+i+1$ for $i=1, \ldots, g_{2}-1$. For all other transitions, we receive no reward. We denote the received reward up to state $(i, s)$ with $r_{i, s}$ with $i=1, \ldots, g_{1}$ and $s=u, b$ and the received reward


Figure 5.7: Markov chain used to study the stability condition.
up to state $i$ with $r_{i}$ for $i=0$ and $i=g_{1}+1, \ldots, g_{1}+g_{2}+r$. Then, if we traverse the Markov chain once, we get the following relations between the rewards in the various states. We work backwards from state $g_{1}+g_{2}+r$ to obtain the reward in state 0 (as usual in Markov reward theory). We start with defining the total reward in state $g_{1}+g_{2}+r$ to be 0 (there are no vehicle departures while being in state $g_{1}+g_{2}+r$ ), i.e.

$$
\begin{equation*}
r_{g_{1}+g_{2}+r}=0 . \tag{5.14}
\end{equation*}
$$

For states $i=g_{1}+g_{2}, \ldots, g_{1}+g_{2}+r-1$, we obtain

$$
\begin{equation*}
r_{i}=r_{i+1}, \tag{5.15}
\end{equation*}
$$

as there are no departures during the red period. However, for states $i=g_{1}+$ $1, \ldots, g_{1}+g_{2}-1$, we have

$$
\begin{equation*}
r_{i}=m+r_{i+1} \tag{5.16}
\end{equation*}
$$

as there are (potentially) $m$ departures of delayed vehicles. For state $\left(g_{1}, b\right)$ we have that

$$
\begin{equation*}
r_{g_{1}, b}=r_{g_{1}+1} \tag{5.17}
\end{equation*}
$$

as there are no departures when the vehicles are blocked. For state $\left(g_{1}, u\right)$ we obtain

$$
\begin{equation*}
r_{g_{1}, u}=m+r_{g_{1}+1} \tag{5.18}
\end{equation*}
$$

as there are, at most, $m$ delayed vehicles departing from the queue when we make a transition from state $\left(g_{1}, u\right)$ to $g_{1}+1$. Similarly, for states $(i, b)$ with $i=1, \ldots, g_{1}-1$, we get

$$
\begin{equation*}
r_{i, b}=q_{i+1} r_{i+1, b}+\left(1-q_{i+1}\right) r_{i+1, u} \tag{5.19}
\end{equation*}
$$

and for states $(i, u)$ with $i=1, \ldots, g_{1}-1$, we get

$$
\begin{equation*}
r_{i, u}=m+p_{i+1} q_{i+1} r_{i+1, b}+\left(1-p_{i+1} q_{i+1}\right) r_{i+1, u} . \tag{5.20}
\end{equation*}
$$

Finally, for state 0, we get

$$
\begin{equation*}
r_{0}=p_{1} q_{1} r_{1, b}+\left(1-p_{1} q_{1}\right) r_{1, u} \tag{5.21}
\end{equation*}
$$

Then we have that $r_{0}$ is the average reward received when traversing the Markov chain as depicted in Figure 5.7, where the average reward translates to the mean number of delayed vehicles that are able to depart from the queue during a cycle. Together with the mean number of vehicles arriving per cycle, we can check whether or not a specific choice of input parameters results in a stable bFCTL queue. The procedure is summarized in Algorithm 5.1.

```
Algorithm 5.1 Algorithm to check for stability of the bFCTL queue.
    Input: \(\mu, g_{1}, g_{2}, c, p_{i}\) for \(i=1, \ldots, g_{1}\), and \(q_{i}\) for \(i=1, \ldots, g_{1}\).
    Use Equations (5.14) up to (5.21) to determine \(r_{0}\).
    if \(\sum_{i=1}^{c} \mathbb{E}\left[Y_{i}\right]<r_{0}\) then
        The bFCTL queue is stable.
    else
        The bFCTL queue is not stable.
    end if
```


## Chapter 6

## A novel approximation scheme for multidimensional queueing models

### 6.1 Introduction

Traffic lights with a vehicle-actuated control strategy relate to queueing models with multiple queues, as we argued in Subsections 1.2 .2 and 1.3.2. Such queueing models with multiple dimensions are notoriously difficult to analyze. The complicated interactions within such queueing models typically do not allow for a general approach to obtain exact results for performance measures. Even approximation schemes that apply to a large set of multidimensional queueing models are often difficult to establish. The need to obtain performance measures for traffic lights with a vehicle-actuated control strategy has motivated us to develop an approximation procedure. This procedure appears to be applicable to a quite large class of multidimensional queueing models. This chapter is devoted to that procedure.

Multidimensional queueing models arise in many situations and applications. Canonical examples include queues that can be modeled as a random walk in the positive quadrant (for two dimensions), fork-join queues, polling models, and queueing networks. The area of application of such models is very wide and ranges from e.g. production systems, applications in the medical area,
traffic engineering, and numerous applications in communication and computer (supporting) systems, see e.g. the review paper [18]. A sound understanding of the underlying queueing models for each of the aforementioned application areas could lead to service level improvements and/or cost reductions. The method in this chapter contributes to this.

In recent years, only few papers have appeared with an exact analysis for multidimensional queueing models. Of course, there have been some advances in the realm of methodological and computational aspects, but those are mostly for quite specific queueing models. Explicit results for performance measures are still mostly lacking. One exception is formed by so-called product-form networks, which allow for an explicit characterization of the joint queue-length distribution, like Jackson and Kelly networks [97, 104]. For a general treatment see [26, Chapters 1-7], and for recent advances in the general applicability of product forms for multidimensional queueing networks, see e.g. [7, 59]. Another exact method is the boundary value method, which focuses on twodimensional queueing models. This method heavily relies on complex analysis, see e.g. [56, 57, 73]. Another class of multidimensional queueing models for which explicit results have been obtained, are polling models which satisfy the branching property. Besides these methods, there are some numerical-analytical methods such as the matrix-geometric and matrix-analytic techniques, the compensation method, and the power-series algorithm, see e.g. [4]. Next to this, a few exceptional models with specific characteristics exist that make it possible to find explicit results, oftentimes only for two-queue models (see e.g. [4]).

Some new approximation and numerical-analytical methods have been developed over the years (for a brief overview of the state-of-the-art, see Subsection 6.1.1). In this chapter, we introduce a new approximation scheme that may be used to obtain approximations for a far larger set of queueing models and we continue with the idea behind our approximation scheme.

Our method is designed around the PGF for the joint steady-state queuelength distribution. Typically, a functional equation for this PGF as in Equation (6.1) below is relatively easy to derive for a queueing model and a more general version of Equation (6.1) in fact holds for a broad set of multidimensional queueing models. For now, let $P(x, y)$ be the PGF of the joint steady-state queue-length distribution for a two-dimensional queueing model (higher dimensions will be discussed later). Then we typically have a relation like the following:

$$
\begin{equation*}
K(x, y) P(x, y)=f_{1}(x, y) P(0, y)+f_{2}(x, y) P(x, 0)+f_{3}(x, y) P(0,0), \tag{6.1}
\end{equation*}
$$

or alternatively

$$
\begin{equation*}
P(x, y)=\frac{f_{1}(x, y) P(0, y)+f_{2}(x, y) P(x, 0)+f_{3}(x, y) P(0,0)}{K(x, y)} \tag{6.2}
\end{equation*}
$$

for certain known functions $f_{1}(x, y), f_{2}(x, y), f_{3}(x, y)$, and $K(x, y)$. We refer to $K(x, y)$ as the kernel. The function $P(x, y)$ is unknown (and hence $P(0,0), P(0, y)$, and $P(x, 0)$ are unknown as well). The difficulty in finding an exact expression for $P(x, y)$ lies in these latter, unknown functions $P(0, y)$ and $P(x, 0)$. In some particular queueing models these unknown functions can be found (such as the model with two $M / M / 1$ queues in series discussed below). Another approach is to use e.g. the boundary-value technique, see [57,73]. This technique relies on zeros of the function $K(x, y)$ on and within the unit circle and the fact that $P(x, y)$ is analytic within and continuous up to the unit circle (as it is a PGF). Indeed, if $K(x, y)=0$, the numerator on the right-hand side of Equation (6.2) has to be zero as well. This typically leads to some kind of boundary value problem, which can then sometimes be used to obtain (complicated) expressions for $P(0, y)$ and $P(x, 0)$. We discuss in Example 6.1 a concrete example where $P(x, y)$ is derived (and for which we happen to have an explicit expression).

Example 6.1 (Two M/M/1 queues in series) In this example a model with two $M / M / 1$ queues in series is considered. We have an arrival rate $\mu$ at the first queue, a service rate $v_{1}$ at queue 1 , and a service rate $v_{2}$ at queue 2 . Customers arrive at queue 1 and upon service completion move to queue 2 . After completing a service at queue 2, a customer leaves the system. We assume the interarrival times and service times to be independent of one another and we assume that $\rho_{1}:=\mu / v_{1}<1$ and $\rho_{2}:=\mu / v_{2}<1$. Then we have the following balance equations, where $p_{n_{1}, n_{2}}$ denotes the steady-state probability that there are $n_{1}$ customers at queue 1 and $n_{2}$ at queue 2 :

$$
\begin{aligned}
& \left(\mu+v_{1} \mathbb{1}\left\{n_{1}>0\right\}+v_{2} \mathbb{1}\left\{n_{2}>0\right\}\right) p_{n_{1}, n_{2}}= \\
& \quad \mu \mathbb{1}\left\{n_{1}>0\right\} p_{n_{1}-1, n_{2}}+v_{1} \mathbb{1}\left\{n_{2}>0\right\} p_{n_{1}+1, n_{2}-1}+v_{2} p_{n_{1}, n_{2}+1},
\end{aligned}
$$

where $\mathbb{1}\left\{n_{i}>0\right\}=1$ if $n_{i}>0$ and 0 otherwise. Then, the PGF of the joint steadystate queue-length distribution, $P(x, y)=\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} p_{n_{1}, n_{2}} x^{n_{1}} y^{n_{2}}$, can be shown to satisfy:

$$
\begin{equation*}
K(x, y) P(x, y)=v_{1}\left(x y-y^{2}\right) P(0, y)+v_{2}(x y-x) P(x, 0) \tag{6.3}
\end{equation*}
$$

where

$$
K(x, y)=x y\left(\mu(1-x)+v_{1}(1-y / x)+v_{2}(1-1 / y)\right) .
$$

One can easily verify that the following equation for $P(x, y)$ satisfies Equation (6.3):

$$
\begin{equation*}
P(x, y)=\frac{1}{1-\rho_{1} x} \frac{1}{1-\rho_{2} y} . \tag{6.4}
\end{equation*}
$$

One way to verify this is by substituting Equation (6.4) into Equation (6.3). However, finding Equation (6.4) is, in general, not an easy task. In the current example, one can use the concept of detailed balance to, directly, derive that $p_{n_{1}, n_{2}}=\left(1-\rho_{1}\right) \rho_{1}^{n_{1}}\left(1-\rho_{2}\right) \rho_{2}^{n_{2}}$, from which Equation (6.4) readily follows (see e.g. [103]). Another example where this is possible, is the M/M/1 queue in series with an M/G/l queue (one can use Burke's theorem [36] to show that the output process of an $M / M / 1$ is, in equilibrium, a Poisson process with rate $\mu$ ). In case of an $M / G / 1$ queue followed by an $M / M / 1$ queue, the analysis already complicates severely as is shown in e.g. [14, 27]. In general, however, solving an equation like Equation (6.3) is often not possible, so we are left with the question of how to obtain Equation (6.4) from an equation like Equation (6.3).

Instead of the intricate boundary value problem analysis or other methods to obtain $P(x, y)$ explicitly, we propose an approximation based upon an idea stemming from one-dimensional queueing models. In several one-dimensional queueing models, the queue-length PGF has a finite number of unknowns, which can be found using certain zeros of a one-dimensional kernel $K(x)$ and a normalization, which together lead to a finite-sized system of linear equations. Examples are the bulk-service queue [98], the FCTL queue (see e.g. Subsection 1.3.1), and a single-server vacation queue with customer-limited service [120]. In multidimensional settings, this is often not possible, because we would be dealing with a system of linear equations of infinite size as the number of unknowns in the functions $P(0, y)$ and $P(x, 0)$ is often infinite. Therefore, we propose, as an approximation, to replace the functions $P(0, y)$ and $P(x, 0)$ with Taylor series, $\tilde{P}(0, y)$ and $\tilde{P}(x, 0)$, with only a finite number of coefficients. Then, using some roots of $K(x, y)$ and a normalization equation, we are able to approximate $P(x, y)$. This allows us to derive performance measures from the approximated PGF. For more details on the procedure, we refer to Section 6.2 ,

Although our method can be used to obtain approximations for queueing models in any dimension, it slows down when approximating models with an increasing dimension, because of an increasing number of unknowns that needs to be estimated. This relates to the curse of dimensionality which appears often in multidimensional (queueing) models and which for example relates to quickly increasing computation times because of an exploding state space. In
our examples, we see an increase in the size of the system of linear equations that we need to solve, which in turn implies an increase in computation time. Our method therefore works best for two-dimensional models, but can be used for higher-dimensional queueing models as well which we also demonstrate in this chapter.

Our method enables one to study models that can be described by a functional equation like Equation (6.1). An example of such a class of models is the class of $k$-limited polling models. In the beginning, we developed our method specifically for $k$-limited polling models (e.g. because they directly relate to vehicle-actuated controlled traffic lights). For $k$-limited polling models, the joint distribution of the queue length at service and switchover beginnings can be described by (a generalization of) Equation (6.1) and our method can be leveraged to find approximations for various performance measures. Other models that we have successfully approximated, include a two queue model with an alternating service discipline [68] (see Section 6.4), a tandem queue model with coupled processors [209], a fork-join queue [74, 75], and the $2 x 2$ switch [31] (this is by no means an exhaustive list). Our method also allows us to obtain approximations for several models which can be considered to be variants of $k$-limited polling models, such as a polling model with multiple servers. Those might be used to model a slightly different version of vehicle-actuated controlled traffic lights than the standard approach using $k$-limited polling models, see also Section 6.5 .

The general applicability of our method is a definite and clear advantage of our approximation scheme: we are able to obtain approximations for many more queueing models (in a practical way) than the currently existing methods are capable of. We describe some of the existing methods and provide some pros and cons of them in the next subsection after giving the main contributions of this chapter.

Our main contributions can be summarized as follows:
(i) We develop a novel approximation scheme for multidimensional queueing models that focuses on approximations for PGFs.
(ii) We demonstrate the use of our approximation scheme by studying various multidimensional queueing models showing that our scheme in general leads to qualitatively good approximations.

### 6.1.1 Some numerical-analytical and approximation schemes

In the last 60 to 70 years many approximation schemes have been developed for queueing models. They range from specific formulas like Kingman's approximation for the mean waiting time in a $G / G / 1$ queue to complex methods involving e.g. linear optimization. We provide an overview of the most relevant numerical-analytical and approximation methods that can be used for (part of the) models to which our novel scheme can be applied as well. We focus on methods for two-dimensional queueing models, although most approximations below can be used for queueing models with three dimensions or more as well.

Balance equations and state-space truncation. A standard approximation scheme is the use of balance equations and an appropriate truncation of the state space, i.e. the probabilities for the states that have a larger queue (in any direction of the two dimensions) than a certain bound are estimated to be zero. This bound should be sufficiently high. Then, the transition probabilities from one state to another can be found, which leads to a set of linear equations which (together with a normalization equation) can be solved to find an estimation of the probabilities in the original queueing model. Examples can be found in [184, Supporting Information, Section 1.7.2] and [137].

It might be possible (depending on the exact model) to formulate error bounds for the performance measures of interest, which is a benefit of this approach. On the other hand, a disadvantage is that the number of probabilities that needs to be estimated is quadratic in the truncation parameter. Moreover, the balance equations are typically easy to derive when the service times are exponential. Generalizations to phase-type distributions are possible, which slightly complicates the derivation of the balance equations. As the phase-type distributions are dense in the space of all distributions of non-negative random variables (see e.g. [174]), approximations for any service-time distribution are possible. However, such approximations typically tend to lead to a relatively quick increase in the number of states.

The matrix-geometric and matrix-analytic approach. The matrix-geometric method [5, 117] and the matrix-analytic method [5, 140] are methods that are used to study Quasi Birth-and-Death (QBD) processes. These methods use the transition rates directly together with a truncation of the state-space in a single dimension. The states are then ordered in such a way that they represent levels and phases. There are infinitely many levels (which correspond to the
queue for which there is no truncation) and there is a finite number of phases in each level (corresponding to the queue with the truncation). Except for level zero, the number of phases in each level should be the same and the transition probabilities between phases in each level should be the same. On top of that, the outgoing transitions from level $m$ are restricted to the neighboring levels $m-1$ or $m+1$. Then, the transition matrix has a block tri-diagonal structure. In both the matrix-geometric and the matrix-analytic method, this structure can be leveraged to find a recursion for the steady-state probabilities. In both methods, a solution for a matrix-quadratic equation has to be found, which can then be exploited to find the steady-state probabilities. In Chapter 6 of [5] a recursion is given to solve this matrix-quadratic equation.

There exist several extensions compared to the standard formulation described above. There are ways to allow for an infinite number of phases, see e.g. [185], and specific structures within the process might allow for an easy solution of the aforementioned matrix-quadratic equation, see e.g. [161]. Moreover, there are extensions that allow for transitions between non-neighboring levels, which relate to so-called Quasi Skip-Free processes, see e.g. [5].

When the truncation parameter increases, these methods tend to be quicker than the previously discussed method that makes direct use of the balance equations. Matrix-geometric and matrix-analytic methods are most easy to apply to queueing models if the service times are exponential. Phase-type service-time distributions can also be handled, but that is at the expense of an increase in the state space.

The compensation approach. The compensation approach has been developed in a series of papers by Adan et al., see e.g. the PhD thesis of Adan and references therein [3]. Originally, the compensation approach was designed to tackle random walks in the positive quarter plane with homogeneous nearestneighbor transitions in the interior of the positive quarter plane and homogeneous transitions along the boundary of the quarter plane. With some restrictions on the transitions (in the interior there should be none to the north, northeast and east), one can show that the steady-state probabilities can be computed as a sum of product-form terms. The product-form terms can be found as follows: start with a product-form solution for the steady-state probabilities in the interior of the quarter plane, and then add, alternately, compensation terms to account for the different transitions on the two boundaries. Extensions of the original compensation approach to higher dimensions exist (with additional constraints on the allowed transitions), see e.g. [204], and to queueing models
with transitions to non-nearest-neighbor states, see e.g. [173].
The explicit expressions obtained from this method are a clear advantage. However, its applicability is limited by the restrictions on the transitions between various states.

The power series algorithm. The next method to study multidimensional queueing processes that we discuss, is the power series algorithm, see e.g. [13, 94]. The power series algorithm requires a Markov representation of the queueing process and then a power-series expansion of the steady-state probabilities is formed, often in terms of the load on the system. This power-series expansion is recursively computed on the basis of global balance equations [13] until a desired level of precision is achieved (and there is, thus, a truncation of the state space). The radius of convergence and the convergence rate of the algorithm are limiting factors in the original implementation of the power-series algorithm. Several enhancements are available, see e.g. [199].

A positive element of this approach is its general applicability as there are no strict requirements on the transitions between the various states as in the previously discussed methods.

Markov reward approach. The Markov reward approach is an approximation scheme with a different approach than the ones discussed so far. Instead of a direct approximation, error bounds for performance measures are obtained. If these error bounds are sufficiently tight, we might see those bounds as an approximation. One of the first works in this line of research is by Van Dijk, see e.g. [201]. In this approach, one often seeks for a slight modification of the original queueing model, where the modified version allows for an exact analysis (often in terms of a product-form solution). Then, using Markov reward analysis techniques, bounds for the original queueing model can be obtained, see e.g. [26, Chapter 9]. Recently, this line of research has been extended with a linear programming approach [85], which has been further developed in [11, 48].

The latter method is quite flexible and alleviates some of the technical verification steps, but remains mainly limited to exponential service-time distributions, as is noted in [26, Section 9.7.1]. Moreover, Boucherie and Van Dijk state in [26, Section 9.7.3] that further developments of the approximation scheme are of substantial interest. One of the reasons is that the verification steps in the approach become more difficult in case of discrete-time queueing models and
another one is that it would be more difficult to find analytic expressions for the modified system.

Precedence relations. In a similar spirit, using a Markov reward structure, the precedence-relation method has been developed by Van Houtum et al., see e.g. the PhD thesis of Van Houtum [203, Chapters 5 to 7] and [205]. Also in this approach, error bounds for performance measures are constructed, but now by means of so-called precedence relations. Precedence relations between states $m$ and $n$ are formulated using the cost incurred over a period $t$, denoted with $v_{t}(m)$ and $v_{t}(n)$. Then state $m$ has precedence over state $n$ if $v_{t}(m) \leq v_{t}(n)$ for all $t \geq 0$. Such precedence relations can then be used to obtain lower or upper bounds for performance measures for the original queueing model by modifying the original queueing model to an alternative queueing model (which is usually easier to analyze, either explicitly or numerically).

The precedence-relation method is especially useful in cases where the modified queueing model is easy to analyze. Random walks with only nearestneighbor transitions, like shortest-queue systems as studied in [203, Chapters 5 and 6], seem to be among the easiest models to which the method can be applied. For other types of models it is usually more difficult to find useful modifications to obtain lower and upper bounds for the original model.

Light- and heavy-traffic approximations. This approach obtains a closedform approximating formula for several performance measures of interest, like the mean queue length or the mean waiting time. This idea was developed in [166] for a single-queue model with Poisson input and was generalized later on, see [22] for an application to polling models. The idea is that, e.g., the mean waiting time can be described as a function of the load, $\rho$, which is approximated by a relatively simple function. Such a function could be a polynomial in terms of $\rho$ divided by $1-\rho$. The light- and heavy-traffic limits ( $\rho$ going to 0 and 1 respectively) of the mean waiting time are then used to obtain the coefficients in the aforementioned polynomial to form an interpolation for the other values of $\rho$. Even if one of the limits is unknown, such an approximation can be constructed (which is then usually less accurate).

A definite advantage is that a closed-form expression is obtained, because such expressions e.g. allow for optimization purposes. A disadvantage is that a clear understanding of the model at hand is needed, in particular the light- and heavy-traffic limit of the model need to be known. Sometimes those are known, but quite often it is not straightforward to find such results (in particular the
heavy-traffic limit seems to be difficult to obtain in general). Next to this, we remark that the approximation works especially well in light- and heavy-traffic conditions, because the method ensures that the light- and heavy-traffic limits are met. As a consequence, approximations for examples with a medium load are typically most off under this scheme.

## Chapter outline

We give a brief overview of the remainder of this chapter. In Section 6.2 we give a detailed description of our approximation scheme. We discuss several examples of queueing models to which we apply our method in Sections 6.3, 6.4, and 6.5. In those three sections we discuss the specific model at hand and demonstrate our method by means of studying one or more numerical examples. In Section 6.6 we wrap up with a general conclusion.

### 6.2 Approximation scheme

We start this section with Subsection 6.2.1 where we describe our novel approximation scheme in detail. For the ease of exposition we present the approach for two-dimensional queueing models. We also provide a list of sufficient assumptions that ensure that our approximation scheme can be used. Subsequently, in Subsection 6.2.2, we give the algorithm which we generally use to obtain root pairs of the kernel function as present in Equation (6.1), which we need for our approximation scheme. In Subsection 6.2.3, we give some further intuition and background on the root pairs. We also show that there might be a significant influence of the used roots pairs on the quality of the obtained approximation.

### 6.2.1 Detailed description of approximation scheme

We start the description of our approximation scheme with defining the queueing process under consideration. We provide the description in two dimensions, which can easily be generalized in several ways (upon which we briefly return at the end of this subsection). Let ( $Q_{1}, Q_{2}$ ) be the joint steady-state queue length with $\mathbb{N}^{2}$ as underlying state space and let $p_{i, j}=\mathbb{P}\left(\left(Q_{1}, Q_{2}\right)=(i, j)\right)$. Define the PGF of the joint steady-state queue-length distribution as $P(x, y)=\mathbb{E}\left[x^{Q_{1}} y^{Q_{2}}\right]$.

In general we have a functional equation like Equation (6.1). The functions $K(x, y), f_{1}(x, y), f_{2}(x, y)$, and $f_{3}(x, y)$ are known and are generally non-zero. As
can be seen from the definitions, we have that

$$
\begin{aligned}
& P(x, 0)=\mathbb{E}\left[x^{Q_{1}} \mathbb{1}\left\{Q_{2}=0\right\}\right]=\sum_{i=0}^{\infty} p_{i, 0} x^{i}, \\
& P(0, y)=\mathbb{E}\left[y^{Q_{2}} \mathbb{1}\left\{Q_{1}=0\right\}\right]=\sum_{j=0}^{\infty} p_{0, j} y^{j}, \\
& P(0,0)=\mathbb{P}\left(Q_{1}=0, Q_{2}=0\right)=p_{0,0},
\end{aligned}
$$

where $\mathbb{1}\left\{Q_{i}=0\right\}=1$ if $Q_{i}=0$ and 0 otherwise. As mentioned before, the difficulty lies in obtaining $P(x, 0)$ and $P(0, y)$.

Instead of an exact computation scheme, we replace $P(x, 0)$ and $P(0, y)$ by functions $\tilde{P}(x, 0)$ and $\tilde{P}(0, y)$, which are defined as follows:

$$
\begin{aligned}
& \tilde{P}(x, 0)=\sum_{i=0}^{M_{1}} \tilde{p}_{i, 0} x^{i}, \\
& \tilde{P}(0, y)=\sum_{j=0}^{M_{2}} \tilde{p}_{0, j} y^{j},
\end{aligned}
$$

where the $\tilde{p}_{i, j}$ are approximations for the $p_{i, j}$. To obtain the $\tilde{p}_{i, j}$ we require that the $\tilde{p}_{i, j}$ satisfy,

$$
\begin{equation*}
f_{1}\left(x_{i}, y_{i}\right) \tilde{P}\left(0, y_{i}\right)+f_{2}\left(x_{i}, y_{i}\right) \tilde{P}\left(x_{i}, 0\right)+f_{3}\left(x_{i}, y_{i}\right) \tilde{p}_{0,0}=0, \tag{6.5}
\end{equation*}
$$

for a root pair $\left(x_{i}, y_{i}\right)$ with $\left|x_{i}\right|<1,\left|y_{i}\right|<1$, and $K\left(x_{i}, y_{i}\right)=0$. This resembles the requirement that $P(x, y)$ should be zero if $K(x, y)=0$ and $x$ and $y$ are within the unit circle, because $P(x, y)$ is analytic within the unit circle.

If we have sufficiently many root pairs, we can form a set of linear equations in terms of the $\tilde{p}_{i, 0}, i=0, \ldots, M_{1}$, and the $\tilde{p}_{0, j}, j=1, \ldots, M_{2}$. We supplement those equations with a normalization equation. We e.g. require

$$
\begin{equation*}
\lim _{x \rightarrow 1} \frac{f_{1}(x, 1) \tilde{P}(0,1)+f_{2}(x, 1) \tilde{P}(x, 0)+f_{3}(x, 1) \tilde{p}_{0,0}}{K(x, 1)}=1, \tag{6.6}
\end{equation*}
$$

reflecting that $P(1,1)=1$ is a property that any PGF should satisfy. Then, we can form a system of $M_{1}+M_{2}+1$ linear equations, which we can solve for the various $\tilde{p}_{i, 0}$ and $\tilde{p}_{0, j}$. Those can then be used to approximate $P(x, y)$.We summarize the approximation scheme in pseudocode in Algorithm 6.1.

This completes our approximation scheme. The only thing left to do, is to obtain (at least) $M_{1}+M_{2}$ roots of $K(x, y)$. This is the topic of Subsection 6.2.2.

```
Algorithm 6.1 Approximation scheme for \(P(x, y)\).
    Find (the implicit function for) the PGF of the joint steady-state queue-
    length distribution as in Equation (6.1).
    Choose \(M_{1}\) and \(M_{2}\) and find \(M_{1}+M_{2}\) root pairs of \(K(x, y)\) within the unit
    circle, see also Subsection 6.2.2, in particular Algorithm6.2,
    Form a set of linear equations based upon Equation (6.5) and a normaliza-
    tion equation like Equation (6.6).
    Solve the resulting set of equations and plug in the \(\tilde{p}_{i, 0}\) and \(\tilde{p}_{0, j}\) to obtain
    an approximation for \(P(x, y)\).
```

We remark that several variants of Algorithm 6.1 are possible. Obviously, instead of using the normalization as in Equation (6.6), we might opt for different normalization equations or use several normalization equations (in which case we should leave out some of the other equations as we need a system of linear equations with size $M_{1}+M_{2}+1$ ). Based on numerical experiments, using several normalization equations could be beneficial for the quality of the approximation scheme.

For completeness, we provide a list of sufficient assumptions for the basic version of our approximation scheme that ensures that we can use Algorithm6.1.

- A functional equation for the PGF of the joint queue-length distribution, $P(x, y)$, like in Equation (6.1) needs to be available. We require $P(x, y)$ to be analytical for $|x|<1$ and $|y|<1$. Moreover, $P(x, y)$ should be continuous for $|x| \leq 1$ and $|y| \leq 1$.
- We require the model to be stable, i.e. $\mathbb{E}\left[Q_{1}\right]<\infty$ and $\mathbb{E}\left[Q_{2}\right]<\infty$.
- We need to be able to obtain sufficiently many root pairs $\left(x_{i}, y_{i}\right)$ of the function $K(x, y)$ in Equation (6.1) for which both $\left|x_{i}\right|<1$ and $\left|y_{i}\right|<1$, e.g. using Algorithm 6.2 introduced below in Subsection 6.2.2.

Generalizations. There are several generalizations to other types of queueing models. One generalization is that we can approximate $n$-dimensional queueing models. Instead of Equation (6.1), we are then dealing with an implicit $n$-dimensional function for $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ on the left-hand side which is multiplied with an $n$-dimensional kernel $K\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. On the right-hand side we have $2^{n}-1$ unknown functions which all relate to $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where one or several of the $x_{i}$ are zero. This means that we have the following general form.

Let $\mathbf{n} \in\{0,1\}^{n}$, i.e. let $\mathbf{n}$ be a vector of length $n$ with zeros and ones, and let $\mathscr{N}$ be the set of all such vectors of length $n$. Then

$$
\begin{equation*}
P\left(x_{1}, x_{2}, \ldots, x_{n}\right) K\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{\mathbf{n} \in \mathcal{M} \backslash\{1, \ldots, 1\}} f_{\mathbf{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right) P\left(x_{1} \mathbf{n}_{1}, x_{2} \mathbf{n}_{2}, \ldots, x_{n} \mathbf{n}_{n}\right), \tag{6.7}
\end{equation*}
$$

where $\mathbf{n}_{i}$ denotes the $i$-th element of $\mathbf{n}$. Then, under appropriate cut-offs of the unknown functions on the right-hand side, we might use several $n$-dimensional roots of the kernel and one (or several) normalization equation(s) to find an approximation for $P\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. We demonstrate this in Subsections 6.3.4 and 6.5.2.

Further, we might consider another generalization. Looking closely at Equation (6.1), we assume that the only special conditions for the transition rates can be found along the boundaries where $Q_{i}=0$ for $i=1,2$. We can generalize our scheme at the expense of additional unknown functions that we have to approximate to also allow for e.g. special transition rates when $Q_{i}=1$ for $i=1,2$. We are thus not restricted to queueing models where the only special conditions occur along the boundary. In essence, $k$-limited polling models could also be modeled in this way.

### 6.2.2 Finding suitable roots of the kernel

A practical challenge that comes with our approximation scheme is the fact that we require roots of the kernel. In some cases, like 1 -limited polling models with 2 queues, explicit expressions for the roots can be found [29]. However, roots of the kernel are typically not easy to find explicitly. We propose a generic scheme to find roots of the kernel (in two dimensions, a generalization to $n$ dimensions is possible), which we describe in more detail in pseudocode in Algorithm6.2. We first give a short explanation.

We start with choosing a grid structure for the $y$-variable, i.e. we choose a step size, $\delta$, and obtain the points $y=k / \delta+l / \delta \cdot i$, for $k=-\delta, \ldots,-1,1, \ldots, \delta$ and $l=$ $-\delta, \ldots,-1$, where $i^{2}=-1$. We exclude $y$-variables with a real or imaginary part equal to zero to prevent numerical problems. Subsequently, we check whether the obtained $y$ is within the unit circle and if so, we find an accompanying $x$ by means of a numerical procedure such that the kernel is zero for the combination $(x, y)$. We check whether the obtained $x$ is within the unit circle and if so, we add the pair $(x, y)$ to a list of suitable root pairs. Moreover, we employ the fact that if $(x, y)$ is a root for the kernel, then the complex conjugate $(\bar{x}, \bar{y})$ is a root
as well. This reduces the computational cost to obtain sufficiently many root pairs. Another benefit is that this stabilizes the numerical procedure later on: a polynomial with real coefficients, such as a PGF, which has complex root $r$, also has $\bar{r}$ as a root. Moreover, we construct a while loop among increasing values of $\delta$ to ensure that we obtain sufficiently many root pairs. Summarizing, we obtain the procedure as in Algorithm 6.2.

```
Algorithm 6.2 Obtaining roots of the kernel.
    Set \(\delta=1\) and initialize the set of root pairs \(\mathscr{Z}=\varnothing\).
    while \(|\mathcal{Z}|<M_{1}+M_{2}\) do
        Put \(\mathcal{Z}=\varnothing\) and put \(\delta=\delta+1\).
        Compute a list of \(y\) 's with \(y=k / \delta+l / \delta \cdot i\), with \(k=-\delta, \ldots,-1,1, \ldots, \delta\) and
    \(l=-\delta, \ldots,-1\). Pick only those \(y\) that satisfy \(|y|<1\).
            for each \(y\) do
                Find, numerically, an \(x\) such that \(K(x, y)=0\).
                If \(|x|<1\), store the combination \((x, y)\) and \((\bar{x}, \bar{y})\) in \(\mathcal{Z}\).
            end for
    end while
    Return \(\delta\) and \(\mathcal{Z}\).
```

Whether or not we are able to find sufficiently many root pairs ( $x_{i}, y_{i}$ ) such that both $x_{i}$ and $y_{i}$ are located within the unit circle depends on the kernel $K(x, y)$. A priori it is not clear if there are any root pairs of $K(x, y)$ within the unit circle and if so how many there are. We thus need to either assume or prove that there are sufficiently many zero pairs within the unit circle in order to employ our algorithm. We will prove that there are infinitely many of such root pairs for each of the models that we consider in the remainder of this chapter.

Example 6.1 (Two $M / M / 1$ queues in series: roots of the kernel) We derived that the kernel equation for the model with two M/M/1 queues in series is:

$$
K(x, y)=x y\left(\mu(1-x)+v_{1}(1-y / x)+v_{2}(1-1 / y)\right) .
$$

We first state Rouche's theorem (see e.g. [6]), which we will use in the proof of Lemma 6.2 which is formulated below.

Theorem 6.1 (Rouché's theorem) Let the bounded region D have a simple closed contour, C, as its boundary. Let $f(z)$ and $g(z)$ be analytic both in $D$ and on C.

Assume that $|f(z)|<|g(z)|$ on $C$. Then $g(z)-f(z)$ has in $D$ the same number of zeros as $g(z)$, all zeros counted according to their multiplicity.

Then, we have the following lemma.
Lemma 6.2 The kernel equation for the model with two M/M/1 queues in series, $K(x, y)$, has infinitely many root pairs $\left(x_{i}, y_{i}\right)$ with $\left|x_{i}\right|=1$ and $\left|y_{i}\right|<1$.

Proof. We adapt the proof of Lemma 8.2 in [209] to our setting. We employ Rouche's theorem. To this end, we define

$$
\begin{aligned}
& f(y)=-\left(\frac{v_{1}}{\mu} \bar{x} y^{2}+\frac{v_{2}}{\mu}\right), \\
& g(y)=\left(1+\frac{v_{1}}{\mu}+\frac{v_{2}}{\mu}-x\right) y .
\end{aligned}
$$

Then we have, if $|x|=1$, that

$$
\mu x(f(y)+g(y))=K(x, y) .
$$

Moreover, $f(y)$ and $g(y)$ are analytic inside and on the unit disk.
We have that, if $|x|=1$ and $x \neq 1$,

$$
|f(y)| \leq \frac{v_{1}}{\mu}|\bar{x}||y|^{2}+\frac{v_{2}}{\mu}=\frac{v_{1}}{\mu}|y|^{2}+\frac{v_{2}}{\mu}
$$

and

$$
|g(y)|=\left|1+\frac{v_{1}}{\mu}+\frac{v_{2}}{\mu}-x\right||y|>\left(\frac{v_{1}}{\mu}+\frac{v_{2}}{\mu}\right)|y| .
$$

Then we have for all $|y|=1$ that

$$
\begin{aligned}
& |f(y)| \leq \frac{v_{1}}{\mu}+\frac{v_{2}}{\mu}, \\
& |g(y)|>\frac{v_{1}}{\mu}+\frac{v_{2}}{\mu} .
\end{aligned}
$$

Rouche's theorem then tells us that $f(y)+g(y)$ has the same number of roots inside $|y|=1$ as $g(y) . g(y)$ has one root with $|y|<1(g(0)=0)$. So $K(x, y)$ has one solution satisfying $|y|<1$ for all $x$ with $|x|=1$ and $x \neq 1 . K(x, y)$ thus has infinitely many root pairs satisfying $|x|=1$ and $|y|<1$.

### 6.2.3 Choice of the roots

The choice for the root pairs of the kernel may have a significant influence on the accuracy of our approximation scheme. This also seems to play a role in other approximation schemes, such as in [68], where approximations for a two-class queue with an alternating service discipline are provided and some examples show numerical instabilities. The choice of the root pairs seems to cause these problems (see also Section 6.4). Although we have been unable to detect a clear relation between the choice of the roots and the outcome of the approximation, we see some general patterns and we have gathered some intuition, which we share here.

In order to better understand the relation between the choices for the root pairs and the approximation, we start with a simple example. Consider an unknown function $p(x)$ and its Taylor series around $x=0: p(x)=\sum_{i=0}^{\infty} p_{i} x^{i}$ with $p_{i}$ unknown. Let us assume that we might sample $p(x)$ for various values of $x$. Then, if we want to approximate the $p_{i}$ for $i=0,1 \ldots, n$ (as we essentially do in our approximation scheme), which $x$ should we choose to sample? Theory on numerical analysis tells us that it is generally best to sample $p(x)$ for values of $x$ close to 0 as $p(x)$ is a Taylor series around $x=0$, see e.g. [35]. We probably also want to sample $p(x)$ for some positive and some negative values of $x$.

Based on this intuition for a one-dimensional function, we might expect that root pairs close to $(0,0)$ work well when approximating $P(x, 0)$ and $P(0, y)$ in Equation (6.1), as $\tilde{P}(x, 0)$ and $\tilde{P}(0, y)$ are essentially Taylor series around $x=0$ and $y=0$ respectively. This is indeed something that we generally observe: if all root pairs are close to $(0,0)$, we tend to get better approximations than in the case where we choose all root pairs far from $(0,0)$.

Also the observation that we would like to know $p(x)$ for both positive and negative values of $x$ in the one-dimensional setting, finds its analogy in the setting with approximating $P(x, 0)$ and $P(0, y)$ in Equation (6.1). E.g. if every root pair $\left(x_{i}, y_{i}\right)$ of $K(x, y)$ has the property that $\operatorname{Re}\left(x_{i}\right)<0$, the quality of the approximation is generally worse than in the case where there are $x_{i}$ with positive and negative real part. The same holds for the $y_{i}$.

The above considerations have, partly, led to the general approach to obtain root pairs of $K(x, y)$ as described in Algorithm 6.2. Using Algorithm 6.2, we at least get some root pairs (relatively) close to ( 0,0 ) and we span the entire unit circle, at least for $y$. Occasionally, it might happen that using Algorithm 6.2, all root pairs satisfy a property like $\operatorname{Re}(x)<0$, which tends to lead to relatively bad approximations. In such cases, we usually opt for a combination of Algorithm 6.2 as above and Algorithm 6.2 with $x$ and $y$ interchanged to make sure
that a property like "all $x$ satisfy $\operatorname{Re}(x)<0$ " cannot occur. In general, this approach to find root pairs works well and gives rise to useful approximations, which is the main reason to work with Algorithm 6.2 in this chapter.

Example 6.1 (Two $M / M / 1$ queues in series: influence of the roots) We compare two different choices for the set of root pairs used in our method to approximate the PGF of the joint steady-state queue-length distribution of the model with two M/M/1 queues in series. One set has root pairs close to zero, while the other set is obtained with Algorithm 6.2 and we study the difference in the quality of the approximation (which is easy, because we know an explicit formula for $P(x, y)$, see Equation (6.4)).

We choose $\mu=1, v_{1}=10$ and $v_{2}=2.5$. We further choose $M_{1}=M_{2}=10$. Using Algorithm 6.2, we continue until $\delta=4$ and we use the first 20 root pairs obtained by Algorithm 6.2 in Approximation 1. For Approximation 2 we also use Algorithm 6.2, but we continue until $\delta=30$ and then use the 20 root pairs with the smallest total absolute value, i.e. the $\left(x_{i}, y_{i}\right)$ such that $\left|x_{i}\right|+\left|y_{i}\right|$ is minimal. We approximate $p_{n_{1}, n_{2}}$ in both cases for $n_{1}, n_{2}=0,1,2,3$, and obtain Tables 6.1 and 6.2 We give the approximation and the absolute relative error defined as $|a-e| / e \cdot 100 \%$ where $a$ is the approximation and e the exact value.

Table 6.1: The approximation obtained using Approximation 1 with various values of $n_{1}$ displayed in the columns and $n_{2}$ displayed in the rows. Between brackets we display the absolute relative error in \%.

| $p_{n_{1}, n_{2}}$ | $n_{1}=0$ | $n_{1}=1$ | $n_{1}=2$ | $n_{1}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{2}=0$ | $0.54(0.0082)$ | $0.22(0.0079)$ | $0.086(0.019)$ | $0.035(0.21)$ |
| $n_{2}=1$ | $0.054(0.0033)$ | $0.022(0.11)$ | $0.088(1.3)$ | $0.0031(11)$ |
| $n_{2}=2$ | $0.0053(1.1)$ | $0.0024(12)$ | $0.00014(84)$ | $0.0017(389)$ |
| $n_{2}=3$ | $0.00106(97)$ | $-0.0011(612)$ | $0.0023(2580)$ | $-0.0023(6710)$ |

We see in Table 6.1 that the approximation for higher values of $n_{1}$ and $n_{2}$ quickly drops in quality, whereas in Table 6.2 we see that the absolute relative errors remain quite small. In general, Approximation 2, with the root pairs close to zero, is more accurate than Approximation 1 where we use root pairs further away from zero. The quality of the approximation thus depends on the used root pairs and root pairs close to zero seem to work better (at least in this example).

We note that increasing $M_{1}$ and $M_{2}$ further, e.g. to 100 , leads to more accurate approximations. The difference in the quality of the approximation between the two sets of root pairs seems to decrease when the values of $M_{1}$ and $M_{2}$ are increased.

Table 6.2: The approximation obtained using Approximation 2 with various values of $n_{1}$ displayed in the columns and $n_{2}$ displayed in the rows. Between brackets we display the absolute relative error in \%.

| $p_{n_{1}, n_{2}}$ | $n_{1}=0$ | $n_{1}=1$ | $n_{1}=2$ | $n_{1}=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{2}=0$ | $0.54(0.015)$ | $0.22(0.015)$ | $0.086(0.015)$ | $0.035(0.014)$ |
| $n_{2}=1$ | $0.054(0.015)$ | $0.022(0.015)$ | $0.0086(0.016)$ | $0.0035(0.021)$ |
| $n_{2}=2$ | $0.0054(0.015)$ | $0.0022(0.017)$ | $0.00086(0.035)$ | $0.00035(0.16)$ |
| $n_{2}=3$ | $0.00054(0.020)$ | $0.00022(0.067)$ | $0.000087(0.43)$ | $0.000036(2.7)$ |

In a few rare cases, specific additional information about the kernel is known that can be used to find root pairs. E.g. in the case of a 1-limited polling model with two queues, a curve, named $F$ in [29], describing root pairs of $K(x, y)$ can be identified. This function is used to formulate and solve a boundary value problem to obtain $P(x, y)$ in [29]. Points on $F$ can also be used as root pairs in our approximation scheme and it turns out that the quality of the approximation increases when compared with the case where we have root pairs as chosen in Algorithm6.2. Apparently, root pairs on a curve like $F$ have a positive impact, although we do not have a clear understanding why. For general models, however, it is hard to find such curves and as such we do not advocate the use of curves like the curve $F$ in [29] due to limited applicability. Even though root pairs based on Algorithm 6.2 yield (slightly) worse results for a 1 -limited polling model with two queues, our approach to find root pairs can be used more generally.

A further investigation of the relation between the root pairs and the quality of the approximation is beyond the scope of this chapter.

## $6.3 k$-limited polling models

$k$-limited polling models form a set of queueing models that have sparked a lot of interest in the literature, that are so far considered to be analytically intractable except for some specific cases, and that fall in the class of systems that our novel approximation scheme can be applied to. In general, a $k$-limited polling model consists of $N$ queues and one single server. The server alternates between the various queues and when the server starts serving queue $i$, it serves at most $k_{i}$ customers during that visit, after which the server switches to the next queue. We will focus on examples where the server visits the queues
sequentially in a cyclic and predetermined order. These $k$-limited polling models might be employed to model certain types of vehicle-actuated traffic-light control strategies, which is another reason for us to study them.

There are some approximation schemes that are specifically tailored towards $k$-limited polling models, besides the ones that we already discussed in Subsection 6.1.1. An example is [211], using a decomposition of the entire system into one-dimensional $k$-limited queues with state-dependent vacations. These queues are then iteratively approximated. Another example is [21], which employs a light- and heavy-traffic approximation. Van Houdt relies on the power series algorithm, Kronecker matrix representations, and the shuffle algorithm in [202]. As a last possible approximation we name the pseudo-conservation law, first formulated in [28]. The results can in some cases be leveraged to obtain exact results, for example in case of a symmetric 1 -limited polling model with an arbitrary number of queues. We will use this to determine the quality of our approximation in the case of symmetric 1-limited polling models. Typically we are able to outperform and/or obtain more general results than existing approximation methods.

In the remainder of this section, we first give a brief and general description of $k$-limited polling models and provide the various functions that we need to execute our approximation algorithm. We also prove that there are sufficiently many zeros of the kernel equation. After that we study various examples, starting in Subsection 6.3 .2 with a symmetric 1 -limited polling model with 2 queues. For this example, we are able to calculate various performance measures analytically, which allows us to validate our approximation scheme. In Subsection 6.3 .3 we study a large test bed of two-queue $k$-limited polling models in order to assess the general quality of our approximation scheme. Finally, in Subsection 6.3.4, we show that our approximation scheme can also be used to approximate $k$-limited polling models with more than two queues.

### 6.3.1 Joint steady-state queue-length analysis

We provide a high-level derivation of the relevant functions for the $k$-limited polling model that we need for our method. We also slightly generalize the method described in Section 6.2, We do so in order to be able to account for being in various states, as we want to take into account in which part of the cycle we are.

We have a $k$-limited polling model with $N$ queues. We denote with $k_{i}$ the maximum number of customers served at queue $i$ per cycle. We divide the cycle into $N+\sum_{i=1}^{N} k_{i}$ states. We denote the states with the pair $(i, j)$, where
$i=1, \ldots, k_{j}+1$ and $j=1, \ldots, N$. The index $i$ corresponds for $i=1, \ldots, k_{j}$ to the start of the $k_{j}$ service epochs at queue $j=1, \ldots, N$ and the index $i=k_{j}+1$ corresponds to the start of the switchover period from queue $j$ to queue $j+1$ (where queue $N+1$ is to be understood as queue 1). We define $\left(Q_{1}^{(i, j)}, \ldots, Q_{N}^{(i, j)}\right)$ to be the random vector with the joint steady-state queue-length distribution at the start of state $(i, j)$ and accordingly we define

$$
P_{i, j}(\mathbf{x})=\mathbb{E}\left[\prod_{l=1}^{N} x_{l}^{Q_{l}^{(i, j)}}\right]
$$

with $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$. We further denote with $Q_{j}$ the random variable of the steady-state queue-length distribution at an arbitrary moment for queue $j$. We also introduce $\mu_{i}$, the Poisson arrival rate at queue $i ; B_{i}$, the generally distributed service time at queue $i, i=1, \ldots, N$, with mean $b_{i}$ and Laplace-Stieltjes Transform (LST) $\beta_{i}($.$) ; and S_{i}$, the generally distributed switchover time from queue $i$ to queue $i+1 \bmod N$, with mean $s_{i}$ and LST $\sigma_{i}($.$) . We assume that all$ arrival processes, service times, and switchover times are independent. Further, we define $z(\mathbf{x})=\sum_{i=1}^{N} \mu_{i}\left(1-x_{i}\right)$. Then, we have that

$$
\begin{align*}
& P_{1,1}(\mathbf{x}) K(\mathbf{x})=\sum_{j=1}^{N} \sum_{i=1}^{k_{j}}\left(P_{i, j}\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{n}\right) x_{j}^{i-1}\left(x_{j}-\beta_{j}(z(\mathbf{x}))\right)\right.  \tag{6.8}\\
&\left.\beta_{j}(z(\mathbf{x}))^{k_{j}-i} \sigma_{j}(z(\mathbf{x})) \prod_{l=j+1}^{N}\left(\beta_{l}(z(\mathbf{x}))^{k_{l}} \sigma_{l}(z(\mathbf{x}))\right) \prod_{l=1}^{j-1} x_{l}^{k_{l}}\right),
\end{align*}
$$

where

$$
\begin{equation*}
K(\mathbf{x}):=\prod_{j=1}^{N} x_{j}^{k_{j}}-\prod_{j=1}^{N} \beta_{j}(z(\mathbf{x}))^{k_{j}} \sigma_{j}(z(\mathbf{x})) . \tag{6.9}
\end{equation*}
$$

A derivation of these functions can be found in Appendix 6.A where also the PGF for the joint steady-state queue-length distribution at an arbitrary moment is given. Expressions for the other $P_{i, j}(\mathbf{x})$ can also be derived. We note that compared to the general form of the functional equation presented in Equation (6.7), we only have functions where only one of the $x_{j}$ is replaced with 0 as can be seen in Equation (6.8). As such, we have $\sum_{j=1}^{N} k_{j}$ unknown functions, rather than the two in Equation (6.1) or the $2^{N}-1$ in Equation (6.7). This is not a problem as we show in the coming numerical examples.
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Finally, we require that the load,

$$
\rho=\sum_{j=1}^{N} \mu_{j} b_{j}
$$

is less than 1 and that the utilization for queue $i$, which reads

$$
u_{i}=\rho+\mu_{i} \frac{\sum_{j=1}^{N} s_{j}}{k_{i}}
$$

is less than 1 to ensure stability for queue $i$, see e.g. [78].
As a last remark before turning to the number of zeros of $K(\mathbf{x})$ within the unit circle, we note that we have to generalize the notation slightly. For the remainder of this section, we denote the cut-off of the function $P_{i, j}(\mathbf{x})$ for $i=$ $1, \ldots, k_{j}$ and $j=1, \ldots, N$ with $M_{i, j}$.

## Number of zeros of the kernel

In this subsection, we prove that there are infinitely many zeros within the unit circle for Equation (6.9). This implies that we are able to find sufficiently many zeros which we need for our approximation scheme. We prove that the number of zeros within the unit circle for the kernel is infinite by means of applying Rouché's theorem, as detailed in Lemma6.3.

Lemma 6.3 The equation

$$
\begin{equation*}
K(\mathbf{x})=\prod_{j=1}^{N} x_{j}^{k_{j}}-\prod_{j=1}^{N} \beta_{j}(z(\mathbf{x}))^{k_{j}} \sigma_{j}(z(\mathbf{x}))=0 \tag{6.10}
\end{equation*}
$$

has infinitely many solutions $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$ with $\left|x_{j}\right|<1$ for $j=1, \ldots, N$.
Proof. We want to employ Rouché's theorem. With the notation as in Theorem 6.1, we choose $D$ to be the unit disk and $C$ to be the unit circle. We prove that

$$
\left|f\left(z\left(\mathbf{x}^{*}\right)\right)\right|=\left|\prod_{j=1}^{N} \beta_{j}\left(z\left(\mathbf{x}^{*}\right)\right)^{k_{j}} \sigma_{j}\left(z\left(\mathbf{x}^{*}\right)\right)\right|<1
$$

where $\mathbf{x}^{*}=\left(h s \mathrm{e}^{2 \pi i 1 / N}, h s \mathrm{e}^{2 \pi i 2 / N}, \ldots, h s \mathrm{e}^{2 \pi i N / N}\right)$, with $|h|=1$ and a fixed $s$ with $|s|=1$ and $s \neq 1$.

We start with noting that

$$
\begin{equation*}
\left|\prod_{j=1}^{N} \beta_{j}(z(\mathbf{x}))^{k_{j}} \sigma_{j}(z(\mathbf{x}))\right|=\prod_{j=1}^{N}\left|\beta_{j}(z(\mathbf{x}))\right|^{k_{j}}\left|\sigma_{j}(z(\mathbf{x}))\right| . \tag{6.11}
\end{equation*}
$$

We prove that $\left|\beta_{1}\left(z\left(\mathbf{x}^{*}\right)\right)\right|<1$ and similarly the other terms on the right-hand side of Equation (6.11) can be shown to be less than 1.

As $\beta_{1}(x)$ is an LST, we have

$$
\begin{aligned}
\mid \beta_{1}\left(z\left(\mathbf{x}^{*}\right) \mid\right. & =\left|\int_{0}^{\infty} \exp \left(-\sum_{j=1}^{N} \mu_{j}\left\{1-h s \mathrm{e}^{2 \pi i j / N}\right\} t\right) \mathrm{d} \mathbb{P}\left(B_{1}<t\right)\right| \\
& \leq \int_{0}^{\infty}\left|\exp \left(-\sum_{j=1}^{N} \mu_{j}\left\{1-h s \mathrm{e}^{2 \pi i j / N}\right\} t\right)\right| \mathrm{d} \mathbb{P}\left(B_{1}<t\right) \\
& =\int_{0}^{\infty} \exp \left(-\sum_{j=1}^{N} \mu_{j}\left\{1-\operatorname{Re}\left(h s \mathrm{e}^{2 \pi i j / N}\right)\right\} t\right) \mathrm{dPP}\left(B_{1}<t\right) \\
& <\int_{0}^{\infty} 1 \mathrm{dP}\left(B_{1}<t\right)=1,
\end{aligned}
$$

where in the first inequality we use the triangle inequality for integrals and in the last inequality we use that $\sum_{j=1}^{N} \mu_{j}\left\{1-\operatorname{Re}\left(h s \mathrm{e}^{2 \pi i j / N}\right)\right\} t>0$. The latter is the case because $\left|\mathrm{e}^{2 \pi i j / N}\right|=1,|h|=1$, and $|s|=1$, so

$$
\operatorname{Re}\left(h s \mathrm{e}^{2 \pi i j / N}\right) \leq 1
$$

for all $j$. We moreover have that at least one $h s \mathrm{e}^{2 \pi i j / N} \neq 1$ since $s \neq 1$, implying that

$$
\sum_{j=1}^{N} \mu_{j}\left\{1-\operatorname{Re}\left(h s e^{2 \pi i j / N}\right)\right\} t>0
$$

Using Equation (6.11), we thus have that

$$
\left|\prod_{j=1}^{N} \beta_{j}\left(z\left(\mathbf{x}^{*}\right)\right)^{k_{j}} \sigma_{j}\left(z\left(\mathbf{x}^{*}\right)\right)\right|<\prod_{j=1}^{N} 1^{k_{j}} \cdot 1=1 .
$$

Moreover, we have that

$$
\left|g\left(\mathbf{x}^{*}\right)\right|=\left|\prod_{j=1}^{N}\left(h s \mathrm{e}^{2 \pi i j / N}\right)^{k_{j}}\right|=|(h s)|^{\Sigma_{j=1}^{N} k_{j}}\left|\mathrm{e}^{\sum_{j=1}^{N} 2 \pi i j k_{j} / N}\right|=1
$$

as $|h|=1$ and $|s|=1$.
As $f\left(z\left(\mathbf{x}^{*}\right)\right)$ and $g\left(\mathbf{x}^{*}\right)$ are analytic on and within the unit circle, we can employ Rouché's theorem to conclude that $K\left(\mathbf{x}^{*}\right)$ has $\sum_{j=1}^{N} k_{j}$ roots for $|h|<1$ for a fixed $s$ with $|s|=1, s \neq 1$, and $\mathbf{x}^{*}$ as defined before. This implies that there are infinitely many roots within the unit circle of Equation (6.10).

We are now set to continue with the numerical examples.

### 6.3.2 1-limited symmetric polling example

We start with an example for which several exact results are known so that we can validate our approximation scheme. We focus on a 1-limited polling model which is symmetric in the arrival rate and the service and switchover time distributions. We choose to vary the arrival rate and keep the other parameters of the model fixed. We choose the service-time distribution to be deterministic with value $1 / 3$ and the switchover time distribution to be exponential with rate 7. Then, using the pseudo-conservation law [28], we can compute the mean waiting time exactly. We can compare this exact value with an approximation of the mean waiting time based on our approximation for $P_{1,1}\left(x_{1}, x_{2}\right)$, see also Appendix 6.A where we show how to derive the joint steady-state queue-length distribution at an arbitrary time from the $P_{i, j}\left(x_{1}, x_{2}\right)$. Then, we can compute the mean queue length at an arbitrary time and employ Little's law to obtain the mean waiting time.

In Table 6.3 below, we show for varying arrival rates the load on the queues, the approximation of the mean waiting time, the exact value of the mean waiting time, and two parameters of our algorithm, namely $\delta$, the final step size in Algorithm 6.2, and the value of $M_{1,1}$ (which is equal to the value of $M_{1,2}$ ). As a last remark before turning to Table 6.3 , we note that we employ the symmetry of the queueing system at hand in our approximation scheme, as we know that $p_{i, j}=p_{j, i}$, so we also require symmetry in our approximation scheme: we enforce $\tilde{p}_{i, 0}=\tilde{p}_{0, i}$. This reduces the computation time and seems to yield (slightly) more accurate approximations.

As can be seen from Table 6.3, our approximation scheme performs well for all arrival rates. Among others, we display the absolute relative error, defined as $|a-e| / e \cdot 100 \%$ where $a$ is the approximation and $e$ the exact value. The maximum absolute relative error is $0.24 \%$. The quality of the approximation can be further improved if the values of $M_{i, j}$ are increased further (and if $\delta$ is adjusted accordingly), see also Figure 6.1 below.

The maximal relative error is attained for an instance with a very high load

Table 6.3: Mean waiting time for a symmetric 1 -limited polling model with 2 queues, deterministic service times with value $1 / 3$ and exponential switchover time distributions with rate 7 . We have chosen $M_{1,1}=M_{1,2}$ and various arrival rates, $\mu$, leading to various utilizations, $u$. We further display the step size $\delta$, the approximation, the exact result, and the absolute relative error in \%.

| $\mu$ | $u$ | $M_{1,1}$ | $\delta$ | Approximation | Exact result | Abs. relative error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.05 | 10 | 7 | 0.23083 | 0.23083 | $<0.001 \%$ |
| 0.15 | 0.14 | 20 | 7 | 0.26944 | 0.26944 | $<0.001 \%$ |
| 0.25 | 0.24 | 40 | 7 | 0.31771 | 0.31771 | $<0.001 \%$ |
| 0.35 | 0.33 | 60 | 7 | 0.37976 | 0.37976 | $<0.001 \%$ |
| 0.45 | 0.43 | 80 | 8 | 0.46250 | 0.46250 | $<0.001 \%$ |
| 0.55 | 0.52 | 100 | 8 | 0.57833 | 0.57833 | $<0.001 \%$ |
| 0.65 | 0.62 | 100 | 8 | 0.75208 | 0.75208 | $<0.001 \%$ |
| 0.75 | 0.71 | 150 | 9 | 1.04167 | 1.04167 | $<0.001 \%$ |
| 0.85 | 0.81 | 150 | 9 | 1.62083 | 1.62083 | $<0.001 \%$ |
| 0.95 | 0.91 | 200 | 9 | 3.35833 | 3.35833 | $<0.001 \%$ |
| 1.00 | 0.95 | 300 | 11 | 6.83336 | 6.83333 | $<0.001 \%$ |
| 1.01 | 0.96 | 375 | 12 | 8.57084 | 8.57083 | $<0.001 \%$ |
| 1.02 | 0.97 | 450 | 13 | 11.4668 | 11.4667 | $0.001 \%$ |
| 1.03 | 0.98 | 600 | 15 | 17.2620 | 17.2583 | $0.021 \%$ |
| 1.04 | 0.99 | 900 | 18 | 34.7157 | 34.6333 | $0.238 \%$ |

(above 0.99). This points to a challenge in our algorithm: high loads require high values of $M_{i, j}$, as we essentially need to estimate more probabilities to obtain a good approximation (and the caveat is that higher $M_{i, j}$ imply a larger computation time). To investigate the influence of the parameter $M_{i, j}$, we take a closer look at the case where the arrival rate is 1.04 and where we vary the $M_{i, j}$. We obtain Figure 6.1, where we have the value of $M_{i, j}$ on the horizontal axis and the approximation on the vertical axis. We see that there is a dependence between the values of the $M_{i, j}$ and the quality of the approximation. Figure 6.1 indicates that $M_{i, j}$ should be sufficiently high in order to obtain good approximations and depending on the error that one is willing to accept, $M_{i, j} \approx 700$ probably suffices in this particular example. A general rule-of-thumb for the height of $M_{i, j}$ is difficult to establish. However, we generally see that a higher load requires a higher $M_{i, j}$.

Our approximation scheme is thus capable of providing satisfactory approximations for the mean waiting time. Moreover, we readily obtain approximations


Figure 6.1: Mean waiting time estimation for various values of $M_{1,1}$ for a 1-limited polling model with 2 queues, a Poisson arrival rate of 1.04, deterministic service times with value $1 / 3$, and exponential switchover times with rate 7 . The dashed line represents the exact value.
for the PGF of the joint steady-state queue-length distribution, which also allows us to obtain higher moments and variances of e.g. the queue-length distribution.

### 6.3.3 Test bed for two-queue $\boldsymbol{k}$-limited polling models

In this subsection, we create a test bed in order to assess the general quality of our approximation scheme when applied to $k$-limited polling models. To this end, we set up a test bed with a large variety of examples and we compare the results of our approximation scheme with extensive simulation results. An overview of the various parameter settings can be found in Table 6.4. We have varied the squared coefficient of variation (SCV) between 0,1 , and 2 for the service time distribution and between 0 and 1 for the switchover time distribution. In case the SCV is equal to 2 , we fit a so-called hyperexponential distribution with balanced means as described in Example 2 of [22]. If the imbalance in the arrival rate is equal to $a$, then the total arrival rate at the two queues is equal to $\mu_{\text {tot }}$ such that $\mu_{1}+\mu_{2}=\mu_{\text {tot }}, a \mu_{1}=\mu_{2}$, and such that the maximal load on either of the queues is equal to the load listed in Table 6.4.

In total, the number of cases in our test bed is equal to 2880 . There are some symmetric cases for which we can take all $M_{i, j}$ the same as we did in

Table 6.4: Test bed used to compare the approximation to simulation results.

| Parameters | Values |
| :--- | :--- |
| $\left(k_{1}, k_{2}\right)$ | $(1,1),(1,3),(3,3),(5,5)$ |
| Load | $0.1,0.3,0.5,0.7,0.9$ |
| $B_{1}$ | $0.1,1$ |
| $B_{2}$ | $0.1,1$ |
| $S_{1}$ | $0.1,1$ |
| $S_{2}$ | 1 |
| SCV service times | $0,1,2$ |
| SCV switchover times | 0,1 |
| Imbalance arrival rates | $1 / 3,2 / 3,1$ |

Subsection 6.3.2, but there are also many asymmetric cases for which the approximation with all $M_{i, j}$ the same does not yield good approximations. We devise a general rule-of-thumb to obtain good values for the $M_{i, j}$. If we denote the total number of root pairs with $t$ and the load on queue $i$ with $u_{i}$, we choose the $M_{i, 1}$ as $\left\lfloor t / k_{1} \cdot\left(u_{2}+1 / 2\right) /\left(u_{1}+u_{2}+1\right)\right\rfloor-1$ and for the $M_{i, 2}$ as $\left\lfloor t / k_{2} \cdot\left(u_{1}+1 / 2\right) /\left(u_{1}+u_{2}+1\right)\right\rfloor-1$, if $k_{1}=k_{2}$. If $k_{1} \neq k_{2}$, we need to adjust for this and we choose the $M_{i, 1}$ to be $\left\lfloor t / k_{1} \cdot\left(u_{2}+1 / 2+k_{1}\right) /\left(u_{1}+u_{2}+1+k_{1}+k_{2}\right)\right\rfloor-1$ and $\left\lfloor t / k_{2} \cdot\left(u_{1}+1 / 2+k_{2}\right) /\left(u_{1}+u_{2}+1+k_{1}+k_{2}\right)\right\rfloor-1$ for the $M_{i, 2}$. In this way we can account for differences in the load and the $k_{i}$ in both queues. The idea behind this general rule is that we need to account for differences in the loads and service limits in each queue. The higher the load on queue 1 (2), the longer the tails of the $P_{i, 2}\left(x_{1}, 0\right), i=1, \ldots, k_{2}\left(P_{i, 1}\left(0, x_{2}\right), i=1, \ldots, k_{1}\right)$ are. This in turn implies that we need (relatively) high values for the corresponding $M_{i, j}$ and indeed, in our rule-of-thumb, $M_{i, j}$ depends proportionally on the loads $u_{1}$ and $u_{2}$. Similarly, we need to take differences in $k_{1}$ and $k_{2}$ into account when $k_{1} \neq k_{2}$ and also here we choose for a proportional dependence between the $M_{i, j}$ and the $k_{j}$. The devised rule-of-thumb generally seems to yield reasonably good approximations. Further, we provide a minimal average number of the various $M_{i, j}$, which we set to $(30,75,100,200,300)$ for maximal loads of respectively ( $0.1,0.3,0.5,0.7,0.9$ ). For each separate example we find an accompanying $\delta$ to make sure that we have sufficiently many root pairs.

In Tables 6.5 and 6.6 we focus on mean waiting times. In Table 6.5, we display the absolute relative error made by our approximation scheme when compared with extensive simulation results. When $a$ is the approximation for the mean waiting time and $s$ the mean waiting time obtained from extensive
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simulations, we display the absolute relative error, $|a-s| / s \cdot 100 \%$, categorized in bins of various sizes.

Table 6.5: Absolute relative error for the mean waiting time at queue $i$, denoted with $\mathbb{E}\left[W_{i}\right]$, expressed in $\%$ and categorized in bins for all cases in the test bed.

|  | $0-0.1 \%$ | $0.1-1 \%$ | $1-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ | $>20 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbb{E}\left[W_{1}\right]$ | 90.9 | 4.76 | 2.12 | 0.76 | 0.31 | 0.10 | 1.08 |
| $\mathbb{E}\left[W_{2}\right]$ | 90.8 | 4.27 | 1.91 | 0.59 | 0.28 | 0.17 | 1.97 |

Table 6.6: Average absolute relative error for the mean waiting times at queues 1 and 2, expressed in \% and categorized in bins. Under (a) we distinguish between the various combinations of the $k_{j}$ and under (b) between various loads.
(a)

| $\left(k_{1}, k_{2}\right)$ | $0-0.1 \%$ | $0.1-1 \%$ | $1-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ | $>20 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1,1)$ | 99.7 | 0.28 | 0 | 0 | 0 | 0 | 0 |
| $(1,3)$ | 86.5 | 7.50 | 4.58 | 0.69 | 0.42 | 0 | 0.28 |
| $(3,3)$ | 87.5 | 6.53 | 2.64 | 0.83 | 0.56 | 0.28 | 1.67 |
| $(5,5)$ | 79.7 | 8.89 | 4.03 | 1.25 | 0.69 | 0.14 | 5.28 |

(b)

| Load | $0-0.1 \%$ | $0.1-1 \%$ | $1-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ | $>20 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 98.8 | 1.04 | 0.17 | 0 | 0 | 0 | 0 |
| 0.3 | 97.7 | 1.91 | 0 | 0.17 | 0.17 | 0 | 0 |
| 0.5 | 93.8 | 4.34 | 1.04 | 0.17 | 0.17 | 0 | 0.52 |
| 0.7 | 88.9 | 4.69 | 3.12 | 0.69 | 0.35 | 0.17 | 2.08 |
| 0.9 | 62.7 | 17.0 | 9.72 | 2.43 | 1.39 | 0.35 | 6.42 |

We see that we obtain accurate approximations for the mean waiting times in many instances. In Table 6.5, we see that for more than $95 \%$ of all examples in the test bed we have an absolute relative error below $1 \%$ (and in many cases even below $0.1 \%$ ) for both the mean waiting time in queue 1 and in queue 2 when we compare our approximations with extensive simulation results. Especially for the "easy" cases with a low load and/or low values of the $k_{j}$, we have accurate approximations as can be observed in Table 6.6. This is explained by the fact that in those cases we can choose the values of the $M_{i, j}$ to be relatively low, which still yields a qualitatively good approximation. Also when either the load or the values of the $k_{j}$ are increased, we often obtain good approximations
for the mean waiting time, but those are at the expense of (slightly) larger approximation errors and/or longer computation times. Nevertheless, we would like to argue that, also in those cases, our approximation scheme is performing quite well.

In a few cases, our approximation scheme deviates more than $20 \%$ from the simulation results for at least one of the estimated mean waiting times. This amounts to 64 cases (out of 2880 cases). We investigated some of those cases separately and we were able to find a better approximation when increasing the values of the $M_{i, j}$ and/or slightly changing the ratio between the values of the $M_{i, j}$. This points towards a difficulty of our algorithm: how should the $M_{i, j}$ be chosen? Although we have a general rule-of-thumb, it does not work well in every single case and (a bit of) experimentation is sometimes required to find the right values. Especially when the load increases and/or the values of the $k_{j}$ increase, the choice of the $M_{i, j}$ becomes more critical. However, in every separately investigated case we have been able to find better approximations than the ones displayed in Table 6.6 by adapting the various $M_{i, j}$.

We conclude with a few remarks. The total computation time for all approximations in the test bed is considerable (several days) on a high performance computing cluster. In many cases however, we could have chosen lower values for the $M_{i, j}$ leading to qualitatively similar approximations which would have decreased the computation time. We choose relatively large values for the $M_{i, j}$ due to the wide range of cases that we study in the test bed. Often, we could thus have performed our approximation with a lower computation time while maintaining the quality of the approximation. Moreover, our implementation of the approximation scheme is (probably) not the most efficient one. This could decrease the computation time further.

### 6.3.4 $\quad$-limited polling with three queues

As mentioned before, our method is also capable of approximating queueing models with more than two queues. We illustrate this by looking at an asymmetric $k$-limited polling model with three queues. We choose $k_{j}=1$ for $j=1,2,3$. We assume Poisson arrivals as before and we choose $\mu_{j}=0.25$. The service-time distribution at queue $j$ is chosen to be deterministic with value $1 / j$ and all switchover time distributions are exponential with parameter 5. This implies that the utilization for each queue is $73 / 120 \approx 0.608$.

A difference with two-queue models is that we need a root triplet rather than a root pair. One has to be careful when selecting the root triplets that are used, as linear dependencies within the set of linear equations that we need
to solve might lead to numerical problems/instabilities. One could work with a structure like in Algorithm 6.2 for the two-queue scenario, but we opt for a different approach here (that also works in two dimensions). We generate a random list of $x_{2}$ and $x_{3}$ that are located within the unit circle and then find an accompanying $x_{1}$ such that $K\left(x_{1}, x_{2}, x_{3}\right)=0$. We use a numerical root-finding procedure to obtain such an $x_{1}$. We cannot guarantee that such an $x_{1}$ exists, but in our algorithm we are almost always able to find such an $x_{1}$. If the obtained $x_{1}$ is within the unit circle, we add the triplet to a list of root triplets for $K\left(x_{1}, x_{2}, x_{3}\right)$ which are subsequently used to build the system of linear equations. Together with one or more normalization equations, we are then able to find the finite number of unknowns which we are looking for. We choose all cut-offs to be 15 and we work with the normalization equation

$$
\lim _{x_{1} \rightarrow 1} P_{1}\left(x_{1}, 1,1\right)=1
$$

In Table 6.7 we see that we obtain approximations with a quite small absolute error when we compare our results with simulation results: the absolute relative error is maximally $0.51 \%$. We are not always within the $95 \%$ confidence interval obtained from extensive simulation runs, but we are always close to the simulated value.

Table 6.7: Various approximation and simulation results for performance measures of the three-queue $k$-limited polling model. Sim. stands for simulation and the lower and upper bound correspond to a $95 \%$ confidence interval. $\mathbb{E}\left[W_{i}\right]$ stands for the mean waiting time at queue $i$.

|  | Approximation | Sim. lower bound | Sim. upper bound |
| :--- | :---: | :---: | :---: |
| $\mathbb{E}\left[Q_{1}\right]$ | 0.6450 | 0.6448 | 0.6451 |
| $\mathbb{E}\left[Q_{2}\right]$ | 0.4714 | 0.4713 | 0.4716 |
| $\mathbb{E}\left[Q_{3}\right]$ | 0.4146 | 0.4148 | 0.4151 |
| $\mathbb{E}\left[W_{1}\right]$ | 1.5801 | 1.5793 | 1.5803 |
| $\mathbb{E}\left[W_{2}\right]$ | 1.3857 | 1.3856 | 1.3864 |
| $\mathbb{E}\left[W_{3}\right]$ | 1.3251 | 1.3260 | 1.3267 |
| $\operatorname{Var}\left(Q_{1}\right)$ | 0.8333 | 0.8330 | 0.8341 |
| $\operatorname{Var}\left(Q_{2}\right)$ | 0.6023 | 0.6023 | 0.6030 |
| $\operatorname{Var}\left(Q_{3}\right)$ | 0.5270 | 0.5294 | 0.5300 |

This example clearly illustrates that our method can be applied for queueing models with more than two queues. Even though the number of unknowns that
we need to find, quickly grows in this example (we already need to estimate 768 unknowns in this example), we are still capable of finding accurate approximations in a reasonable amount of time (about half an hour for the entire table). We note that our approximation scheme is quite sensitive to the values of the cut-offs in this example. For example, a small change in the $M_{i, j}$ might lead to a relatively big change in the approximation. A further investigation of this is beyond the scope of this chapter.

### 6.4 A two-class queue with alternating service discipline

The model that we discuss in this section is the same model as presented in [68] and its description is as follows. We have a time-slotted model with two queues and one server. There are two types of customers, where the type of the customer corresponds to a specific queue. During each time slot and for each type of customer, there are independent arrivals. Each customer has a service time of a single slot. In each time slot, the server flips a coin and with probability $\alpha$ it serves a customer at queue 1 and with probability $1-\alpha$ it serves a customer at queue 2. If a queue happens to be empty at the moment that the server wants to perform a service in that queue, the server idles until the next time slot.

In [68] the functional equation for the joint PGF of the queue-length distribution is derived but not solved. The authors in [68] rather study the dominant poles of this PGF and use the obtained information in approximation schemes for the joint steady-state queue-length distribution. The dominant poles are used to estimate the tail probabilities and for the remaining probabilities a set of linear equations is formed based on certain roots of the kernel. This strongly reminds of our method, yet our approach is more general; our method is based on PGFs and does not need the information coming from a dominant pole; and we use different roots, which seems to play a major role in the accuracy of the approximation, see Subsection 6.4.1 below. We continue with the functions that we need as input for our approximation scheme.

We define $p_{i, j}$ to be the joint probability that there are $i$ customers in queue 1 and $j$ customers in queue 2. The functional equation for the joint PGF of the queue lengths at the start of a slot, $P(x, y)=\sum_{i, j} p_{i, j} x^{i} y^{j}$, is given in Equation (14) in [68]. If we define $A_{i}(z)$ to be the PGF of the number of arrivals in a single slot at queue $i$, we get:

$$
K(x, y) P(x, y)=A_{1}(x) A_{2}(y)((1-\alpha)(y-1) x P(x, 0)+\alpha(x-1) y P(0, y)),
$$

where

$$
K(x, y)=x y-((1-\alpha) x+\alpha y) A_{1}(x) A_{2}(y) .
$$

We have the following lemma:

## Lemma 6.4 The equation

$$
\begin{equation*}
K(x, y)=x y-((1-\alpha) x+\alpha y) A_{1}(x) A_{2}(y)=0 \tag{6.12}
\end{equation*}
$$

has infinitely many solutions with $|x|<1$ and $|y|<1$.
Proof. See Theorem 1 in [68].
The authors in [68] derive the dominant singularities of $P(x, y), P(x, 0)$, and $P(0, y)$. The residues of those functions at the dominant singularities are also derived. As is shown in e.g. [188, Subsection 2.3.3], [190], and [191], these might be used to approximate the tail probabilities of the (in our case) joint steady-state queue-length distribution. The idea to approximate tail probabilities with a geometric distribution is, thus, not new. We are in particular interested in the dominant singularities of $P(x, 0)$ and $P(0, y)$, which are derived in Lemmas 3 and 4 of [68]. The corresponding residues are given in Theorems 2 and 3 in [68], which we provide here for further reference. We denote with $\tau_{i}$ the dominant pole for queue $i, i=1,2$, and with $B_{i}$ the residue at that pole. The $\tau_{i}$ are given implicitly (which can be found using a numerical solver) and are the unique solution to the equations below satisfying $1<\tau_{i}<\sigma_{i}$ where $\sigma_{i}$ denotes the radius of convergence of $A_{i}(z)$; for more details see [68]. We have that

$$
\begin{aligned}
\tau_{1} & =\left((1-\alpha) \tau_{1}+\alpha\right) A_{1}\left(\tau_{1}\right), \\
\tau_{2} & =\left(1-\alpha+\alpha \tau_{2}\right) A_{2}\left(\tau_{2}\right), \\
B_{1} & =\frac{(1-\alpha) A_{1}\left(\tau_{1}\right)-A_{2}^{\prime}(1)}{(1-\alpha) A_{1}\left(\tau_{1}\right)+\left((1-\alpha) \tau_{1}+\alpha\right) A_{1}^{\prime}\left(\tau_{1}\right)-1} \cdot \frac{\left(\alpha-A_{1}^{\prime}(1)\right)\left(\tau_{1}-1\right)}{1-\alpha}, \\
B_{2} & =\frac{\alpha A_{2}\left(\tau_{2}\right)-A_{1}^{\prime}(1)}{\alpha A_{2}\left(\tau_{2}\right)+\left(\alpha \tau_{2}+1-\alpha\right) A_{2}^{\prime}\left(\tau_{2}\right)-1} \cdot \frac{\left(1-\alpha-A_{2}^{\prime}(1)\right)\left(\tau_{2}-1\right)}{\alpha} .
\end{aligned}
$$

The knowledge of those poles and residues enables one to provide approximations for the tail probabilities present in $P(x, 0)$ and $P(0, y)$, as we have that

$$
\begin{align*}
& \tilde{p}_{i, 0} \sim \frac{B_{1}}{\tau_{1}^{i+1}}  \tag{6.13}\\
& \tilde{p}_{0, j} \sim \frac{B_{2}}{\tau_{2}^{j+1}} .
\end{align*}
$$

## Dominant pole approximation

The dominant pole approximation provides tail-probability approximations for the steady-state queue-length distribution (most often used for single-server queueing models; an example of the dominant pole approximation applied to a two-dimensional queue can be found in [68]). Under appropriate conditions, we might approximate the tail probabilities, $p_{n}$ as follows:

$$
\begin{equation*}
p_{n} \approx \frac{s}{t^{n+1}} \tag{6.14}
\end{equation*}
$$

for some constants $s$ and $t$, implying that the tail probabilities decay geometrically. The constants $s$ and $t$ can often be derived from the PGF of the queue-length distribution. For more information, we refer the interested reader to [210] and [188, Subsection 2.3.3].


Figure 6.2: The dominant pole approximation for the overflow queue for the FCTL queue with $g=r=5$ and Poisson arrivals in each slot with rate 0.45 . In (a) we plot the probabilities (dots) for a specific queue length and the approximation (line). In the graph, the probabilities and the approximation are almost indistinguishable when the queue length is at least 5 . In (b) we plot the same probabilities on a log-scale.

We demonstrate the dominant pole approximation for the overflow queue in the FCTL queue. The PGF of the overflow queue, $X_{g}(z)$, is (cf. Equation (1.5))

$$
X_{g}(z)=\frac{z^{g} \sum_{i=0}^{g-1} X_{i}(0)\left(1-\frac{Y(z)}{z}\right)\left(\frac{Y(z)}{z}\right)^{g-i-1}}{z^{g}-Y(z)^{c}}
$$

We might obtain $t$ and $s$ for the FCTL queue as follows. $t$ is the root of $z^{g}-Y(z)^{c}$ outside the unit circle with smallest absolute value (such a root exists because of Pringsheim's theorem, see e.g. [167, page 235]) and $s$ is the residue of $X_{g}(z)$ at $t$, i.e. $s=\lim _{z \rightarrow t}(z-t) X_{g}(z)$. Then, we approximate the probability that $X_{g}$ is equal to $n$ as in Equation (6.14).

The quality of the approximation is usually very acceptable, even for probabilities that are not in the tail as can be seen in Figure 6.2 . Figure 6.2 (b) confirms that the probabilities indeed decay geometrically, so that the geometric form as in Equation (6.14) is indeed right.

### 6.4.1 Example with high and asymmetric load

The model described in Devos et al. [68] is a hard model to analyze and in general good approximations for the joint steady-state queue-length distribution are obtained. For most examples studied by Devos et al. the devised approximation method indeed works well, but for some it yields relatively poor results. We studied all examples discussed in [68] and our approximations have a similar or a higher quality than the ones obtained by Devos et al. For Examples 1 and 2, the quality of the approximation in [68] is similar, whereas we obtain a (slightly) better approximation for Examples 3, 4, and 5. We study Example 5 in more detail as this example seems to cause the biggest problem for the approximation scheme in Devos et al.

In Example 5 in [68], it is assumed that the arrival distribution at queue 1 is geometric with parameter 0.164818 and the arrival distribution at queue 2 is Poisson with parameter 0.762360 (these input values are randomly generated by Devos et al.). Moreover, we have $\alpha=0.214682$. We compare four different approximations: the one obtained by Devos et al. (the case with $M=15$ in Figure 6 in [68]); our approximation method with $M_{1}=M_{2}=16$, with $M_{1}$ the cut-off for $P(x, 0)$ and $M_{2}$ the cut-off for $P(0, y)$, and root pairs obtained with Algorithm 6.2 and with Algorithm 6.2 with $x$ and $y$ interchanged; our approximation method with $M_{1}=286$ and $M_{2}=247$ (in accordance with the rule-of-thumb introduced in Subsection 6.3.3 for $k$-limited polling models) and root pairs obtained with Algorithm 6.2 and with Algorithm 6.2 with $x$ and $y$ interchanged; and our approximation method with $M_{1}=M_{2}=16$, and root pairs obtained with Algorithm 6.2 and with Algorithm 6.2 with $x$ and $y$ interchanged, and where we approximate the remaining tail probabilities with the dominant pole approximation as in Equation (6.13). The various approximations can be
found in Table 6.8, where we also display simulation results.
Table 6.8: Various approximation methods for Example 5 in [68]. Each row corresponds to a probability that is estimated and each column represents an approximation method. From left to right, we display our approximation scheme with $M_{i}=16$; our approximation with $M_{1}=286$ and $M_{2}=247$; our approximation with $M_{i}=16$ together with a dominant pole approximation for the tail probabilities; the approximation from [68] as in Figure 6 in [68] with $M=15$; and simulation results.

|  | $M_{i}=16$ | $M_{1}=286$ | Dominant pole | $[68]$ | Sim. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{0,0}$ | 0.00953 | 0.00396 | 0.00393 | 0.00417 | 0.00394 |
| $p_{1,0}$ | 0.00988 | 0.00410 | 0.00407 | 0.00435 | 0.00408 |
| $p_{2,0}$ | 0.00912 | 0.00376 | 0.00372 | 0.00403 | 0.00375 |
| $p_{3,0}$ | 0.00802 | 0.00326 | 0.00322 | 0.00358 | 0.00326 |
| $p_{4,0}$ | 0.00692 | 0.00275 | 0.00271 | 0.00311 | 0.00273 |
| $p_{5,0}$ | 0.00517 | 0.00227 | 0.00223 | 0.00268 | 0.00226 |
| $p_{6,0}$ | 0.00391 | 0.00186 | 0.00181 | 0.00230 | 0.00185 |
| $p_{7,0}$ | 0.00334 | 0.00150 | 0.00144 | 0.00196 | 0.00150 |
| $p_{8,0}$ | 0.00335 | 0.00121 | 0.00114 | 0.00166 | 0.00121 |
| $p_{9,0}$ | 0.00101 | 0.00097 | 0.00091 | 0.00139 | 0.00096 |
| $p_{10,0}$ | -0.00060 | 0.00077 | 0.00070 | 0.00114 | 0.00077 |
| $p_{0,1}$ | 0.0154 | 0.00642 | 0.00638 | 0.00417 | 0.00641 |
| $p_{0,2}$ | 0.0177 | 0.00740 | 0.00735 | 0.00677 | 0.00738 |
| $p_{0,3}$ | 0.0186 | 0.00780 | 0.00775 | 0.00777 | 0.00778 |
| $p_{0,4}$ | 0.0190 | 0.00795 | 0.00791 | 0.00815 | 0.00795 |
| $p_{0,5}$ | 0.0185 | 0.00797 | 0.00794 | 0.00825 | 0.00798 |
| $p_{0,6}$ | 0.0182 | 0.00789 | 0.00787 | 0.00814 | 0.00791 |
| $p_{0,7}$ | 0.0177 | 0.00775 | 0.00774 | 0.00822 | 0.00777 |
| $p_{0,8}$ | 0.0172 | 0.00756 | 0.00756 | 0.00604 | 0.00756 |
| $p_{0,9}$ | 0.0149 | 0.00734 | 0.00738 | 0.01495 | 0.00734 |
| $p_{0,10}$ | 0.0142 | 0.00711 | 0.00715 | -0.02173 | 0.00710 |

Studying Table 6.8, we observe several interesting features. Firstly, we are able to obtain quite accurate approximations. Further, if we do not use the dominant pole approximation for tail probabilities, we need to take a relatively high value for $M_{i}$ to obtain a satisfactory approximation. As can be seen, $M_{i}=16$ is by no means sufficient to obtain accurate approximations, but when the $M_{i}$ are increased, we obtain more accurate approximations. This is at the expense of a longer computation time. However, if we use the dominant pole approximation,
choosing $M_{i}=16$ seems to be sufficient to obtain accurate approximations. This reduces the required computation time compared to the case where $M_{1}=286$ and $M_{2}=247$, while the quality of the approximation is similar in both cases.

It seems that the choice of the roots causes the difference in quality between our approach and the approximation in [68]. Currently, we do not see a clear relation between the choice of the roots and the quality of the approximation (see also the discussion in Subsection 6.2.3). We note that the roots that we obtain more or less span the entire unit circle, whereas this does not seem to be the case for the roots used in [68].

This example shows that our method might benefit from knowledge of the tail behavior of the steady-state probabilities. It potentially leads to a reduction in the $M_{i}$, which then leads to a significant reduction in the computation time. If information about the tail behavior is available, we recommend to use it as it improves the quality of the approximation and reduces the computational complexity. Our method can then more easily be used for queueing models with high loads and/or queueing models with more than two queues.

### 6.5 Traffic lights with double-lane access control

In this section we consider an extension of the $k$-limited polling model/vehicleactuated control strategy considered in Section 6.3. In this section, we allow the server to serve two customers from two different queues simultaneously. In a traffic setting, this would correspond to a vehicle-actuated strategy where two opposing and non-conflicting streams of vehicles receive a green time simultaneously. This model has rarely been studied (as far as we are aware), probably because of its complicated nature. An exception is the study in Chapter 4, which investigates, by means of simulation, a heavy-traffic scaling of this model (see Subsection 4.4.2). For a graphical representation of the intersection and the control strategy we refer the reader to Figure 4.1(b).

We continue with a detailed description of the model in Subsection 6.5.1. We focus on a queueing model with 4 queues where 2 queues might be served simultaneously. In Subsection 6.5 .2 we continue with an example with deterministic service and switchover times that mimics the setting in Subsection 4.4.2.

### 6.5.1 Joint steady-state queue-length analysis

As mentioned before, we focus on a model with 4 queues, where some queues are served simultaneously. For the ease of exposition, we assume that queues 1
and 2 are served simultaneously and we will refer to queues 1 and 2 as queues in group 1. This means that queues 3 and 4 are served simultaneously as well and we will refer to those queues as queues in group 2. We assume that a maximum of $k_{j}$ customers are served at each queue in group $j, j=1,2$, during a visit period to group $j$. The arrival process of customers at queue $i$ is a Poisson process with rate $\mu_{i}, i=1,2,3,4$, and the service times at queue $i$ are assumed to be random variables with distribution $B_{i}$ with mean $b_{i}$ and LST $\beta_{i}($.$) . After a$ service period at group $j$, a random switchover time to group $j+1$ is initiated (where group 3 is to be understood as group 1). This random time is denoted with $S_{j}$, and the first moment and the LST of the length of the switchover times are denoted with $s_{j}$ and $\sigma_{j}($.$) . The various arrival processes, service times, and$ switchover times are assumed to be independent.


Figure 6.3: Queueing process for the vehicle-actuated traffic-light control strategy with double-lane access. Note that the servers switch at the same time and only switch if either both queues they are serving are empty or the maximum number of customers to be served during the current visit period is reached.

The service process at all groups of queues is as follows. If we take customers into service, we wait with taking the next set of customers into service until all customers of the previous set have completed their service. Then, if both queues in a group are non-empty, one customer of each queue is getting service; if one queue is empty, only a single customer from the other queue is taken into service; if both queues in group $j$ are empty, we immediately initiate a switchover to group $j+1$. We also initiate a switchover if the maximum number of services
for a group of queues, denoted with $k_{j}$ for group $j$, is reached. Moreover, we assume that once a queue empties, it stays empty for the remainder of the service visit of the server to group $j$ (as in the FCTL queue, see Assumption 1.1). A visualization of the considered polling model can be found in Figure 6.3.

We divide the cycle into $k_{1}+k_{2}+2$ states. We denote the states with the pair $(i, j)$ where $i=1, \ldots, k_{j}+1$ and $j=1,2$. The index $i$ corresponds for $i=$ $1, \ldots, k_{j}$ to the start of the $k_{j}$ service epochs for group $j$ and the index $i=k_{j}+1$ corresponds to the start of a switchover from group $j$ to group $j+1$. Then, we define $\left(Q_{1}^{(i, j)}, \ldots, Q_{4}^{(i, j)}\right)$ to be the random vector with the joint steady-state queue-length distribution at the start of state $(i, j)$ and accordingly we define

$$
P_{i, j}(\mathbf{x}):=\mathbb{E}\left[\prod_{l=1}^{4} x_{l}^{Q_{l}^{(i, j)}}\right],
$$

with $\mathbf{x}=\left(x_{1}, \ldots, x_{4}\right)$. Further, we define $z(\mathbf{x})=\sum_{i=1}^{4} \mu_{i}\left(1-x_{i}\right)$. Then, we get that

$$
\begin{align*}
& K(\mathbf{x}) P_{1,1}(\mathbf{x})=\sum_{i=1}^{k_{1}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}} \sigma_{1}(z(\mathbf{x})) \sigma_{2}(z(\mathbf{x})) \beta_{1,2}(z(\mathbf{x}))^{k_{1}-i}\left(x_{1} x_{2}\right)^{i} . \\
& \\
& \left\{P_{i, 1}\left(0, x_{2}, x_{3}, x_{4}\right)\left(\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+\right. \\
& \\
& P_{i, 1}\left(x_{1}, 0, x_{3}, x_{4}\right)\left(\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+  \tag{6.15}\\
& \\
& P_{i, 1}\left(0,0, x_{3}, x_{4}\right) . \\
& \\
& \left.\left(1-\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}+\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)\right\}+ \\
& \\
& \left(x_{1} x_{2}\right)^{k_{1}} \sum_{i=1}^{k_{2}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}-i}\left(x_{3} x_{4}\right)^{i} \sigma_{2}(z(\mathbf{x})) . \\
& \\
& \left\{P_{i, 2}\left(x_{1}, x_{2}, 0, x_{4}\right)\left(\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+\right. \\
& \\
& P_{i, 2}\left(x_{1}, x_{2}, x_{3}, 0\right)\left(\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+ \\
& \\
& P_{i, 2}\left(x_{1}, x_{2}, 0,0\right) . \\
& \\
& \left.\left(1-\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}+\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)\right\},
\end{align*}
$$

where $\beta_{i, j}($.$) is the LST of the maximum of the random variables B_{i}$ and $B_{j}$ and
with

$$
\begin{equation*}
K(\mathbf{x})=\left(x_{1} x_{2}\right)^{k_{1}}\left(x_{3} x_{4}\right)^{k_{2}}-\beta_{1,2}(z(\mathbf{x}))^{k_{1}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}} \sigma_{1}(z(\mathbf{x})) \sigma_{2}(z(\mathbf{x})) . \tag{6.16}
\end{equation*}
$$

For a derivation of these expressions, we refer the interested reader to Appendix 6.B. We have the following lemma:

Lemma 6.5 The equation

$$
\begin{equation*}
K(\mathbf{x})=\left(x_{1} x_{2}\right)^{k_{1}}\left(x_{3} x_{4}\right)^{k_{2}}-\beta_{1,2}(z(\mathbf{x}))^{k_{1}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}} \sigma_{1}(z(\mathbf{x})) \sigma_{2}(z(\mathbf{x}))=0 \tag{6.17}
\end{equation*}
$$

has infinitely many solutions $\mathbf{x}=\left(x_{1}, \ldots, x_{4}\right)$ with $\left|x_{j}\right|<1$ for $j=1, \ldots, 4$.
Proof. An application of Rouche's theorem yields the result in a similar way as in the proof of Lemma 6.3. The proof is therefore omitted.

### 6.5.2 Four-lane example

In this subsection we study an intersection with four lanes, where the two opposing lanes receive a green light simultaneously and with a maximum green time for each group of two lanes as we did in Subsection 4.4.2. We switch to the next group of lanes when either both lanes in group $j$ are empty or when the maximum green time for group $j$, denoted with $k_{j}$, has been reached. Further, we have deterministic service and switchover times to create a slotted structure (as in the FCTL queue). The total maximum service time per lane is a multiple of a single slot. We choose to analyze a symmetric model, meaning that the arrival rates are the same for all four lanes; that the maximum green time for both groups is the same; that the length of each slot is the same; and that the switchover time between both groups is the same. This enables us to exploit symmetry between the various queues, which reduces the computational complexity of our approximation scheme. We choose the arrival rate at all lanes to be Poisson with parameter 0.25 ; we choose the maximum green time for each group to be 5; we choose deterministic service times with value 1 ; and we choose the switchover times to be deterministically equal to 1 .

As for the polling model with three queues, we cannot directly rely on Algorithm 6.2 for obtaining roots of the kernel, as we now need a root quadruple instead of a root pair. Similarly as in the three-dimensional polling model, we choose $x_{2}, x_{3}$, and $x_{4}$ randomly within the unit circle and then find an accompanying $x_{1}$ so that $K(\mathbf{x})=0$, with $K(\mathbf{x})$ as in Equation (6.16). As in the threedimensional polling model, we cannot guarantee that such an $x_{1}$ exists, but in
our algorithm we are almost always able to find such an $x_{1}$. When choosing the same cut-off for the various $P_{i, j}(\mathbf{x})$ in Equation (6.15), denoted with $M_{i, j}$, we get the results as in Table 6.9.

Table 6.9: Approximations for various performance measures for the double-lane access control of traffic lights example with various values for the $M_{i, j}$ and simulation results for the performance measures (where sim. res. is an abbreviation of simulation results). We display results for the mean and variance of the marginal queue length at queue 1 at the start ( $Q_{1}^{(1,1)}$ ) and end of the green period ( $Q_{1}^{(6,1)}$ ).

| $M_{i, j}$ | $\mathbb{E}\left[Q_{1}^{(1,1)}\right]$ | $\operatorname{Var}\left(Q_{1}^{(1,1)}\right)$ | $\mathbb{E}\left[Q_{1}^{(6,1)}\right]$ | $\operatorname{Var}\left(Q_{1}^{(6,1)}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| 7 | 1.0843 | 1.2202 | 0.048028 | 0.06897 |
| 8 | 1.0617 | 1.3903 | 0.065087 | 0.15453 |
| 9 | 1.1081 | 1.5463 | 0.071901 | 0.23989 |
| 10 | 1.0563 | 1.4687 | 0.067741 | 0.19623 |
| 11 | 1.0676 | 1.2753 | 0.051058 | 0.09694 |
| 12 | 1.0689 | 1.3239 | 0.055104 | 0.12265 |
| sim. res. | 1.0773 | 1.3293 | 0.055730 | 0.11970 |

In Table 6.9 we observe that the various values of the $M_{i, j}$ do not always lead to accurate results and there is also no very clear pattern in the size of the approximation error, or at least not as clear as in Figure 6.1. In general, we see a decrease in the size of the approximation error when the $M_{i, j}$ increase and for the case $M_{i, j}=12$, we think that we have a good approximation.

Even though the differences in the $M_{i, j}$ are small, they have a rather big impact on the computation time. E.g., for the case where $M_{i, j}=7$, we have a linear system of equations with 1440 unknowns, whereas for the case with $M_{i, j}=12$, we have a linear system of equations with 5915 unknowns. The computation time (with our implementation) in the former case is about 1 hour, whereas for the latter case this is about 90 hours. This points towards a limitation in our algorithm: when the number of queues increases, there is a quick and sharp increase in the number of unknowns that needs to be determined to get a good approximation. Especially in view of the need to solve a non-sparse system of linear equations which is linear in size of the number of unknowns, this is a complicating factor. Moreover, we require the solution to have a high precision (we use a 50 digit precision in this section), because we subsequently use the solution in further calculations (e.g. to obtain the mean queue length at the start of a visit period). Future work could be devoted to overcoming these issues around the computation time by designing a more efficient implementa-
tion. Nevertheless, this model fits our framework and, as far as we know, no approximations or exact results for this model have been derived. Moreover, we study this model because of its complexity and because of its application to road-traffic models. We have shown that our approximation scheme yields satisfactory approximations for the studied performance measures.

### 6.6 Conclusion

We have formulated a novel approximation scheme for multidimensional queueing models and demonstrated some of its numerical properties. Based on a functional equation for the joint steady-state queue-length distribution, we developed a methodology which uses roots of the kernel and subsequently uses the solution of a set of linear equations to provide an approximation for the PGF of the joint steady-state queue-length distribution. As we have shown, our approximation method yields good results in a plethora of examples, including the notoriously hard to analyze $k$-limited polling models.

A point of concern is the computation time that is needed to approximate queueing models with more than two queues and two-queue systems with a very high load. In such examples, we need to estimate a relatively large number of unknowns, causing an increased computation time for our approximation scheme as the size of the set of linear equations that needs to be solved increases. Although this is to some extent an artifact of our approximation scheme, there are various ways to decrease the computational complexity. One way is to make use of a dominant-pole type of approximation, as we have shown for the two-class queue with an alternating service discipline in Section 6.4. Such an extension essentially mitigates the negative effects of estimating certain tail probabilities to be zero. This causes a decrease in the number of unknowns that needs to be estimated by our approximation scheme, which reduces the computation time. This is a motivation to find dominant poles for two-dimensional (or even $n$-dimensional) queueing models.

We encourage further experimentation with approximating different models using our scheme, especially models with more than two queues. As we demonstrated, our approximation scheme is capable of providing accurate approximations for queueing models with three queues or more as well, but we did not do an in-depth study on queueing models with more than two queues.

The approximation scheme that we developed is amenable for several improvements. One is already elaborated upon in Section 6.4.1; if one has information about the tail behavior of the queue-length probabilities, then they can
be incorporated into the method at the benefit of reducing the computational complexity. We advocate a further investigation of which roots are to be used to find the best possible approximation given a certain number of roots that one can use. Although the developed method for finding roots generally seems to work well, we see that there is a potentially significant influence of the used roots and as such, we advocate a further study to try to understand what the relation is between the quality of the approximation and the used roots.

The implementation of the algorithm might also be improved upon in order to decrease the computation time that is needed to come to the approximations. There are probably several ways to improve upon our algorithm. For example, we have implemented our approximation scheme in Mathematica version 12.2 [221] and we expect that an implementation in C++ would decrease the computation time considerably.

Also, we did not give any error bounds for our approximation scheme. Dwelling upon numerous experiments, we expect it to be difficult to come up with error bounds. Nevertheless, such an investigation on whether error bounds can be found is of interest, both from the perspective of the error bounds themselves and from the perspective of whether it is possible to establish such bounds at all. The reason for this is twofold: it would help in the understanding of our algorithm and it would potentially add to the understanding of the underlying queueing models.

## Appendix

## 6.A PGFs for $\boldsymbol{k}$-limited polling models

In this appendix, we derive the PGFs that we use in Section 6.3. For the model description and the notation, we refer to Subsection 6.3.1.

We relate the PGFs of the joint steady-state queue-length distribution at the start of the various states to one another. We get the following equations:

$$
\begin{align*}
P_{i, j}(\mathbf{x})= & \left(P_{i, j}(\mathbf{x})-P_{i-1, j}\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{N}\right)\right) \frac{\beta_{j}(z(\mathbf{x}))}{x_{j}}+  \tag{6.18}\\
& P_{i-1, j}\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{N}\right),
\end{align*}
$$

for $i=1, \ldots, k_{j}$ and $j=1, \ldots, N$. We also have

$$
\begin{equation*}
P_{1, j+1}(\mathbf{x})=P_{k_{j}+1, j}(\mathbf{x}) \sigma_{j}(z(\mathbf{x})), \tag{6.19}
\end{equation*}
$$

for $j=1, \ldots, N$, where $P_{1, N+1}(\mathbf{x})$ is to be understood as $P_{1,1}(\mathbf{x})$. The cases corresponding to Equation (6.18) can be explained in the following way: first, we condition on queue $j$ being empty or not. If queue $j$ is non-empty, there is a customer taken into service in state $(i, j)$ which is in service for a random time $B_{j}$. After such a service time, we make a transition to state $(i+1, j)$. The number of arrivals in between the start of state $(i, j)$ and the start of state $(i+1, j)$ then has PGF $\beta_{j}(z(\mathbf{x}))$ and there is one service completion at queue $j$, which explains the factor $1 / x_{j}$. If queue $j$ is empty, we immediately make a transition from state $(i, j)$ to $(i+1, j)$ and, as this takes no time, there are no arrivals. The cases corresponding to Equation (6.19) are explained as follows: in between the start
of state $\left(k_{j}+1, j\right)$ and the start of state $(1, j+1)$, there are arrivals during a period $S_{j}$, which has PGF $\sigma_{j}(z(\mathbf{x}))$.

Using Equations (6.18) and (6.19), we are able to derive a functional equation for the $P_{i, j}(\mathbf{x})$. Repeated substitution yields the following:

$$
\begin{aligned}
P_{1,1}(\mathbf{x})= & P_{k_{N}+1, N}(\mathbf{x}) \sigma_{N}(z(\mathbf{x})) \\
= & \left(\left(P_{k_{N}, N}(\mathbf{x})-P_{k_{N}, N}\left(x_{1}, x_{2}, \ldots, x_{N-1}, 0\right)\right) \frac{\beta_{N}(z(\mathbf{x}))}{x_{N}}+\right. \\
& \left.P_{k_{N}, N}\left(x_{1}, x_{2}, \ldots, x_{N-1}, 0\right)\right) \sigma_{N}(z(\mathbf{x})) \\
= & \left(P_{k_{N}, N}(\mathbf{x}) \frac{\beta_{N}(z(\mathbf{x}))}{x_{N}}+P_{k_{N}, N}\left(x_{1}, x_{2}, \ldots, x_{N-1}, 0\right)\left(1-\frac{\beta_{N}(z(\mathbf{x}))}{x_{N}}\right)\right) \sigma_{N}(z(\mathbf{x})) \\
= & \cdots=P_{1,1}(\mathbf{x}) \prod_{j=1}^{N} \frac{\beta_{j}(z(\mathbf{x}))^{k_{j}}}{x_{j}} \sigma_{j}(z(\mathbf{x}))+ \\
& \sum_{j=1}^{N} \sum_{i=1}^{k_{j}}\left(P_{i, j}\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{N}\right)\left(1-\frac{\beta_{j}(z(\mathbf{x}))}{x_{j}}\right) .\right. \\
& \left.\left(\frac{\beta_{j}(z(\mathbf{x}))}{x_{j}}\right)^{k_{j}-i} \sigma_{j}(z(\mathbf{x})) \prod_{l=j+1}^{N}\left(\frac{\beta_{l}(z(\mathbf{x}))}{x_{l}}\right)^{k_{l}} \sigma_{l}(z(\mathbf{x}))\right) .
\end{aligned}
$$

This yields:

$$
\begin{aligned}
& P_{1,1}(\mathbf{x}) K(\mathbf{x})=\sum_{j=1}^{N} \sum_{i=1}^{k_{j}}\left(P_{i, j}\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{N}\right) x_{j}^{i-1}\left(x_{j}-\beta_{j}(z(\mathbf{x}))\right)\right. \\
&\left.\beta_{j}(z(\mathbf{x}))^{k_{j}-i} \sigma_{j}(z(\mathbf{x})) \prod_{l=j+1}^{N}\left(\beta_{l}(z(\mathbf{x}))^{k_{l}} \sigma_{l}(z(\mathbf{x}))\right) \prod_{l=1}^{j-1} x_{l}^{k_{l}}\right),
\end{aligned}
$$

where

$$
K(\mathbf{x}):=\prod_{j=1}^{N} x_{j}^{k_{j}}-\prod_{j=1}^{N} \beta_{j}(z(\mathbf{x}))^{k_{j}} \sigma_{j}(z(\mathbf{x})) .
$$

Lastly, we derive the PGF of the joint steady-state queue-length distribution at arbitrary moments using the theory developed in [30]. We define

$$
P(\mathbf{x})=\mathbb{E}\left[\prod_{l=1}^{N} x_{l}^{Q_{l}}\right] .
$$

In order to derive an expression for $P(\mathbf{x})$, we need to introduce one more PGF for each queue: the PGF of the joint steady-state queue-length distribution at service completions at queue $j$, denoted with $\mathscr{P}_{j}(\mathbf{x})$. Combining Equations (4) and (5) from [30], we get that

$$
\mathscr{P}_{j}(\mathbf{x})=\frac{\gamma_{j} \beta_{j}(z(\mathbf{x}))}{x_{j}-\beta_{j}(z(\mathbf{x}))}\left(P_{1, j}(\mathbf{x})-P_{k_{j}+1, j}(\mathbf{x})\right),
$$

with

$$
\gamma_{j}=\frac{1-\rho}{\mu_{j} \sum_{j=1}^{N} s_{j}} .
$$

Theorem 1 in [30] then states that

$$
P(\mathbf{x})=\frac{\sum_{j=1}^{N} \mu_{j}\left(1-x_{j}\right) \mathscr{P}_{j}(\mathbf{x})}{\sum_{j=1}^{N} \mu_{j}\left(1-x_{j}\right)} .
$$

This enables us to find the marginal queue-length distribution at arbitrary times and (together with Little's law) the mean waiting time of customers at queue $i$.

## 6.B PGFs for traffic lights with double-lane access control

In this appendix, we derive the PGFs that we use in Section 6.5. For the model description and the notation, we refer to Subsection 6.5.1.

We relate the PGFs of the joint steady-state queue-length distribution at the start of various states to one another. We leave the derivation of the following equations to the reader.

$$
\begin{aligned}
& P_{i, 1}(\mathbf{x}) \\
& =\left(P_{i-1,1}(\mathbf{x})-P_{i-1,1}\left(0, x_{2}, x_{3}, x_{4}\right)-P_{i-1,1}\left(x_{1}, 0, x_{3}, x_{4}\right)+P_{i-1,1}\left(0,0, x_{3}, x_{4}\right)\right) \\
& \frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}+\left(P_{i-1,1}\left(0, x_{2}, x_{3}, x_{4}\right)-P_{i-1,1}\left(0,0, x_{3}, x_{4}\right)\right) \frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}+ \\
& \left(P_{i-1,1}\left(x_{1}, 0, x_{3}, x_{4}\right)-P_{i-1,1}\left(0,0, x_{3}, x_{4}\right)\right) \frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}+P_{i-1,1}\left(0,0, x_{3}, x_{4}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =P_{i-1,1}(\mathbf{x}) \frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}+P_{i-1,1}\left(0, x_{2}, x_{3}, x_{4}\right)\left(\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+ \\
& P_{i-1,1}\left(x_{1}, 0, x_{3}, x_{4}\right)\left(\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+ \\
& P_{i-1,1}\left(0,0, x_{3}, x_{4}\right)\left(1-\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}+\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right), \\
& \text { for } i=2, \ldots, k_{1}+1, \\
& P_{i, 2}(\mathbf{x})=P_{i-1,2}(\mathbf{x}) \frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}+\quad \begin{array}{ll}
P_{i-1,2}\left(x_{1}, x_{2}, 0, x_{4}\right)\left(\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+ \\
P_{i-1,2}\left(x_{1}, x_{2}, x_{3}, 0\right)\left(\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+ \\
P_{i-1,2}\left(x_{1}, x_{2}, 0,0\right)\left(1-\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}+\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right), \\
\left.P_{1, j+1}(\mathbf{x})=P_{k_{j}+1, j}(\mathbf{x}) \sigma_{j} z(\mathbf{x})\right), & \text { for } j=1, \ldots, k_{2}+1,
\end{array}
\end{aligned}
$$

where $P_{1,3}(\mathbf{x})$ is to be understood as $P_{1,1}(\mathbf{x})$.
Using these functions, we get the following expression for $P_{1,1}(\mathbf{x})$ by repeated substitution:

$$
\begin{aligned}
& K(\mathbf{x}) P_{1,1}(\mathbf{x})=\sum_{i=1}^{k_{1}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}} \sigma_{1}(z(\mathbf{x})) \sigma_{2}(z(\mathbf{x})) \beta_{1,2}(z(\mathbf{x}))^{k_{1}-i}\left(x_{1} x_{2}\right)^{i} . \\
& \left\{P_{i, 1}\left(0, x_{2}, x_{3}, x_{4}\right)\left(\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+\right. \\
& P_{i, 1}\left(x_{1}, 0, x_{3}, x_{4}\right)\left(\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{1,2}(z(\mathbf{x}))}{x_{1} x_{2}}\right)+ \\
& P_{i, 1}\left(0,0, x_{3}, x_{4}\right) . \\
& \left.\left(1-\frac{\beta_{1}\left(z\left(x_{1}, 1, x_{3}, x_{4}\right)\right)}{x_{1}}-\frac{\beta_{2}\left(z\left(1, x_{2}, x_{3}, x_{4}\right)\right)}{x_{2}}+\frac{\left.\beta_{1,2}(z(\mathbf{x}))\right)}{x_{1} x_{2}}\right)\right\}+ \\
& \left(x_{1} x_{2}\right)^{k_{1}} \sum_{i=1}^{k_{2}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}-i}\left(x_{3} x_{4}\right)^{i} \sigma_{2}(z(\mathbf{x})) . \\
& \left\{P_{i, 2}\left(x_{1}, x_{2}, 0, x_{4}\right)\left(\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+\right.
\end{aligned}
$$

Chapter 6. Approximation scheme for multidimensional queueing models 199

$$
\begin{aligned}
& P_{i, 2}\left(x_{1}, x_{2}, x_{3}, 0\right)\left(\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)+ \\
& P_{i, 2}\left(x_{1}, x_{2}, 0,0\right) . \\
& \left.\left(1-\frac{\beta_{3}\left(z\left(x_{1}, x_{2}, x_{3}, 1\right)\right)}{x_{3}}-\frac{\beta_{4}\left(z\left(x_{1}, x_{2}, 1, x_{4}\right)\right)}{x_{4}}+\frac{\beta_{3,4}(z(\mathbf{x}))}{x_{3} x_{4}}\right)\right\},
\end{aligned}
$$

with

$$
K(\mathbf{x})=\left(x_{1} x_{2}\right)^{k_{1}}\left(x_{3} x_{4}\right)^{k_{2}}-\beta_{1,2}(z(\mathbf{x}))^{k_{1}} \beta_{3,4}(z(\mathbf{x}))^{k_{2}} \sigma_{1}(z(\mathbf{x})) \sigma_{2}(z(\mathbf{x})) .
$$

The equations for $P_{i, j}(\mathbf{x})$ with $i=1, \ldots, k_{j}+1$ and $j=1,2$ can be derived in a similar way.

## Chapter 7

## Platoon forming algorithms for intelligent street intersections

### 7.1 Introduction

In this chapter, we turn our focus to a futuristic setting. In the near future self-driving or autonomous vehicles might become the standard type of vehicle occupying the roads. In the US, self-driving vehicles have been driving around for quite some time already [119]. So, there is a need to study novel control algorithms for such self-driving vehicles as they allow for different and new strategies which improve the general traffic performance.

As we will show in this chapter, large time savings can be gained when selfdriving vehicles are present on the roads. We show this by directly comparing a model with self-driving vehicles and nowadays traffic, for which we obtain simulation results using SUMO [129]. We provide a comparison by assuming that the arrival processes of vehicles in SUMO and our self-driving vehicles model are identical.

However, it is unlikely that the traffic load on intersections will remain the same if self-driving vehicles are introduced. Self-driving vehicles might cause induced demand: many more people will have access to "driving" around, think of elderly people and children. A case-study based on the city of Oslo, Norway, shows that the amount of vehicle kilometers is reduced with 13 percent in the most favorable scenario, but almost doubles in the worst scenario [61]. Of course there are a lot of ifs and buts, but it clearly demonstrates that not all
congestion will simply vanish when self-driving vehicles are present. So, an efficient way to accommodate the crossing of self-driving vehicles at intersections is needed, which is the topic of this chapter.

The traditional way of regulating the crossings of vehicles at a busy intersection is by installing traffic lights, e.g. with static signaling using timers such as is done in the FCTL queue or by means of vehicle-actuated control, see e.g. [159]. Anticipating the emergence of self-driving vehicles, efficient and fair algorithms for intersection access should be designed. Platoon Forming Algorithms (PFAs) provide such alternatives for self-driving vehicles, no longer letting the traffic lights dictate the switching process and hence batch forming, but letting the vehicles organize themselves in batches, well in advance of arriving at the intersection as in [133, 134, 184]. In this way, platoons of vehicles are formed that can pass the intersection collectively.

There is a natural tension between capacity and fairness. One of the fairest switching rules is to let vehicles pass the intersection in order of arrival (on an intersection wide basis). This rapidly becomes unsustainable, because each switch requires an additional clearance time, which decreases the capacity of the intersection. In near-saturation conditions, when the flows together impose a high volume-to-capacity ratio, the loss of capacity due to switching will have a dramatic effect on delays. Our PFAs aim to balance capacity and fairness.

In PFAs, vehicles arriving at the intersection arrange themselves in platoons, not adapting their relative position to other vehicles on the same lane but adapting their speed. The key feature is that cars, while approaching the intersection, adjust their speeds and upon arrival at the intersection are at high speed, occupying the conflict area of the intersection as briefly as possible. In this way, time bans to give way to other traffic flows still exist, but the platoons are processed in the quickest possible way, because the size and speed of the platoons, of all directions, are organized by the PFA. This is, to some extent, also the purpose in e.g. [66], where a small-scale experiment in Helmond is described.

PFAs are one particular example of the "slower is faster" effect, which is also observed in e.g. [92] and [93], where, perhaps counter-intuitively, slowing down early results in less delay on average in the future. Moreover, this phenomenon results in environmental advantages as less braking-and-pulling-up-again is needed and cars reach their destination more quickly.

The importance of intersection access algorithms has been recognized for several years. Examples of PFAs can be found in [184], which introduces a batch formation algorithm based on arrival times of vehicles and a maximum batch size, and in [133, 134], which use an approach based on polling models. Polling models have a long tradition in communication networks, but the au-
thors in [133] have shown that they can be leveraged to organize autonomous vehicles at intersections as well. One of the key questions in polling models is how to decide which queue should be served (and how many customers should be served before advancing to the next queue). This is exactly one of the main topics of this chapter, where we develop algorithms that determine how to construct platoons of autonomous vehicles and when to give each platoon access to the intersection. A Speed Profile Algorithm (SPA) provides the key link between the PFAs and polling models, as we will show in more detail later.

The area of application of PFAs is not restricted to intersections. There are numerous practical examples where PFAs could be used to achieve a good performance. An example in traffic would be the merging of different streams of vehicles (discussed in e.g. [170]). Another possible application can be found in automated guided vehicles (AGVs) systems, where AGVs may have conflicting routes or have to merge, see e.g. [115] where similar ideas are used.

The main contributions in this chapter can be formulated as follows:
(i) We introduce several new Platoon Forming Algorithms (PFAs), based on enhanced polling policies, that perform well regarding mean delay.
(ii) We also introduce a new class of Speed Profile Algorithms (SPAs). SPAs ensure an efficient use of the intersection, by optimizing the trajectory of (platoons of) vehicles driving towards the intersection, ensuring the arrival at their designated times.
(iii) Employing those SPAs, a link between polling models and PFAs is established, making it possible to conduct a performance analysis. Using interpolation techniques from [22] we develop accurate approximations for the mean delay for the studied PFAs.
(iv) A notion of fairness of a PFA is introduced in this chapter. Fairness in queueing models (and therefore PFAs) is important in the perception of customers (or drivers), see e.g. [165]. We use the definition of fairness as given in [176] to assess the fairness of the various PFAs.
(v) Furthermore, we provide a comparison between the performance of traditional traffic technologies and PFAs through simulations in SUMO.

## Chapter outline

This chapter is organized in the following way. We start with a description of the various ingredients of the model and provide an extensive description of the
new PFAs that we introduce in Sections 7.2 and 7.3 respectively. Section 7.4 is devoted to SPAs. Afterwards, in Section 7.5 , we revisit polling models and show a link between PFAs and polling models that enables us to give a performance analysis for PFAs based on results for polling models. Subsequently, Section 7.6 provides a comparison between the traditional traffic light (represented by simulations in SUMO) and our PFAs, focusing on mean delay, and we wrap up with some conclusions in Section 7.7.

### 7.2 Model formulation

We will consider models in which autonomous vehicles are crossing an intersection. We assume the existence of a control region around the intersection with at the center a centralized controller communicating with all vehicles within the control region. In fact, this control region can be divided into two sub-regions: the inner part is called the "SPA control region". As soon as a vehicle enters this part of the control region, its trajectory is determined by the speed profiling algorithm. In the outer part, which we call the "PFA control region", the access time of each of the arriving vehicles to the intersection is determined. The reason why we need separate control regions for the PFA and the SPA is that we need the trajectory to be fixed once a vehicle enters the SPA control region. Inside the PFA control region, vehicle access times may be adjusted due to the arrival of other vehicles. Indeed, in the PFA control region, the central controller creates platoons of vehicles by scheduling the crossing times of the vehicles according to some policy (the PFA) in such a way that every vehicle is able to cross the intersection at its designated time. We assume that we can control the speed of a vehicle and do so in such a way that the intersection is used efficiently. We make sure that vehicles drive at maximum speed at the moment that they start crossing the intersection, using ideas introduced in [133]. Instead of stopping at the stop line and still having to accelerate when crossing the intersection, a vehicle is already slowed down before it reaches the intersection and starts accelerating again, such that it is driving at full speed when reaching the conflict area of the intersection. This, among others, implies that the time to cross the intersection is the same for each vehicle. The last assumption discussed here, is that we assume that the central controller can look "ahead" for the same amount of time for each of the lanes, to ease the notation and algorithms.

We clarify how this works in a simple example, depicted in Figure 7.1. For simplicity, we show vehicles arriving from only two different approaches (marked red and blue). The central controller uses a PFA to compute the ac-


Figure 7.1: A schematic representation of the model discussed in this chapter. The platoon forming algorithms in this chapter determine how the platoons are constructed. In the next step, a speed profiling algorithm determines how each individual vehicle approaches the intersection. Figures (a) and (b) correspond, respectively, to the situation in (c) at times $t=4$ and $t=8$ seconds.
cess times to (the conflict area of) the intersection for each vehicle entering the control region. The intersection drawn in Figures 7.1(a) and (b) only depicts the inner (SPA) part of the control region. Figure 7.1 (c) shows the corresponding trajectories. Note that all vehicles drive at full speed in the PFA control area (from 75-50 meters distance) and start their trajectories controlled by the SPA at 50 meters distance. The two parts of the control region are separated by a gray line. The blue vehicle entering the SPA control region at time $t=0$
encounters no hinder from other vehicles and proceeds at full speed, without delay. The first red vehicle was originally scheduled to arrive at the intersection directly after the first blue vehicle. When, however, the second blue vehicle entered the PFA control region at $t=1$ (probably arriving in a platoon from an upstream intersection), this blue vehicle is allowed to join the platoon started by the previous blue vehicle. This means that the first red vehicle is rescheduled, being delayed, hence it gets access to the intersection after the second blue vehicle at a safe distance. Due to this delay, the next two red vehicles are able (and allowed) to join the red platoon. The actual trajectories towards the intersection are determined by the SPA, which ensures an efficient usage of the intersection. Note that all vehicles cross the intersection at full speed.

An advantage of the control region, besides the ability to control the speed of arriving vehicles, is that we can adjust the scheduling of the vehicles based on the arriving vehicles that are not yet at the intersection. This specific anticipation is key to the forming of platoons and is up to the central controller at the intersection and results in a specific PFA. There are many PFAs, yet we will specifically focus on PFAs that find their origin in polling models, because they are efficient, well understood, and have proven their value in other application areas, such as communication systems and production lines.

### 7.3 Platoon forming algorithms

We present our new PFAs as standalone algorithms, based on service disciplines for polling models, which are described in a way fit for PFAs. We also briefly discuss the Batch Algorithm, originating from [184], which serves as a benchmark for our PFAs. The PFAs we discuss, are all derived from so-called branchingtype disciplines, which find their origin in the polling literature, see e.g. [168]. Branching-type service disciplines include the exhaustive and the gated discipline, which all allow for many analytical results.

Before we start with the description of the PFAs we introduce some concepts and notation. The PFA determines the crossing time of each of the vehicles in the control region that have not yet crossed the intersection. We represent this schedule by entities that we call "vehicles". A vehicle $V$ has three properties: a lane $d_{V}$, an earliest crossing time $a_{V}$, and the currently scheduled crossing time $c_{V}$. We assume that at every point in time we have such a list of vehicles, ordered on basis of the $c_{V}$ 's. The PFA updates (some of) the crossing times of the vehicles upon arrival and departure epochs of vehicles in the PFA control region. The latter is dealt with in an easy way: if the current time is $c_{V}+B$,
where $B$ denotes the difference in crossing times between two vehicles on the same lane, then vehicle $V$ is removed from the ordering because vehicle $V$ just crossed the intersection. We further assume that there are vehicles arriving at the intersection from $n$ lanes.

Turning towards arrivals of vehicles within the PFA control region, we need to consider the crossing times of all vehicles already scheduled in order to schedule $V$. There are several ways to schedule those vehicles and the first we discuss is the exhaustive discipline, as described in Algorithm7.1. An intuitive explanation of the exhaustive discipline is the following: if a vehicle that arrives in the control region is able to get within $B$ seconds of the vehicle in front of it on the same lane (which might occur if the vehicle is delayed by its predecessor), it is allowed to join the same platoon as its predecessor. This would imply that all vehicles on different lanes have to wait an additional $B$ seconds, the difference in crossing time between two vehicles. If a vehicle cannot join the platoon in front of it, it will form a new platoon. If no vehicle (on the current lane) is able to join the platoon currently crossing the intersection, a platoon of vehicles at the next lane may cross the intersection. As a result we have a cyclic structure of departures of platoons, because we, in a fixed order, sequentially check each lane for vehicles that want to depart. This exhaustive discipline is known for its low mean delay, which is the main reason for us to consider this discipline. We further introduce one more constant, $S$, that represents the time between the start of crossing of two vehicles on different lanes (similar to clearance times at intersections nowadays).

Although the exhaustive PFA will have very good delay characteristics, we will consider the gated PFA (discussed below) as well. The intuitive explanation of the gated algorithm is quite close to that of the exhaustive discipline, with one exception. It is not always allowed to join a platoon, even if a vehicle is able to get within $B$ seconds from its predecessor on the same lane. As described in more detail below, platoons are finalized at an earlier moment than with exhaustive service. This moment of finalizing a platoon is, in the polling literature, compared to putting a gate behind the last customer (corresponding to the last vehicle in the platoon). Newly arriving customers will have to wait (behind the virtual gate) for the next server visit, which corresponds to the formation of a new platoon in our setting. An advantage of the gated discipline is that there is less variation in the size of platoons and, hence, cycle lengths are less variable as well. It may result in longer delays though, as we will see in the numerical examples in Section 7.5 .

For the implementation of the gated PFA, we need to keep track of a couple of additional variables for each lane. In this gated discipline we are namely

```
Algorithm 7.1 exhaustive algorithm.
    Input: current ordering of vehicles, denoted ( \(V_{1}, V_{2}, \ldots, V_{K}\) ), ordered on basis
    of \(c_{V} ; V_{\text {last }}\), defined as \(V_{K}\) or the last vehicle that crossed the intersection if
    the ordering is empty; and a to be scheduled vehicle \(V_{0}\) with earliest arrival
    time at the intersection \(a_{V_{0}}\) in lane \(d_{V_{0}}\).
    if \(c_{V_{\text {last }}}+B<a_{V_{0}}\) then \(\quad \triangleright V_{0}\) is scheduled last
        if \(d_{V_{0}}=d_{V_{\text {last }}}\) then
            Put \(c_{V_{0}} \leftarrow a_{V_{0}}\). \(\quad \triangleright V_{0}\) proceeds without delay
        else
            Put \(c_{V_{0}} \leftarrow \max \left\{a_{V_{0}}, c_{V_{\text {last }}}+S\right\}\). \(\triangleright\) Check if additional clearance time is needed
        end if
    else
        Put \(t_{i} \leftarrow \begin{cases}c_{L_{i}} & \text { where } L_{i} \text { is last scheduled vehicle in lane } i, \\ -\infty & \text { if lane } i \text { is empty and no such vehicle exists. }\end{cases}\)
        if \(t_{d_{V_{0}}}+B>a_{V_{0}}\) then \(\quad \triangleright V_{0}\) is able to join a platoon
            Put \(c_{V_{0}} \leftarrow t_{d_{V_{0}}}+B\).
            for each vehicle \(V\) in the ordering with \(c_{V}>t_{d_{V_{0}}}\) do
                Put \(c_{V} \leftarrow c_{V}+B\). \(\quad\) Delay other vehicles
            end for
        else
            for \(l\) in \(\left(d_{V_{0}}-1, d_{V_{0}}-2, \ldots, 1, n, n-1, \ldots, d_{V_{0}}+1\right)\) do
                if \(t_{l}+S>a_{V_{0}}\) then \(\quad \triangleright V_{0}\) starts new platoon after last platoon in lane \(l\)
                    Put \(c_{V_{0}} \leftarrow t_{l}+S\).
                    for each vehicle \(V\) in the ordering with \(c_{V}>t_{l}\) do
                                    Put \(c_{V} \leftarrow c_{V}+S\). \(\triangleright\) Delay other vehicles
                    end for
                    break
                end if
            end for
        end if
    end if
    Add vehicle \(V_{0}\) to the ordering.
    Output: the new ordering \(\left(V_{1}, V_{2}, \ldots, V_{0}, \ldots, V_{K}\right)\)
```

"putting gates" which can be seen as "fixing the vehicles of a platoon", meaning that future arrivals in the same lane cannot join the currently formed platoon (i.e. they are "behind the gate"). We define two additional, ordered sets for each lane, $f_{i}$ and $t_{i}$, representing the set of start times of platoons on lane $i$ and the end times of platoons at lane $i$ (so the start of service of the last vehicle).

Joining a platoon is only allowed if the lane is not the lane from which vehicles are currently departing (the platoon is not yet fixed). If a car in lane $i$ is able to reach the intersection (without any other interfering traffic) before one of the times in $f_{i}$, then that car is allowed to join that platoon (so the platoon is enlarged). If such a car is not able to reach the intersection before one of the times in $f_{i}$, then it creates a new platoon. In general, departures of vehicles are dealt with in the same way as in the exhaustive discipline. We again have the cyclic structure as in the exhaustive discipline. The gated algorithm can then be described as in Algorithm 7.2.

PFAs in terms of polling models
Algorithms 7.1 and 7.2 are rather complicated and lengthy. However, the underlying intuition/description in terms of polling models is rather straightforward as we explain here.

For the exhaustive discipline, we have the following description in standard polling terminology: as long as a queue is not empty, the server stays at that queue and keeps serving customers. In terms of PFAs and self-driving vehicles, this translates to the following: as many vehicles as possible are added to a platoon. The only reason why the next vehicle would not be able to join the platoon in front of it is because it is not able to arrive at the intersection at a time $B$ after its predecessor, even when that vehicle would drive at full speed. The platoon is thus finalized as soon as no vehicles can join it anymore, in which case "the queue is empty" and we switch to the next lane.

We might explain the gated discipline in the following way: if the server starts working on customers in a queue, the server will stay at that queue until the moment that all customers that were present at the start of service of the first customer, have left. I.e., it is as if a gate is put behind the last customer present in the queue when the server arrives and only customers in front of this gate are served before the server switches to the next queue. In PFA terms, this means that a platoon is finalized at the moment that the first vehicle of the platoon starts crossing the intersection. Every vehicle that has been able to join the platoon at that moment is allowed to cross the intersection in the same platoon. Every vehicle that could not join the platoon at that moment, needs to wait for a full cycle.

```
Algorithm 7.2 gated algorithm.
    Input: current ordering of vehicles, denoted ( \(V_{1}, V_{2}, \ldots, V_{K}\) ), ordered on basis
    of \(c_{V} ; V_{\text {last }}\), defined as \(V_{K}\) or the last vehicle that crossed the intersection if
    the ordering is empty; the sets \(f_{i}\) and \(t_{i}\) for \(i=1, \ldots, n\) representing the start
    of platoons and end of platoons at lane \(i\); and a to be scheduled vehicle \(V_{0}\)
    with earliest arrival time at the intersection \(a_{V_{0}}\) in lane \(d_{V_{0}}\).
    if \(c_{V_{\text {last }}}+B<a_{V_{0}}\) then \(\triangleright V_{0}\) is scheduled last
        if \(d_{V_{0}}=d_{V_{\text {last }}}\) then
            Put \(c_{V_{0}} \leftarrow a_{V_{0}}\). \(\quad \triangleright V_{0}\) proceeds without delay
        else
            Put \(c_{V_{0}} \leftarrow \max \left\{a_{V_{0}}, c_{V_{\text {last }}}+S\right\}\). \(\triangleright\) Check if additional clearance time is needed
        end if
        Add time \(c_{V_{0}}\) to \(f_{d_{V_{0}}}\) and time \(c_{V_{0}}\) to \(t_{d_{V_{0}}} . \triangleright \operatorname{Register} c_{V_{0}}\) as start of a new platoon
    else
        if there is a time in \(f_{d_{V_{0}}}>a_{V_{0}}\) then \(\quad \triangleright V_{0}\) is able to join a platoon
            Put \(f \leftarrow\) the lowest time in \(f_{d_{V_{0}}}\) such that \(f>a_{V_{0}}\).
            Put \(t \leftarrow\) the corresponding end of platoon in \(t_{d_{V_{0}}}\).
            Put \(c_{V_{0}} \leftarrow t+B\).
            for each value \(t^{*}\) in \(t_{1}, \ldots, t_{n}\) with \(t^{*}>t\) do \(\quad \triangleright\) Update \(t\) and \(f\)
                Put \(t^{*} \leftarrow t^{*}+B\)
                Put the corresponding start of platoon \(f^{*} \leftarrow f^{*}+B\).
            end for
            for each vehicle \(V\) in the ordering with \(c_{V}>c_{V_{0}}\) do
                Put \(c_{V} \leftarrow c_{V}+B\). \(\triangleright\) Delay other vehicles
            end for
        else
            for \(l\) in \(\left(d_{V_{0}}-1, d_{V_{0}}-2, \ldots, 1, n, n-1, \ldots, d_{V_{0}}+1\right)\) do
                if there is a time in \(t_{l}+S>a_{V_{0}}\) then \(\quad \triangleright V\) forms a new platoon
                            Find the lowest time \(t\) in \(t_{l}\) such that \(t+S>a_{V_{0}}\).
                Put \(c_{V_{0}} \leftarrow t+S\).
                if there is a time in \(f_{l}\) such that \(t=f_{l}\) then
                                    for each value \(t^{*}\) in \(t_{1}, \ldots, t_{n}\) with \(t^{*}>t+S\) do \(\triangleright\) Update \(t\) and \(f\)
                                    Put \(t^{*} \leftarrow t^{*}+2 S\)
                                    Put the corresponding start of platoon \(f^{*} \leftarrow f^{*}+2 S\).
                                    end for
                                    for each vehicle \(V\) in the ordering with \(c_{V}>t+S\) do
                                    Put \(c_{V} \leftarrow c_{V}+2 S\). \(\quad\) Delay other vehicles
                                    end for
                                    else \(\quad \triangleright V_{0}\) is able to join a platoon
                                    for each value \(t^{*}\) in \(t_{1}, \ldots, t_{n}\) with \(t^{*}>t+S\) do \(\triangleright\) Update \(t\) and \(f\)
                                    Put \(t^{*} \leftarrow t^{*}+S\)
                                    Put the corresponding start of platoon \(f^{*} \leftarrow f^{*}+S\).
                                    end for
```

39:
40:
41:
42:
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47:
48:
49:
50:
51: $\quad$ Add time $c_{V_{0}}$ to $f_{d_{V_{0}}}$ and time $c_{V_{0}}$ to $t_{d_{V_{0}}}$.
52: end if
53: Add vehicle $V_{0}$ to the ordering.
54: Output: the new ordering ( $V_{1}, V_{2}, \ldots, V_{0}, \ldots, V_{K}$ )

As a reference to algorithms so far established in the literature, we also consider the Batch Algorithm from [184]. For the full description we refer to [184, Supplementary Information, Section 1.5]. The Batch Algorithm consists of a combination of a gated PFA (also in the Batch Algorithm "gates" are put) and a maximum number of vehicles that is dealt with in each cycle.

### 7.4 Speed profile algorithms

Now that we know how to schedule the crossing times of vehicles at the intersection, we turn to the other key ingredient of our model, which is the speed control of arriving vehicles. We start with some requirements that the PFAs have to satisfy before we can control the speed of the arriving vehicles in a proper and safe way. The main condition a PFA has to satisfy is regularity.
Definition 7.1 (Regularity [133, 134]) A polling policy is regular if an arrival in a queue does not change the order of service of all currently present vehicles. I.e. the new arrival is inserted somewhere in the order of service of all waiting vehicles.

A regular PFA ensures that if a vehicle is rescheduled, its crossing time is increased. A decrease would potentially lead to a scheduled crossing time at which the vehicle cannot be at the intersection (e.g. due to the fact that the vehicle has decelerated and cannot accelerate quickly enough to reach the intersection
in time). The exhaustive and gated algorithms discussed in Algorithms 7.1 and 7.2 are examples of regular polling policies, because a new arrival does not change the order of service of the vehicles that are already scheduled and, as a consequence, the crossing times of vehicles can only increase.

A regular polling policy, together with assuming a sufficiently big control region, ensures that the intersection coordination algorithm in [133, 134] and the speed profile algorithms that we will introduce are solvable. As mentioned before, these assumptions are necessary with respect to the (possibility of) vehicles being rescheduled. As can be seen in Algorithms 7.1 and 7.2, the access time of (some of the) vehicles to the intersection might be increased. The above assumptions ensure that we can find feasible and safe trajectories for every vehicle, also in case of rescheduling, cf. [133, 134].

Besides these two assumptions on regularity and the size of the control region, we also need to make sure that there are not too many vehicles in the control region at the same time: if there are too many vehicles present in the control region, it might be the case that a newly arriving vehicle cannot decelerate to a complete stop in time. In this case, the distance between entering the control region and the stopping position of its predecessor is too short. This phenomenon is called overcrowding, see [134]. A way to deal with this issue is proposed as well: we assume that a vehicle that cannot enter the control region safely, does not enter the control region at all cf. [134].

### 7.4.1 Optimization based speed profile algorithms

In this subsection, we discuss two algorithms that, satisfying the above conditions, result in an efficient use of the intersection, which is our main purpose. To this end, we require that vehicles drive at maximum speed while crossing the intersection, so we need to control the speed of arriving vehicles while they are in the control region. An optimization algorithm can be formulated to achieve this as is shown in [134, the MotionSynthesize procedure]. In order to solve this minimization problem, time is discretized. The MotionSynthesize procedure is then reduced to a linear optimization problem for which efficient solvers exist.

The optimization procedure has several nice properties, among which is that the algorithm is provably safe. A formal definition of "safe" and the required conditions (such as "no overcrowding") are given in [134], but intuitively it simply means that no collisions will occur in the control region.

Another property of the MotionSynthesize procedure is that the distance between vehicle and intersection is minimized across the whole time period that a vehicle is in the control region. This is equivalent with the minimization of
the area under the distance-time diagram, where the distance is defined as the distance between vehicle and intersection. The physical length of the queue of vehicles is thus also minimized. This is favorable in a network setting, minimizing the amount of spillback to other intersections. Yet, this specific property of minimizing the distance between vehicle and intersection has a high energy consumption and may not be very pleasant for passengers.

Below, in Algorithm 7.3, we discuss a slightly different formulation of the problem where we minimize the total amount of the absolute value of the acceleration instead of the distance between vehicle and intersection. We do this, because this would result in less energy consumption by vehicles driving towards the intersection and because the ride towards the intersection is more comfortable in comparison with minimizing the distance between the vehicle and the intersection. However, assuming regularity of the PFA and a sufficiently big control region is not sufficient to ensure a feasible optimization problem as it is for the MotionSynthesize procedure. We formulate a mild additional constraint to guarantee feasibility of the optimization problem, which is that one needs to be sure that when the preceding vehicle is done decelerating, the next vehicle is able to decelerate to that same speed before the preceding vehicle is decelerating further (due to rescheduling for example). As will turn out, a vehicle starts decelerating immediately after entering the control region (see e.g. Figure 7.3). As a consequence, if a vehicle is entering the control region, it needs to be sure that it is able to decelerate to the speed of its predecessor while maintaining a certain distance to its predecessor at the same time, showing that we need this additional assumption.

Before we turn to the algorithm, we introduce some notation. Each vehicle has a trajectory that is computed along the lines of the algorithm, given the current time, $t_{0}$, and the scheduled crossing time $t_{f}$ (in this section, for consistency with [134], we use the notation $t_{f}$ to denote the scheduled crossing time, instead of $c_{V}$. The algorithm will compute $x(t)$, the place of the vehicle at time $t$, for $t_{0} \leq t \leq t_{f}$, the speed $v(t)$ at time $t$, and the acceleration $a(t)$ at time $t$. Furthermore, $y(t)$ denotes the trajectory of the predecessor (if any) for $t_{0} \leq t \leq t_{f, y} ; t_{f, y}$ denotes the final crossing time of the predecessor of the vehicle we are currently planning; $l$ denotes the minimal distance between the front part of two successive vehicles; $a_{m}$ denotes the maximum acceleration; $-a_{m}$ denotes the maximum deceleration; and $v_{m}$ denotes the maximum speed. The initial conditions, i.e. the location and speed at the start of the trajectory of the vehicle, are given by $x\left(t_{0}\right)=x_{0}$ and $v\left(t_{0}\right)=v_{0}$. To put the location $x(t)$ into perspective, we measure $x(t)$ as the (negative) distance between the vehicle and the start of the conflict area of the intersection, i.e. $x\left(t_{0}\right)=x_{0}=-X$ and $x\left(t_{f}\right)=0$,
when the vehicle enters the control region at a distance $X$ from the intersection. Then, we are able to formulate Algorithm 7.3 .

```
Algorithm 7.3 MotionSynthesize procedure with a minimal acceleration
    Input: \(x_{0}, v_{0}, t_{0}, t_{f}, t_{f, y}, y\).
    : Compute
```

MotionSynthesizeAcc $\left(x_{0}, v_{0}, t_{0}, t_{f}, t_{f, y}, y\right):=\underset{x:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}}{\operatorname{argmin}} \int_{t_{0}}^{t_{f}}|a(t)| \mathrm{d} t$
subject to
$x^{\prime \prime}(t)=a(t)$, for all $t \in\left[t_{0}, t_{f}\right]$;
$0 \leq x^{\prime}(t) \leq v_{m}$, for all $t \in\left[t_{0}, t_{f}\right] ;$
$|a(t)| \leq a_{m}$, for all $t \in\left[t_{0}, t_{f}\right] ;$
$|x(t)-y(t)| \geq l$, for all $t \in\left[t_{0}, t_{f, y}\right]$;
$x\left(t_{0}\right)=x_{0} ; x^{\prime}\left(t_{0}\right)=v_{0} ;$
$x\left(t_{f}\right)=0 ; x^{\prime}\left(t_{f}\right)=v_{m}$.

3: Output: $x(t)$.

Algorithm 7.3 can be discretized in order to obtain a linear optimization problem, just as the MotionSynthesize procedure and has a valid solution under the set of conditions formulated above, i.e. regularity of the PFA, a sufficiently big control region, and the assumption on decelerating of the predecessor of a vehicle. The main difference between Algorithm 7.3 and the MotionSynthesize procedure from [134] is that instead of minimizing the distance from vehicle to intersection, we minimize the (absolute value of the) acceleration applied by the vehicle while being in the control region. This obviously has consequences for the amount of energy consumption. Disadvantages include that the physical length of the queue grows and that vehicles cannot enter the control region as close to each other (as vehicles slow down immediately when entering the control region).

In the next subsection we present closed-form alternatives to the MotionSynthesize procedure and Algorithm 7.3, similar in spirit as the results in e.g. [69, 118]. So instead of the need to solve a linear optimization problem each time, we have a set of calculations that we can perform to find the trajectory of a vehicle, which is optimal with respect to minimizing the distance or acceleration.

These closed-form expressions immediately imply that Algorithm 7.3 yields a valid and safe trajectory. In Remark 7.3 we return to this topic.

### 7.4.2 Closed-form speed profile algorithms

In this subsection, we derive closed-form alternatives to the MotionSynthesize procedure in [134] and to Algorithm 7.3. We start with the MotionSynthesize procedure and make two important observations that form the basis for our closed-form SPA:
(i) The optimization problems formulated in the MotionSynthesize procedure and Algorithm 7.3 always lead to piece-wise constant acceleration;
(ii) If all vehicles decelerate (and possibly stop) at most once, at most four changes in the acceleration occur.

These observations imply that if we can find the four points at which the acceleration changes, we are able to determine the trajectory in closed form. We note that the exhaustive and gated algorithms indeed have the desirable property that vehicles need to decelerate at most once. From the polling literature we know that the exhaustive service discipline ensures that customers will always be served before the end of the cycle in which they arrive. With gated service, customers will always be served in the next cycle. Translated to our traffic model, this means that no vehicle will ever need to stop more than once. As a consequence, the acceleration changes at most four times. We shortly describe the corresponding five parts of the arriving trajectory.

- No acceleration or deceleration from $t_{0}$ until $t_{\text {dec }}$;
- Deceleration at maximum rate from $t_{\text {dec }}$ until $t_{\text {stop }}$;
- A stop from $t_{\text {stop }}$ until $t_{a c c}$;
- Acceleration at maximum rate from $t_{\text {acc }}$ until $t_{\text {full }}$;
- No acceleration or deceleration from $t_{\text {full }}$ until $t_{f}$.

We note that some of those time points might coincide with each other. All that remains is that we have to find $t_{d e c}, t_{s t o p}, t_{a c c}$, and $t_{\text {full }}$ in such a way that we minimize the average distance between the vehicle and the intersection. This leads to Algorithm 7.4, where we assume that $t_{0}=0$ to ease the notation and that $v_{0}=v_{m}$. We can allow for general $\nu_{0}$, but we show later that this would

```
Algorithm 7.4 closed-form alternative to the MotionSynthesize procedure.
    Input: \(x_{0}, t_{f}, t_{f, y}\), and \(y\).
    if \(t_{f}-t_{f, y}=B\) then
            Consider trajectory \(y\) and determine the time at which the vehicle con-
    tinues at full speed. Call this time \(t_{\text {full }}\).
    else
            Put \(t_{\text {full }} \leftarrow t_{f}\).
    end if
    Put
```

        \(L \leftarrow v_{m}\left(t_{f}-\frac{v_{m}}{a_{m}}\right)\).
                \(\triangleright L\) represents the distance covered if a vehicle stops for 0 seconds
    if \(L \geq\left|x_{0}\right|\) then
                                    \(\triangleright\) The vehicle has to stop
            Put \(t_{\text {acc }} \leftarrow t_{\text {full }}-v_{m} / a_{m}\).
            Put \(t_{s t o p} \leftarrow t_{a c c}-\left(t_{f}-v_{m} / a_{m}-\left|x_{0}\right| / v_{m}\right)\).
            Put \(t_{\text {dec }} \leftarrow t_{\text {stop }}-v_{m} / a_{m}\).
    else \(\quad \triangleright\) The vehicle does not have to stop
            Define
                \(\tilde{t} \leftarrow \sqrt{\frac{t_{f} v_{m}-\left|x_{0}\right|}{a_{m}}}\).
    $\triangleright \tilde{t}$ is the deceleration time
Put $t_{\text {acc }} \leftarrow t_{\text {full }}-\tilde{t}$.
Put $t_{\text {stop }} \leftarrow t_{\text {acc }}$.
Put $t_{\text {dec }} \leftarrow t_{\text {acc }}-\tilde{t}$.
end if
Then

$$
a(t)=x^{\prime \prime}(t) \leftarrow \begin{cases}0 & \text { if } 0 \leq t<t_{\text {dec }},  \tag{7.2}\\ -a_{m} & \text { if } t_{\text {dec }} \leq t<t_{\text {stop }}, \\ 0 & \text { if } t_{\text {stop }} \leq t<t_{\text {acc }}, \\ a_{m} & \text { if } t_{\text {acc }} \leq t<t_{\text {full }}, \\ 0 & \text { if } t_{\text {full }} \leq t<t_{f} .\end{cases}
$$

19: Knowing $a(t)$, we can compute $x(t)$ by integrating twice and using the conditions $x(0)=x_{0}$ and the velocity at time 0 being $v_{m}$.
20: Output: $x(t)$.
always result in a sub-optimal trajectory. The input consists of the (negative) distance between vehicle and intersection at $t=0$, again denoted by $x_{0}$, the scheduled crossing time of the vehicle, $t_{f}$, and the trajectory of the predecessor of the vehicle for which we are currently planning the trajectory, $y$, and its crossing time $t_{f, y}$. We prove that the MotionSynthesize procedure and Algorithm7.4 are equivalent, which is the subject of the next lemma.

Lemma 7.1 The MotionSynthesize procedure and Algorithm 7.4 are equivalent in the sense that both minimize the distance between vehicle and intersection across the time period $t_{0}$ to $t_{f}$.

Proof. We split the proof in two parts. First we prove that the times $t_{\text {dec }}, t_{s t o p}$, $t_{\text {acc }}$, and $t_{\text {full }}$ in Algorithm 7.4 indeed result in the trajectory having the minimal area under the distance-time graph, assuming that the optimal trajectory contains at most one period of deceleration. Then we prove that the obtained form of the trajectory, with at most one period of deceleration, is indeed optimal.

Part 1. As indicated before, for now, we only consider trajectories that contain at most one period of deceleration. We allow that $v_{0}<v_{m}$ (but we will show now that that is suboptimal), but we do require that $v\left(t_{\text {full }}\right)=v\left(t_{f}\right)=v_{m}$. We distinguish between the case where a vehicle comes to a full stop and the case where it does not.

Full stop. First we consider the case where the vehicle (denoted by $V$ ) comes to a full stop, from $t=t_{s t o p}$ to $t=t_{\text {acc }}$. This class of trajectories is visualized as the black line in Figure 7.2. It turns out that this curve is completely characterized by two parameters, which we choose to be the initial speed $\nu_{0}$ and the moment when we start driving at full speed again, $t_{\text {full }}$.

The optimization criterion in the MotionSynthesize algorithm is to minimize the area below the graph $|x(t)|$ for $0 \leq t \leq t_{f}$. This is equivalent to minimizing the average distance to the intersection. First we give an intuitive explanation as to why it makes sense to continue at full speed as long as possible. In Figure 7.2 we have plotted two alternative trajectories to show that they result in a larger average distance to the intersection. The red dashed trajectory is equivalent to the optimal trajectory, but with a lower starting speed ( $v_{0}<v_{m}$ ). By starting at a lower speed, while fixing $t_{\text {full }}$, we have to continue longer at this lower speed before we come to a complete stop. This means that $t_{d e c}$ and $t_{s t o p}$ increase, which immediately increases the area below the graph. Another alternative is the dashed green trajectory, which starts at full speed, but has a lower value


Figure 7.2: Three sample trajectories with one full stop. The optimal trajectory is plotted in black. The dashed green trajectory has a smaller value of $t_{\text {full }}$ compared to the optimal trajectory, whereas the dashed red trajectory has a smaller value of $\nu_{0}$.
for $t_{\text {full }}$. Note that $t_{\text {full }}$ is restricted by $V$ 's predecessor. Without predecessor, it is optimal to take $t_{\text {full }}=t_{f}$, but if there is a predecessor (which apparently is the case for the black trajectory in Figure 7.2), it is optimal to let both vehicles have the same $t_{\text {full }}$. This is the only way to ensure that both vehicles cross the intersection at full speed, with minimum distance between them. Taking a smaller value of $t_{\text {full }}$, as in the green trajectory, means that $V$ comes to a stop further from the intersection, which significantly increases the average distance.

These arguments provide an intuitive explanation, but we will formalize this now by explicitly computing the area below $|x(t)|$ for our closed-form trajectories. First we give the closed-form expression for $x(t)$, by considering the five sub-areas separately, and using the fact that $x(t)$ is linear when the speed is constant and quadratic while decelerating/accelerating. Equation (7.3) is easiest to understand when starting at $t=t_{f}$ and constructing the trajectory backwards to $t=0$, and using these auxiliary results:

$$
\begin{aligned}
& t_{\text {stop }}-t_{\text {dec }}=\frac{v_{0}}{a_{m}}, \\
& t_{\text {full }}-t_{\text {acc }}=\frac{v_{m}}{a_{m}}
\end{aligned}
$$

$$
\begin{aligned}
& x\left(t_{\text {stop }}\right)-x\left(t_{\text {dec }}\right)=\frac{v_{0}^{2}}{2 a_{m}}, \\
& x\left(t_{\text {full }}\right)-x\left(t_{\text {acc }}\right)=\frac{v_{m}^{2}}{2 a_{m}}
\end{aligned}
$$

We obtain:

$$
x(t)= \begin{cases}\left(t-t_{f}\right) v_{m} & \text { for } t_{\text {full }} \leq t \leq t_{f}  \tag{7.3}\\ \left(t_{\text {full }}-t_{f}\right) v_{m}-\frac{v_{m}^{2}}{2 a_{m}}+\frac{a_{m}}{2}\left(t-t_{\text {acc }}\right)^{2} & \text { for } t_{\text {acc }} \leq t \leq t_{\text {full }} \\ \left(t_{\text {full }}-t_{f}\right) v_{m}-\frac{v_{m}^{m}}{2 a_{m}^{m}} & \text { for } t_{\text {stop }} \leq t \leq t_{\text {acc }} \\ \left(t_{\text {full }}-t_{f}\right) v_{m}-\frac{v_{m}}{2 a_{m}}-\frac{a_{m}}{2}\left(t-t_{\text {stop }}\right)^{2} & \text { for } t_{\text {dec }} \leq t \leq t_{\text {stop }} \\ x_{0}+v_{0} t & \text { for } 0 \leq t \leq t_{\text {dec }}\end{cases}
$$

Note that $t_{\text {dec }}$ follows from continuity of $x(t)$ :

$$
t_{\text {dec }}=\frac{1}{v_{0}}\left(\left|x_{0}\right|-\left(t_{f}-t_{\text {full }}\right) v_{m}-\frac{v_{0}^{2}+v_{m}^{2}}{2 a_{m}}\right) .
$$

The area below the trajectory, $\mathscr{A}_{v}:=\int_{0}^{t_{f}}|x(t)| \mathrm{d} t$, is equal to:

$$
\begin{aligned}
\mathscr{A}_{v}= & \frac{t_{\text {dec }}}{2}\left(x\left(t_{\text {dec }}\right)-x_{0}+\frac{v_{0}^{2}}{a_{m}}\right)+\frac{v_{0}^{3}}{6 a_{m}^{2}}+ \\
& t_{\text {full }}\left(\left(t_{f}-t_{\text {full }}\right) v_{m}+\frac{v_{m}^{2}}{2 a_{m}}\right)-\frac{v_{m}^{3}}{6 a_{m}^{2}}+\frac{v_{m}}{2}\left(t_{f}-t_{\text {full }}\right)^{2} \\
= & \frac{v_{0}^{4}+3\left(v_{m}^{2}+2 a_{m}\left(\left(t_{f}-t_{\text {full }}\right) v_{m}+x_{0}\right)\right)^{2}}{24 a_{m}^{2} v_{0}}+\frac{v_{m}}{2}\left(t_{f}^{2}-t_{\text {full }}^{2}+t_{\text {full }} \frac{v_{m}}{a_{m}}\right)-\frac{v_{m}^{3}}{6 a_{m}^{2}} .
\end{aligned}
$$

We now exploit that only the first part of the expression for $\mathscr{A}_{v}$ depends on the initial speed $\nu_{0}$, as observed before. By taking the derivative with respect to $\nu_{0}$ and using $\nu_{0} \leq v_{m}$ it follows that $\mathscr{A}_{\nu}$ is decreasing in $\nu_{0}$, under the following condition:

$$
\left(t_{f}-t_{\text {full }}\right) v_{m}+2 \frac{v_{m}^{2}}{2 a_{m}} \leq\left|x_{0}\right| .
$$

This is exactly the "no overcrowding" assumption discussed earlier, which now gets quantified: a vehicle entering the control region at full speed should have
enough space to come to a full stop and accelerate again in order to reach full speed at time $t_{\text {full }}$. The above proves that the initial speed should be taken as large as possible, i.e. $v_{0}=v_{m}$.

Now that we have established that we should choose $\nu_{0}=v_{m}$, we assume this equality from now on and denote the area as $\mathscr{A}$ (to distinguish it from $\mathscr{A}_{v}$ ). This significantly simplifies the expression, which now becomes

$$
\mathscr{A}=\left(v_{m} t_{f}+x_{0}\right)\left(t_{f}-t_{\text {full }}+\frac{v_{m}}{2 a_{m}}\right)+\frac{x_{0}^{2}}{2 v_{m}} .
$$

It is readily seen that the area $\mathscr{A}$ is now linearly decreasing in $t_{\text {full }}$, which immediately proves that we should take $t_{\text {full }}$ as large as possible to minimize $\mathscr{A}$. Exactly how large $t_{\text {full }}$ is allowed to be, depends on the predecessor.

No full stop. We now briefly consider the case where $V$ does not come to a full stop. The analysis is quite similar, so we will mainly focus on the differences. The first difference is that $t_{\text {stop }}$ is removed from the trajectory. Instead, we now have that the speed at $t=t_{a c c}$ is greater than zero. Note that this speed, which we denote by $\nu_{1}$, is less than or equal to $\nu_{0}$, because $V$ decelerates between $t_{\text {dec }}$ and $t_{\text {acc }}$. The trajectory $x(t)$ now consists of at most four parts, given by:

$$
x(t)= \begin{cases}\left(t-t_{f}\right) v_{m} & \text { for } t_{\text {full }} \leq t \leq t_{f}  \tag{7.4}\\ \left(t-t_{f}\right) v_{m}+\frac{a_{m}}{2}\left(t-t_{\text {full }}\right)^{2} & \text { for } t_{\text {acc }} \leq t \leq t_{\text {full }}, \\ x_{0}+v_{0} t-\frac{a_{m}}{2}\left(t-t_{\text {dec }}\right)^{2} & \text { for } t_{\text {dec }} \leq t \leq t_{\text {acc }}, \\ x_{0}+v_{0} t & \text { for } 0 \leq t \leq t_{\text {dec }}\end{cases}
$$

We can eliminate the unknowns by using the relations

$$
\begin{aligned}
& t_{a c c}-t_{\text {dec }}=\frac{v_{0}-v_{1}}{a_{m}}, \\
& t_{\text {full }}-t_{\text {acc }}=\frac{v_{m}-v_{1}}{a_{m}} .
\end{aligned}
$$

The requirement that $x(t)$ is continuous in $t_{\text {acc }}$ leads to the last equation that can be solved to obtain $t_{\text {acc }}$. The area below $|x(t)|$ can now be computed:

$$
\mathscr{A}_{v}=\frac{v_{m}}{2}\left(t_{f}-t_{a c c}\right)^{2}+\frac{\left(v_{0}-v_{1}\right)^{3}-\left(v_{m}-v_{1}\right)^{3}}{6 a_{m}^{2}}-x_{0} t_{a c c}-\frac{v_{0}}{2} t_{a c c}^{2} .
$$

Eliminating $t_{\text {acc }}$ and differentiating with respect to $\nu_{1}$ immediately shows that $\mathscr{A}_{\nu}$ is decreasing in $\nu_{1}$. Since we are trying to minimize $\mathscr{A}_{\nu}$, we should take $\nu_{1}$
as large as possible, i.e. $v_{1}=v_{0}$. After this substitution, all expressions simplify and it can again be shown that the derivative of $\mathscr{A}$ with respect to $\nu_{0}$ is always less than or equal to zero, where equality is only reached when $t_{a c c}=0$ and there is no other option for $V$ than to accelerate immediately. This means that we should take $\nu_{0}$ as large as possible, which again implies that we should take $t_{\text {full }}$ as large as possible, what we also do.

It should be noted that the case $v_{0}=v_{m}$ needs to be considered separately, because if the conditions allow a maximal initial speed, $\nu_{1}$ is completely fixed:

$$
v_{1}=v_{m}-\sqrt{a_{m}\left(t_{f} v_{m}-\left|x_{0}\right|\right)} .
$$

This means that $t_{\text {full }}$ does not follow from $v_{0}$, but it can be chosen arbitrarily (between the minimum and maximum allowed values). To minimize the distance between the vehicle and the intersection, we thus get

$$
t_{\text {acc }}=t_{\text {full }}-\frac{v_{m}-v_{1}}{a_{m}}=t_{\text {full }}-\frac{v_{m}-\left(v_{m}-\sqrt{a_{m}\left(t_{f} v_{m}-\left|x_{0}\right|\right)}\right)}{a_{m}}=t_{\text {full }}-\tilde{t},
$$

with $\tilde{t}$ as defined in Equation (7.1).
Implementation. Algorithm 7.4 is an implementation of the optimal trajectory for the general case. The formulation of the algorithm is slightly different, because we are using the results that $v_{0}$ and $t_{\text {full }}$ should be as large as possible. As argued above, an upper bound to the time $t_{\text {full }}$ is determined by the trajectory $y$ of the predecessor of $V$, and is fixed. If the crossing times differ a time $B$, then the time at which the predecessor starts driving at full speed, $t_{f, y}$, should be equal to $t_{\text {full }}$ (because we want to take it as large as possible), and otherwise it is simply $t_{f}$, which is the way we choose $t_{\text {full }}$ in lines $2 \sqrt{6}$.

Then combining the defined times, we obtain Equation (7.2), which minimizes the area under the distance-time graph. This is exactly the same criterion as we optimize for in the MotionSynthesize procedure. The only thing left to show, is that all other trajectories satisfying the required constraints regarding maximum speed and acceleration, have a larger average distance to the intersection than the one we obtain.

Part 2. This part is significantly shorter, proving that the obtained trajectory is really optimal with respect to the criterion of smallest average distance to the intersection. We remind the reader that we explicitly exploit the property of the polling-based PFAs that each vehicle needs to decelerate (and possibly stop) at
most once. Intuitively, the optimality is quite apparent: in order to minimize the average distance to the intersection, a vehicle entering the control region needs to drive at full speed as long as possible. Assume that $x(t)$ is a trajectory defined by Equation (7.3) with $v_{0}=v_{m}$ and $t_{\text {full }}$ as large as possible. We now consider an alternative trajectory $\tilde{x}(t) \neq x(t)$. We compare $x(t)$ with $\tilde{x}(t)$ on the five parts of the trajectory.

- For $0 \leq t \leq t_{\text {dec }}$ it is completely obvious that $|\tilde{x}(t)| \geq|x(t)|$, because $\tilde{x}(0)=$ $x(0)=x_{0}$ and $\tilde{x}^{\prime}(t) \leq x^{\prime}(t)=v_{m}$ for $0 \leq t \leq t_{d e c}$.
- We now turn to the last part of the trajectory. For $t_{\text {full }} \leq t \leq t_{f}$, we have $\tilde{x}(t)=x(t)$ because $t_{\text {full }}$ was defined as the largest possible value for $t$ where $V$ should start driving at full speed.
- Looking at the part before this one, $t_{\text {acc }} \leq t \leq t_{\text {full }}$, we see that $|\tilde{x}(t)| \geq|x(t)|$ because $\tilde{x}^{\prime}\left(t_{\text {full }}\right)=x^{\prime}\left(t_{\text {full }}\right)=v_{m}$ and $\tilde{x}^{\prime \prime}(t) \leq x^{\prime \prime}(t)=a_{m}$.
- The period $t_{s t o p} \leq t \leq t_{a c c}$ is also trivial, because $\tilde{v}(t) \geq v(t)=0$ here, meaning that $|\tilde{x}(t)| \geq|x(t)|$.
- This leaves us with the last part, which is the second period $t_{\text {dec }} \leq t \leq t_{\text {stop }}$. We have already established that $\left|\tilde{x}\left(t_{\text {dec }}\right)\right| \geq\left|x\left(t_{\text {dec }}\right)\right|$ and $\left|\tilde{x}\left(t_{\text {stop }}\right)\right| \geq\left|x\left(t_{\text {stop }}\right)\right|$. Since $\tilde{x}^{\prime}\left(t_{\text {dec }}\right) \leq x^{\prime}\left(t_{\text {dec }}\right)=v_{m}$ and $\tilde{x}^{\prime \prime}(t) \leq x^{\prime \prime}(t)=a_{m}$, it also follows that $|\tilde{x}(t)| \geq|x(t)|$ in this area.

The conclusion is that for all $t \in\left[0, t_{f}\right]$ we have $|\tilde{x}(t)| \geq|x(t)|$, which implies that

$$
\int_{0}^{t_{f}}|\tilde{x}(t)| \mathrm{d} t \geq \int_{0}^{t_{f}}|x(t)| \mathrm{d} t .
$$

This proves that the path $x(t)$ is optimal with respect to the criterion of the MotionSynthesize procedure. Since it has also been proven in [133] that the MotionSynthesize algorithm yields an optimal path, both algorithms must return the same path.

Remark 7.1 The astute reader will notice that we do not provide an explicit expression for $x(t)$ in Algorithm 7.4 Instead, we provide its second derivative, $a(t)$, and the boundary conditions. This has the advantage that we have one formulation that is valid for both cases (full stop and no full stop). One can easily verify that Equation (7.3) (full stop) and Equation (7.4) (no full stop) both reduce to Equation (7.2) after differentiating twice, and that $t_{\text {dec }}, t_{\text {stop }}, t_{\text {acc }}$, and $t_{\text {full }}$ as computed in Algorithm 7.4 correspond to the values discussed in the first part of the proof. Note that we choose $t_{\text {stop }}=t_{\text {acc }}$ in the case of no full stop.

Remark 7.2 Although the exhaustive and gated PFAs ensure that there is at most one period of deceleration, for other disciplines, like the Batch Algorithm or the $k$-limited discipline, this might not be the case. The period from $t_{0}$ until $t_{f}$ might have to be split in more than five different periods. A similar type of speed profile algorithm is still possible, but is more involved and therefore omitted in the interest of space and clarity of the algorithm and argumentation.


Figure 7.3: Algorithm 7.4 (solid lines) and Algorithm 7.5 (dashed lines) for several vehicles with $t$ (sec) on the horizontal axis and $|x(t)|$ (meters) on the vertical axis for several vehicles.

So, Algorithm 7.4 has the same desirable properties as the MotionSynthesize procedure, but is computationally much less expensive and also provides intuition on the shape of the trajectories. A visualization of such trajectories can be found in Figure 7.3 (represented by the solid lines).

We can also formulate such an alternative for Algorithm 7.3, where we, again, put $t_{0}=0$ to ease the notation. We allow for general $v_{0}$ now. In fact, this is essential to this algorithm, because a vehicle might start decelerating immediately upon arrival in the SPA part of the control region. We assume that a following vehicle has decelerated accordingly, if necessary, in the PFA part of the control region. In practice, either vehicle-to-vehicle or vehicle-to-controller communication might be used to ensure this speed adjustment. The general structure of Algorithm 7.3 is similar to that of Algorithm 7.4. Also in this case, the acceleration is piece-wise constant, yet there are at most three changes in the acceleration. We shortly describe those four parts of the arriving trajectory.

- Deceleration at maximum rate from $t_{0}$ until $t_{\text {cruise }}$;
- No acceleration or deceleration from $t_{\text {cruise }}$ until $t_{\text {acc }}$;
- Acceleration at maximum rate from $t_{\text {acc }}$ until $t_{\text {full }}$;
- No acceleration or deceleration from $t_{\text {full }}$ until $t_{f}$.

This is also visible in Figure 7.3, where a visualization of some trajectories computed with Algorithm 7.5 is given (represented by the dashed lines). Note that we start decelerating as soon as possible, because we want to cruise at a relatively low speed. If we would not cruise at a low speed, then we would have to decelerate more (as we covered a longer distance at a high speed). So we decelerate maximally for some time, continue at a constant speed for some time and then accelerate maximally (taking advantage of the lower cruising speed as long as possible). The resulting algorithm is formulated in Algorithm 7.5 and equivalence with Algorithm 7.3 is proven.

Lemma 7.2 Algorithm 7.3 and Algorithm 7.5 are equivalent in the sense that both minimize the absolute value of the applied acceleration across the time period $t_{0}$ to $t_{f}$.

Proof. We again split the proof in two parts, but now we first prove optimality of the form of the trajectory and then we check the computation of $t_{\text {cruise }}, t_{\text {acc }}$, and $t_{\text {full }}$ in Algorithm 7.5 .

Part 1. The optimal trajectory consists of at most four parts. The last part, from $t_{\text {full }}$ until $t_{f}$, is determined in the same way as shown in the proof of Lemma 7.1.

The first three parts of the trajectory are split in the following way: decelerating (until $t_{\text {cruise }}$ ), cruising at a fixed speed (until $t_{\text {acc }}$ ), and accelerating (until $\left.t_{\text {full }}\right)$, where the first and last period may have zero length. We want to minimize the area under the absolute value of the acceleration-time graph. We decelerate as early as possible and accelerate as late as possible, and both at the maximum rate. If we would not do one of these three things, it means that we would have to decelerate more as we drive at a high speed longer (and as e.g. the average speed is fixed, namely $x_{0} / t_{f}$ ). So, indeed the first three parts of a trajectory consist of decelerating at maximum rate, then cruising at a fixed (and relatively low) speed and then accelerating at maximum rate.

Part 2. As argued in the proof of Lemma 7.1, the time $t_{\text {full }}$ is determined by the trajectory $y$ of the predecessor of $V$ and is fixed. So $t_{\text {full }}$ is chosen as in lines 2/6.

```
Algorithm 7.5 closed-form alternative to Algorithm[7.3.
    Input: \(x_{0}, v_{0}, t_{f}, t_{f, y}\), and \(y\).
    if \(t_{f}-t_{f, y}=B\) then
            Consider trajectory \(y\) and determine the time at which the vehicle con-
    tinues at full speed. Call this time \(t_{\text {full }}\).
    else
            Put \(t_{\text {full }} \leftarrow t_{f}\).
    end if
    Put
```

    \(t_{1} \leftarrow \frac{a_{m} t_{f}+v_{0}-v_{m}}{2 a_{m}}-\)
        \(\frac{\sqrt{4 a_{m}\left|x_{0}\right|+\left(a_{m} t_{f}-v_{0}\right)^{2}-2\left(a_{m} t_{f} v_{m}+v_{0}^{2}\right)-4 a_{m}\left(t_{f}-t_{\text {full }}\right) v_{m}+2 v_{0} v_{m}-v_{m}^{2}}}{2 a_{m}}\)
    8: Put

$$
\begin{align*}
& t_{2} \leftarrow \frac{a_{m} t_{f}+v_{0}-v_{m}}{2 a_{m}}+ \\
&  \tag{7.6}\\
& \qquad \frac{\sqrt{4 a_{m}\left|x_{0}\right|+\left(a_{m} t_{f}-v_{0}\right)^{2}-2\left(a_{m} t_{f} v_{m}+v_{0}^{2}\right)-4 a_{m}\left(t_{f}-t_{f u l l}\right) v_{m}+2 v_{0} v_{m}-v_{m}^{2}}}{2 a_{m}}
\end{align*}
$$

9: Put $t_{\text {cruise }}=t_{1}$ and $t_{\text {acc }}=t_{2}$.
10: Then,

$$
a(t)=x^{\prime \prime}(t) \leftarrow \begin{cases}-a_{m} & \text { if } 0 \leq t<t_{\text {cruise }}  \tag{7.7}\\ 0 & \text { if } t_{\text {cruise }} \leq t<t_{\text {acc }} \\ a_{m} & \text { if } t_{\text {acc }} \leq t<t_{\text {full }} \\ 0 & \text { if } t_{\text {full }} \leq t<t_{f}\end{cases}
$$

11: Knowing $a(t)$, we compute $x(t)$ using the conditions $x(0)=x_{0}$ and $\nu(0)=v_{0}$.
12: Output: $x(t)$.

Knowing this, we can compute the remainder of the trajectory. We can compute the traversed distance if we immediately decelerate for a time $t$ and accelerate as late as possible for a time $t+v_{m} / a_{m}-v_{0} / a_{m}$ (because it might be that $v_{0} \neq v_{m}$ ), which is

$$
\begin{align*}
& v_{0} t-\frac{1}{2} a_{m} t^{2}+\left(v_{m}-a_{m}\left(t+\frac{v_{m}}{a_{m}}-\frac{v_{0}}{a_{m}}\right)\right)\left(t+\frac{v_{m}}{a_{m}}-\frac{v_{0}}{a_{m}}\right)+\left(t_{f}-t_{\text {full }}\right) v_{m}+ \\
& \left(v_{m}-a_{m}\left(t+\frac{v_{m}}{a_{m}}-\frac{v_{0}}{a_{m}}\right)\right)\left(t_{f}-2 t-\frac{v_{m}}{a_{m}}+\frac{v_{0}}{a_{m}}\right)+\frac{1}{2} a_{m}\left(t+\frac{v_{m}}{a_{m}}-\frac{v_{0}}{a_{m}}\right)^{2} . \tag{7.8}
\end{align*}
$$

Equating Equation (7.8) with $\left|x_{0}\right|$ and solving for $t$, results in two positive values. The smaller one is given as $t_{1}$ in Equation (7.5) and the larger one as $t_{2}$ in Equation (7.6). So we can put $t_{\text {cruise }}=t_{1}$ and $t_{\text {acc }}=t_{2}$.

Then, when we combine the defined times, we obtain Equation (7.7). With this choice of times, we see that we minimize the area under the absolute value of the acceleration-time graph. This is exactly the same criterion as we optimize for in Algorithm 7.3, so the two algorithms yield the same trajectory.

Remark 7.3 Algorithms 7.3 and 7.5 are solvable, if the PFA is regular, the control region is sufficiently big, and the cars are sufficiently far apart from each other when entering the control region (as mentioned before). The regularity of the PFA ensures that the vehicles keep driving behind each other (and, e.g., do not have to overtake). Our closed-form expressions in Algorithm 7.5 provide immediate quantitative insight in the conditions required for solvability. In this case, lines 2 to 6 are sufficient to determine the influence of the predecessor of the vehicle that we are currently planning. The sufficiently big control region ensures that proper $t_{\text {full, }} t_{1}$, and $t_{2}$ can be found, in such a way that vehicles do not collide, which is also the case for the requirement on the distance between cars when they enter the control region. A full proof would be similar to the proof of Lemma (IV.4) in [134] and would follow along the same lines.

### 7.5 Performance analysis

Having covered the two main ingredients of the model, we turn to the performance analysis. The two measures that we consider are the mean delay and the fairness. In order to obtain results on mean delay and fairness, we first establish a link between the model we described so far, and polling models.

### 7.5.1 Polling model

We have a slightly different polling model than the one that is usually considered in the literature. Therefore, we first describe the type of polling model that we consider.

We face a polling model with $n$ queues, each with a distinct Poisson arrival process with parameter $\mu_{i}$, which are assumed to be independent from each other. Each queue has its own generally distributed service time from which is sampled independently. A single server is visiting each of the $n$ queues in a certain (possibly random) order to serve customers. After a certain period at a queue, determined by the service discipline, the server switches to the next queue. We assume that if we switch, a setup time is incurred. This setup time is nonzero if the queue to which we switch is not empty. However, if the queue to which we switch is empty, we assume the setup time to be zero. In such a case, we continue immediately to the next queue where, again, a setup time is incurred (see e.g. [179] where a similar setup policy is used). We assume, for simplicity and the ease of exposition, that setup times only depend on the queue to which the server switches. Moreover, if all queues were empty before the arrival of a vehicle, we assume that a setup was started at the most recent departure epoch. This polling with residual setups has not been studied before in the polling literature as far as we are aware, but naturally represents the behavior of our PFAs.

We will analyze the performance of our PFAs regarding the mean delay through the polling models as described above. Although we take a vertical queueing approach in those polling models (i.e. the vehicles are all stopped at the stop line at the intersection, occupying no space, see e.g. [113, Section 3.2]), the SPA provides a one-to-one relation between the vertical queueing model and the PFAs. We visualize this in Figure 7.4, where the black line represents a selfdriving vehicle, and the red dotted line represents the corresponding "vehicle" in the vertical queueing model. Both "vehicles" enter the control region at the same time (so also the earliest possible arrival time at the intersection is the same for both). They also have the same service time, because as soon as the vehicles start to cross the intersection they have the same trajectory. So the delay for both vehicles is the same as visualized in Figure 7.4. Alternatively, if an observer would be able to observe vehicles only when they enter the control region at a 100 meters distance from the intersection and at the moment that they cross the intersection, the observer would not be able to distinguish between a vehicle following the red dotted trajectory and the solid black trajectory in Figure 7.4


Figure 7.4: Visualization of the link between the traffic model with PFAs and polling models. The black line represents a self-driving vehicle and the red dotted line represents the corresponding "vehicle" in the vertical queueing model.

To make the connection between the traffic model and polling models more explicit, we argue how the traffic model translates to a polling model. The time $B$ in between vehicles from the same stream accessing the intersection is the service time in the polling model, whereas the clearance time $S$ is the setup time in the polling model. Which queue or lane is to be served is decided upon by the service discipline and the PFA respectively.

So, our intersection model precisely fits the framework of polling models. We will use the ideas and results already obtained for polling models to obtain a performance analysis of the traffic model discussed so far. From now on in this section, we will be focusing on the polling model and related results, and therefore use queueing terminology.

### 7.5.2 Mean delay

The specific assumptions that we made, result in a polling model that does not fall into the standard framework and a fully analytical solution is difficult (if not impossible) to derive. So, we aim to develop accurate approximations for the exhaustive and gated PFA, which are much easier to compute and which are still quite accurate, and refrain from providing an analytical solution. We focus on obtaining approximations for the mean delay that still require some analytical results, but that are easier to derive than the exact value of the mean delay.

We start with a definition of delay. The delay $D_{i}$ at lane $i$ is defined as the actual time of a car crossing the intersection minus the free-flow time in which
a car could cross the intersection (which is the delay in both the polling model and the intersection model). Further, we denote with $B_{i}$ the service time at queue $i$, whereas $S_{i}$ denotes the setup time when we switch to queue $i$. We have Poisson arrivals with rate $\mu_{i}$ and define $\rho_{i}=\mu_{i} \mathbb{E}\left[B_{i}\right]$ and $\rho=\sum_{i} \rho_{i}$, where $\rho$ is similar to the vehicle-to-capacity ratio. The approximation that we propose for the mean delay is of the form,

$$
\begin{equation*}
\mathbb{E}\left[D_{i, a p p}^{P}\right]=\frac{K_{0, i}^{P}+K_{1, i}^{P} \rho+K_{2, i}^{P} \rho^{2}}{1-\rho} \tag{7.9}
\end{equation*}
$$

like in [22], where $K_{j, i}^{P}$ are constants that are yet to be determined and $P$ denotes the PFA. The constants, that might depend on $P$ and the arrival distribution (we only consider Poisson arrivals), are derived through requiring Equation (7.9) to be exact in various limiting cases. These three cases are the following: Equation (7.9) should match the mean delay for queue $i$ in the light-traffic limit, the derivative of the light-traffic limit, and the heavy-traffic limit. Then we have a system of three equations with three unknowns, which we can solve to find the constants $K_{j, i}^{P}$. These approximations are based on the framework described in [22], which is in turn based on ideas developed in [166]. Note that Equation (7.9) is only valid for $\rho<1$, which is the condition for the polling model (and therefore also for our PFAs) to be stable.

We start with deriving the light-traffic limit for the mean delay for general service time and setup time distributions. The light-traffic here corresponds to the case where

$$
\mathbb{P}(\text { server not working and not setting up) } \uparrow 1,
$$

which means that both $\mu_{i} \mathbb{E}\left[B_{i}\right]$ and $\mu_{j} \mathbb{E}\left[S_{i}\right], i, j=1, \ldots, n$, should be close to zero. We denote with $X^{\text {res }}$ the residual or overshoot of the random variable $X$ with mean $\mathbb{E}\left[X^{\text {res }}\right]=\mathbb{E}\left[X^{2}\right] /(2 \mathbb{E}[X])$. Then we have the following lemma where, as mentioned before, we restrict the setup times to depend only on the queue to which we switch.

Lemma 7.3 The light-traffic limit for the mean delay, up to and including firstorder terms, for all discussed PFAs, is

$$
\begin{equation*}
\mathbb{E}\left[D_{i}^{L T}\right]=\rho_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\sum_{j \neq i} \rho_{j}\left(\mathbb{E}\left[B_{j}^{r e s}\right]+\mathbb{E}\left[S_{i}\right]\right)+\sum_{j \neq i} \mu_{j} \mathbb{E}\left[S_{i}\right] \mathbb{E}\left[S_{i}^{\text {res }}\right] . \tag{7.10}
\end{equation*}
$$

Proof. We first note that cases where we see more than one customer when we arrive in the system are all of order $O\left(\rho^{2}\right)$ or higher, so we do not consider those
terms. We continue with considering what happens in each phase of the cycle and argue what the delay is of a customer arriving at queue $i$.

We have $n$ different visit periods, numbered $j=1, \ldots, n$. If $j=i$, we only have to wait for a residual service time of the customer that is currently in service (using the PASTA property of Poisson arrivals). This happens with probability $\mu_{i} \mathbb{E}\left[B_{i}\right]=\rho_{i}$. The contribution to the waiting time is thus $\rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]$. If $i \neq j$, we have to wait for the residual service time of the customer that is in service and for the setup time to our own queue $i$. This all happens with probability $\mu_{j} \mathbb{E}\left[B_{j}\right]=\rho_{j}$, so the contribution to the waiting time is $\rho_{j}\left(\mathbb{E}\left[B_{j}^{\text {res }}\right]+\mathbb{E}\left[S_{i}\right]\right)$.

If we are currently in a setup period, we might be at queue $j=1, \ldots, n$. The case $i=j$ does not occur, as we do not have a setup time in that case (we take the customer immediately into service). The cases $i \neq j$ occur with rate $\mu_{j} \mathbb{E}\left[S_{i}\right]$ (which converges to zero) and if we arrive during such a period, we have to wait for a residual setup time. So the contribution is $\mu_{j} \mathbb{E}\left[S_{i}\right] \mathbb{E}\left[S_{i}^{\text {res }}\right]$.

Summing all separate parts discussed above, we obtain Equation (7.10). Moreover, the given arguments all hold for both the gated and exhaustive PFA, finishing the proof.

Comparison light-traffic limit of polling models with (residual) setup and switchover times

In [22], Equation (3.11), the light-traffic limit for a regular polling model with switchover times (and no setup times) is given. As mentioned before, setup times are only incurred if the queue to which we switch is non-empty and are equal to zero otherwise (after which we perform another setup when switching to the next queue). Comparing this with our light-traffic limit as in Equation (7.10), we do not have a constant term. This is the result of the behavior of our queueing model when all queues are empty: in such a case only a residual setup is performed instead of a full setup time. I.e. in light traffic and assuming residual setups, the light-traffic limit for the mean delay for each queue is 0 , which makes sense for our traffic model. Rewriting (7.10) to

$$
\mathbb{E}\left[D_{i}^{L T}\right]=\sum_{i} \rho_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\left(\rho-\rho_{i}\right) \mathbb{E}\left[S_{i}\right]+\frac{\mathbb{E}\left[S_{i}^{2}\right]}{2} \sum_{j \neq i} \mu_{j},
$$

reveals that some of the terms in Equation (3.11) from [22] simply cancel, because the delays during a switchover time (which corresponds to a setup in this chapter) are not of $O(1)$, but of order $O(\rho)$.

In heavy traffic, the behavior of our PFAs and regular polling models is the same, as a setup will always be performed and can be seen as a regular switchover. Consequently, the heavy-traffic limits for the exhaustive and gated PFAs are the same as the heavy-traffic limits for the exhaustive and gated disciplines in e.g. [16], where polling models with switchover times are presented. Indeed, if the lengths of the setups and switchovers are the same, the polling model with switchovers (and without setup times) is the same as the polling model with setup times (but no switchover times), because each setup will be performed in heavy traffic (as all queues tend to be non-empty when the server visits them) and a setup time can be seen as an "ordinary" switchover time. This implies that we can use the results from [16], so

$$
\begin{equation*}
\mathbb{E}\left[D_{i}^{H T, P}\right]=\frac{\omega_{i}^{P}}{1-\rho}+o\left((1-\rho)^{-1}\right) \tag{7.11}
\end{equation*}
$$

with $P$ denoting the PFA, so $P=e x h$ (for the exhaustive PFA) or $P=$ gat (for the gated PFA), where, for $i=1,2, \ldots, n$,

$$
\begin{equation*}
\omega_{i}^{e x h}=\frac{1-\hat{\rho}_{i}}{2}\left(\frac{\sigma^{2}}{\sum_{j=1}^{n} \hat{\rho}_{j}\left(1-\hat{\rho}_{j}\right)}+\sum_{j=1}^{n} \mathbb{E}\left[S_{j}\right]\right), \tag{7.12}
\end{equation*}
$$

with, in case of Poisson arrivals,

$$
\sigma^{2}=\frac{\sum_{j=1}^{n} \mu_{j} \mathbb{E}\left[B_{j}^{2}\right]}{\sum_{j=1}^{n} \mu_{j} \mathbb{E}\left[B_{j}\right]}
$$

and $\hat{\rho}_{j}=\rho_{j} / \rho$. For the gated PFA we have

$$
\begin{equation*}
\omega_{i}^{\text {gat }}=\frac{1+\hat{\rho}_{i}}{2}\left(\frac{\sigma^{2}}{\sum_{j=1}^{n} \hat{\rho}_{j}\left(1+\hat{\rho}_{j}\right)}+\sum_{j=1}^{n} \mathbb{E}\left[S_{j}\right]\right) . \tag{7.13}
\end{equation*}
$$

The general approximation in Equation (7.9) is now ready to be used. We obtain the following theorem.

Theorem 7.4 The mean delay experienced for PFA P can be approximated with Equation (7.9), where

$$
\begin{align*}
& K_{0, i}^{P}=0, \\
& K_{1, i}^{P}=\hat{\rho}_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\sum_{j \neq i} \hat{\rho}_{j}\left(\mathbb{E}\left[B_{j}^{\text {res }}\right]+\mathbb{E}\left[S_{i}\right]\right)+\sum_{j \neq i} \hat{\mu}_{j} \mathbb{E}\left[S_{i}^{\text {res }}\right] \mathbb{E}\left[S_{i}\right], \tag{7.14}
\end{align*}
$$

$$
K_{2, i}^{P}=\omega_{i}^{P}-K_{1, i}^{P},
$$

with $\hat{\mu}_{j}=\hat{\rho}_{j} / \mathbb{E}\left[B_{j}\right]$.
Proof. As mentioned before, we put three conditions on the constants $K_{j, i}^{P}$, $j=0,1,2$. These are the following

$$
\begin{aligned}
\left.\mathbb{E}\left[D_{i, a p p}^{P}\right]\right|_{\rho=0} & =\left.\mathbb{E}\left[D_{i}^{L T}\right]\right|_{\rho=0}, \\
\left.\frac{\mathrm{~d}}{\mathrm{~d} \rho} \mathbb{E}\left[D_{i, a p p}^{P}\right]\right|_{\rho=0} & =\left.\frac{\mathrm{d}}{\mathrm{~d} \rho} \mathbb{E}\left[D_{i}^{L T}\right]\right|_{\rho=0}, \\
\left.(1-\rho) \mathbb{E}\left[D_{i, a p p}^{P}\right]\right|_{\rho \dagger 1} & =\mathbb{E}\left[D_{i}^{H T, P}\right] .
\end{aligned}
$$

Using Lemma 7.3 and Equation (7.11), we get

$$
\begin{align*}
& K_{0, i}^{P}=0, \\
& K_{0, i}^{P}+K_{1, i}^{P}=\hat{\rho}_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\sum_{j \neq i} \hat{\rho}_{j}\left(\mathbb{E}\left[B_{j}^{r e s}\right]+\mathbb{E}\left[S_{i}\right]\right)+\sum_{j \neq i} \hat{\mu}_{j} \mathbb{E}\left[S_{i}^{r e s}\right] \mathbb{E}\left[S_{i}\right],  \tag{7.15}\\
& K_{0, i}^{P}+K_{1, i}^{P}+K_{2, i}^{P}=\mathbb{E}\left[D_{i}^{H T, P}\right]=\omega_{i}^{P} .
\end{align*}
$$

It can easily be seen that Equation (7.15) reduces to Equation (7.14).
Remark 7.4 The above mentioned results for the mean delay can readily be extended to results for the mean number of vehicles in the queue using Little's law. Together with the speed regulation algorithm, the physical length of the queue can be calculated (for example if we define the last vehicle that has already decelerated to be in the queue). This would give information about e.g. spillback of the intersection to other intersections.

In general, the approximations work fine for all discussed PFAs, as can be seen in Figure 7.5, comparing the solid lines (the exact results) and the dashed lines (the approximations). We present examples where we put $v_{m}=15 \mathrm{~m} / \mathrm{sec}$, $a_{m}=4 \mathrm{~m} / \mathrm{sec}^{2}$, and $l=5 \mathrm{~m}$ and where two lanes cross each other. We consider two cases where the load on both lanes is split differently: one case where $\rho_{1}=\rho_{2}$ (referred to as being symmetric) and one case where $\rho_{1}=3 \rho_{2}$ (referred to as being asymmetric). Following [184], we put $B_{i}=B=1$ second and $S_{i}=$ $S=2.375$ seconds for $i=1,2, \ldots, n$. The two discussed PFAs result in Figure 7.5, where also, as a benchmark, the Batch Algorithm from [184] is considered, with


Figure 7.5: Mean delay experienced by an arbitrary car for the symmetric case (a) and asymmetric case (b). The solid lines represent simulation results and the dashed lines approximations.
a maximum batch size of 100 . The approximations are also good for all other settings we simulated.

We see that the exhaustive PFA performs really well if we focus on mean delay and make a comparison with the other PFAs. The difference between the gated and the exhaustive PFA can also be understood from the heavy-traffic limits in Equations (7.12) and (7.13). The performance of the Batch Algorithm is similar to that of the gated PFA, except for higher values of $\rho$, which is due to the maximum batch size of 100 . This maximum batch size causes a lower maximum capacity for the Batch Algorithm than for the exhaustive and gated PFA and therefore, the Batch Algorithm has a sharp increase in the mean delay at a lower value of $\rho$ than the other two PFAs. We expect the exhaustive PFA to
be close to the optimum with respect to the mean delay. This optimality was, to some extent, already observed in e.g. [124, 142, 222].

### 7.5.3 Fairness

In order to show that the exhaustive PFA is not the best for all performance metrics we consider fairness in this subsection. We use the definition of fairness for polling models, denoted with $F$, as introduced in [176],

$$
F=\frac{\mathbb{E}\left[N_{\text {ahead }}\right]}{\mathbb{E}\left[N_{\text {total }}\right]}
$$

where $N_{\text {ahead }}$ denotes the number of cars an arbitrary car sees upon arrival and that are served ahead of it; and where $N_{\text {total }}$ denotes the total number of cars across the entire intersection an arbitrary car sees upon arrival. A fairness close to 1 is considered fair (as there are few overtakes) and a fairness close to 0 as unfair (as there are many overtakes). In words this means that we quantify the percentage of cars that did not overtake an arbitrary car (on an intersectionwide basis).

In Figure 7.6 we present simulation results for fairness for the same set of examples as for the mean delay. Considering fairness, we see once more that the gated PFA is close to the Batch Algorithm for values of $\rho$ that are not too high. The increase of fairness for high values of $\rho$ for the Batch Algorithm is due to the maximum batch size of 100 . The exhaustive PFA performs worse on fairness, but is still above $75 \%$. It seems that a low mean delay results in a relatively low fairness, showing a potential need to balance the two performance measures, which is also (to some extent) visible in the increase of fairness for the Batch Algorithm for high values of $\rho$.

### 7.6 Comparison traditional traffic light and PFAs

The goal of this section is to provide a comparison between traditional traffic lights and PFAs on the basis of mean delay. As a measure for the traditional traffic light we use the traffic simulator SUMO. We will consider two scenarios in SUMO: one with fixed control and one with adaptive control (based on the so-called time loss in the SUMO User Documentation). We will compare these two scenarios with the exhaustive PFA.

We consider two examples where two lanes cross each other. In the first example, the vehicle-to-capacity ratio is the same on both lanes, whereas in the


Figure 7.6: Fairness experienced by an arbitrary car for the symmetric case (a) and asymmetric case (b).
second example the ratio between the loads on the lanes is $1: 3$. For the exhaustive PFA we again put $B_{i}=B=1$ second and $S_{i}=S=2.375$ seconds. For the fixed control simulation in SUMO and the first example we assume a green period for both lanes of 22 seconds and an amber period of 3 seconds; for the second example we pick green periods of 11 and 33 seconds and an amber period of 3 seconds. Note that some of the results for the fixed control in Figure 7.7 could be improved by adapting the length of the green period. For the adaptive control in SUMO we assume a maximum green period duration of 45 seconds and an amber period of 3 seconds for the symmetric example. For the asymmetric example we choose a maximum green period of 22 and 68 seconds and an amber period of 3 seconds. Note that we do not have to define the variable


Figure 7.7: Mean delay for an arbitrary car for traditional traffic lights (represented by SUMO) and the exhaustive PFA for the symmetric case (a) and the asymmetric case (b).
$B_{i}$ in SUMO, as the vehicles themselves decide what $B_{i}$ is, implying that $B_{i}$ is random (and usually higher than in the PFA setting). The delay in SUMO for the fixed and adaptive control is obtained in the following way: we compute the mean time spent in the system for all vehicles and subtract the mean time vehicles spend in the system under free-flow conditions (by giving a green light for a lane all the time). We take exactly the same arrivals for all three control strategies.

In Figure 7.7 we see that there is quite a difference between the traffic light with fixed settings and the adaptive traffic light when we compare them with the exhaustive PFA. To some extent, this was also observed in [184]. The capacity of the intersection for the latter case is almost twice as high as for the traditional
traffic light, showing a huge potential in resolving congestion. This is mainly due to the speed regulation of vehicles, which increases the speed of vehicles crossing the intersection, resulting in relatively low $B_{i}$. Partly, the reduction is also due to the alternative scheduling strategy in the exhaustive PFA.

### 7.7 Conclusion

We have shown that significant gains can be obtained compared to nowadays traffic when speed regulation and PFAs are employed and have given ways to decrease the mean delay at intersections. This has been shown through a connection between polling models and PFAs.

It seems that the exhaustive PFA is close to the optimum when minimizing the mean delay is key. However, the exhaustive PFA exhibits relatively poor fairness characteristics. It might be worthwhile to find a balance between mean delay and (e.g.) fairness in order to obtain some kind of optimal setting for the PFA. A possibility hereto might be the $k$-limited discipline (as discussed in e.g. Chapters 4 and 6) and which can be seen as an alternative to the exhaustive and gated PFA that we considered in this chapter.

In principle our PFAs could be used in nowadays traffic as well. The only requirement is that it must be known on an intersection wide basis in which order the vehicles arrive. The requirement that we can control the speed of arriving vehicles is not needed to execute the PFAs. This assumption only plays a role in what the variables $B_{i}$ and $S_{i}$ are. Regardless of the distributions for $B_{i}$ and $S_{i}$, the scheduling part of a PFA might still be used. Using some kind of speed advisory system for conventional vehicles, it might be possible to come quite close to the performance of the PFAs based on self-driving vehicles.

We advocate to investigate more realistic intersection scenarios than the two-lane scenarios considered for PFAs in Chapter 7 , yet we expect similar results in examples with more than two lanes if vehicles from at most one lane are crossing the intersection. Another extension would be to allow for turning traffic (introducing different service times for vehicles on the same lane when a lane has both turning and non-turning vehicles). Accounting for e.g. pedestrians seems to be possible as well, e.g. by introducing some specific periods in each cycle during which no vehicles are allowed to cross the intersection if there are pedestrians that want to cross.

We have derived approximations for some of the relevant performance measures in this chapter. We were not able to provide an exact analysis. It would be worthwhile to make an effort to provide such an analysis for the special case
of branching-type disciplines. As long as such an exact analysis is not available, it is worthwhile to study further approximations of for example the delay distribution. It is conceivable that results for higher moments and the variance of the delay can be derived, e.g. using techniques similar to those in [71].

The framework developed in this chapter can be further extended, e.g. to model a situation with mixed traffic, meaning that there are both autonomous and non-autonomous vehicles. Such an extension is important to study, because there will be a period during which such a mixture of vehicles is present on the roads. As such, a framework for mixed traffic needs to be developed. Further extensions that might be considered are different ways of forming platoons and alternative ways for vehicles to approach the intersection. Especially in the case of mixed traffic, the latter is important to consider as autonomous and nonautonomous vehicles will have significantly different driving behavior.

A further investigation on the practical implementation of our PFAs might be of interest too. We made several simplifying assumptions that need to be verified. For example, we assume that all messages that need to be exchanged are received by all relevant entities and that there is no communication delay. Also a notion like string stability of a platoon of vehicles, i.e. whether oscillations in e.g. the speed of individual vehicles in a platoon of vehicles amplify or not across the different vehicles (for more information see e.g. [183]), might be investigated for our proposed models.

## Chapter 8

## Automated detection of unexpectedly high traffic flow in uncongested traffic states

### 8.1 Introduction

As we have argued before, traffic jams have become an inevitable part of road traffic. We have been focusing so far on intersections and finding e.g. good or even optimal traffic-light settings, while in this chapter we shift our focus to traffic congestion on motorways.

Reducing traffic congestion, also on motorways, is a challenging problem, be it only because traffic has a highly complex nature. One could aim to influence the amount of driving or the drivers' behavior on motorways. This can be achieved by, for example, monetary means (such as toll systems or congestion pricing, see e.g. [12, 84]), encouraging drivers to drive outside peak hours (see [72] for instance), or dynamic road signaling (see e.g. [91]). It is increasingly important to find the exact effect of these measures, but this is a complicated problem, which is partly due to the fact that the manifestation of congestion on motorways is subject to randomness, see for example [10, 194].

In this chapter, we approach the problem of reducing traffic congestion on motorways from a different perspective than the aforementioned papers, as we look at the absence of traffic jams. Typically, once the traffic flow, i.e.
the throughput measured in vehicles per hour, has passed a certain threshold, congestion could emerge. This phenomenon is referred to as a "breakdown". We are interested in days during which relatively many breakdowns were expected, but did not occur. Such days will be referred to as "high-performance days". Specifically, we develop an algorithm to automatically identify these high-performance days based on historical traffic data and test our method on a section of the A15 motorway in the Netherlands. In a future study, one could try to determine the specific characteristics of the resulting high-performance days using more detailed data. Ultimately, the goal is to find out whether the highperformance days could be caused by specific behavioral patterns of individual drivers. However, we focus on the first step, namely the automated detection of high-performance days.

Our algorithm relies on the shape of the macroscopic fundamental diagram, the well-known empirical diagram that displays the relationship between the traffic flow $q$ (vehicles per hour) and the traffic density $\rho$ (vehicles per kilometer) at a specific location. Many studies have shown that the fundamental diagram can be divided into two regions, a region for congestion and a region for free flow. The empirical fundamental diagram has been studied extensively and a wide variety of theoretical models has been proposed (see for example [80] for an overview). A further introduction to the fundamental diagram is given in Subsection 8.3.1. However, our aim is not a theoretical model for the fundamental diagram: we are merely interested in the critical speed, i.e. the speed which defines congestion and separates the free-flow region from the congestion region in the fundamental diagram. So, we can get around the problem of modeling the congestion region and exploit the roughly linear flow-density relationship during free flow. We show that robust regression can be used to obtain the free-flow speed and subsequently distinguish between free flow and congestion based on the calculated weights. Utilizing the method proposed by [10], we subsequently estimate the breakdown probability. This paves the way to identifying high-performance days, i.e. days with a (relatively) high flow/breakdown probability while a traffic jam remains absent. Our algorithm is thus not designed to explain why a traffic jam occurs. Investigating why a traffic jam occurred, is beyond the scope of this chapter. There may be many (combinations of) causes: a traffic jams might, e.g., be induced, see e.g. [34], or the reason may be found in microscopic traffic data such as the influence of downstream on-ramps or lane-changing behavior, see e.g. [58].

To the best of our knowledge, our approach to obtain the critical speed and the introduction of the notion of high-performance days are original. Many papers focus on (real-time) traffic jam estimation using GPS-data and/or trajectory
data, see e.g. [149, 162, 213]. This is partly due to the widespread availability of GPS data. However, we have chosen to use detector data, as traffic detectors are present on most Dutch motorways and provide a sufficiently high granularity. Detector data is also used in the literature; in [125] detector data is used to automatically track congestion and in [106] detector data is used to study phase transitions on German motorways. However, the work that is probably closest to our study is [67]. Therein, the authors use detector data to estimate motorway characteristics such as the free-flow speed and the critical density. These quantities are then used to calibrate a cell transmission model. We determine a related motorway characteristic (the critical speed), but in our study this is a tool to estimate the breakdown probability. Indeed, our main goal is different: we identify a surprising absence of traffic jams. This could be an important first step towards a better understanding of the reasons why on certain days the traffic flow is so much better than on other days, although the circumstances seem to be identical.

Our main contributions can be summarized as follows:
(i) We present a novel algorithm to automatically detect points in time which have both a high traffic flow and a high speed based on historic loop detector data. Ultimately, this leads to the identification of high-performance days.
(ii) We apply our algorithm to investigate a case study on a part of the A15 motorway in the Netherlands and we are able to identify high-performance days and several interesting patterns.

## Chapter outline

The remainder of this chapter is organized as follows. In Section 8.2 we provide information about the location of the experimental region and discuss the data. We proceed with the theoretical foundation and the three main steps of the algorithm in Section 8.3. The validation of important assumptions and parameter choices is presented in Section 8.4, as well as the main insights of the case study. We close with a conclusion in Section 8.5.

### 8.2 Description of the location and the data

In this section, we discuss the relevant aspects of the part of the A15 motorway from which the data is obtained. Subsequently, we elaborate on the structure of
the data set and which steps we take in the preprocessing of the data.

### 8.2.1 Location of the experimental region

The location under consideration is the A15 motorway near Rotterdam, at the N3 interchange with Papendrecht (see Figure 8.1). Five detectors have been placed in the eastern direction, with a distance of approximately 300 meters between consecutive detectors (see Figure 8.1 (b)). Between the second and third detector, an off-ramp to Papendrecht is located. Shortly afterwards, the vehicles on the A15 merge from three to two lanes. The maximum speed along this whole trajectory of the A15 is $120 \mathrm{~km} / \mathrm{h}$ (at the time of this study). The traffic jams on this trajectory belong to the most costly traffic jams in the Netherlands (see [33]) and the A15 is one of the most congested roads in the Netherlands, connecting one of the world's largest ports with the European main land, which makes this a particularly important and interesting motorway to study.


Figure 8.1: (a) Overview of the trajectory, marked red and indicated by the red arrow, in relation to Rotterdam. (b) The location of the five detectors on the trajectory.

### 8.2.2 Description of the data set

The data is obtained from the Dutch National Data Warehouse for Traffic Information (NDW), a collaboration of 19 public authorities that cooperate on collecting, storing, and redistributing data. The data is publicly available and can be requested at the website of the NDW [139]. The data we obtained from
the NDW spans a period from January 1, 2018 until December 31, 2018. Every minute, the detectors measure, for each lane individually, the number of vehicles that have passed (i.e. the traffic flow $q$, in vehicles per hour) and the average speed $v$ of the passing cars in kilometers per hour, calculated using the arithmetic mean. We can estimate the average traffic density $\rho$ using $\rho=q / v$, although this formula is known to underestimate the density when the arithmetic mean is used to obtain the mean speed [114]. We combine the various lanes as in [193, Chapter 3]. For the sake of reducing the variability in the data, we aggregate the measurements to a period of 5 minutes, as is done in [10]. The arithmetic mean is used to obtain the average traffic flow and the average speed is calculated analogously to the average speed over multiple lanes.

The resulting data set can be described as follows. We introduce the set of locations $\mathscr{I}:=\{1,2,3,4,5\}$, in accordance with Figure 8.1(b). Moreover, we focused our research on weekdays and thereby excluded all weekend days from the data, because the traffic flow is oftentimes significantly lower in the weekend. The set containing all 261 weekdays in 2018 (including e.g. holidays) is denoted by $\mathscr{J}$. After the aforementioned exclusions, we have one set of measurement dates $\mathscr{J}^{(i)} \subseteq \mathscr{J}$ for each detector $i \in \mathscr{I}$. At each location we have measurements of the average traffic flow and average vehicle speed, as well as an estimate for the density, aggregated to 5 -minute intervals. Hence, for location $i \in \mathscr{I}$ and date $j \in \mathscr{J}^{(i)}$ we have a sequence of measurement times

$$
\mathscr{T}^{(i, j)}:=\left\{t_{1}^{(i, j)}, t_{2}^{(i, j)}, \ldots\right\} \subseteq \mathscr{T},
$$

where $\mathscr{T}$ is the set containing all 5 -minute intervals on a day. The corresponding set of measurements for detector $i$ on date $j$ is

$$
\mathscr{X}^{(i, j)}:=\left\{\left(q_{t}^{(i, j)}, v_{t}^{(i, j)}, \rho_{t}^{(i, j)}\right): t \in \mathscr{T}^{(i, j)}\right\} .
$$

The data set containing only the flow and the density is denoted by

$$
\bar{X}^{(i, j)}:=\left\{\left(\rho_{t}^{(i, j)}, q_{t}^{(i, j)}\right): t \in \mathscr{T}^{(i, j)}\right\} .
$$

In total we have $|\mathscr{I}|=5$ locations and $|\mathscr{J}|=261$ dates, leading to a total of 5 . $261=1305$ instances. However, in the first step of the algorithm (i.e. estimating the critical speed), we do not include all days/critical speeds:
(i) We exclude the most extreme critical speeds of each location (see Subsection 8.3.1 for a motivation in relation to our assumptions and Subsection 8.3.2 for a further elaboration);
(ii) We exclude instances where the free-flow and congestion region are not linearly separable by a straight line through the origin, given the labeling (see Remark 8.2);
(iii) We exclude days with little or no congestion (see Subsection 8.4.3).

For the remaining steps, we do include all 1305 instances, meaning that no weekdays are beforehand excluded when identifying the high-performance days.

All the analyses were performed in the statistical software package R.

### 8.3 The main algorithm

We present the main algorithm in this section and elaborate on the theoretical foundation using traffic theory, robust regression, and the estimator for the breakdown probability proposed in [10]. The algorithm consists of three parts: (i) estimating the critical speed, (ii) estimating the breakdown probability, and (iii) identifying the high-performance days. In Subsection 8.3.1, we formally define the relevant notions, such as the critical speed. In Subsection 8.3.2, we explain how the critical speed is obtained using robust regression as a labeling tool. Lastly, in Subsection 8.3.3, we discuss the estimator for the breakdown probability and provide a definition for high-performance days based on "unperturbed moments".

### 8.3.1 The fundamental diagram and the critical speed

Studying the traffic behavior at a specific location, say location $i$, one can distinguish two different traffic states: free flow and congestion. As in [105], we can define free flow and congestion based on the critical speed.

Definition 8.1 (Free flow, Congestion, and Critical speed) Free (traffic) flow is a state in which the vehicle density in traffic is small enough for interactions between vehicles to become negligible. Therefore, vehicles have an opportunity to move at their desired maximum speeds [105]. When the density increases beyond a certain threshold in free flow, vehicle interaction cannot be neglected anymore. Due to this vehicle interaction, the average vehicle speed decreases to a value lower than the critical speed, which is the minimum average speed that is still possible in free flow. This new state of traffic is referred to as a state of congested traffic.

We denote the critical speed at location $i$ by $v_{\text {crit }}^{(i)}$. In the fundamental diagram, this critical speed separates the free-flow region from the congestion
region. The free-flow set of location $i$ on date $j$, i.e. the set containing all data points corresponding to free flow, is defined as

$$
\mathscr{F}^{(i, j)}:=\left\{\left(q_{t}^{(i, j)}, v_{t}^{(i, j)}, \rho_{t}^{(i, j)}\right) \in \mathscr{X}^{(i, j)}: v_{t}^{(i, j)} \geq v_{\text {crit }}^{(i)}\right\},
$$

i.e. the set of all data points of location $i$ and date $j$ for which the average speed is equal to or higher than the critical speed of location $i$. Naturally, the congestion set is defined as the complement of the free-flow set, i.e.

$$
\mathscr{C}^{(i, j)}:=\mathscr{X}^{(i, j)} \backslash \mathscr{F}^{(i, j)} .
$$

## Empirical fundamental diagram of traffic flow

The fundamental diagram of traffic flow is an important tool in traffic engineering. We specifically consider the empirical fundamental diagram where we have traffic measurements, usually from detectors. Depending on the aim of the diagram/available data any two of the following three quantities are displayed: the traffic density (in vehicles/kilometer), the average velocity (in kilometers/hour), and the traffic flow (in vehicles/hour). An example can be found in Figure 8.2, where the traffic flow is displayed horizontally and the traffic density vertically.

The fundamental diagram of traffic flow is often used to describe a macroscopic relation between the traffic flow, traffic density, and speed. It for example sheds light on macroscopic quantities like the capacity and free-flow speed and as such is an important tool in assessing the general quality of the traffic performance. Moreover, it is often used to find and/or predict the (high-level) effect of countermeasures against congestion, such as (temporary) speed limits.

An easy observation that one could make on basis of a fundamental diagram as displayed in Figure 8.2, is that there is a sharp distinction between points that are approximately on a straight line through the origin and points that clearly deviate from that line. The points on the left-hand side of Figure 8.2 indeed are all approximately on a straight line through the origin. Those points correspond to free-flow points, i.e. there is no (significant amount of) congestion. The points scattered on the right-hand side of Figure 8.2 , usually belong to cases where there is congestion. This is a particular feature of the fundamental diagram that we exploit in this chapter to estimate the free-flow speed with which we are ultimately able to find high-performance days.


Figure 8.2: Fundamental diagram with on the horizontal axis the traffic density and on the vertical axis the traffic flow.

During free flow, the flow-density relationship can be modeled by a straight line (see the orange line in Figure 8.3(a)), which logically must pass through the origin:

$$
\begin{equation*}
q \approx \rho \cdot v_{\text {free }}^{(i)} \quad \forall(q, v, \rho) \in \mathscr{F}^{(i, j)} . \tag{8.1}
\end{equation*}
$$

When using the data set $\mathscr{X}^{(i, j)}$, we assume the following conditions are met:
(i) The average speed during free flow $v_{\text {free }}^{(i)}$ is constant for all locations $i \in \mathscr{I}$;
(ii) The road conditions at location $i$ are homogeneous for all dates $j \in \mathscr{J}^{(i)}$, for all locations $i \in \mathscr{F}$;
(iii) For each $i \in \mathscr{I}$ and $j \in \mathscr{J}^{(i)}$, the number of free-flow measurements significantly exceeds the number of congestion measurements.

Whenever at least one of these conditions is violated, for a certain day $j$ at location $i$, day $j$ will not be taken into account when determining $v_{\text {crit }}^{(i)}$. The first condition is rarely violated, since a constant free-flow speed follows from the definition of free flow (see e.g. [105]), given conflict free roads with a fixed


Figure 8.3: The fundamental diagram with free-flow points (green) and congestion points (red). In (a), it is shown how the free-flow region and the congestion region are linearly separable by a straight line through the origin (the black line). The slope of this line is the critical speed. Additionally, the slope of the orange line through the origin is the (constant) free-flow speed, which is $95.5 \mathrm{~km} / \mathrm{h}$. Note that the free-flow speed is significantly below the speed limit, as this is an average over both multiple vehicles, vehicle types, and multiple lanes. In (b), it is shown how the critical speed can be estimated by the line that lies exactly between the boundary line of the free-flow region (blue) and the boundary line of the congestion region (magenta).
speed limit and homogeneous conditions. Assumptions (ii) and (iii) may be violated on days where circumstances are completely different from ordinary days, for example in case of accidents, road works, or extreme weather conditions. These days could be detected using additional data and therefore be removed from the data set. However, in order to keep the algorithm as simple and self-contained as possible, we simply choose to exclude the most extreme critical speeds. We emphasize that in our experimental region the core elements of the road were fixed throughout the year, i.e. the speed limit is fixed and no traffic lanes where removed or added. Furthermore, despite the experimental region being subject to heavy congestion, congestion occurs mainly during the morning and afternoon rush hour, which means that in general the number of free-flow measurement well exceeds the number of congestion measurements. As a result, assumptions (i), (ii), and (iii) are only violated in extreme cases and removing the most extreme critical speeds will be sufficient to ensure the assumptions are met. This explains the first point regarding the removal of
several critical speeds stated in Subsection 8.2.2

### 8.3.2 Using robust regression to label data points

The purpose of our algorithm is to find the free-flow set and the congestion set, for every day and location. More formally, we aim to find a label for each $(q, v, \rho) \in \mathscr{X}^{(i, j)}$ that indicates whether $(q, v, \rho) \in \mathscr{F}^{(i, j)}$ or $(q, v, \rho) \in \mathscr{C}^{(i, j)}$. A logical first step is to determine the straight line through the origin that lies exactly between the free-flow region and the congestion region, as depicted by the black line in Figure 8.3(b). The slope of this line is the estimate of the critical speed of location $i$ for each date $j \in \mathcal{J}^{(i)}$, denoted by $v_{\text {crit }}^{(i, j)}$.

In order to obtain the critical speed and the corresponding labeling from the fundamental diagram, several methods have been studied in the literature. Examples are an iterative regression method after performing a change-point analysis [10], the use of fuzzy logic for clustering [181], and assuming a specific model for the fundamental diagram, obtaining the critical density and subsequently labeling each point [114]. However, we opt for a more intuitive and efficient method based on robust regression, that exploits the underlying structure of the fundamental diagram.

## Robust regression

Robust regression essentially is a linear regression that is made (somewhat) robust against violations of the assumptions that are made when fitting a linear regression model. One of those assumptions is that there are no outliers, which is a quite strong assumption. This is one of the reasons why robust regression was developed.

In robust regression, each data point $\mathbf{x}$ is assigned a weight $w(\mathbf{x}) \in$ $[0,1]$ and subsequently a linear model is fitted and a reiterative weighted least squares fit is performed (where the weights are updated each step according to the new estimate). Employing such weights ensures that outliers have a smaller influence on the final estimates due to their lower weights and the model aims to fit the majority of the data, rather than the whole data set, see for example [138].

A simple example of the difference between standard linear regression and robust linear regression can be found in Figure 8.4. We clearly see that robust regression (Figure 8.4(b)) is more robust against outliers than a standard linear regression (Figure 8.4(a)).


Figure 8.4: One example of linear regression in (a) and one of robust regression in (b) on the same data set. We can "clearly" see that the data point $(5,2)$ is an outlier. Robust regression decreases the weight of this data point and fits the majority of the data well. This is not the case for linear regression, where the outlier substantially influences the model, causing a mismatch between the majority of the data and the model.

We apply robust regression to the flow-density set $\overline{\mathscr{X}}^{(i, j)}$ of each location $i$ and date $j$ separately. Specifically, we fit the following model:

$$
\begin{equation*}
q_{t}=v_{\text {free }}^{(i, j)} \cdot \rho_{t}+\varepsilon_{t} \quad \forall\left(\rho_{t}, q_{t}\right) \in \overline{\mathscr{X}}^{(i, j)} \tag{8.2}
\end{equation*}
$$

where the $\varepsilon_{t}$ are error terms with expectation zero. In our case, the "outliers" are the points corresponding to congestion. There are three reasons why this method works so well for this application:
(i) We exploit the fact that in free flow, the relation between $q$ and $\rho$ is linear;
(ii) We do not have to assume any specific relation between $q$ and $\rho$ in the congested set, because these points fulfill the role of outliers;
(iii) The method computes weights that are a measure for the contribution of each point to the final estimate, which can be used for the labeling.

Remark 8.1 Assumption (iii) from Subsection 8.3.1, specifying that we only consider days where the number of points corresponding to congestion is smaller than the number of free-flow points, is essential. On a day where this assumption is violated, we have more points belonging to congestion, meaning that the fitted regression line would no longer pass through the free-flow set. In this case, the estimated free-flow speed $v_{\text {free }}^{(i, j)}$ would be significantly lower than the maximum speed, which makes these days extremely easy to detect (and remove).

The robust regression is performed using the function rlm from the MASSpackage in R, with MM-estimation and Tukey's Bisquare function for the weights with the default S-estimator as suggested in [214]. Tukey's Bisquare function behaves similarly to the squared error function except for larger errors, for which it decreases the weight (see e.g. [138]). This results in an estimate for $v_{\text {free }}^{(i, j)}$ and certain weights $w(\mathbf{x})$ for each data point $\mathbf{x} \in \overline{\mathscr{X}}^{(i, j)}$. Instead of the usual interest in the model and parameter estimation, we are interested in the weights associated with each data point. Using the weights, we perform the labeling: if the weight is low and if the data point corresponds to a speed lower than the free-flow speed, $v_{\text {free }}^{(i, j)}$, the data point will be labeled as congestion. All other points will be labeled as free flow. Hence, for each $\mathbf{x}=(\rho, q) \in \mathscr{X}^{(i, j)}$ we determine $\mathbb{1}_{\mathscr{C}}(\mathbf{x}):=\mathbb{1}\left\{\mathbf{x} \equiv(q, v, \rho) \in \mathscr{C}^{(i, j)} ; \mathbf{x} \in \mathscr{\mathscr { X }}^{(i, j)}\right\}$, i.e. the indicator function for the event that $\mathbf{x}$ corresponds to congestion or not. The critical weight has been placed at 0.01 (see Subsection 8.4.3 for a justification), hence

$$
\mathbb{1}_{\mathscr{C}}(\mathbf{x})= \begin{cases}1 & \text { if } w(\mathbf{x})<0.01 \text { and } \nu=q / \rho<v_{\text {free }}^{(i, j)} \\ 0 & \text { otherwise }\end{cases}
$$

After we obtain the labels, we estimate $v_{\text {crit }}^{(i, j)}$ (see the black line in Figure 8.3 (b)) by determining the slope of the straight line through the origin that lies exactly between the free-flow region and the congestion region.

Remark 8.2 It may happen that the boundary line of the congestion region lies above the boundary line of the free-flow region (i.e. the magenta line has a larger slope than the blue line in Figure 8.3(b)), since the weights are calculated based on the Euclidean distance from the free-flow line. In this case, the free-flow region and the congestion region are not linearly separable by a straight line through the origin, given the labeling. For such instances, there will exist data points $\mathbf{x} \equiv$ $(q, v, \rho) \in \mathscr{C}^{(i, j)}$ and $\mathbf{x}^{\prime} \equiv\left(q^{\prime}, v^{\prime}, \rho^{\prime}\right) \in \mathscr{F}^{(i, j)}$ such that $v>v^{\prime}$. The critical speed for such instances is indeterminate and therefore we do not include these instances in the determination of the critical speed of the corresponding location.

In the end, the critical speed of location $i$ is estimated as follows:

$$
v_{\text {crit }}^{(i)}=\operatorname{median}\left\{V_{\text {crit }}^{(i)}\right\},
$$

where

$$
\nu_{\text {crit }}^{(i)}:=\left\{v_{\text {crit }}^{(i, j)}\right\}
$$

such that:

$$
\begin{align*}
& \left|v_{\text {crit }}^{(i, j)}-\mu\left\{v_{\text {crit }}^{(i, j)}\right\}_{j \in \mathscr{J}^{(i)}}\right|<2 \sigma\left\{v_{\text {crit }}^{(i, j)}\right\}_{j \in \mathscr{J}^{(i)} ;}  \tag{8.3}\\
& v^{\prime}>v \quad \forall \mathbf{x}=(q, v, \rho) \in \mathscr{C}^{(i, j)}, \quad \mathbf{x}^{\prime}=\left(q^{\prime}, v^{\prime}, \rho^{\prime}\right) \in \mathscr{F}^{(i, j)} ;  \tag{8.4}\\
& \operatorname{MAPE}\left(\overline{\mathscr{X}}^{(i, j)}\right) \geq 0.1 . \tag{8.5}
\end{align*}
$$

Here, $\left.\mu_{\{ } \cdot\right\}$ and $\sigma_{\{\cdot\}}$ denote the mean and standard deviation of the corresponding sets respectively and $\operatorname{MAPE}\left(\overline{\mathscr{X}}^{(i, j)}\right)$ denotes the mean absolute percentage error of the regression model presented in Equation (8.2) (for more information on the MAPE, see the next paragraph).

Equation (8.3) removes the most extreme critical speeds. By excluding days with a critical speed that lies outside a range of twice the standard deviation from the average, we prevent potential violations of the assumptions from influencing the estimates (as elaborated upon in Subsection 8.3.1). Equation (8.4) excludes days where the boundary line of the congestion region lies above the boundary line of the free-flow region (see Remark 8.2). Lastly, Equation (8.5) ensures that the critical speed of a location is not based on days with little or no congestion. As one can imagine, in case of hardly any congestion, a free-flow point with a relatively slow speed might be incorrectly labeled as congestion. We therefore impose a minimal level of congestion and use the mean absolute percentage error (MAPE, see e.g. [182]) of the corresponding model (see Equation (8.2)) as a surrogate of the average congestion level. The MAPE expresses the error of the model in terms of a percentage: a low MAPE corresponds to a very accurate model, implying hardly any congestion, whereas a high MAPE indicates that various points deviate from the straight line through the origin, which corresponds to the presence of congestion during that day. The critical level of the MAPE has been placed at 0.1. In Subsection 8.4.3, this threshold will be motivated.

The set of critical speeds of location $i$, corresponding to the instances of location $i$ which satisfy the three conditions presented in Equations (8.3), (8.4), and (8.5), is given by $\gamma_{\text {crit }}^{(i)}$. The critical speed of location $i$ is subsequently determined by taking the median of this set. We take the median of the critical speeds among multiple days to provide a solid baseline for comparison among different days. We emphasize that in the end the critical speed of each location is estimated as the median of at least 147 critical speeds (out of 261 weekdays) and that most instances were removed based on Equation (8.4).

### 8.3.3 Estimating the breakdown probability and identifying the high-performance days

Congestion arises as a consequence of a breakdown, which is defined as a transition from free flow to congestion (see, e.g., [10]). Usually, this happens when the traffic flow is high and some kind of disruption occurs (e.g. a vehicle changing lanes or another sudden movement of a driver).

Definition 8.2 (Breakdown) A breakdown, at location $i$ and date $j$, is a moment $t_{k}^{(i, j)} \in \mathscr{T}^{(i, j)}$ such that

$$
v_{t_{k}^{(i, j)}}^{(i, j)} \geq v_{c r i t}^{(i)}>v_{t_{k+1}^{(i, j)}}^{(i, j)} .
$$

Remark 8.3 Please note that in the definition of a breakdown, we do not consider why the breakdown occurred. As such, we do not take the mechanisms that cause the breakdown into account. A breakdown might be caused by the high traffic flow at that specific position and time or it might, e.g., be the case that a breakdown is induced by another (downstream) breakdown. Such an induced breakdown is caused by a drop in the outflow and speed of traffic at the current location because it meets the tailback of a downstream traffic jam. Certainly in the context of (stochastic) capacity estimation such a distinction is often taken into account, see e.g. [34, 130, 136, 157]. The distinction is made because an induced breakdown is not informative when the capacity is investigated as the breakdown is not caused by the high traffic flow but by another factor. However, there are also studies that investigate breakdowns without making a distinction between induced breakdowns and breakdowns that are not induced such as [10, 70].

For our purposes, i.e. detecting whether there is both a high flow and no breakdown, the mechanism that causes a breakdown does not seem to have a major impact. We are mainly interested in whether there is a breakdown and not in the cause of the breakdown. Indeed, the purpose of our algorithm is merely to identify high-performance days, days with both a high traffic flow and no traffic jam.

It is, e.g., possible to check whether a breakdown is induced or not. One could probably extend the algorithm to make a distinction between those two types of breakdowns and check whether the algorithm gives a (significantly) different output when e.g. induced breakdowns are excluded. Such a distinction might be created by a clever preprocessing of the data. It might also be possible to check for other underlying mechanisms that cause breakdowns in the obtained data and to take those into account.

We assume that breakdowns have a probabilistic nature, see e.g. [10, 194], meaning that from a macroscopic point of view the occurrence of breakdowns (given a certain traffic flow) is random. This implies the existence of a breakdown probability (as a function of the traffic flow). To estimate this probability, we use the non-parametric estimator discussed in Arnesen and Hjelkrem [10]. To calibrate this estimator, the aforementioned classification of each data point as either free flow or congestion is required. Arnesen and Hjelkrem define two functions: $Q^{(i)}(q)$, which is the number of breakdowns at location $i$ while the traffic flow is equal to or lower than $q$, and $R^{(i)}(q)$, which is the number of times a breakdown did not occur at location $i$ with a traffic flow of at least $q$. Subsequently, the breakdown probability $P^{(i)}(q)$, which denotes the probability of a breakdown at location $i$ when the traffic flow is $q$, can be estimated by

$$
\begin{equation*}
P^{(i)}(q)=\frac{Q^{(i)}(q)}{Q^{(i)}(q)+R^{(i)}(q)} . \tag{8.6}
\end{equation*}
$$

Remark 8.4 To avoid including "fake breakdowns" (e.g. a single vehicle driving unnecessarily slow at night), we pose the additional constraint on a breakdown that it does not happen before 5:00 in the morning. Indeed, multiple times we observed before 5:00, at a minimal traffic flow, a sudden drop of the average speed to just below the critical speed. We assume that such events are not relevant for estimating the breakdown distribution as this could, e.g., be a truck driving at its speed limit of $80 \mathrm{~km} / \mathrm{h}$.

To reduce the complexity of the estimation method, we use a surrogate for the breakdown probabilities, obtained by fitting a cumulative normal distribution function, as is done in [10].

In Section 8.1, an intuitive description of a high-performance day was given. In this section we present a criterion to determine a quantitative definition for high-performance days. To this end, we employ the estimated breakdown probability in Equation (8.6), to find unperturbed moments. An unperturbed moment is a moment at which the probability of a breakdown is at least 0.5 , but the expected breakdown did not occur, or more mathematically:

Definition 8.3 (Unperturbed moment) An unperturbed moment, at location $i$ on date $j$, is a moment $t_{k}^{(i, j)} \in \mathscr{T}^{(i, j)}$ with intensity $q_{t_{k}^{(i, j)}}^{(i, j)} \geq q_{\text {upt }}^{(i)}$ and speed $v_{t_{k}^{(i, j)}}^{(i, j)} \geq$ $v_{\text {crit }}^{(i)}$ for which it holds that

$$
P^{(i)}\left(q_{t_{k}^{(i, j)}}^{(i, j)}\right) \geq 1 / 2 \wedge \quad v_{t_{k+1}^{(i, j)}}^{(i, j)} \geq v_{c r i t}^{(i)}
$$

where $q_{u p t}^{(i)}$ is the smallest value of the traffic flow $q$ such that $P^{(i)}(q) \geq 1 / 2$.
A plausible definition of a high-performance day follows naturally.
Definition 8.4 (High-performance day) A high-performance day is a day with a large number of consecutive unperturbed moments in both time and space compared to other days.

Note that a high-performance day is thereby a relative measure, as it will depend on the location how many unperturbed moments are generally present (some locations experience more variability in terms of breakdowns in relation to the traffic flow). Indeed, a certain level of freedom in the definition of high-performance days is required. For example, quantifications such as the top 0.05 percentile, though plausible in some cases, incorrectly imply the existence of high-performance days at any location. Furthermore, concretizations of the definition in terms of the number of unperturbed moments depend on the experimental region.

### 8.4 Key insights and validation

In this section, we present the results of our algorithm and validate the estimation methods. In particular, we study the results of the three steps of the algorithm and present several measures of the top 10 high-performance days. In addition, we take a closer look at what exactly a high-performance day looks like and how we can use our macroscopic data to visualize the dynamics of such days for the whole trajectory. We also provide a further investigation of the top 10 high-performance days to see whether some special circumstances might have caused the good traffic performance on those days. We investigate e.g. traffic accidents in the direct surroundings of the A15 and the weather conditions. Subsequently, we elaborate on several problems one might encounter when applying the method at a different location and how these problems could be tackled. Specifically, we state how we dealt with these problems and how we obtained the critical weight and the critical level of the MAPE.

### 8.4.1 Results and key insights

In Table 8.1, we present the results of the first two steps of the algorithm (i.e. estimating the critical speed and the breakdown probabilities respectively). We observe that the critical speed is roughly equal for the various locations. We
see a similar pattern for the estimated free-flow speeds, which are consistently about $10 \mathrm{~km} / \mathrm{h}$ above the corresponding estimated critical speeds. We also see that the smallest value of the traffic flow for which the breakdown probability is at least 0.5 , decreases along the trajectory, meaning that the last two locations experience breakdowns at a lower traffic flow than the first three locations. This makes sense considering the merge from 3 to 2 lanes at the fourth location.

Table 8.1: Columns 2-5 from left-to-right: the rounded estimated critical speed of location $i$, the rounded estimated free-flow speed of location $i$ (based on the median of the free-flow speeds of the instances that were used to estimate the critical speed of location $i$ ), the number of instances used for estimating the critical speed of location $i$ (out of a total of 261 weekdays), and the smallest traffic flow for which the breakdown probability is at least 0.5 . The speeds are expressed in kilometers per hour and the traffic flows are expressed in vehicles per hour.

|  | $v_{\text {crit }}^{(i)}$ | $v_{\text {free }}^{(i)}$ | $\left\|V_{\text {crit }}^{(i)}\right\|$ | $q_{\text {upt }}^{(i)}$ |
| :--- | :---: | :---: | :---: | :---: |
| Location 1 | 95.5 | 104.5 | 147 | 4358 |
| Location 2 | 93 | 103 | 162 | 4019 |
| Location 3 | 93 | 102 | 175 | 3901 |
| Location 4 | 94.5 | 104.5 | 180 | 3195 |
| Location 5 | 92.5 | 102.5 | 175 | 3164 |

In Figure 8.5, we present a scatter plot displaying the average number of unperturbed moments per location for each weekday of 2018. Additionally, the color of each point corresponds to the average breakdown probability of the unperturbed moments. We observe that the days can be grouped into roughly three categories: days with hardly any unperturbed moments, days with some unperturbed moments, and days with a relatively large number of unperturbed moments. It turns out that most days in the first group correspond to days with significantly less traffic, thus implying a low traffic flow and thereby a lack of unperturbed moments. For example, the gray points in Figure 8.5 often correspond to (school) holidays. The third group, however, is of major interest to us, as these are the high-performance days.

In Table 8.2, we present several measures of the top 10 high-performance days (based on Figure 8.5), corresponding to the fourth location. We choose to only present results for the fourth location, because averaging the speeds over the various locations requires a critical speed for the whole trajectory as a baseline (whose definition is not straightforward). To study the characteristics of these days, we investigate the average speed and average fraction of


Figure 8.5: Plot of the average number of unperturbed moments for each weekday of 2018. The color of each point indicates the average breakdown probability of the unperturbed moments. In case no unperturbed moments occurred, the corresponding point is gray.
free-flow measurements. We look at three time intervals: the morning rush hour 6.30-9.30, outside peak hours 9.30-15.30 and the afternoon rush hour 15.30-19.00. We observe that, though all days show a relatively large number of unperturbed moments, the characteristics of the various days can differ greatly. For example, the top five high-performance days all have an average speed during the morning rush hour that is below the critical speed of location 4 (i.e. $94.5 \mathrm{~km} / \mathrm{h}$ ) and at least $10 \%$ of the measurements during the morning rush hour correspond to congestion, whereas the last three high-performance days show hardly any signs of congestion in the morning. We observe a similar pattern across all high-performance days: the mornings are significantly better (in terms of the average speed and the fraction free flow) than the afternoons. In fact, it seems that severe congestion during the afternoon was present during almost all high-performance days (only February 14 is an exception, see Subsection 8.4.2 for a potential explanation). Nevertheless, the mornings of the top 10 high-performance days are quite extraordinary, in particular when comparing the average speed and the fraction free flow with the median over all weekdays.

We now thoroughly study the traffic behavior during October 17, 2018. During this day, an average of 9 unperturbed moments was identified (see Table 8.2). This day is particularly interesting because of the seemingly large difference between the morning and afternoon rush hour. In fact, this day is the

Table 8.2: Several measures of the top 10 high-performance days, based on Figure 8.5 corresponding to the fourth location. The average speed is presented during the morning rush hour 6.30-9.30, outside peak hours 9.30-15.30, and during the afternoon rush hour 15.30-19.00, as well as the corresponding fraction free flow. The median over all weekdays of 2018 is presented as well.

|  | Average number unperturbed moments (per location) |
| :---: | :---: |
| 12-Jun | 11.4 |
| 14-Feb | 11.2 |
| 13-Sep | 11.2 |
| 7-Mar | 11 |
| 20-Feb | 10.6 |
| 4-Sep | 10 |
| 21-Jun | 9.6 |
| 3-Oct | 9.6 |
| 20-Dec | 9.2 |
| 17-Oct | 9 |
| Median | 2.2 |


| Average <br> speed <br> morning <br> rush hour | Average <br> speed <br> outside <br> peak hours | Average <br> speed <br> afternoon <br> rush hour | Fraction <br> free flow <br> morning <br> rush hour | Fraction <br> free flow <br> outside <br> peak hours | Fraction <br> free flow <br> afternoon <br> rush hour |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 88.5 | 99.3 | 33.2 | 0.76 | 0.96 | 0.12 |  |
| 92.9 | 99.8 | 75.3 | 0.86 | 0.94 | 0.60 |  |
| 93.4 | 99.2 | 32.1 | 0.83 | 0.94 | 0.07 |  |
| 82.9 | 104.2 | 41.9 | 0.72 | 1.00 | 0.36 |  |
| 58.5 | 97.7 | 52.9 | 0.39 | 0.88 | 0.36 |  |
| 95.2 | 104.4 | 41.2 | 0.86 | 1.00 | 0.21 |  |
| 90.3 | 99.2 | 18.3 | 0.81 | 0.96 | 0.00 |  |
| 99.7 | 103.5 | 30.9 | 0.94 | 1.00 | 0.05 |  |
| 100.8 | 92.2 | 30.8 | 0.97 | 0.86 | 0.12 |  |
| 103.1 | 99.5 | 39.3 | 1.00 | 0.96 | 0.19 |  |
| 7 |  |  |  |  |  |  |
| 71.2 | 99.4 | 44.0 | 0.51 | 0.94 | 0.21 |  |


|  |
| :--- | :--- |


| Average <br> speed <br> legend | Fraction <br> free flow <br> legend |
| :---: | :---: |
| 0.0 | 0.00 |
| 10.0 | 0.10 |
| 20.0 | 0.20 |
| 30.0 | 0.30 |
| 40.0 | 0.40 |
| 50.0 | 0.50 |
| 60.0 | 0.60 |
| 70.0 | 0.70 |
| 80.0 | 0.80 |
| 90.0 | 0.90 |
| $>94.5$ | 1.00 |

only day in the top 10 high-performance days which does not show any congestion during the entire morning rush hour. In Figure 8.6, a joint time series of the average flow and average speed at the fourth location during this day is presented. As expected, we have a large number of unperturbed moments, mostly during the morning. The contrast between the morning and the afternoon is indeed interesting, as the breakdown, which remained absent in the morning, manifested in the afternoon at a lower traffic flow. This is in line with our probabilistic view on the occurrence of a breakdown (at least from a macroscopic point of view) and confirms that this morning was indeed extraordinary.

Additionally, one could employ visualizations to investigate the whole trajectory simultaneously, see Figure 8.7. We verified that the morning of October 17, 2018 was extraordinary at the fourth location and Figure 8.7 shows that this was the case for the whole trajectory. Indeed, we observe multiple unperturbed moments during the morning rush hour at each of the five locations. In particular, despite the high traffic flow (recall that unperturbed moments only occur at a traffic flow of at least 3164 vehicles per hour, see Table 8.1), we observe no significant speed decrease. Furthermore, as we expect based on Figure 8.6, a breakdown along the whole trajectory can clearly be seen around 15.20-15.30 (see Figure 8.7).


Figure 8.6: Time series of the average speed (black) and average flow (red) during October 17, 2018 at location 4. Unperturbed moments are indicated by a green dot and breakdowns are indicated by a red dot. The horizontal black line is the estimated critical speed and the horizontal red line is the smallest traffic flow for which the breakdown probability is at least 0.5 .


Figure 8.7: A space-time diagram of the morning rush hour and the afternoon of October 17, 2018. The average speed is displayed along the whole trajectory. Furthermore, breakdowns are marked with a black marker and unperturbed moments are marked with a red dot.

### 8.4.2 Further investigation of the high-performance days

A natural follow-up question would be in the direction of causality. Indeed, one could wonder why certain days exhibit extraordinary behavior in terms of an unexpected absence of traffic jams. We give some further details about the relevant circumstances during the 10 high-performance days in Table 8.2.

Among the 10 high-performance days are only three weekdays, namely Tuesday ( 3 times), Wednesday ( 4 times), and Thursday ( 3 times). Statistically, it is unlikely that there are no Mondays and Fridays, so it might be that there is a difference between different days. Oftentimes, on Fridays, the total traffic flow is relatively low during the morning rush hour and the traffic flow is not high enough to get to a $50 \%$ breakdown probability, implying the absence of unperturbed moments in the morning. Mondays do not exhibit the same low traffic flow, but, likely, there is a different explanation for the absence of Mondays in the top 10 .

Table 8.3: Weather conditions at each of the top 10 days as recorded by Weerverleden.nl [195] for the city of Rotterdam, focusing on weather during day time, where cond. abbreviates condition. The sight conditions moderate (sight below 2 but above 1 kilometer) and bad (sight below 1 kilometer) in the table below occurred during the early morning and generally improved (considerably) during the day.

|  | Weather cond. | Sun $\%$ | Wind cond. | Sight cond. |
| :--- | :---: | :---: | :---: | :---: |
| 14 Feb. | Dry | $79 \%$ | Moderate breeze | Good |
| 20 Feb. | Dry | $15 \%$ | Light breeze | Good |
| 7 Mar. | Dry | $18 \%$ | Light breeze | Moderate |
| 12 Jun. | Dry | $16 \%$ | Gentle breeze | Good |
| 21 Jun. | Dry | $42 \%$ | Moderate breeze | Good |
| 4 Sep. | Dry | $24 \%$ | Light breeze | Moderate |
| 13 Sep. | Dry | $80 \%$ | Light breeze | Good |
| 3 Oct. | Dry | $73 \%$ | Gentle breeze | Good |
| 17 Oct. | Dry | $61 \%$ | Light breeze | Bad |
| 20 Dec. | Dry, showery afternoon | $3 \%$ | Moderate breeze | Good |

Another, seemingly, important factor in the occurrence of high-performance days is the weather. Although we do not have access to weather measurements at the specific site, we have access to historical weather data of the city of Rotterdam (about 20 kilometers away) by means of the website Weerverleden.nl [195]. Although weather conditions may vary substantially over a 20 kilometer distance, we use the information from Rotterdam to get an indication of the weather
at the A15. We focus on weather aspects that potentially influence the traffic flow and give an overview in Table 8.3.

As can be observed in Table 8.3, the weather could generally be described as "fair" during each of the top 10 high-performance days. No strong winds, good sight, and dry conditions seem to be a common feature for each highperformance day/morning, even though during parts of some days the sight was not good (but this might also vary considerably over a 20 kilometer distance). The amount of sunshine does not seem to play an important role in the occurrence of high-performance days.

Other factors that might influence the traffic-flow performance are traffic incidents, maintenance, and holiday periods. We have investigated each of those aspects (as far as reasonably possible). It seems that there is only one traffic incident that might have influenced the traffic flow on the studied part of the A15 at any of the top 10 high-performance days. On February 14, there was a traffic incident at the nearby A16 which could have reduced the traffic flow on the A15 during the second part of the afternoon [169]. This, perhaps, clarifies the good traffic conditions during the afternoon of February 14, think e.g. of more homogeneity in the traffic flow, a relatively low inflow of traffic, or a different mixture of vehicle types. During 2018, there were several more incidents in the vicinity of the area of study, but those occurred at a relatively large distance and/or occurred well outside peak hours. It does not seem that maintenance activities had any effects (at least not during peak hours) where also road works on motorways in the vicinity have been considered. Also the effects of holiday periods seem relatively small. Only February 14 relates to a public holiday in the southern part of the Netherlands (carnival). Unfortunately, this day coincides with the aforementioned traffic incident on the A16, so it is difficult to pinpoint which of those effects is responsible for the observed traffic performance on February 14.

Summarizing, this investigation reveals some patterns, but it is difficult to state hard conclusions. It seems that particular days of the week are more prone to give rise to high-performance days and the weather also seems to have an influence. Upfront, one would also expect those features to have an influence on the quality of the traffic flow, so this is no surprise. Apart from that, it might be that traffic incidents and particular holidays have a (slight) impact on the traffic performance, but we would need more data/measurements to be sure.

### 8.4.3 Validation

The critical speeds are estimated based on a labeling of the data points resulting from the robust regression method discussed in Subsection 8.3.2. As the exact shape of the fundamental diagram depends on the location, it is difficult to make general statements about the accuracy of the critical speed estimation. However, we can identify three possible issues: (i) little or no congestion occurred during a day; (ii) extreme congestion occurred during a day; and (iii) the free-flow speed was not (approximately) constant. We also present a way to determine whether or not those problems did arise (besides additional information about the experimental region). Finally, we conclude this section with a discussion on how to choose the critical weight, which is used to determine whether observations belong to the congestion set or the free-flow set.

Little or no congestion. In this case, robust regression might interpret a freeflow point with a relatively low speed as an outlier and therefore cause a freeflow point to be labeled as a congestion point. This leads to a higher estimate of the critical speed during that day. Though in our case it is not likely that the final estimate of the critical speed will be strongly influenced by several overestimates (considering that our experimental region is generally subject to heavy congestion), we still exclude days with little or no congestion. As mentioned in Subsection 8.3.2, we use the MAPE of the robust regression model presented in Equation (8.2) as a surrogate for the average congestion level. In Figure 8.8(a), a plot of the MAPE for the various days of location 1 is shown. We observe that, for example, during holiday periods, e.g. the beginning of January/end of December and the summer break, the MAPE is close to zero. Indeed, during those days the traffic flow was significantly lower and hardly any congestion occurred. Based on Figure 8.8(a) (and similar figures for the other locations), we decided to place the threshold at 0.1 ; instances with a MAPE of less than 0.1 are excluded when determining the critical speed, as in Equation (8.5).

Extreme congestion. Extreme congestion may lead to severe underestimations of the critical speed. One can imagine that if the number of congestion measurements becomes too large, not all congestion points will be observed as outliers by the robust regression method. In particular, what may happen is that robust regression fits a model through the congestion region, see also Remark 8.1. For MM-estimators, it is known that if more than half of the data points lie on a straight line through the origin, the final model will fit that line,
at least asymptotically (i.e. when the number of data points increases) [228]. This means that, if we assume a constant flow-density relation in free flow, the free-flow speed should be accurately estimated if more than half of the measurements correspond to free flow. However, because Equation (8.1) is only an approximate relation, the algorithm will be even more sensitive to a larger congestion set. In our case study, the fraction of free flow was generally well above 0.5 . However, before employing robust regression to determine the critical speed, it is recommended one verifies that the average free-flow level is above 0.5 . In case the congestion level is around 0.5 one should cautiously verify that the critical speed is correctly estimated (e.g. by studying the distribution of the estimated critical speed for the various days).


Figure 8.8: A plot of the MAPE of the robust regression model for all days in (a) and a plot of the weights and corresponding speeds for location 1 in (b).

Non-constant free-flow speed. In case the free-flow speed is not constant, the structure of the fundamental diagram will change drastically. One example would be a decrease of the speed limit when the rush-hour lane is opened during peak hours. This could result in a free-flow speed curve, rather than a straight line, displaying an average speed decrease at high traffic flows. Such a scenario could be problematic for our algorithm, as the approximate flowdensity relationship, presented in Equation (8.1), no longer holds. We suggest that one beforehand verifies that the free-flow speed is constant, either by using information about the experimental region or by studying the fundamental
diagram. In our case there was no dynamic speed limit and the fundamental diagrams showed no indication of a non-constant free-flow speed.

Critical weights. In Subsection 8.3.2, we introduced the critical weight, which is used to distinguish between congestion and free flow. The critical weight has been placed at 0.01 , meaning that points with a weight below 0.01 are labeled as congestion. This value is determined using Figure 8.8 (b), which shows a scatter plot of all speeds and corresponding weights of the first location. We observe that almost all low speeds (say speeds below $70 \mathrm{~km} / \mathrm{h}$ ), have a weight which is either zero or very close to zero. Speed-weight plots of the other four locations showed a similar pattern. Therefore, we conclude that a critical weight of 0.01 generally allows for a sensible labeling.

### 8.5 Conclusion

We have developed an algorithm to identify high-performance days based on an estimation of the critical speed and the breakdown probability. The algorithm is relatively straightforward and only requires two quantities: the average traffic flow and the average speed. The algorithm relies on the shape of the fundamental diagram. Each observation is classified as either free flow or congestion using robust regression. The critical speed is estimated as the line that separates these two sets. Using a non-parametric estimator for the breakdown probability, we are able to quantify both characteristics of a high-performance day (roughly speaking, high speed and high flow). The algorithm has been applied in a case study where we identify high-performance days on the A15 near Papendrecht.

A natural follow-up question would be in the direction of causality. Indeed, one could wonder why certain days exhibit extraordinary behavior, in terms of an unexpected absence of traffic jams. We have taken a look at some potential clarifications such as day of the week and the weather conditions in Subsection 8.4.2 and it seems that those two features have an influence on the high-performance days. At the same time, there are many more potential reasons why some days are high-performance days and others are not. A possible explanation could be traffic homogeneity: perhaps there were fewer trucks during the high-performance days, leading to fewer speed differences between vehicles. Alternatively, the answer may lie hidden in microscopic data: certain (desirable) behavioral characteristics of drivers might be over-represented during high-performance days. Other potentially influencing factors are the
occurrence of downstream traffic jams [34] or merging and/or lane changing actions [58]. Our algorithm perhaps provides a way towards reducing traffic jams from a different perspective and may lead to new insights as well as an easier investigation of countermeasures against traffic jams. This non-trivial extension is, however, beyond the scope of this chapter. Instead, we present this tool to facilitate further research into countermeasures against traffic jams, as the algorithm is able to identify which days need to be studied in more detail.

We must be critical of our approach as well, in particular in terms of generality. This mainly relates to the two (subjective) thresholds: the critical weight (to distinguish between congestion measurements and free-flow measurements) and the critical level of the MAPE of the regression model (to identify a lack of congestion). Both values were determined based on the five locations of the A15 Papendrecht 2018 data set. However, when testing the algorithm on other data sets, we still observed both a sensible labeling of the data points as well as a plausible recognition of days with little or no congestion. In fact, we tested the algorithm on data sets which violated the assumption of a constant freeflow speed and the algorithm still identified days with a high traffic flow and a striking absence of traffic jams. However, it is likely that at other locations, the critical weight and the critical level of the MAPE need to be adjusted.

Also, there is still room for improvement in terms of methodological aspects for the algorithm designed in the current chapter. In particular, one may want to employ more advanced estimators for the breakdown probability. The current non-parametric estimator is fully generic which, despite contributing to the generality of the method, may lack precision as certain road-specific parameters (e.g. the number of lanes or the speed limit) are not accounted for.

## Chapter 9

## Conclusions and future work

In this chapter we briefly reflect on the obtained results in this thesis and how they contribute to the existing literature in Section 9.1. We also discuss some topics for future research that we did not cover in the preceding chapters. Those topics for example relate to themes which link to multiple chapters and/or do not have a direct application in road-traffic engineering. We do this in Section 9.2 .

### 9.1 Summary of contributions in this thesis

We have presented novel results for several models, but most of the contributions in this thesis relate directly or indirectly to the FCTL queue. Focusing on the FCTL queue and its extensions for now, we have extended the available methodologies to analyze the FCTL queue; we have obtained a Halfin-Whitt type of scaling for the FCTL queue; and we studied several generalizations of the FCTL queue.

We started this thesis with various chapters about the FCTL queue, a trafficlight model with fixed settings. This remains an important topic of study as we argued in Subsections 1.2 .1 and 1.2.3; it is e.g. still applied in practice according to [152]. In Chapter 2, we derived a contour-integral expression for the PGF of the overflow queue for the FCTL queue which is a novel way to obtain the PGF of the overflow queue in the FCTL queue. The FCTL queue and its generalizations, for which we derived contour-integral expressions in Theorem 2.2, seem to be part of the more general framework presented in [147]. A
benefit of these contour-integral expressions is that they avoid the need to find roots, which, until recently, seemed to be unavoidable in the analysis of many queueing systems like the FCTL queue.

Another benefit of the contour-integral expression for the FCTL queue which we derived in Chapter 2, is that it allows for an asymptotic analysis. It would be much more difficult to obtain the convergence results with the root-based expression. We present the asymptotic analysis in Chapter 3. We introduce a scaling which is reminiscent of the traditional Halfin-Whitt scaling [89]. It leads to a Quality-and-Efficiency-Driven type of regime when the cycle length grows to infinity, as we demonstrate in Theorem 3.1. We e.g. have that the probability that the overflow queue is empty, is strictly between 0 and 1 . This implies that, even though the load on the queue increases to 1 with increasing cycle lengths (i.e. we do not have overcapacity), we still manage to have an empty overflow queue. It is conceivable that similar asymptotic results can be derived for (part of) the more general set of models considered in e.g. [147]. In fact, they may hold for an even larger set of models, as we demonstrate by means of simulation in Chapter 4. We show that similar empty-queue results hold for several types of polling models, among which is the standard $k$-limited polling model, which do not seem to belong to the set of models discussed in [147].

The asymptotic results for the FCTL queue derived in Chapter 3 also give rise to new, accurate approximations for e.g. the mean overflow queue, even when the cycle length for the traffic light is as small as one minute. The developed asymptotic theory thus in turn allows us to give general insights into practically relevant scenarios and to find a general rule-of-thumb of how to choose the green times. Moreover, instead of a complicated expression in terms of an involved contour-integral expression or in terms of roots, we are able to give a relatively simple, approximating formula for the mean overflow queue. As a last bonus, we note that the approximating formulas can be used to find (approximately) optimal traffic-light settings. We have demonstrated this in Chapter 3 and we have shown that the approximations and optimization strategies seem to yield accurate and close-to-optimal results.

Another practically relevant result is the generalization of the FCTL queue which is introduced in Chapter[5. In practice, a right-turning and straight-going flow of vehicles might share a lane and receive a green light simultaneously. If, moreover, there is a crossing for pedestrians on the turning flow that receives a green light at the same moment, there might be pedestrians that block a turning vehicle, which would, in turn, block other vehicles. Especially if there are many pedestrians crossing and many turning vehicles, the effect on the queueing process could be quite substantial. The capacity of the intersection decreases and
the mean overflow queue might increase, as is also demonstrated in Chapter 5 . The extension of the FCTL queue that we formulated in Chapter 5 is thus of practical relevance as it allows us to take the influence of pedestrians into account if they directly interact with vehicles. We also studied this model with a general number of lanes (which might be blocked all at once). In particular, we are also able to study the FCTL queue with multiple lanes, which is another extension of the FCTL queue.

Even though the FCTL queue is an important traffic-light control strategy as argued above, there are also benefits of vehicle-actuated traffic lights. Unfortunately, the queueing models which describe such strategies, such as a $k$-limited polling model, are mostly intractable. Although several approximation schemes for such queueing models have already been developed, we designed a novel approximation scheme which is presented in Chapter 6. Our method generally seems to yield accurate approximations for a large set of queueing models which is useful for applying, e.g., $k$-limited polling models in road-traffic models and in other application areas. Our method might for example assist in choosing the $k_{i}$. We mainly focused on models with two queues, yet we also studied two models with more than two queues. The approximation scheme slows down when more queues have to be considered simultaneously and/or if the load/vehicle-to-capacity on the queues approaches 1 . The former relates to the often-encountered curse-of-dimensionality, which translates (at least in our case) to a quickly increasing computational complexity when the number of queues increases.

The difficulty of studying queueing models with a dimension of two or higher, also pops up in our investigation of future traffic-light strategies in Chapter 7. Also in this chapter, we need to resort to an approximation scheme to obtain a performance analysis which is not solely based on simulation. The approximation scheme in Chapter 7 is different in nature than the one developed in Chapter 6 and, e.g., performs well when the vehicle-to-capacity ratio is close to 1 . We specifically study a model with solely autonomous vehicles. We have developed a framework in which the autonomous vehicles create platoons among themselves; drive to the intersection in a coordinated manner, such that they cross the intersection close to one another; and such that they cross at high speed. We both present algorithms for the platoon formation of the autonomous vehicles and derive closed-form expressions for the trajectories that the vehicles might drive. Moreover, we have developed a framework to assess some of the performance characteristics of the model. We demonstrate that, under several natural assumptions like the headway being smaller for autonomous vehicles than for conventional vehicles, significant performance gains can be obtained.

Chapter 8 has a more practical orientation than the other chapters. The conducted research was inspired by a question from De Verkeersonderneming and has led to insights into the behavior of traffic on highways. We have developed an algorithm to automatically identify high-performance days during which there was both a high traffic volume and no traffic jam, which is a desirable combination. Unfortunately, at this moment we do not know why there are large differences between various days. Seemingly, the traffic conditions are similar in the sense that there is a high traffic volume, yet at some days a breakdown occurs while at others such a breakdown does not occur. It would be very interesting to see whether there are structural differences between highperformance and regular days that we are not (yet) aware of.

More topics for future research are discussed in the next section.

### 9.2 Suggestions for extensions and future research

Having described our main contributions, we note that there is plenty of room for further research, both in the realm of queueing theory and transportation research as we indicated in the previous chapters. Here, we give a further list of directions in which research can be developed, especially focusing on the topics that relate to multiple chapters or to topics outside of road-traffic engineering.

- Cyclic queueing models. The FCTL queue belongs to a much larger class of cyclic queueing models related to vehicle dispatching with uncertain arrivals and bulk services [163, 164, 207]. A broad variety of transportation and manufacturing systems can be modeled in this way, including batch production systems, bulk movements of goods in a factory, truck shipments, and bus transportation. Within this class, many different rules can be considered that apply to customer arrivals and vehicle departures within a cycle. One could think of vehicle-cancellation policies that hold a vehicle until the queue length reaches a specified threshold. The FCTL assumption can also be viewed as a special rule that influences the dynamics within a cycle and it seems that a contour-integral type of expression for the PGF of relevant steady-state queue-length distributions can be derived for many of the models in the class of cyclic queueing models with e.g. vehicle dispatching, uncertain arrivals, and bulk services. It might also be possible to find a Halfin-Whitt type of scaling for this more general set of models and optimal allocation schemes are then probably within reach.
- SELSPs. Potential application areas of cyclic queueing models are traffic related, as we demonstrated, but the general set of models may have a much broader applicability. One example is in the logistic area, such as for special cases of the Stochastic Economic Lot Scheduling Problem (SELSP), see e.g. [220] for an overview of SELSPs. We would then specifically think about the case with a fixed production sequence, a cycle with a fixed length, and a global lot sizing policy, i.e. lot-sizing decisions may depend on the complete state of the system. This is an underexposed strategy according to [220].
- Models with a Halfin-Whitt scaling. As is demonstrated in Chapter 4, the Halfin-Whitt type of scaling rule as introduced in Chapter 3 for the FCTL queue yields favorable asymptotic properties. Using the same scaling rule, the same type of properties can probably be obtained for the set of cyclic queueing models considered in the first extension described in this subsection. All those models are essentially one-dimensional queueing models. The queueing models considered in Chapter 4 are more-dimensional instead and thus behave in a fundamentally different way, but exhibit similar Halfin-Whitt type of properties when applying a similar scaling as in the FCTL queue. It would be very interesting to find a more general, potentially overarching, set of queueing models for which Halfin-Whitt type of asymptotic results can be derived. The asymptotic properties for this more general set of models might be shown by means of simulation, but obtaining the exact limiting process (as we did for the FCTL queue) is also of interest.
- Networks of intersections. Extending the results that we obtained for isolated intersections to a setting with a network of intersections, is an interesting topic for future research. Networks of intersections/queueing models are usually difficult to analyze, although they are practically very relevant as is also indicated in e.g. [152]. We advocate to investigate control strategies for networks of traffic lights, using ideas stemming from both Chapters 3 and 4, especially because such an investigation might lead to structural insights besides the work that has already been done in this direction. Examples are the use of aggregation-disaggregation and decomposition techniques (see e.g. [155]) and the use of simulation-based optimization methods (see e.g. [50]).
Another example where we need additional research to go from isolated intersections to a network of intersections is the PFA setting studied in

Chapter 7. In a network of intersections there are several complications. Firstly, the arrival processes of vehicles become dependent. Moreover, the interplay between various intersections is non-trivial (think e.g. of spillback effects). As such, a specific study on how our PFAs perform in a network scenario is of interest.

- Multiple streams of vehicles receiving a green light. We have mostly studied traffic-light strategies where one stream of vehicles receives a green light. In practice, multiple non-conflicting streams of vehicles often receive a green light simultaneously and our models would have to be adjusted to account for this.
For example, the PFAs that we considered in Chapter 7 do not directly allow for such a scenario, but our algorithms can probably be extended to account for this. However, the delay characteristics change when multiple streams of vehicles receive a green light at the same time and we would need to adjust the approximation scheme that we devised in Chapter 7 .
The methods developed for the bFCTL queue in Chapter 5 can still be used if multiple streams of vehicles receive a green light at the same time, as long as the streams are non-conflicting. However, this is not the case if we consider a scenario where two opposing streams of vehicles receive a green traffic light simultaneously and if there is a mixture of vehicles turning left and heading straight. The left-turning traffic might be blocked by vehicles which receive a green light from the opposing stream. Depending on the exact characteristics, like both streams of vehicles having some left-turning vehicles or not, the model will probably prove to be more complex than the model in Chapter 5. Probably, a two-dimensional analysis of the queue-length distribution is unavoidable if two opposing streams both receive a green light and vehicles in both streams might be blocked by vehicles from the other stream. This would lead to a more involved analysis.
Concluding, traffic-light models significantly change and get more complicated if there are multiple, potentially conflicting streams of vehicles receiving a green light at the same time. Further research is needed to deal with such situations appropriately.

As such, there are many relevant extensions/generalizations, both in- and outside road-traffic models, of the models that we studied in this thesis. There is thus ample room for future research.
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## Summary

Congestion is a common phenomenon in road traffic. Despite all sorts of countermeasures, congestion remains an enormous societal problem, giving rise to e.g. large costs and a lower quality of living. Mitigating the negative effects of congestion is a hard task and therefore a substantial body of research has been devoted to the prevention and reduction of congestion. Common sources of congestion are intersections, where many vehicles have to share a common scarce resource. Traffic-light control might be used to reduce some of the congestion if the control is well-adapted to the various traffic streams leading to the intersection. However, a good traffic-light control is typically difficult to obtain, e.g. due to stochasticity in the arrival times of vehicles at the intersection. Motivated by these observations, we (among other things) deepen and extend the knowledge regarding traffic-light models that aim to represent such stochastic influences.

In Chapter2, we study the so-called Fixed-Cycle Traffic-Light (FCTL) queue. We derive an alternative expression for the Probability Generating Function (PGF) of the steady-state queue-length distribution at the end of the green period for the FCTL model. This PGF enables us to derive a plethora of performance measures, such as the mean delay experienced by vehicles and the queue-length distribution at an arbitrary time. Our alternative expression for the PGF of the queue-length distribution at the end of the green period has several advantages compared to the commonly used expression. For example, for our alternative expression, there is no need to compute roots of a certain equation and to solve a set of equations, which both have been considered to be inevitable parts in the performance analysis of the FCTL queue.

In Chapter 3, we use the expression for the PGF of the queue-length distribution at the end of the green period for the FCTL queue that we derived in Chapter 2 to obtain a Halfin-Whitt type of heavy-traffic scaling. Furthermore, this
heavy-traffic scaling leads to approximations for, e.g., the mean queue length at the end of the green period, which turns out to be accurate in many circumstances. We leverage these approximations to obtain traffic-light settings that are close to the optimal settings, that are easy to compute, and that allow for an intuitive interpretation.

In Chapter 4, we study the same type of heavy-traffic scaling as in Chapter 3, but apply it to different traffic-light control strategies. Instead of the fixed settings which are studied in the FCTL queue, we allow the green periods to end early, e.g. when the queue in front of the traffic light is dissolved. We leverage several simulation techniques to demonstrate that similar behavior can be observed as for the FCTL queue.

We also study an extension of the FCTL queue in Chapter 5. Here, vehicles may be blocked, e.g. because of pedestrians that block turning vehicles when both pedestrians and turning vehicles receive a green light at the same time. We derive the PGF of the steady-state queue-length distribution at the end of the green period for this extension of the FCTL queue and study several performance measures. We illustrate the impact of such pedestrian crossings. The extension that we formulated also allows us to model vehicle streams which are spread over several lanes. In particular, we can also study the FCTL queue with several lanes and allow for blockages (if desired).

In Chapter 6, we present another contribution of this thesis, which is an approximation scheme that allows us to obtain performance measures for several queueing models for which analytical results are scarce. Some of those models directly relate to several classical traffic-light control strategies. The key step taken in the scheme is an approximation for several unknown functions in the PGF of the joint queue-length distribution for the queueing model at hand. By using polynomials and roots of a certain equation, we are able to approximate the unknown functions, which leads to an approximation of the joint queuelength PGF. From this PGF various performance measures can be derived. The scheme may be leveraged to study e.g. models for vehicle-actuated traffic lights.

In Chapter 7 , we turn our focus to autonomous vehicles, which are expected to occupy the road in the near future. We demonstrate how significant performance improvements can be obtained when certain criteria are met. We investigate how vehicles should approach the intersection and what the effect of platoon forming of arriving vehicles is on several performance measures. We obtain closed-form expressions for the trajectories that vehicles should drive such that they either minimize spillback effects or minimize the amount of acceleration (leading to energy-efficient approaches). Moreover, we demonstrate the benefit of platoon forming for autonomous vehicles compared to current-
day traffic.
Finally, in Chapter 8, we also study congestion at highways. We develop a data-driven algorithm that enables us to automatically identify so-called highperformance days, days with both a high traffic flow and no congestion. The algorithm employs historic loop-detector data, common concepts in traffic engineering, such as the fundamental diagram, and robust regression. The resulting high-performance days can be investigated further to get a sense for underlying factors that cause a day to be a high-performance day. Ultimately, this might lead to countermeasures against congestion on highways.
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