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Abstract

Background: Though pedagogical artificial agents are expected to play a crucial role

in the years to come, earlier studies provide inconsistent results regarding their effect

on learning. This might be because their potential for exhibiting subtle nonverbal

behaviours we know from human teachers has been untapped. What is more, there

is little evidence of the processes underlying the effect of nonverbal behaviours of

teachers (either human or artificial) on learning, so as to better guide their practical

application.

Objectives: The aims of the current research were threefold: firstly, to examine the

effect of an artificial agent's vocal expressiveness on non-verbal immediacy (teachers'

ability to increase psychological closeness through nonverbal communication). Sec-

ondly, to test whether an artificial agent showing strong vocal expressiveness will

enhance affective and cognitive learning (perceived and actual), as compared to an

artificial agent that shows weak vocal expressiveness. Thirdly, to examine whether

the underlying mechanisms of motivation and attention explain the effect of immedi-

acy (and thereby also of vocal expressiveness) on the two learning outcomes.

Methods: The study used a between-participants design, with the participants being

randomly assigned to one of the two experimental conditions: artificial modelling

with strong expressiveness and artificial modelling with weak vocal expressiveness.

Results and conclusions: Results showed that an artificial agent with strong vocal

expressiveness increased affective and perceived cognitive learning. Partial support

was found for actual cognitive learning. What is more, our findings revealed that

vocal expressiveness is related to affective and perceived cognitive learning because

it promotes nonverbal immediacy. Finally, results provided evidence of motivation as

a mediator of the path from immediacy to affective learning.

Major takeaways: The current findings verify the important role of nonverbal imme-

diacy found in traditional educational settings. However, showing that these results

also apply to artificial teachers is essential, given that the educational landscape is

changing and reshaping by artificial intelligence. Thus, taking into consideration the

role of vocal expressiveness in the development of artificial teachers or voice assis-

tants like Alexa, Siri, and Google assistant, as a way to enhance immediacy and
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affective experience of learners is of imperative value, since they will be found more

and more in our societies.

K E YWORD S

artificial agent, learning, modeling, vocal expressiveness

1 | INTRODUCTION

Pedagogical artificial agents are animated characters that are embedded

in virtual learning environments. They are seen as potential tools to cre-

ate a social presence that primes learners to deeply process the learning

material (Kim & Baylor, 2015). Artificial teachers are expected to play a

crucial role in the years to come, as the educational landscape is chang-

ing and being reshaped by artificial intelligence (Chassignola,

Khoroshavinb, Klimovac & Bilyatdinovac, 2018). Nonetheless, findings

regarding their effectiveness for learning are mixed. That is, a meta-

analysis revealed that agents were associated with a small but positive

effect on learning (Schroeder et al., 2013), while a systematic review

showed that the majority of studies found nonsignificant effects

(Heidig & Clarebout, 2011; Martha & Santoso, 2019). One of the rea-

sons for the insignificant effects of artificial agents on learning might be

that their potential for subtle nonverbal behaviour that we know from

human-human interaction has not been thoroughly studied (Krämer &

Bente, 2010). In fact, it has been argued that nonverbal cues of artificial

teachers could increase their social presence leading to learning gains

(Baylor & Kim, 2009). However, there are many unanswered questions

on how artificial agents' nonverbal cues should be implemented to

accomplish such aims in multimedia settings.

A closer inspection of the behaviour of human teachers could be

taken into consideration in order to inform the behavioural design of

pedagogical artificial agents. In traditional classroom settings, teachers'

nonverbal behaviour plays a crucial role in student learning. Specifically,

some forms of teachers' nonverbal behaviour are found to increase

‘nonverbal” immediacy” (Andersen, 1979). The nonverbal immediacy

concept refers to the ability of teachers to create psychological close-

ness with their students through nonverbal communication

(Mehrabian, 1981). This concept is grounded in approach-avoidance

theory, which asserts that people “are drawn toward the person and

things they like, evaluate highly, and prefer; and they avoid or move

away from things they dislike, evaluate negatively, or do not prefer”
(Mehrabian, 1981, p. 1). Several nonverbal cues of teachers have been

found to play a crucial role in student's learning, such as proximity, eye

gaze, gestures, body position, facial and vocal expressiveness (Witt &

Wheeless, 2001). Cumulative evidence has revealed that human

teachers' nonverbal immediacy behaviour promotes affective learning

(student beliefs and motivations) and cognitive learning (recall and per-

ceived learning) (Bambaeeroo & Shokrpour, 2017; Ellis et al., 2016;

Uleanya et al., 2020; Witt et al., 2004).

Two major explanations have been proposed for explaining the

effect of immediacy on learning: motivational theory (Christophel,

1990) and arousal–attention theory (Kelly & Gorham, 1988).

Motivational theory suggests that some forms of teacher behaviour

may increase student (state) motivation by stimulating students,

directing their efforts and, in turn, influencing affective learning. Find-

ings of a recent review on teacher immediacy and student motivation

indicated that teachers' play a significant role in enhancing student

motivation (Liu, 2021). Additionally, the author indicated that teachers'

immediacy influences students beyond their motivation and probably

interacts with learning outcomes. Nonetheless, only few empirical stud-

ies have investigated this, providing support for motivational theory

(i.e., Christophel, 1990; McCroskey, Richmond & Benett, 2006).

Arousal-attention theory argues that immediacy stimulates arousal,

which is related to attention and memory, thus leading to greater cogni-

tive learning. In sum, the main argument of arousal-attention theory is

that immediate teachers arouse students, draw attention to themselves

and to the taught material, and thereby produce more student learning

(McCroskey & Richmond, 1992). Again, only few studies empirically

tested the viability of arousal-attention theory (Comstock et al., 1995;

Kelly & Gorham, 1988). Further examination of motivation and atten-

tion as mediators of the path from immediacy to affective and/or cog-

nitive change has been deemed necessary (Witt et al., 2004).

Visual nonverbal cues of artificial pedagogical agents, such as the

use of gestures and facial expressions, have received increasing atten-

tion over the last years (i.e., Liew et al., 2016; Wang et al., 2018).

Nonetheless, it has been shown that it is mainly the artificial agent's

voice that is responsible for increased learning rather than its visual

presence (Atkinson, 2002; Bente et al., 2008; Krämer & Bente, 2010).

Previous work found that the characteristics of a speaker's voice that

can affect learning (i.e., transfer and social perception) in multimedia

settings are (amongst others) mechanization (human vs machine-

synthesized voice) (Atkinson et al., 2005; Mayer et al., 2003), accent

(native vs. foreign accent) (Mayer et al., 2003), gender (male vs. female

voice) (Linek et al., 2010), dialect (regional dialect vs. standard speech)

(Rey & Steib, 2013) and slang (youth slang vs. standard speech)

(Schneider et al., 2015). However, there is limited evidence on

whether and, more importantly, how artificial teachers' vocal nonver-

bal cues can influence multimedia learning outcomes.

In fact, only a few studies have provided some evidence that indi-

cates that vocal expressiveness can benefit learning. Liew et al. (2020)

found that an enthusiastic voice of a virtual speaker positively led to

increased learners' engagement and learning outcome when com-

pared to a calm voice. However, Liew's study featured an invisible

narrator that had no visual cues, such as face and body. Thus, it is not

known whether the positive effect of vocal expressiveness can also

manifest in a multimedia environment presented by an on-screen arti-

ficial agent that inevitably involves visual cues. Furthermore, two
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studies examined vocal nonverbal cues of a robot and found an effect

of an expressive voice, as compared to a flat voice, on affective and

cognitive learning (Kory Westlund et al., 2017; Kennedy, Baxter &

Balpaeme, 2016). However, it is not known whether results of stud-

ies that used physically embodied robots also apply to artificial

agents that are not physically present. To the best of our knowl-

edge, only one study investigated effects of a vocally expressive

artificial agent (i.e., use of additional pauses, louder voice and better

enunciated words) on learning, as compared to a non-vocally

expressive artificial agent (Valetsianos 2009). That research

(Valetsianos, 2009) provided evidence of a benefit of vocal expres-

siveness on affective and cognitive learning. However, given that

the study employed a quasi-experimental design with partial ran-

domization (random assignment but not random selection), the risk

of introducing confounding factors (i.e., differences in characteris-

tics of people involved) affecting the outcome is high (Handley

et al., 2018). What is more, further delineations of verbal expres-

siveness such as pitch tone, pitch variation, and speech rate require

further exploration (Valetsianos, 2009).

Therefore, the aim of the current study is to examine whether

vocal expressiveness (operationalized as pitch tone, pitch variation

and speech rate) of an artificial agent can create immediacy and

enhance learning, as it is proposed by communication literature

(i.e., Ellis et al., 2016; Witt et al., 2004). What is more, the study goes

one step further and tests whether the proposed underlying mecha-

nisms of attention and motivation can explain the anticipated effect

of vocal expressiveness on learning outcomes.

It has been argued that the inclusion of nonverbal cues of artificial

agents is not a panacea, and caution is needed when constructing such

cues, as they can be detrimental to learning (Dehn & Van Mulken, 2000;

Clark & Choi, 2006; Woo, 2009; Frechette & Moreno, 2010). This is

because they could impose an additional processing burden, which is

known as extraneous cognitive load, on working memory, because

learners have to attend to nonverbal cues by an expressive artificial

agent (Sweller, 2004). In the current study, we employed an artificial

agent that adopted the role of a model for enabling social learning (see,

Fountoukidou et al., 2019). We argue that vocal expressiveness of an

artificial model facilitates, rather than hinders, learning. Our claim is

based on the cognitive theory of multimedia learning, according to

which there are two separate channels (auditory and visual) for

processing information that both have a limited processing capacity

(Mayer, 2003). Due to the fact that modelling requires a substantial

amount of processing to take place in the visual channel

(i.e., demonstration), we argue that the inclusion of vocal nonverbal cues

balances processing demands, since vocal nonverbal cues are being

processed in the auditory channel and not in the visual channel.

Taking into consideration all the above, the aims of the current

research were threefold: Firstly, to examine the effect of an artificial

agent's vocal expressiveness on immediacy. We predicted that an arti-

ficial agent that shows strong vocal expressiveness will increase per-

ceptions of immediacy, as compared to an artificial model that shows

weak vocal expressiveness (H1). Secondly, to test whether an artificial

agent showing strong vocal expressiveness will enhance affective and

cognitive learning, as compared to an artificial agent that shows weak

vocal expressiveness. We expected that strong vocal expressiveness

would improve affective learning (H2) and cognitive learning (H3),

when compared to weak vocal expressiveness. Thirdly, to examine

whether the underlying mechanisms of motivation and attention

explain the effect of immediacy (and thereby also of vocal expressive-

ness) on affective and cognitive learning. Specifically, we hypothe-

sized motivation to mediate (part of ) the effect of immediacy on

affective learning (H4), and we hypothesized attention to mediate

(part of) the effect of immediacy on cognitive learning (H5).

Overall, the current study aimed at contributing to the topic of artifi-

cial agents' nonverbal cues, such as vocal expressiveness, as a means to

promote immediacy and in turn enhance learning. This process has

received limited attention, despite the fact that the voice of artificial

agents has been argued to have a profound impact on learning

(Atkinson, 2002; Bente et al., 2008; Krämer & Bente, 2010). More impor-

tantly, the study aims at extending earlier findings by examining the

underlying mechanisms of attention and motivation through which non-

verbal cues of an artificial agent improve affective and cognitive learning.

2 | METHOD

2.1 | Participants

The participants of this study were 144 individuals (38% females and

62% males). The majority of the population were students from Eind-

hoven University of Technology. Specifically, 92 participants (63%)

were educated to undergraduate level or higher, 45 participants

(31.2%) had completed high school, and seven participants (4.86%)

chose not to disclose their education.

The study used a between-participants design, with the partici-

pants being randomly assigned to one of the two experimental condi-

tions: artificial modelling with strong expressiveness and artificial

modelling with weak vocal expressiveness. The dependent variables

of the study were immediacy, affective learning, and cognitive learn-

ing (perceived and actual). Only participants who indicated to speak,

read and write English fluently were invited to participate. The experi-

ment lasted for approximately 30 min, and participants were compen-

sated for their participation (5 euros).

2.2 | Materials

The 3D animated artificial agent, employed in this research, was

designed using the CrazyTalk 8 software.

The study's instructional script explains how to use eye-tracking

software, called GazeTheWeb (GTW). GTW is a gaze-controlled web-

browser, which works with an eye-tracking hardware. However, this

software was only demonstrated, but not actually tried out by the

participants.

The vocal parameters that used to distinguish the strong vocal

expressiveness from the weak vocal expressiveness were pitch (pitch
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tone and pitch variation) and speech rate. The actor's voice was

recorded using Audacity software. Pitch analysis of these audio

recordings was performed with the use of Praat software.

2.3 | Artificial agent

The artificial agent used in the current study was developed such that

it shared some common characteristics with participants in terms of

their appearance. These characteristics were derived from earlier liter-

ature (Rosenberg-Kima et al., 2008). That is, since the majority of the

participants were students at a Dutch University, the agent was

designed to be young (<30 years old), attractive (in terms of the artifi-

cial agent's facial characteristics) and “cool” (in terms of the artificial

agent's clothing and hairstyle). What is more, the artificial agent inten-

tionally lacked strong facial expressions.

Concerning its educational role, the artificial agent took the role

of a model, demonstrating the GTW system's functionalities by mov-

ing its head and eyes, while providing verbal explanations at the same

time (see Figure 1).

The design of the artificial agent (both in terms of appearance

and educational role,) was identical in both experimental conditions,

and the only difference was the level of the artificial agent's vocal

expressiveness (explained in the subsection 2.2.3).

2.4 | Instructional script

Initially, one basic version of an instructional script was created, which

familiarized participants to the use of a novel web browser called

GazeTheWeb (GTW), accessible solely by eye gaze input. Specifically,

the script pertained to a description on how to conduct a web search

and the basic functionalities one could use (e.g., scrolling and tab man-

ager) when navigating the internet with this gaze-controlled web

browser. The GTW browser was unknown to the study's population.

In both videos, the agent demonstrated how to proceed with specific

activities that he explained in the script by corresponding movements

of the head and the eyes, thereby acting as a behavioural model that

enables social learning. These movements did not differ between the

two versions of the video. Then, two versions of this script were

developed. The only difference between these two versions was the

level of the artificial agent's vocal expressiveness (strong vs. weak).

That is, the two versions differed in terms of average pitch tone, pitch

variation, and speech rate (see the 2.2.3 subsection for more details).

A male actor, whose voice was recorded and used by the artificial

agent, performed both instructional versions. The selection of the

voice actor was based on two requirements: clear English pronuncia-

tion and good voice acting skills. English was chosen as the artificial

teacher's language as this is the language that is used for the lectures

of most Bachelor and Master students at our university.

2.5 | Vocal expressiveness

The study concurrently manipulated the vocal parameters of (a) pitch

tone, (b) pitch variation, and (c) speech rate, so as to create two different

levels of vocal expressiveness (strong vs. weak). The decision to manipu-

late the aforementioned vocal parameters was based on earlier research

suggesting that the combination of a speaker's temporal (i.e., speech

rate) and expressive (i.e., pitch) vocal features has the greatest impact on

both emotions and cognition (Breitenstein et al., 2001).

Pitch is defined as the degree of highness or lowness of a tone,

determined by the vibration of the vocal folds (i.e., the faster the

vibration per second [Hz], the higher the pitch). It is generally mea-

sured as the fundamental frequency of the sound wave. There is no

universally optimal. Rather, pitch tone is determined by factors such

as culture and context (Gudykunst et al., 1988). Nevertheless,

according to general guidelines, the average fundamental frequency

F IGURE 1 Artificial modelling: On the right side, the agent appeared to demonstrate an action (i.e., typing), while providing verbal
explanations; on the left side, the light blue highlights the effect of the artificial agent ‘s action
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of a male adult's speech is 120 Hz (Hollien & Shipp, 1972; Hsiao

et al., 1994; Mizuno & Nakajima, 1998). Thus, in this study, the pitch

tone boundary to differentiate the two levels of vocal expressiveness

(strong and weak) was set at ~120 Hz. To control for pitch tone varia-

tions within and between the study's two conditions (strong and weak

vocal expressiveness), we employed a two-step process. Firstly, for

both conditions, during the audio recordings, we constantly monitored

the minimum and maximum pitch (using Audacity) for each ~1 min

audio part, thus providing an average pitch. This goal of such monitor-

ing was to ensure that the predefined boundary of 120 hz has been

successfully met (i.e, strong vocal expressiveness >120 Hz; weak vocal

expressiveness <120 Hz). Secondly, once the audio recordings for

both conditions were completed, we analysed samples for each condi-

tion (i.e., 10 samples of 10 seconds for each condition using Praat),

which were randomly selected but were the same for both conditions,

so as to maintain consistency. All in all, according to our analysis, the

average pitch tone of the strong vocal expressiveness condition was

260 Hz, while the average pitch tone of the weak vocal expressive-

ness condition was 115 Hz.

In addition to the pitch tone, pitch variation (i.e., intonation) was

also manipulated. That is, there was more pitch variation (i.e., voice

rises and then falls before it rises again) in the strong vocal expressive-

ness condition than in the weak vocal expressiveness condition.

Hence, the weak vocal expressiveness condition, apart from its lower

pitch tone, was also constructed to be “flat” in terms of pitch varia-

tion. Concerning the strong vocal expressiveness condition, the artifi-

cial agent's voice raising was congruent with important information

that participants needed to recall. The development of pitch tone and

variation in the strong vocal expressiveness condition was intention-

ally prepared to emphasize both, affective nonverbal communication

(i.e., speaker's feeling and attitude conveyance) and cognitive nonver-

bal communication (i.e., help in the encoding of new information)

(Frechette & Moreno, 2010).

Speech rate is defined as the speed at which one speaks. It's calcu-

lated by the number of words spoken in a minute. An average number of

words per minute (wpm) can vary hugely both between people and

within a person. This is because speech rate is inextricably bound to the

speaker's culture, geographical location, subject matter, gender, emo-

tional state, fluency, profession or audience. Nonetheless, according to

some general guidelines, that conversational speech generally falls

between 125 wpm at the slow end, to 150 wpm in the fast range

(Simonds et al., 2006). Overall, the speech rate in the strong vocal

expressiveness condition was 133 wpm, as opposed to 119 wpm in the

weak vocal expressiveness condition. Inevitably, this manipulation led to

a relatively small difference in the video duration between the two con-

ditions (9.5 min in the strong vocal expressiveness condition as opposed

to 10 min in the weak vocal expressiveness condition).

3 | MEASURES

As a manipulation check, participants were asked to evaluate the arti-

ficial agent's vocal expressiveness via a self-constructed scale,

assessing the vocal parameters of pitch tone, pitch variation and

speech rate. This scale consisted of three items (use of high vs. low

tone of voice; use of vocal variety vs. flat voice; use of fast vs. slow

speech rate) and it was administered through a 7-point semantic dif-

ferential scale. By averaging participants' answers to these questions,

we constructed a measure of perceived vocal expressiveness with

acceptable reliability (Cronbach's a = 0.68).

Nonverbal immediacy (H1) was assessed using a scale consisting

of six items and was administered through a 7-point semantic differ-

ential scale (i.e., pleasant vs. unpleasant voice, enthusiastic vs. boring

voice etc.). This scale was adapted from earlier versions measuring not

only vocal cues but a variety of other nonverbal cues (i.e., facial

expressiveness) (Mehrabian, 1981; Richmond, Gorham &

McCroskey, 1987; Richmond, McCroskey & Johnson, 2003;

Servilha & Costa, 2015). The scale has a high reliability

(Cronbach's a = 0.87).

Affective learning (H2) was assessed by asking participants to

estimate three components of their affective perceptions towards the

instructional material, towards the artificial instructor, and the likeli-

hood of following the same artificial instructor for other instructional

videos. These components of affective learning were administered

through an established 7-point semantic differential scale

(Andersen, 1979; Scott & Wheeless, 1975). We constructed reliable

measures of affective perceptions towards the instructional material

(example item: good/bad, Cronbach's a = 0.86), towards the artificial

instructor (example item: good/bad, Cronbach's a = 0.88) and likeli-

hood of following the same artificial instructor for other instructional

videos (example item: unlikely/likely, Cronbach's a = 0.90), by averag-

ing participants answers to each set of questions.

Cognitive learning (H3) was assessed both objectively (through a

recall test in two forms) as well as subjectively (by assessing perceived

cognitive learning), leading to three separate indicators Specifically,

recall of the content of the instructional video was measured as an

index of cognitive learning, and it was measured through a self-

constructed recall test. This recall test contained two methods of

knowledge assessment: (1) A “fill-in-the-blanks” test consisted of nine

recall items, and, (2) a multiple-choice test consisted of 18 questions.

We use both scores as separate indicators of recall. For the gap filling

test, participants were asked to recall keywords (exact words or syno-

nyms) spoken by the artificial agent during the video, and to fill in the

blanks of a written transcript. For the multiple-choice test, partici-

pants were asked to answer a series of questions by selecting the cor-

rect answer amongst four optional answers. We constructed two

measures of cognitive learning by counting participants' number of

correct answers to each test separately. The participants' performance

scores for the gap filling test were calculated by two researchers inde-

pendently. There was a 100% agreement on the gap filling perfor-

mance scores between the two researchers.

Furthermore, perceived cognitive learning was assessed by asking

participants' to answer two questions that had to be answered on

7-point Likert scales (Richmond, Gorham & McCroskey, 1987). Next, a

“learning loss” score was computed by subtracting the score on the

first question (i.e., How much did you learn during the video lesson?)
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from the score of the second question (i.e., How much do you think

you could have learned from this video had you had this ideal instruc-

tor?), indicating a learner's overall perceived cognitive learning score.

Reliability of this measure in previous research was reported at 0.94

(Gorham, 1988). Overall, this way of constructing a learning loss score

has been widely used in communication research as an index of cogni-

tive learning (e.g., Chesebro & McCroskey, 2000).

The main dependent variable of the fourth hypothesis was (state)

motivation. Motivation was assessed by asking participants to answer

nine questions on how they felt about the instructional video they

watched. The questionnaire was administered using a 7-point seman-

tic differential scale taken from Christophel (1990) (we selected the

nine out of the 12 questions that were relevant to our study). We

constructed a reliable measure of motivation (Cronbach's a = 0.91),

by averaging participants' answers to each set of questions.

The main dependent variable of the fifth hypothesis was atten-

tion. Attention was assessed by asking participants to answer four

established questions, administered using a 7-point scale, about the

level of their attention to the instructional video. These were taken

from Yi and Davis (2003). We constructed a reliable measure of moti-

vation (Cronbach's a = 0.86), by averaging participants' answers to

each question.

Lastly, we explored whether vocal expressiveness would influ-

ence how learners perceive the likeability of an artificial agent. Fur-

thermore, and more importantly, likeability of the artificial agent was

taken into consideration to test whether the influence of vocal

expressiveness on affective learning is still mediated by immediacy

even when another possible mediating path is considered

(i.e., likeability of the artificial agent). The agents' likeability was mea-

sured with a subscale of the “Godspeed” scale, developed to assess

key concepts of Human-Computer interaction (Bartneck, Croft &

Kulic, 2008). The scale was formatted in a 7-point semantic differen-

tial, scale. We constructed a reliable scale of likeability (Cronbach's

a = 0.93) by averaging participants' answers to each set of questions.

3.1 | Procedure

Participants were welcomed in the main hall of the lab building.

Each participant was required to read and sign an informed consent

form, explaining the general aim of the study and their willingness

to participate. Next, they were randomly assigned to one of the

two experimental conditions and they were requested to watch an

instructional video on a computer monitor regarding the use of

GTW browser. The video screen was split into two sides: on the

right-hand side, an artificial agent appeared to use the GTW system

by moving the head and eyes, while explaining the system function-

alities being demonstrated; on the left-hand side, the actual system

was displayed, showing the effects of the artificial agent's actions

on the system in real time (see Figure 1). Participants in both condi-

tions were provided with an identical instructional video, with the

only difference being the level of vocal expressiveness in terms of

pitch tone, pitch variation and rate.

As a next step, they filled in an online survey and a recall test.

Lastly, they were debriefed, paid and thanked for their participation.

4 | RESULTS

Manipulation check: An independent sample t test analysis was con-

ducted to check the study's manipulation of vocal expressiveness

(i.e., perceptions of vocal parameters of pitch tone, pitch variety and

speech rate) between the strong vocal expressiveness and weak vocal

expressiveness condition. As expected, the results revealed a statisti-

cally significant effect on vocal expressiveness, t(142) = 9.2,

p < 0.001, with participants in the strong vocal expressiveness condi-

tion (N = 78, M = 3.7, SD = 0.96) to report stronger perceptions of

vocal expressiveness as compared to participants in the weak vocal

expressiveness condition (N = 66, M = 2.3, SD = 0.84).

The mean values and SDs of all dependent variables in the follow-

ing hypothesis testing are shown in Table 1 for both groups of

participants.

Immediacy: To test H1, an independent sample t test analysis was

conducted to examine the effect of the level of the artificial model's

vocal expressiveness on individuals' perceptions of immediacy. Results

supported our hypothesis, revealing a statistically significant effect,

t(142) = 6.873, p < 0.001, with participants in the strong vocal

expressiveness condition (N = 78, M = 4.19, SD = 1.3) to report

higher perceptions of immediacy as compared to participants in the

weak vocal expressiveness condition (N = 66, M = 2.84, SD = 1.0).

Affective learning: To test H2, a one-way multivariate analysis of

variance (MANOVA) was conducted to examine the effect of the level

TABLE 1 Mean immediacy, affect towards instructional material,
affect towards instructor, likelihood of repetition, recall (performance),
recall (multiple choice), perceived cognitive learning, and perceived
likability of the agent (and standard deviations) by vocal
expressiveness

Vocal expressiveness

Strong Weak

Perceptions of immediacy 4.19a (1.3) 2.84b (1.0)

Affective perceptions towards

instructional material

5.6a (1.0) 5.1b (1.0)

Affective perceptions towards

the instructor

5.4a (1.1) 4.5b (1.1)

Perceived likelihood of same

instructor for other

instructional material

4.4a (1.5) 3.3b (1.4)

Recall–performance 7.9a (2.7) 6.9b (2.2)

Recall–multiple choice 10.4a (2.8) 10.6a (2.9)

Perceived cognitive learning

(learning loss)

.41a (SE = 0.11) .83b (SE = 0.13)

Perceived likability of artificial

agent

5.4a (1.0) 4.6b (1.0)

Note: Means with different subscripts are different, p < 0.05.
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of the artificial model's vocal expressiveness on the three affective

dependant variables (affective perceptions towards the instructional

material, towards the artificial instructor, and perceived likelihood to

follow the same instructor on other instructional material). The results

revealed a statistically significant effect of the level of the artificial

model's vocal expressiveness on the three dependent variables com-

bined, Wilk's Λ = 0.85, F(3,140) = 7.88, p < 0.001, ηp2 = 0.14.

That is, supporting this hypothesis, separate univariate ANOVAs

on the outcome variables revealed a significant treatment effect on:

(1) affective perceptions towards instructional material, F(1, 142)

= 7.23, p < 0.01, ηp2 = 0.48, with participants' affect towards the

instructional material to be more positive in the strong vocal expres-

siveness condition (N = 78, M = 5.6, SD = 0.98) as compared to

participants in the weak vocal expressiveness condition (N = 66,

M = 5.1, SD = 1.0); (2) affective perceptions towards the artificial

instructor, F(1, 142) = 21.39, p < 0.001, ηp2 = 0.13, with partici-

pants' affect towards the artificial instructor to be more positive in

the strong vocal expressiveness condition (N = 78, M = 5.4,

SD = 1.1) as compared to participants in the weak vocal expressive-

ness condition (N = 66, M = 4.5, SD = 1.1); 3) the likelihood of fol-

lowing the same artificial instructor for other instructional material,

F(1,142) = 17.82, p < 0.001, ηp2 = 0.11, with participants' per-

ceived likelihood to follow the same instructor on other instruc-

tional material to be more positive in the strong vocal

expressiveness condition (N = 78, M = 4.4, SD = 1.5) as compared

to participants in the weak vocal expressiveness condition (N = 66,

M = 3.3, SD = 1.4).

Cognitive learning: To test H3, a one-way multivariate analysis of

variance (MANOVA) was conducted to examine the effect of the level

of the artificial model's vocal expressiveness on individuals' recall.

Recall was measured with a fill-in-the-blanks test and a multiple-

choice test. The results revealed a statistically significant effect of the

level of the artificial model's vocal expressiveness on the two depen-

dent variables combined, Wilk's Λ = 0.94, F(2, 141) = 4.33,

p = 0.01, ηp2 = 0.6.

In line with our hypothesis, separate univariate ANOVAs on the

outcome variables revealed a significant treatment effect on fill-in

the-blanks test, F(1, 142) = 5.25, p = 0.02, ηp2 = 0.36, with partici-

pants' recall performance to be better in the strong vocal expressive-

ness condition (N = 78, M = 7.9, SD = 2.7) as compared to

participants in the weak vocal expressiveness condition (N = 66,

M = 6.9, SD = 2.2). Results showed a non-significant treatment effect

on the multiple-choice test, F(1, 142) = 0.31, p > 0.05, between par-

ticipants in the strong vocal expressiveness condition (N = 78,

M = 10.4, SD = 2.8) and participants in the weak vocal expressive-

ness condition (N = 66, M = 10.6, SD = 2.9).

Perceived cognitive learning (learning loss): An independent sam-

ple t test analysis was conducted to examine the effect of the level of

the artificial model's vocal expressiveness on individuals' perceptions

of learning. As expected, the results revealed a statistically significant

effect, t(142) = �2.36, p = 0.02, r = 0.20, with participants in the

strong vocal expressiveness condition (N = 78, M = 0.41, SE = 0.11)

to report less learning loss (therefore more perceived cognitive

learning) as compared to participants in the weak vocal expressive-

ness condition (N = 66, M = 0.83, SE = 0.13).

Artificial agent's likeability: An independent sample t test analysis

was conducted to examine the effect of the level of the artificial

model's vocal expressiveness on individuals' judgements about the

artificial agent's likeability. The results revealed a statistically signifi-

cant effect, t(142) = 4.44, p < 0.001, with participants' judgements on

the artificial agent's likeability to be more positive in the strong vocal

expressiveness condition (N = 78, M = 5.4, SD = 1.0) as compared to

participants' judgements in the weak vocal expressiveness condition

(N = 66, M = 4.6, SD = 1.0).

4.1 | Path analyses

Our final aim was to test whether motivation and attention could

explain (parts of) the anticipated effect of immediacy on affective

learning (affective perceptions towards the instructional material,

towards the artificial instructor and the likelihood of following the

same artificial instructor for other instructional material) (H4) and cog-

nitive learning (fill-the-blanks recall test and perceived cognitive learn-

ing) (H5). In addition, we also included in the analysis the examination

of vocal expressiveness as a predictor of immediacy. Hence, path ana-

lyses were conducted in STATA 14 to test the model (see Figure 2).

This type of analysis provides a comprehensive picture of the nature

of the associations between the predictor and dependent variables of

interest. The overall fit of the models was assessed by the chi-square

goodness of fit (Χ2), comparative fit index (CFI), and root mean square

error of approximation (RMSEA). Detailed results of the path analysis

for each affective and cognitive learning variable are reported in the

following subsections.

4.2 | Path analyses of affective learning outcomes

Concerning affective learning, three path analyses models were tested

for the three affective learning outcomes (affect towards the artificial

teacher, likelihood of following the same artificial instructor for other

instructional material and affect towards the instructional material).

Results are presented in Figures 3, 4 and 5.

In more detail, as seen in Figure 3, vocal expressiveness was a posi-

tive significant predictor of immediacy. Further, immediacy was found to

be a positive significant predictor of affect towards the artificial teacher.

Motivation was a significant positive predictor of affect towards the arti-

ficial teacher. To the opposite, the path coefficient from attention to

affect towards the artificial teacher was positive but non-significant.

These findings suggest that motivation partially mediates the effect of

immediacy on affect towards the artificial teacher. Attention, however,

does not show any mediating effect. Overall, the model explained 43.8%

of variation in affect towards the artificial teacher. For further clarifica-

tion, a mediation analysis (based on 1000 bootstrap samples) was con-

ducted. The total effect of immediacy on affect towards the artificial

teacher was found to be significant (β = 0.57, p < 0.001). The indirect
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effect through motivation was also significant (β = 0.166, 95% CI [0.048,

0.338]). The indirect effect through attention was non-significant

(β = 0.047, 95% CI [�0.020, 0.118]).

Furthermore, to examine whether immediacy, and not likeability

mediated the effect of expressiveness on affective learning, a media-

tion analysis was conducted. Immediacy remained a mediator of the

effect of vocal expressiveness on all three affective outcomes even

when likeability of artificial agent was included as a second mediator

(likeability of artificial agent also mediated the effect of vocal expres-

siveness on all three forms of affective learning).

Similar results were found for participants' likelihood of following

the same artificial instructor for other instructional material, as seen in

Figure 4. Again, these results suggest that only motivation partially

mediates the effect of immediacy on likelihood of following the same

artificial instructor for other instructional material. Overall, the model

explained 54.6% of likelihood of following the same artificial instruc-

tor for other instructional material. For further clarification, a media-

tion analysis was conducted (based on 1000 bootstrap samples). The

total effect of immediacy on likelihood of following the same artificial

instructor for other instructional material was found to be significant

(β = 0.58, p < 0.001). The indirect effect through motivation was also

significant (β = 0.241, 95% CI [0.138, 0.348]). The indirect effect

through attention was non-significant (β = 0.05, 95% CI

[�0.001, 0.104]).

F IGURE 2 Hypothesized path analysis model

F IGURE 3 Results of the path analysis for affect towards the artificial teacher. Standardized coefficients are presented. Grey lines indicate
non-hypothesized relationships, *p 0.05; RMSEA <0.001; CFI > 0.95

F IGURE 4 Results of the path analysis for likelihood of following the same artificial instructor for other instructional material. Standardized
coefficients are presented. Grey lines indicate non-hypothesized relationships, *p 0.05; RMSEA <0.001; CFI > 0.95
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However, as Figure 5 illustrates, both motivation and attention

appeared to be significant positive predictors of affect towards the

instructional material, while the path coefficient from immediacy to

affect towards the instructional material was positive but no longer

significant. We can conclude that affect towards the instructional

material is fully mediated by both attention and motivation. Overall,

the model explained 36% of variation in affect towards the instruc-

tional material. For further clarification, a mediation analysis was

conducted (based on 1000 bootstrap samples). The total effect of

immediacy on affect towards the instructional material was found

to be significant (β = 0.40, p < 0.001). The indirect effect through

motivation was also significant (β = 0.172, 95% CI [0.053, 0.291]).

Similarly, the indirect effect through attention was significant

(β = 0.095, 95% CI [0.019, 0.176]).

To summarize, the results of the path analyses as also further

mediation analyses supported our hypothesis 4, showing that motiva-

tion explained (part of) the effect of immediacy on affective learning

outcomes.

F IGURE 5 Results of the path analysis for affect towards the artificial teacher. Standardized coefficients are presented. Grey lines indicate
non-hypothesized relationships, *p 0.05; RMSEA <0.001; CFI > 0.95

F IGURE 6 Results of the path analysis for perceived cognitive learning (learning loss). Standardized coefficients are presented. Grey lines
indicate non-hypothesized relationships, *p 0.05; RMSEA <0.001; CFI > 0.95

F IGURE 7 Results of the path analysis for recall scores. Standardized coefficients are presented. Grey lines indicate non-hypothesized
relationships, *p 0.05; RMSEA <0.08; CFI > 0.95
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4.3 | Path analyses of cognitive learning outcomes

Concerning cognitive learning, two path analyses were conducted for

the two cognitive learning outcomes (perceived cognitive learning and

recall scores). Results are presented in Figures 6 and 7. In more detail,

as seen in Figure 6, in line with our expectations, immediacy was

found to be a negative significant predictor of perceived cognitive

learning (it is negative as it has been measured as learning loss). At the

same time, the path coefficients from both motivation and attention

to perceived cognitive learning were non-significant. These findings

suggest that neither motivation nor attention mediated the effect of

immediacy on perceived cognitive learning.

Lastly, as illustrated in Figure 7, neither immediacy nor motivation

and attention were found to be significant predictors of participants'

recall. The results of the path analyses did not provide support for our

hypothesis 5, as attention was not found to be a mediator.

5 | DISCUSSION

The current research investigated the influence of an artificial model

with strong vocal expressiveness, as compared to the (same) artificial

model with weak vocal expressiveness, as a means to increase non-

verbal immediacy and subsequently to enhance individuals' affective

and cognitive learning. What is more, we tested the proposed under-

lying mechanisms of motivation and attention to explain the antici-

pated effect of artificial model's immediacy on affective and cognitive

learning respectively.

Our results supported our first hypothesis, showing that an artifi-

cial model that shows strong vocal expressiveness can increase per-

ceptions of immediacy, as compared to an artificial model that shows

weak vocal expressiveness. This is in accordance with the vast body

of literature on human teachers' nonverbal immediacy

(i.e., Bambaeeroo & Shokrpour, 2017; Ellis et al., 2016; Uleanya

et al., 2020; Witt et al., 2004) but new in the field of research on vir-

tual pedagogical agents. Therefore, the study provides evidence that,

similar to a human teacher, strong nonverbal cues, such as vocal

expressiveness, can influence learners' perceptions of psychological

closeness (i.e., immediacy) with an artificial teacher.

Furthermore, the study's results supported our second hypothe-

sis, showing that an artificial model with strong vocal expressiveness

can enhance individuals' affective learning, as compared to an artificial

model with weak vocal expressiveness. Specifically, according to the

current study's findings, participants in the strong vocal expressive-

ness condition indicated increased affective evaluation of the instruc-

tional material, the artificial teacher, as also an increased likelihood of

following the same artificial instructor for other instructional videos.

Undeniably, students' affective experiences are important as they

have been found to be the central mediator linking teaching behav-

iours to student reports of learning and other important classroom

outcomes (Bolkan, 2015; Grawemeyer et al., 2017; Tyng et al., 2017).

Next, results provided partial support for our third hypothesis,

showing that an artificial model that shows strong vocal expressiveness

can impact learners' recall when assessed with the fill-in-the-blanks test

as compared to an artificial model that shows weak vocal expressive-

ness. At the same time, no evidence for a difference between the two

levels of vocal expressiveness was found when recall was assessed with

a multiple-choice test. These mixed results might be an aftermath of the

difference between the gap filling and multiple-choice tests as methods

of knowledge assessment. Our results are in accordance with earlier

studies, which found a significant difference in learners' scores on the

two types of tests, with learners' multiple-choice scores to be signifi-

cantly better than their gap filling scores (Medawela et al., 2018;

Utari, 2013). These studies did not test why this is the case, and more

exploration of this issue is required.

Additionally, we found evidence that an artificial model with

strong vocal expressiveness also affects perceived cognitive learning.

Specifically, the study's findings provide evidence that strong vocal

expressiveness has a positive influence on perceptions of learning as

compared to weak vocal expressiveness. Despite the fact that per-

ceived cognitive learning is not as strong as measuring actual cogni-

tive learning (as they have been found to be moderately correlated), it

is often used as an indication of the nature of relationships

(Chesebro & McCroskey, 2000).

Furthermore, according to our fourth hypothesis (concerning

mediating psychological processes of motivation on affective learn-

ing), findings of this study suggest that learners' motivation explains

part of the effect of immediacy (and, thus, of vocal expressiveness) on

affective learning outcomes. Thus, the current study provides support

for motivation theory (Christophel, 1990), which argues what this

study's findings revealed; strong nonverbal cues, such as vocal expres-

siveness, increase perceptions of immediacy, which has a positive

effect on motivation leading to enhanced affective learning.

However, contrary to our fifth hypothesis (concerning mediating

psychological processes of attention on cognitive learning), learners'

attention to the instructional material does not appear to explain the

effect of immediacy (and indirectly of vocal expressiveness) on cogni-

tive learning (immediate recall) and perceived cognitive learning. Thus,

results of the current study do not provide evidence in favour of

arousal–attention theory, which posits that immediacy stimulates

arousal, which affects attention and memory leading to greater cogni-

tive learning (Kelly & Gorham, 1988). However, other psychological

studies demonstrated the important role of arousal in altering both

attention and consolidation of memories (Christianson &

Loftus, 1991a; Eysenck, 1976a, 1976b; Heuer & Reisberg, 1992;

Revelle & Loftus, 1992). Such studies suggest that if arousal acts spe-

cifically on memory consolidation, its influence magnifies following a

delay, as consolidation is a process that occurs over time. Thus, future

research might examine whether attention mediates the effect of

immediacy on delayed recall (e.g., one-week past treatment). How the

effect of vocal expressiveness on cognitive learning can be explained

is still unclear.

Collectively, the current findings are in line with past work that

emphasized the vital role of human teachers' nonverbal cues in

increasing students' affective, cognitive and perceived cognitive learn-

ing in traditional classroom settings (Bambaeeroo & Shokrpour, 2017;
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Ellis et al., 2016; Uleanya et al., 2020; Witt et al., 2004). Similarly, the

study showed that an artificial teacher's nonverbal cues are related to

learning outcomes because they promote immediacy. Nonetheless,

earlier studies examined a plethora of nonverbal cues used by an arti-

ficial agent together (e.g., facial cues, posture), as it is difficult to dis-

entangle such cues from each other when human teachers are

employed. In addition, the majority of past studies utilized a survey

research design, which has been argued to be of limited usefulness

when it comes to drawing conclusions about students' learning

(Comstock et al., 1995; Hess & Smythe, 2001; Witt &

Wheeless, 2001). Therefore, an advantage of the current study is that

by employing artificial agents, it was able to experimentally show the

single effects of nonverbal cues, such as vocal expressiveness, on

immediacy and learning outcomes. All in all, the fact that the same

learning mechanisms were found to be effective for both human and

artificial teachers (i.e., alignment of these findings with human

teachers' past research) suggests that the study's results are pertinent

for human teachers, too.

In addition, the study's findings are in accordance with the few

studies that have provided evidence of the positive effect of vocal

expressiveness of artificial agents (Valetsianos, 2009) and robots

(Kory Westlund et al., 2017; Kennedy, Baxter & Balpaeme, 2016).

However, the current research goes beyond these earlier studies by

examining the underlying mechanisms of the effect of vocal expres-

siveness on both affective and cognitive outcomes. This is, our study

tested and revealed that vocal expressiveness is related to learning

outcomes, because it reduces psychological distance, thus, promoting

immediacy. What is more, our research further examined motivation

and attention as mediators of the path from immediacy to affective

and cognitive learning. These mechanisms were reported as potential

explanations in earlier studies, though they were not empirically

tested (Valetsianos, 2009). Lastly, we show that the effect of the com-

bination of pitch and speech rate on learning has its own importance,

as it can help designers' choice of vocal parameters when constructing

vocal expressiveness of artificial teachers.

Despite the study's aforementioned advantages, caution is needed

in generalizing the results beyond the study's population characteristics.

This is because nonverbal cues are highly inferential, and they vary cul-

turally and contextually (Gudykunst et al., 1988). Future research could

explore whether different contexts (i.e., geographical location) would

produce different results on learning. Furthermore, the artificial model's

vocal expressiveness consisted of both pitch (tone and variation) and

speech rate. Future research could examine the single effect of each

vocal parameter on learning outcomes. Another limitation of the study

pertains to the short duration of multimedia learning (~10 min). Though

the artificial agent's strong vocal expressiveness was shown to increase

affective and cognitive learning, the effects of repeated and prolonged

exposure to nonverbal cues are not known.

The results, together with the findings of related research, also

have practical implications. Earlier findings (Fountoukidou et al., 2019)

indicated that a pedagogical artificial agent that uses behavioural

modelling as an instructional method facilitates students' learning out-

comes when compared to other instructional methods (with or

without an agent) that are traditionally used in online or blended

learning. The new findings indicate how the pedagogical agent could

“behave” as a teacher in blended or online learning in order to

increase student motivation, liking of the teacher and the material, as

well as some cognitive learning outcomes. Pedagogical artificial agents

could be designed in such a way that they demonstrate a strong vocal

expressiveness during their teaching, meaning that they exhibit varia-

tion in pitch while they talk, speak moderately quickly, and use a

somewhat higher pitch. At least the combination of all three elements

should lead to a sufficiently strong vocal expressiveness of the peda-

gogical artificial agent.

In conclusion, the current findings revealed that an artificial agent

that shows strong vocal expressiveness increases perceptions of

immediacy and thereby enhances learners' affective learning and per-

ceived cognitive learning. The effect of vocal expressiveness on par-

ticipants recall is unclear. Also, the current study provides evidence

that motivation explains part of the effect of immediacy on affective

learning. Such findings verify the important role of nonverbal immedi-

acy found in traditional educational settings. Showing that these

results also apply to artificial teachers is essential, given that the edu-

cational landscape is changing and being reshaped by artificial intelli-

gence (Chassignol et al., 2018). Thus, taking into consideration the

role of immediacy in the development of artificial teachers or voice

assistants like Alexa, Siri, and Google assistant as a way to enhance

learners' affective experience is of imperative value, since such artifi-

cial agents will be found more and more in our societies.
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