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SUMMARY

In the transition towards a future sustainable energy society, a reliable energy storage
system is key to fully utilizing renewable energy sources like solar energy. A storage is
required to bridge the mismatch between the intermittent renewable energy supply and
the societies’ fluctuating energy demand. Thermochemical energy storage is a highly ap-
pealing solution for storing energy. The active materials for such a storage are known as
thermochemical materials (TCMs). Salt hydrates are among the most studied TCMs for
domestic applications due to their availability, costs, operating temperature, and achiev-
able energy density. Thermochemical energy storage, based on salt hydrates, relies on a
reversible chemical reaction and works according to three basic steps. Step (1), in times
of an energy surplus, the storage is charged by using the surplus energy to dehydrate the
salt, via an endothermic reaction, into a lower hydrated salt and water vapor. Step (2), in
times of balanced energy supply and demand, the water and salt are kept separately, and
no energy is lost. Step (3), in times of a lack of energy supply, the system is discharged,
with a heat-releasing exothermic reaction, by recombining the dried salt hydrate with
the water vapor into a higher salt hydrate. This storage concept allows one to store heat
with low losses over extended periods in a relatively compact volume.

The two salt hydrates, MgCl2 ·nH2O, and CaCl2 ·nH2O (n=0,1,2,4,6) are promising
TCMs to be used in the domestic environment because they have relatively high hydra-
tion energies; they are widely available; and their reaction equilibrium temperatures are
in range with domestic heating applications. However, challenges related to the mate-
rial’s stabilities, kinetics, melting temperatures, deliquescence, and undesired side reac-
tions withhold them from practical applications. In this sense, we used multiple molecu-
lar level simulation methods to study their key characteristics related to these challenges.
The molecular modeling methods helped to gain more insights into characteristics like
water and heat transport through the salts. Furthermore, these methods help predicting
the effect of molecular-sized modifications which might aid the thermochemical heat
storage performance.

We used Density Functional Theory (DFT) and Molecular Dynamics (MD) algorithms
to investigate these two salts separately, as well as a promising combination of them
(Mg(1−x)Cax Cl2 · nH2O). DFT, in combination with the genetic algorithm USPEX, was
used to study the stability and crystal formation of Mg(1−x)Cax Cl2 · nH2O. It revealed
that the combined structures are less stable than the pure structures with marginal dif-
ferences. Furthermore, DFT-based chemical bonding analyses showed a promising de-
crease in the undesired H–Cl interaction in a Ca-rich environment compared to pure
MgCl2. This is caused by the stronger Ca–Cl interaction and a less polar H2O molecule
in such environment.

In combination with reactive force fields (ReaxFF), MD simulations are used to ana-
lyze the salts’ heat and mass transfer properties. The used ReaxFFs are developed with
a Metropolis Monte Carlo force field optimizer in combination with accurate DFT refer-

ix



x SUMMARY

ence data. The MD studies predict a low thermal conductivity of the salts, comparable
to experimentally observed values. A low thermal conductivity reduces the applicabil-
ity of the salts as TCM in terms of power output and the occurrence of local hotspots.
Furthermore, a Smoluchowski-diffusion-equation-based method showed an extremely
low water diffusion for bulk crystalline salt structures. Low water mobility results in local
overhydrated spots and low power outputs. However, this method also revealed that lo-
cal imperfections in the salt crystal, like cracks, pores, and doping, significantly improve
water diffusion and dehydration. This increased water mobility aids the salt hydrates as
TCM application.

Next to the heat and mass transfer phenomena, it is essential to gain insight into the
salts’ phase equilibria, at which temperatures and vapor pressures the (de)hydration re-
action occurs. For this reason, a ReaxFF Grand Canonical Monte Carlo (ReaxFF–GCMC)
algorithm was developed. The ReaxFF–GCMC algorithm was complemented with the
relative computationally cheap Weeks–Chandler–Andersen (WCA) potential to improve
this algorithm’s efficiency. The alternation between WCA and ReaxFF potential makes
it possible to scan many interactions with the WCA potential and accordingly recom-
pute the most probable situations with the more expensive but accurate reactive force
field. The WCA–ReaxFF–GCMC algorithm captured the deliquesence behavior of MgCl2 ·
nH2O, in agreement with experiments, and showed the multiple-step hydration process
of the salt. A prerequisite for accurately describing the salt–vapor interaction is the accu-
rate description of water vapor. In this respect, the ReaxFF required extra improvement
in terms of long-range dispersion interactions of H2O. This added dispersion interaction
to the ReaxFF for H2O was validated by computing the Vapor–Liquid Equilibrium (VLE)
curve with a Gibbs ensemble Monte Carlo (GEMC) algorithm. This validation required
the developed ReaxFF–GEMC combination.

The newly developed ReaxFF for combined Mg(1−x)Cax Cl2 ·nH2O salt, based on the
combination of the separate MgCl2 ·nH2O, CaCl2 ·nH2O, and H2O ReaxFFs, was used
to explore and analyze doped salts and compare their performance with respect to their
pure counterparts. Comparable to the crystal imperfections, the combined salt results
in improved water mobility. The ReaxFF also confirmed the DFT results of decreased
crystal stability by combining the salts. As a result of the decreased stability, no reduc-
tion of the undesired hydrolysis side reaction (H–Cl formation) was observed despite the
decreased H–Cl interaction for Ca-doped MgCl2 ·nH2O structures.
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INTRODUCTION

Every end has a beginning.

The main application and used methodologies of this dissertation are introduced in this
first chapter. Section 1.1 introduces the thermochemical energy storage concept, section
1.2 introduces the used methodologies, and section 1.3 defines the research outline and
including chapters.

1
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2 1. INTRODUCTION

1.1. THERMAL ENERGY STORAGE
Climate change and environmental degradation, caused by anthropogenic pollution and
greenhouse gas emissions, are one of the major challenges for humanity. With the Euro-
pean Green Deal, the EU committed to a plan where it aims for a climate-neutral society
by 2050 [1]. In other words, an economy with net-zero greenhouse gas emissions. The
vision of this Green Deal follows the Paris Agreement, which is subjected to keep the
global temperature increase to 1.5 oC, or at least well below 2 oC [2]. In the transition
towards a climate-neutral society, a significant cut in greenhouse gas emissions can be
made for the domestic heat demand, since hot tap water and space heating combined
account for 79% of the final energy use of EU households [3]. To reduce this domestic
heat demand, besides conventional measures like upgrading conventional boilers, using
high–performance insulation, and solar collectors, one could aim for a net-zero energy
demand by storing excess heat in times of high supply - e.g., in summer - and use it in
times of high demand - e.g., in winter [4]. Figure 1.1 shows an example of the yearly mis-
match between solar heat supply and domestic heat demand. The annual natural gas
use for a 70 m2 apartment in Eindhoven is given by the red line, which includes both
space heating and hot tap water heating. The estimated heat supply that is yielded by
14 m2 solar collectors in Eindhoven, is given by the blue line. For the computation of
the energy yield by the solar collectors, an efficiency of 50% is assumed and climate data
is taken from the Koninklijk Nederlands Meteorologisch Instituut (KNMI). For the given
year, the total annual energy demand is roughly 88% of the total annual energy yield of
the solar collectors*. The figure clearly shows the mismatch between annual heat de-
mand and solar heat supply. The use of a seasonal heat storage system could bridge the
mismatch between summer and winter, thereby reducing the natural gas demand of the
given apartment. One must note that for the given example, no specific assumption is
made regarding the heat loss that occurs during storage. Furthermore, the given apart-
ment is poorly insulated, in the transition towards a sustainable design this would be the
first step according to the Trias Energetica concept [5]. Upgrading the insulation would
significantly decrease the yearly heat demand.

There are multiple concepts to store excess heat for a later usage. Heat can be stored
in sensible heat storage, latent heat storage, sorption heat storage, or as a combination
of these. In Table 1.1 some examples of these storage concepts are provided, including
some often considered materials. In a sensible heat storage system, energy is stored by
raising a medium’s temperature and thermally insulating it from the environment. Con-
ventional domestic hot water boilers are based on this principle [6]. The advantage is its
simplicity, availability of the medium (most often water), and the maturity of the concept
[4]. However, the volumetric energy capacity for a sensible heat storage system is rela-
tively low compared to the other methods [7, 8], thus one would require large amounts
of it. For example, water with a temperature lift of 70 oC stores 0.29 GJ/m3. In this case,
the illustrated example of Figure 1.1 would require approximately 90 m3 of water. The
estimated volume only regards the required space for the water itself and excludes the
required space for the system (e.g., insulation, heat exchangers, etc.). Additionally, even
a very well insulated water tank loses heat over time, which makes it less suitable for

*For the missing data for the natural gas use from the 1st till the 18th of November 2017, a similar energy
demand is assumed as the first available week - 18–25th of November.
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Figure 1.1: Example of yearly natural gas use for a small apartment located in Eindhoven (including domestic
heating and hot tap water) given in red, versus the energy yield of 14 m2 solar collector with an assumed 50%
efficiency, given in blue.

long–term storage.
In a latent heat storage system, energy is stored in the latent heat for fusion and freez-

ing (respectively, melting and solidification) of a phase–changing material [13, 14]. Ma-
terials used for such a system are known as Phase Changing Materials (PMCs). Due to
the relatively large enthalpy change related to the phase change of the material, it can in
general achieve a 3–4 times higher storage density compared to sensible storage systems
with a temperature lift of 20 oC [9], similar to the previously given example of the hot
water sensible storage system with a temperature lift of 70 oC. The operational thermal
window is limited around the melting / solidification point of the material. This narrow
temperature window resulted in a wide range of PCMs, for different temperatures ranges
[12]. Next to the limited temperature range, PCMs face difficulties regarding (long–term)
chemical stability and dilution effects [15, 16].

The third alternative is sorption heat storage, which is defined as the phenomenon
of fixating a gas or vapor (sorbate) by a condensed liquid or solid (sorbent) [7]. There are
two basic types, physical sorption (physisorption), and chemical sorption (chemisorp-
tion). By physisorption, most often vapor adsorption on a solid surface is considered.
In this case, the main attraction between sorbate and sorbent is based on van der Waals
forces. Whereas by chemisorption, the sorbate is absorbed in the medium, and the at-
traction is dominated by strong ionic and/or covalent interactions. Based on its inter-
actions, chemisorption systems are often referred to as thermochemical energy storage
[7], which will be the used terminology in this thesis. Due to the stronger bonds in-
volved, the latter typically has a larger sorption energy, and thereby it can achieve a
higher storage density [7], up to 1–3 GJ/m3. This is however a theoretical value based
on the reaction enthalpy of the thermochemical material (TCM). In practice, the volu-
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Table 1.1: Examples of volumetric storage densities for different types of storage with some selected materials.
With Tlift as temperature lift for sensible storage, Tmelt as melting temperature for the latent heat storage, and
Tsorp. as desorption temperature for the sorption storage.

System Storage density (GJ/m3) Comment
Sensible
concrete 0.04 ∆Tlift = 20 oC
granite 0.05 ∆Tlift = 20 oC
water 0.08 ∆Tlift = 20 oC
water 0.3 ∆Tlift = 70 oC

Latent
water 0.3 Tmelt = 0 oC

paraffins 0.2 Tmelt ≈ 5–130 oC [9]
salt hydrates 0.3 Tmelt ≈ 5–130 oC [9]

salts 0.6–1.5 Tmelt ≈ 300–800 oC [9]
Sorption
zeolites 0.4–0.6 physisorption

Tsorp. ≈ 150−200oC [10]
salt hydrates 1–3 chemisorption

Tsorp./ 250 oC) [11]
hydrides / oxides 1–3 chemisorption

/ carbonates Tsorp.' 250 oC [12]

metric storage density relies on operating conditions and includes system components
like the heat exchanger, condenser, and material pores [17], which significantly reduces
the overall system density. Nonetheless, it is important to aim for TCMs with a high re-
action enthalpy. In the IEA–SHC Task 42/24 meeting, it was agreed that in order to have
a compatible thermochemical heat storage system it must achieve a 4 to 8 times higher
volumetric storage density than the conventional hot water storage [17]. Next to the
potentially higher storage density, another advantage is that it hardly loses energy over
time because the energy is stored in the bond breaking and formation between sorbate
and sorbent and not as sensible heat. On the other side, with each separate discharging
moment, the TCM itself is heated, resulting in an energy loss related to the thermal ca-
pacity of the material. In general, thermochemical energy storage technology is way less
mature than other storage technologies [4] and still faces many challenges. However,
due to its promising advantages of high storage capacity and no heat losses over time, it
recently attracts much attention [7, 8, 18–22] to overcome these challenges.

This thesis focuses on advanced numerical molecular modeling of potential ther-
mochemical storage materials (TCMs), namely MgCl2 · nH2O and CaCl2 · nH2O (n =
0,1,2,4,6), to study their characteristics and improve their applicability.

1.1.1. THERMOCHEMICAL MATERIALS
As described before, thermochemical energy storage is based on a reversible reaction
between two components, as visualized in Figure 1.2 and according to the reaction:

A+B
 AB +Q.
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Figure 1.2: Visual representation of the thermochemical heat storage concept.

When there is a surplus of heat (e.g., May to October in the example Figure 1.1), the
excess heat (Q) is used to split material AB , via an endothermic reaction, into sorbent
A and sorbate B . When there is a lack of heat (e.g., November to April in the example
Figure 1.1), the sorbent A and sorbate B are combined via an exothermic reaction to
material AB , and heat Q is released. Especially, thermochemical heat storage systems
based on gas–solid sorption mechanisms have theoretical high energy storage densities.
Where the amount of heat that is stored, is the condensation energy of the sorbate plus
the reaction enthalpy of the materials. Since heat is stored in the binding – or to better
say, dissociation – energy between A and B , no sensible heat is lost during (long) inactive
storage periods.

The gas–solid sorption systems can be roughly dived into two groups based on the
bond strength between the sorbent and sorbate, (1) strong chemisorption, and (2) weak
chemisorption [18]. (1) Strong chemisorption systems (e.g., metallic hydrides, hydrox-
ides, carbonates) have a strong bond and thus a high storage capacity. Therefore, they
also require medium to high thermochemical storage operating temperatures, which are
dictated by the reaction equilibrium. Hydrogen systems like metal hydrides and hydrox-
ide systems typically operate at medium temperature (250 < T < 450 oC), carbonates
typically operate at high temperature (T > 450 oC) [23]. Because of the high operat-
ing conditions, these are usually large-scale systems applied in industrial processes. (2)
Weak chemisorption systems (e.g, salt in combination with water, ammonia, ethanol,
or methanol) have a weaker bond strength and thereby lead to lower operating temper-
atures (T < 250 oC). The lower operating temperatures makes them ideal for domestic
heating since these temperatures can be reached by solar collectors for the built envi-
ronment. Most often, weak chemisorption systems make use of salt hydrates in combi-
nation with water vapor because of practical reasons like the presence of water vapor in



1

6 1. INTRODUCTION

the air. These systems make use of the hydration energy of the salt, following:

Sal t · (n −m)H2O(s)+mH2O(g )
 Sal t ·nH2O(s)+Q,

When heated, the salt hydrate dissociates into water and a lower hydrated or anhydrous
salt. Vica versa, if water vapor is added, it hydrates into a higher hydrated salt. Some salts
have multiple hydration levels (n), which allows multiple thermodynamic equilibria. An
ideal thermochemical material (TCM) has a high energy storage density, is affordable,
has high cycle stability with fast kinetics, and should be non-toxic. In this view, large
amounts of different salts have been reviewed [8, 11, 24].

However, these salts in their pure form come with different challenges, like the un-
desired melting for the higher hydrates of CaCl2 ·nH2O [25, 26]; deliquescence of CaCl2 ·
nH2O [24, 27]; the metastable zone around the equilibrium for K2CO3·1.5H2O [28, 29], a
low cyclability [30–32]; high toxicity (GdCl3, NiCl2, Na2S, MnI22, VOSO4, and CuCl2) or
involve toxic side products (HCl and H2S gas) [11, 33–35]; are highly corrosive [36–38];
include slow kinetics [24]; have a low thermal conductivity [39], or come at a high price
and low availability [11]. Therefore, selecting a precious TCM is a trade-off between the
potentially achievable energy storage density and the challenges inherently related to
the characteristics of the material.

Two promising TCM salt hydrates, with a relative high sorption energy (2−3 G J/m3)
are MgCl2 · nH2O and CaCl2 · nH2O (n = 0,1,2,4,6). They are widely available, limit-
ing their costs [33, 40], and the hydration reactions of these salts occur at temperatures
corresponding to domestic heating applications [33, 34]. However, in practice, not all
hydration levels can be reached. Both salts suffer from deliquescence [19] at room con-
ditions, 25oC and a water vapor pressure of 12 mbar [24, 27]. Additionally, CaCl2·4H2O
and CaCl2·6H2O have low melting temperatures in the range of the storage operation
window [25, 26]. Both deliquescence and melting lead to agglomerates and clogging of
the storage system. A major disadvantage of MgCl2 hydrates is irreversible hydrolysis
side reaction when dehydrating the salt at 135 oC [33, 34]. HCl is not only a highly toxic
and corrosive gas, such an irreversible side reaction degrades the storage energy capac-
ity slowly over time. These shortcomings cap the practical use to a smaller selection of
hydration levels (MgCl2·2H2O ↔ MgCl2·6H2O, and CaCl2 ·0H2O ↔ CaCl2 ·2H2O) for the
pristine salts and thereby limit the storage energy density.

Recently, much attention for TCM research is focused on enhancing pure salts to
overcome their drawbacks. Enhancements are investigated regarding combining salts
[31, 41, 42]. Another often studied approach is the addition of carrier materials to in-
crease the stability, cyclability, and/or thermal conductivity. This can be done by en-
capsulation of the salt with shells [43], adding compounds like vermiculite or binders
[44–46], or impregnation of salts in porous materials [47–52]. Unfortunately, addition of
non/low reacting matter leads to a reduction of the energy storage density. Most recently,
promising studies are done by doping of pure salts [53–57] with other salts, or by the
synthesis of (new) double salts [48, 58–60]. These studies on enhanced/new salts show
varying results on important TCM characteristics. Notwithstanding, still many enhance-
ments or combinations are open to explore and more fundamental research is needed to
get a better understanding of the improvement. This thesis covers the use of advanced
atomic and molecular modeling methods to study the promising combination [59, 60]
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of MgCl2 ·nH2O and CaCl2 ·nH2O as TCM.

1.2. INTRODUCTION TO COMPUTATIONAL MODELING

The history of computational methods started in the period during and after the sec-
ond world war. The first electronic computer, the ENIAC (Electronic Numerical Integra-
tor And Computer), was built and used by a team of engineers and scientists (including
John von Neumann and Nicholas Metropolis) to perform simulations for the study and
development of nuclear weapons. The first algorithm ran on this machine was a compu-
tational statistical model that described a thermonuclear reaction written by Metropolis
and co-workers. This model relies heavily on random numbers and is therefore named
Monte Carlo, based on the story of an uncle of one of the co-workers Stanislaw Ulam,
who occasionally borrowed money for gambling in the Monte Carlo casino [61–63]. In
1946, the ENIAC, weighing more than 30 tons and containing more than 17,000 vacuum
tubes, could execute up to 5,000 additions per second [64]†. Currently, modern super-
computers can perform in the order of 1015 (peta) Floating–Point Operations per second
(FLOPS) [65]. Thus, allowing computer simulations that involve a much higher number
of operations to solve and/or predict physical systems’ behavior in all kinds of research
topics – physics, chemistry, biology, astrophysics, climatology, economics, engineering,
and many more.

In material science, computer simulations can be used to understand and predict
the behavior and properties of materials. Of course, one can argue that many of these
properties can also be obtained from experiments – e.g., it is much easier to measure the
freezing point of water than to extract it from a computer simulation [63]. However, this
argument does only hold for experimental conditions near atmospheric conditions for
known materials. In contrast, the strength of computer simulations is that they can be
applied with the same ease at extreme conditions – e.g., at rarefied gas conditions [66],
extreme heat loads [67], or at extreme pressures in geological studies [68]. Next to the
simulation of extreme conditions, computational models can provide valuable insight
at scales which are hard to observe [69, 70], or models can be used as an exploratory tool
for new/undiscovered materials [71–74].

In this work, multiple computational models are used – Density Functional Theory
(DFT), Molecular Dynamics (MD), and Monte Carlo (MC) methods – from the electronic
level up to the atomic and molecular level. For the DFT section, we mainly follow the
original papers of Hohenberg, Kohn, and Sham [75, 76], as well as the reviews by Martin
[77], Fiolhais et al. [78], and Tranca [79]. For the molecular sections, we mainly follow
the book by Frenkel & Smit [63], and the review paper by Goga et al. [80]. For the reactive
force field sections, we mainly follow the original papers by van Duin et al. [81, 82], and
for the force field optimizer the paper by Iype et al. [83]. In this introductory, chapter
they will be briefly introduced, and relevant parts are discussed in further detail in the
concerning chapters. The models were computed on an in-house high–performance
computer or the Dutch national high–performance computing facility Cartesius.

†approximately 500 FLOPS.
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Figure 1.3: ENIAC, first large-scale electronic computer (U.S. Army photo, ca. 1947-1955)

1.2.1. DENSITY FUNCTIONAL THEORY
In order to study chemical interactions between electrons, atoms, and molecules, Den-
sity Functional Theory (DFT) is used in this work. The basics are explained in this sec-
tion. However, to fully understand the basics, first the many-body Schrödinger relation
is introduced. The well-known Schrödinger equation is a linear partial differential equa-
tion which includes the wave function of a quantum-mechanical system. For a non–
relativistic‡ time–independent§ system, it is given by:

H |Ψ〉 = E |Ψ〉 (1.1)

or, more specific for a non–magnetic system with M atoms and N electrons:

H ·Ψ(r1,r1, ...,rN ,R1,R1, ...,RM ) = E ·Ψ(r1,r1, ...,rN ,R1,R1, ...,RM ), (1.2)

with H as the Hamiltonian, Ψ the many-body wave function, and E the energy of the
system. In the further reading, all capital indexes refer to the nuclei and lower case in-
dexes refer to electronic properties. r are the electronic positions, and R are the nuclear
position. For the given system, the wave function has a 3(N + M) dimensional space.
In essence, this equation can be used to theoretically describe and/or predict structures
and properties of atoms, molecules, solids, and eventually new materials. It is however
still far from a straightforward implementation and except for some very simple systems
– like the particle in a box or the hydrogen atom – it is impossible to solve analytically. To
solve many-body systems, some approximations and theorems are needed.

‡Assumption that all of the elements move a speed much lower than the speed of light.
§The solution of the time–independent Schrödinger equation results in stationary states, and the probability

density is independent of time.
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The Hamiltonian of equation 1.2 is a summation of the kinetic energies (T ) and inter-
particle potentials (V ), it can be written as:

H = Hnucl +Tel +Vnucl-nucl +Vnucl-el +Vel-el, (1.3)

with the index nucl for the nuclei, and el for the electrons. The first simplification step
is led by the adiabatic, or so called Born–Oppenheimer, approximation [84]. It assumes
that the wave function for nuclei and electron can be treated separately, based on the fact
that electrons are much lighter than atoms. As a result, the electrons will instantaneously
adapt to the heavier nuclei position, and from an electronic point of view, the atoms can
be seen as fixed points in space. This approximation decouples the motion of electron
from the motion of nuclei. As a results, equation 1.3 can be written in an electronic part:

Hel({ri }; {Rfix}) = Tel({ri })+Vnucl-el({ri }; {Rfix})+Vel-el({ri }), (1.4)

and a nuclear part:

Hnucl(R) = Tnucl(R)+Vnucl-nucl(R)+Eel(R). (1.5)

In which Vnucl-nucl(R) is the repulsive Coulomb interactions between nuclei, and Eel(R)
is the energy of the electronic system with nuclei at positions R . For conciseness, in
the remaining explanation, we will focus on the electronic interactions. Using Rydberg
atomic units and setting the constants to ħ = 1,me = 1

2 ,e2 = 2,c = 2
α = 274.074¶, the

kinetic and potential Hamiltonian contributions can be written as [79]:

Tel =−
N∑

i=1
∇2

ri
, (1.6)

Vel-el =−
N∑

i , j=1;i 6= j

1∣∣r i − r j
∣∣ , (1.7)

Vnucl-el =−
N∑

i=1

M∑
I=1

ZI

R I − r i
. (1.8)

The Born–Oppenheimer approximation, reduces the complexity by a lot, without losing
much accuracy. However, it would still be an enormous task to solve the Schrödinger
equation based on equations 1.4 and 1.5. Only the electronic part of the Schrödinger
equation already operates in a 3N dimensional space, and it would require an enormous
amount of computational power to solve for a system including more than just a few
electrons. At this point, DFT and its approximations come to the scene.

The Hohenberg-Kohn theorems Instead of solving the demanding wavefunctions, DFT
uses the charge density to solve the electronic system. This treatment reduces the 3N -
dimensional space to a 3-dimensional one. To achieve this reducement, DFT is based on
two theorems by Hohenberg and Kohn [75]. The first theorem states that: the external

¶Energy: 1 R y w 13.6058 eV , and length scale is the Bohr radius αB = 0.529177 Å
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potential Vext(r ) acting on a system of electrons is a unique functional of the electronic
density ρ(r ). Given that the interaction between the nuclei and electrons is known via:

Enucl-el
[
ρ
]= ∫

ρ(r )Vnucl-elr dr , (1.9)

and the assumption that ρ(r ) is correct, this provides that the ground state electronic
energy E equals [75]:

E
[
ρ(r )

]≡ ∫
ρ(r )Vnucl-el(r )dr + (Tel +Vel-el)

[
ρ(r )

]= ∫
ρ(r )Vext(r )dr +F

[
ρ(r )

]
. (1.10)

where F
[
ρ(r )

]
is an unknown but universal functional, valid for all electronic systems

and any external potential. The second theorem is related to the variation principle and
states that: E is at its minimum for the correctρ(r ) ||. Thus, the energy of an approximated
solution E

[
ρ′] is always higher than the true ground state of the system E0

[
ρ0

]
.

E
[
ρ′]> E0

[
ρ0

]
. (1.11)

With these two theorems, and if F
[
ρ(r )

]
is known and sufficiently simple, the solution of

equation 1.10 would merely be an minimization problem of the electronic density func-
tion in a 3-dimensional space. Unfortunately, the unknown universal function F

[
ρ(r )

]
has to be solved.

The Kohn–Sham equations Where the Hohenberg–Kohn theorems provides us with
the statement that the ground state of an electronic system can be reached by a mini-
mization of E with respect to ρ(r ). The Kohn–Sham equations [76] construct a method
to approximate E

[
ρ
]
, which is needed to compute E . First, it is convenient to separate

the long range Coulomb interactions – which we will name EH because its analogy to the
classical treatment of Hartree – from F

[
ρ(r )

]
and describe it in the classical way:

F
[
ρ(r )

]= EH +G
[
ρ(r )

]= ∫ ∫
ρ(r )−ρ(r ′)

|r − r ′| dr dr ′+G
[
ρ(r )

]
, (1.12)

and the ground state total electronic energy (equation 1.10) becomes:

Eext
[
ρ(r )

]= ∫
ρ(r )Vext(r )dr +

∫ ∫
ρ(r )−ρ(r ′)

|r − r ′| dr dr ′+G
[
ρ(r )

]
. (1.13)

In which G
[
ρ(r )

]
is a universal function like F

[
ρ(r )

]
. Kohn–Sham proposed a method to

approximate G
[
ρ(r )

]
by separation in single non-interacting electrons

(
Ts

[
ρ(r )

])
con-

tributions and an exchange correlation energy Exc
[
ρ(r )

]
, whose ground state density

equals the ground state density of the interacting system ρs(r ) = ρ(r ).

G
[
ρ(r )

]≡ Ts
[
ρ(r )

]+Exc
[
ρ(r )

]
. (1.14)

With the non-interacting one-particle kinetic energy Ts,i and the one-particle potential
vs,i , the one-particle Schrödinger equation can be exactly solved to obtain the single

||Under the condition N = ∫
ρ (r )dr .
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particle orbitalφs,i . The total Ts is obtained via simple summation of all non-interacting
single particles:

Ts
[
ρ
]= N∑

i=1
〈φs,i

([
ρ
]

,r
) |−∇2

i |φs,i
([
ρ
]

,r
)〉. (1.15)

The exchange and correlation energy describes the difference between the true elec-
tronic Hamiltonian Hel and the approximated system:

Exc
[
ρ
]= (

Tel
[
ρ
]−Ts

[
ρ
])+ (

Vel-el
[
ρ
]−EH

[
ρ
])

. (1.16)

With the single-particle contribution, Eel is given by rewriting equation 1.13:

Eel =
∫
ρ (r )Vext (r )dr +

∫ ∫
ρ (r )−ρ (

r ′)
|r − r ′| dr dr ′+Ts

[
ρ
]+Exc

[
ρ
]

. (1.17)

Via a variation principle and regrouping of the Kohn–Sham equation one obtains:

vs
([
ρ
]

,r
)=Vext (r )+

∫
ρ

(
r ′)

|r − r ′|dr ′+Vxc
[
ρ
]

, (1.18)

with

Vxc[ρ] = δExc
[
ρ
]

δρ(r )
. (1.19)

Accordingly, the density can be found by solving for all given electrons (N ) the one-
electron Schrödinger equation:{−∇2 + vs

([
ρ
]

,r
)}
φs,i = εs,i ·φs,i , (1.20)

and,

ρ(r ) =
N∑

i=1
|φs,i (r ) |2. (1.21)

By iterating ρ (r ) over the Kohn–Sham equations 1.18–1.21, until self–consistency, one
can start with an estimated ρinitial (r ) and end with a good approximation of the true
ρ (r ).

In the end, the only unknown is the energy and correlation function Exc
[
ρ(r )

]
. How-

ever, there are good approximations for this term, for example, a well-known basic ap-
proximation, under slow varying ρ(r ), gives Exc

[
ρ(r )

]
equal to [76]:

Exc
[
ρ (r )

]= ∫
ρ (r )εxc

(
ρ (r )

)
dr . (1.22)

εxc in the equation above, is the exchange correlation function of a single electron in a
uniform electron gas, which can be exactly analytically computed. This approximation
for Exc, is called the local density approximation (LDA) [76], which is the oldest** and
probably most simple one. However, since then, much more advanced exchange and
correlation functions are successfully introduced, like the Generalized Gradient Approx-
imation (GGA).

**Already introduced in the original paper that introduced the Kohn–Sham equations
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The groundbreaking work of DFT – more precisely, the ability to solve the Schrödinger
equation for larger systems – has brought the field of computational chemistry much fur-
ther [85], and provided the science community with key insights. However, despite the
simplifications and recent improvements, it is still a computationally demanding task to
solve. Thereby, plane–wave DFT is limited to systems up to. 1000 atoms, when ran on
a supercomputer facility. For larger systems, more approximations are needed, and one
can use molecular methods as explained in the following sections.

1.2.2. MOLECULAR MODELS

DFT solves atomic interactions on an electronic level with high accuracy. However, due
to the high computational cost, it can only be applied to a limited set of atoms. Molecu-
lar Dynamics (MD) and Monte Carlo (MC) molecular methods do not explicitly include
electronic interactions but treat atomic interaction via empirical potentials. This sim-
plified approach is in favor of the computational cost, where the number of bodies is
reduced to the atoms†† and allows much larger numbers of atoms to be simulation over
a longer time period. In MD and MC simulations, instantaneous information is mea-
sured, like the atomic positions, velocities, and their interacting forces. However, in ex-
periments, this information is not measured, but rather macroscopic properties like the
temperature and pressure averaged over the time and volume of the experiment [63].
The relation between these different computational "experiment" measurements and
the real-world experiment is described by statistical mechanics. Therefore, before the
MD and MC methodologies are introduced, one must first understand their fundamen-
tals in statistical mechanics.

STATISTICAL MECHANICS

Statistical mechanics arose from classical thermodynamics and acts on the interface be-
tween classical mechanics and quantum mechanics (QM). Classical mechanics is used
to model the exchange of energy by the description of macroscopic (measurable) sys-
tem parameters like the temperature and pressure near equilibrium. It is considered
macroscopic because of the use of the large scale measurable and empirical description
of a system, without the microscopic description of individual particles like molecules,
atoms, electrons, and quantum-mechanical states. The microscopic interpretation of
this concept was later provided with the development of statistical mechanics, mainly
attributed to Ludwig Boltzmann, James Clerck Maxwell, and Josiah Willard Gibbs. A
mathematical framework is offered with statistical mechanics, which relates the clas-
sical thermodynamic description of matter to their constituent particles and their inter-
actions. This relation is made with statistical methods and probability theories on large
collections of microscopic states called ensembles. All possible states that can be found
of a system are called the state space, and the microscopic states in the ensemble (prob-
ability distribution over states) are virtual, independent copies of the system’s various
states in the state space. Different equilibrium ensembles can be considered [86, 87],
from which the three most commonly discussed and used ensembles in MD and MC
are discussed below. In the limit of many particles, these systems describe an identical

††or clusters of atoms for example in coarse-grained models
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macroscopic behavior, and it is a matter of convenience which ensemble is used for the
problem to be studied [88].

Micro–canonical (NVE) ensemble An ensemble in which the number of particles N ,
the volume V , and the total energy E is specified, is considered to be the micro–canonical
ensemble. The other properties, for instance, the temperature T or pressure p, are al-
lowed to fluctuate. Based on the postulate of equal a priori probabilities: "A system
has an equal probability of being in any microstate that is consistent with its current
macrostate", the micro–canonical ensemble contains, with equal probability, states that
are consistent with the given specifications. This gives a probability P = 1/W of finding
a state equals, in which W are the number of microstates within the range around E .
The macroscopic function related to this ensemble is the Boltzmann entropy, given by
S = kB logW , where kB is the Boltzmann constant.

Canonical (NVT) ensemble An ensemble in which the number of particles N , the vol-
ume V , and the temperature T is specified, is considered to be the canonical ensemble.
The other properties of the system are allowed to fluctuate. The temperature is speci-
fied by equilibrating the system with a heat bath that has given a precise temperature.
The states in the ensemble are found with the probability depending energy E(N ,V ) of
the state, which gives the canonical partition function of the ensemble: Z (N ,V ,T ) =∑

j e−E j (N ,V )/kB T . The macroscopic relation to this ensemble is the Helmholtz free en-
ergy: F = −kB T log Z . The characteristics and practice of fixing N , V , and T , makes it a
convenient and often used ensemble in Molecular Dynamics.

Grand–canonical (µVT) ensemble An ensemble in which the chemical potentialµ, the
volume V , and the temperature T is specified, is considered to be the grand–canonical
ensemble. The other properties of the system are allowed to fluctuate. This means that
the number of particles N is allowed to fluctuate, and it is a useful ensemble to study
the loading of molecules (N ) at a given chemical potential, depending on the temper-
ature and pressure. The Grand–canonical partition function is given by: Z(µ,V ,T ) =∑

j e−(E j −µN j )/kB T .

MOLECULAR DYNAMICS
Molecular Dynamics (MD) is a computational algorithm that models a system from a
molecular approach by basically sampling a statistical ensemble (NV T, N pT, NV E) over
time. The first MD simulation [63], performed by Alder and Wainwright in 1956, was a
model of sphere particles [89]. To avoid criticism, they modeled hard spheres because
the dynamics are exactly known and the results were not an effect of computer arith-
metic [90]. Not much later, in 1959, the first "real" materials were modeled in the inves-
tigation of radiation damage in copper [91].

MD is based on treating atoms as classical objects via point masses; these atoms are
given an initial velocity v and position r , and interact with each other via an interatomic
potential E :

−∇E(r ) = F (r ) = m
d 2r

d t 2 , (1.23)
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with F as the interacting force. The interatomic potential is described in a force field
that captures relevant physical forces like van der Waals and Coulomb forces. In the next
section, this will be discussed in more detail. With many-body systems (N > 2) we have
a system that can not be solved analytically, and integration of Newton’s laws of motion
is used to solve the dynamics of the system. There are multiple integration methods,
from which the stable velocity Verlet [92] is an often used one. It gives position of the
consecutive time step via:

r i (t +∆t ) = r i (t )+v i (t )∆t + 1

2

d 2r i (t )

d t 2 ∆t 2, (1.24)

and the velocity of the consecutive time step via:

v i (t +∆t ) = v i (t )+ 1

2

(
d 2r i (t )

d t 2 + d 2r i (t +∆t )

d t 2

)
∆t . (1.25)

∆t is the time step, which is desired to be large to increase the simulated time but must be
small enough to avoid large computational errors. When reactive force fields are used,
∆t is most often 0.25 fs (0.25× 10−15s) to include vibrational frequencies of molecular
bonds which are in the order of 1013 −1014 Hz.

In practice, MD is used to study many-body systems from which the average behav-
ior can be taken by solving the system over a natural time evolution. It is thereby con-
sidered to be ergodic‡‡, and microstates of the entire state space are sampled. It is a
powerful method from which many systems and properties can be studied. However,
the ergodic hypothesis requires that the measured time is greater than the longest re-
laxation time in the system, making the study of "slow" events (e.g., rare events, slow
diffusion processes, nucleation) cumbersome or even impossible by simple MD.

Reactive and non-reactive force fields The interactions between the atoms in an MD
simulation are described with a force field. There are many different force fields avail-
able, which are not necessarily good or bad. They rather describe different interac-
tions and are developed for different applications, phenomena and/or materials. For
example, Siepmann and Martin developed numerous transferable force fields regard-
ing phase equilibria (TraPPE) [93, 94]; Calero and coworkers [95–99] developed force
fields for porous media; in the group of van Duin, many reactive force fields (ReaxFF)
are developed to study reactive systems [81, 82]. In our group, and in this work, multiple
reactive force fields to model TCMs are developed regarding CaCl2 ·nH2O (chapter 3),
MgCl2 ·nH2O [100], H2O and CO2 (chapter 5), and Cax Mg1−x Cl2 ·nH2O (chapter 7).

Most force fields are a summation of the intermolecular and intramolecular forces,
as given in Figure 1.4. The intramolecular forces, are associated with chemically bonded
(Ebonded atoms within the same molecule, like chemical bonds, bond angles, and bond
dihedrals. The intermolecular forces are associated with nonbonded (Enon-bonded) atomic
interactions, like dispersion and electrostatic forces.

E =Ebonded +Enon-bonded

=Ebond stretch +Ebond angles +Etorsion + ...+Edispersion +Eelectrostatic + ...
(1.26)
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Figure 1.4: Example of intra- and intermolecular bonds.

In many non-reactive force fields, the bonded interaction like bond stretch and bond
angles are described with a harmonic potential [97, 98] Ebond angle = k(r−r0)2, Ebond stretch =
kb(θ−θ0)2. With kb and kθ as elastic constants. r , r0, θ and θ0 are the bond distance,
equilibrium bond distance, angle, and equilibrium angle, respectively. For some appli-
cations, it turns out that rigid molecules with fixed bonds and angles are sufficient to
reach a high enough accuracy [99]. In non-reactive force fields, the nonbonded van der
Waals term is often described with the well-known Lennard–Jones (LJ) potential, and the
electrostatic term is often computed with the Coulomb equation [63, 93–99] in combi-
nation with the Ewald summation [101].

Enon-bonded = ELJ +ECoulomb = 4ε

[(σ
r

)12
−

(σ
r

)6
]
+ qi q j

4πε0r
(1.27)

with r as the interatomic distance, ε0 as the electric constant, and ε, σ, qi , and q j are
parametrized values of the Lennard–Jones energy parameter, atomic diameter, and par-
tial charges for atoms i and j , respectively. The first term of the LJ potential repre-
sents the short-range repulsive term between atoms; the second term of the LJ potential
represents the long-range attractive dispersion term (1/r 6); the third term represents
the Coulomb interaction. The given LJ potential is an example of a 2-body interaction.
Many-body interaction potentials are also available at the cost of a higher computational
power but result in a higher accuracy for polarization or dispersion effects. Furthermore,
bond stretching, angle bending, and torsion forces correspond to 2-body, 3-body, and 4-
body interactions terms, respectively. Non-reactive force field have been successful in
the modeling numerous atoms and molecules. However, these potentials are in general
only applicable near equilibrium with a fixed charge and reactivity and are therefore, not
applicable to study reactive systems with including transition states or undergo chemical
changes [102]. In this sense, multiple alternative reactive force fields have been devel-
oped.

The Embedded-Atom Method (EAM) [103, 104] introduced the concept of a local
electronic density function, in which the atom is embedded, that allows the bond strength
between atoms to change. The EAM method is considered to be a good descriptor to

‡‡A system for which time averages and ensemble averages are equal is said to be ergodic.
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metals and alloys. However, the lack of angular terms makes it less convenient to use
for systems with strong covalent bonds. Similar or related methods are known, like the
Finnis-Sinclair potentials [105], the modified embedded-atom method (MEAM) [106],
and the Stillinger-Weber potentials [107]. These methods consists out of a distinguish-
able energy terms to model the reaction and are therefore considered as separated for-
mat bond-order concepts. Alternatively, integrated formats are developed to model re-
active systems, this second format integrates the bond-order in the potential energy
term [102]. The first integrated method was introduced by the Abell model [108] in which
the included bond-order term depends on the local environment of the bonded atoms.
Tersoff [109, 110] improved this method by adding effects of the angles and symme-
try to the bond-order term §§, and Brenner extended it by adding a coordination term
which enables modeling of radicals [111], and later on, with angular and coordination
terms to improve the method for carbon-based materials [112]¶¶. The Tersoff poten-
tials are considered to be a good descriptors of semi-conducting materials. The limita-
tion of these traditional reactive force field, is the lack of dynamical (variable) atomic
charges which are allowed to change during the simulation. This is solved by two more
recent developed methods, namely the charge-optimized many-body (COMB) method
[113–118], and the reactive force field (ReaxFF) method [81, 82]. Both methods allow
variable-charged atoms that can change during the simulation. The COMB method
bases the bond-order directly on the coupled dynamical computed charges, as function
of the environment. It determines the charge state of an atom or ion and the type and
strength of the bond follows automatically. ReaxFF determines the bond-order directly
on the interatomic distance. ReaxFF is originally developed for hydrocarbon systems
[81], which has led the focus on reproducing energy barriers, while the EAM and COMB
methods are developed from a material science point of view and focus rather on elastic
properties [119]. Next to classical treatments of atoms in molecular modeling, there are
also some semi-emperical QM based methods like the Density Functional Tight Binding
(DFTB) [120] approach, that allow the treatment of large systems. DFTB is an approx-
imate method for DFT, thereby, a step closer to ab-initio modeling. It uses pseudopo-
tentials as interatomic energy descriptors. It is approximately one order of magnitude
slower than reactive force fields, and depending on the system system or property inves-
tigated it can offer a better or worse description when compared with ReaxFF [121–123].

In this work, mainly the ReaxFF formulism*** is used, based on the general descrip-
tion of reactive systems by which TCMs can be studied [40, 125, 126]. Modeling of bond
breaking and formation is at the expense of a higher computational cost. However, it is
still many orders of magnitude faster than QM methods like DFT. ReaxFF was initially
developed by the van Duin group [81, 82] and aimed to bridge the gap between QM cal-
culations and non-reactive MD. Next to the ability of modeling chemical reactions, it
also leeds to the fact that an atom in a different configuration (e.g., oxygen in MgO, H2O,
or O2) is described by the same parameters. The potential in ReaxFF is a summation of
different energy terms:

ERxFF = Ebond +EvdW +ECoul +Eval +Epen +Eunder +Eover +Etors +Econj +Eothers. (1.28)

§§Known as the Abell-Tersoff or Tersoff potential.
¶¶Known as the Abell-Tersoff-Brenner, Brenner, or REBO potential.
***Implemented in the Software for Chemistry & Materials (SCM) [124] modeling package.
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Figure 1.5: Interatomic distance dependency of the carbon–carbon bond order, given by equation 1.29.
Reprinted with permission from A. C. T. van Duin, S. Dasgupta, F. Lorant, and W. A. Goddard, The Journal
of Physical Chemistry A 2001 105 (41), Copyright 2021 American Chemical Society.

In this summation, the non-covalent bonded interactions are described with the terms
EvdW and ECoul, which account for the van der Waals and Coulomb interactions, respec-
tively. The Ebond term accounts for the covalently bonded atoms. The terms Eval, Etors,
Epen, Eunder, Eover, and Econj describe the valence and torsion contributions, ’penalty’
energies, under- and over-coordination, and conjugated systems, respectively. Eothers

can include other terms for specific systems, like H–bonds or extra dispersion interac-
tions (see Chapter 5). The bond order (BO) between atoms is described by a summa-
tion of empirical relations for the σ–bond (BOσ

i j ), the π–bond (BOπ
i j ), and the ππ–bond

(BOππ
i j ). These terms depend on the distance ri j between the atoms i and j [81].

BOi j = BOσ
i j +BOπ

i j +BOππ
i j

= exp

[
pbo1

(
ri j

rσ0

)Pbo2
]
+exp

[
pbo3

(
ri j

rπ0

)Pbo4
]

+exp

[
pbo5

(
ri j

rππ0

)Pbo6
]

,

(1.29)

in which rσ0 , rπ0 , and rππ0 are the bond radii for the σ, π, and ππ bond, respectively. The
pbo values are fitted parameters to experimental or first–principle results. Each BOi j

term has a maximum value of 1, and when all bond-orders contribute BO could add up to
3. An example of this bond–order relation is given in Figure 1.5. As mentioned before, the
ability of dynamical charges is an important feature of ReaxFF, which enables accurate
modeling of reactive systems. In ReaxFF the Electronegativity Equalization Method [127]
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(EEM) is used to compute atomic charge distributions.
Independent on the type of force field, their parameters need to be obtained. This

can be done by parameterization using reference data. For example, to optimize the
nonbonded interactions, reference data from experiments can be used. For the bonded
parameters, QM reference data (like DFT) can be used, which will be discussed within
the next subsection.

(METROPOLIS) MONTE CARLO
Monte Carlo (MC) methods are a group of computational algorithms that use repeated
random sampling to obtain numerical results. As mentioned before, the first algorithm
to run on an electronic computer was an MC algorithm. In 1953, Metropolis, Rosen-
bluth, Rosenbluth, Teller, and Teller improved the efficiency and developed the Metropo-
lis Monte Carlo method [128], which ran on the MANIAC computer in Los Alamos [61].
Compared to standard MC, "Instead of choosing configurations randomly, then weight-
ing them with exp(−E/kT ), we choose configurations with a probability exp(−E/kT )
and weight them evenly."[128] In this way, statistical ensembles can be sampled more
efficiently, and similar to MD, macroscopic properties can be obtained from these en-
sembles. In contrast to MD, it does not use time integration to sample the state space
but a stochastic approach. The study of dynamical properties are thereby not directly
possible. However, the non-dynamical behavior is also its strength, where high energy
barriers, rare events, and slow diffusion – too computational time consuming for MD
– can be circumvented by smart MC algorithms. For practical efficiency, new states in
the MC ensemble are generated by performing trial moves (modifications) from the old
state. In this way, only minor modifications near the realistic previous state are explored,
thereby, improving the acceptance probability of the new state. It thereby performs a
random walk over the Markov Chain, and the moves are accepted or rejected based on
the probability of finding the system in a certain state and the probability of attempting
the trial move [63]. Different trial moves can be performed, e.g., translation, rotation,
(re)insertion, or deletion of a molecule or atom [129]. Each move has its own acceptance
rule. The acceptance rule for basic translation is given as an example below [63].

acc(o → n) = min
[
1,exp(−β[En −Eo])

]
, (1.30)

with acc(o → n) as the acceptance probability of going from the old (previous) state to a
new state, β is the reciprocal of the thermodynamic temperature β= 1/kB T , T as abso-
lute temperature, En the energy of the new state, and Eo as the energy of the old state.
The outcome of each move contributes as a new state to the ensemble of all states.

Metropolis Monte Carlo force field optimization Force fields empirically describe the
interaction potentials between atoms in a molecular model. Parameters of these empir-
ical potentials can be obtained from fitting them to a reference data set with a known
result. A ReaxFF force field contains many correlated parameters (À 100). This gives an
enormous state space of combinations of parameters. To efficiently scan this large state
space, one could also use the Metropolis Monte Carlo (MMC) algorithm [83], analogous
to the Metropolis Monte Carlo to sample the large state space of a molecular system ef-
ficiently. The MMC force field optimizer aims to minimize the cumulative squared error
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(Error) of the energy difference between the force field and the corresponding reference
data:

Error =
n∑

i=1

[
Xi,ref −Xi,ff

σi

]2

. (1.31)

With Xi ,ref as reference data – for example from accurate QM DFT data – and Xi ,ff as
corresponding values computed with the force field. Each data point i in the reference
set can be weighted with σi , to emphasize specific interactions during the optimization.
The MMC algorithm searches for the global minimum of the cumulative error by ran-
domly modifying a set of selected force field parameters every MC cycle. After the mod-
ification, the new error (Errornew) is calculated with the new force field. Accordingly, the
new set of force field parameters are accepted according to:

P = min

1,exp
−

(
Errornew −Errorold

kB T

) (1.32)

With Errorold as the previous cumulative error of the old force field, and T is an artificial
absolute temperature. In this way, if the error is lower, the force field modifications are
accepted; if the error is higher, the modifications are accepted with a probability related
to the Boltzmann distribution. By simulated annealing, T decreases slowly over the cy-
cles, initially larger error are accepted (high T ) than towards the end of the optimization
(low T ). This allows escaping local minima of the state space in the beginning of the op-
timization, and eventually explores the area close to the lowest found error. Reference
data (Xi ,ref) can include all kinds of information, for example, information on charges,
heat of formation, bond stretching, bond bending of gas molecules, equation of state,
reaction enthalpies, proton shifts. It is vital that the reference date set contains relevant
data regarding the problem to be studied.

1.3. THESIS OUTLINE
This thesis uses multiple molecular level methods to study the potential use of com-
bined salt hydrates, based on MgCl2 and CaCl2, for thermochemical heat storage. These
methods include the very fundamental ab–initio level computations via Density Func-
tional Theory (DFT), up to the all-atomic models covering reactive (ReaxFF) Molecular
Dynamics (MD) and Monte Carlo (MC) algorithms. The thesis is constructed in a way
where it starts from the smallest scale (DFT), and goes up to the large modeling scales
(MD and MC). Most chapters are published in a peer reviewed journal, in this case, the
only minor changes to the original published work regard referencing to work also pre-
sented in this thesis.

Chapter 2: Chemical Analysis of Doped Salts Hydrates
This chapter contains the research regarding the most fundamental modeling level of
this thesis. Using DFT in combination with advanced chemical bonding analysis, the po-
tential thermochemical heat storage material of combined MgCl2 and CaCl2 are studied
and characterized in terms of crystal stability, volumetric energy density, and hydrolysis
resistance. This chapter is published as peer reviewed paper and is entitled: Exploring the
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Electronic Structure of New Doped Salt Hydrates, Mg1–x Cax Cl2·nH2O, for Thermochemi-
cal Energy Storage [130].

Chapter 3: ReaxFF Development and Application for Calcium Chloride Hydrates
After the previous chapter provided insight into the chemical bonding and reactivity of
Mg/Ca salt hydrates, this chapter focuses on the development and validation of a reac-
tive force field (ReaxFF) for MD and MC. In this sense, the development of the ReaxFF for
pristine CaCl2 ·nH2O hydrates is discussed. Next to CaCl2, there is a ReaxFF developed
and validated for MgCl2 ·nH2O collaboration with A. D. Pathak [100]. However, this will
not be discussed in this chapter. This chapter is published as peer reviewed paper and is
entitled: Development of a Reactive Force Field for CaCl2·nH2O, and the Application to
Thermochemical Energy Storage [131].

Chapter 4: Advanced Diffusion Methods for H2O in Salt Hydrates
In order to gain insight into water mobility in and around TCMs, the diffusion of water
is studied in this chapter. This mobility is an important design parameter for thermo-
chemical heat storage applications, since it affects storage properties like the power out-
put, and could prevent agglomerations. To obtain diffusion coefficients from MD, most
often the well-known Einstein’s method or Green–Kubo method is used. However, these
are not valid in and around inhomogeneous system, where a partly hydrated salt that
is surrounded with vapor is a inhomogeneous systems. Additionally, local diffusion in-
formation is needed to study the effects of pores, cracks, and voids. In this chapter, a
diffusion tool based on the survival probability of particles in a small bin near the region
of interest is explained and applied on CaCl2·2H2O. This chapter is submitted to a peer
reviewed journal and is entitled: Advanced diffusion methods for H2O in salt hydrates.

Chapter 5: ReaxFF for Vapor–Liquid Equilibrium
To accurately study (de)hydrated salts utilizing MD and MC models it is crucial to have
a reliable force field that can describe H2O in vapor as well as liquid phase. Therefore, in
this chapter, the development of a H2O ReaxFF force field is discussed. Furthermore, this
new ReaxFF is tested and validated with a newly developed Gibbs Ensemble (GE) ReaxFF
model. This model is able to obtain vapor-liquid equilibriums of fluids at saturation
conditions. Next to the development of the new force fields, the development of this new
GE-ReaxFF is extensively discussed. This chapter is published as peer reviewed paper and
is entitled: Gibbs Ensemble Monte Carlo for Reactive Force Fields to Determine the Vapor–
Liquid Equilibrium of CO2 and H2O [132].

Chapter 6: ReaxFF for Hydration Characteristics of Salts
In the previous chapter, the development of the GE–ReaxFF model is discussed. This
model forms the foundation of the newly developed Grand–canonical Monte Carlo (GCMC)
ReaxFF model. This chapter describes the development of the GCMC–ReaxFF model.
Furthermore, the newly developed algorithm is applied to pure MgCl2·nH2O to study its
hydration characteristics. This chapter is published as peer reviewed paper and is entitled:
Reactive Grand–Canonical Monte Carlo Simulations for Modeling Hydration of MgCl2.
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Chapter 7: ReaxFF Development and Application for Combined Salt Hydrates
Building on the previous chapters, this chapter discusses the development of a new reac-
tive force field for the combined salt of Mg1−x Cax Cl2·nH2O. By means of this force field,
the potential for this combined salt as thermochemical heat storage material is studied,
and import storage properties have been characterized for the new salt.

Chapter 8: Conclusion & Outlook
A conclusive chapter that summarizes and discusses the findings of this thesis. Addi-
tionally, we hypothesis on possible future directions of this research field.
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CHEMICAL ANALYSIS OF DOPED

SALTS HYDRATES

Cutting the uncuttable.

The word atom is derived from the Greek
word atomos, which means "uncuttable".

ABSTRACT: Both MgCl2·nH2O and CaCl2·nH2O have their own shortcoming characteristics within
the operational temperature of the thermochemical heat storage applications. While the higher hy-
drates of CaCl2·nH2O (n=4,6) have a low melting point, the lower hydrates of MgCl2·nH2O (n=0,1,2)
can form the highly toxic and corrosive HCl gas. Both shortcomings cap the individual use of these
salts to a restricted range of the available hydrates. A combination of these two salts showed to have
the potential to overcome these shortcomings. This chapter focuses on finding stable configurations
of potential superior salt hydrate combinations by using the evolutionary algorithm USPEX as well
as manual mutations of known pristine structures. The new found structures are less stable than
the pure salts, but stable enough to be combined. Extensive electronic density derived tools, like the
DDEC6 bond orders and net atomic charges, as well as Bader topological analysis, are used to pre-
dict the HCl gas formation based on the chemical environment in the new metastable structures. We
find that doping MgCl2 ·nH2O with calcium is considerably reducing HCl formation compared to
its pure form. Caused by a combination of the stronger Ca–Cl interaction than Mg–Cl, and a less po-
lar H2O molecule in a calcium environment than in an magnesium environment. This provides the
possibility to shift the p,T–equilibrium curve of HCl outside the thermal storage operational window.

This chapter is published as peer reviewed article: Heijmans, K., Tranca, I.C., Gaastra-Nedea, S.V. and Smeul-
ders, D.M.J., Exploring the Electronic Structure of New Doped Salt Hydrates, Mg1–x Cax Cl2 ·nH2O, for Ther-
mochemical Energy Storage. The Journal of Physical Chemistry C, 124(45), pp.24580-24591 (2020).
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In the transition towards a new energy society, based on renewable sources, a long
term energy storage is key to bridge the mismatch between solar irradiation and heat
demand of different users. Such a system can make a major contribution, since hot tap
water and space heating combined account for 79% of the final energy use of EU house-
holds [3]. Therefore, there is a growing interest in a storage system which stores large
amounts of heat, with negligible heat losses over long time periods, in a compact de-
sign. Thermochemical heat storage has the means to achieve this goal. It stores heat in a
reversible reaction between a sorbate and a sorbent [7, 21, 22] according to the reaction:

A+B
 AB +Q.

When there is an excess of heat, the sorbate (A) and the sorbent (B) are combined via an
endothermic reaction to material AB , while heat (Q) is released. In times of abundant
heat, heat is used to split the material AB , via an endothermic reaction, back to the orig-
inal sorbate (A) and sorbent (B). Especially, thermochemical heat storage systems based
on gas-solid sorption mechanisms have theoretical high energy storage capacities, com-
pared to other heat storage system. These solid sorption systems can roughly be divided
in two groups, weak chemisorption of vapors in salts (e.g salt in combination with water,
ammonia, ethanol, or methanol), and strong chemisorption (e.g. metallic hydrides, hy-
droxides, carbonates) [18]. Strong chemisorption reactions form a strong bond between
the sorbent and sorbate, which results in medium to high thermochemical storage oper-
ating temperatures. For example, hydrogen systems like metal hydrides, and hydroxide
systems typically operate at medium temperature (523 < T < 723 K), and carbonates at
high temperature (T > 723 K) [23]. Accordingly, these systems are usually applied in in-
dustry. Weak chemisorption interactions lead to low operating temperatures (T < 523
K), which makes them ideal for domestic heating. Weak chemisorption systems make
use of salt hydrates mostly in combination with water vapor, because of practical rea-
sons like the abundance of water vapor in air. The reversible (de)hydration reaction of
the salts can occur in multiple hydration steps, following:

Sal t · (n −m)H2O(s)+mH2O(g )
 Sal t ·nH2O(s)+Q

When salt hydrates are heated, they dissociate in water vapor and a lower hydrate or
anhydrous salt. When water is added to an anhydrous or lower hydrate salt, they com-
bine to a higher hydrate, and heat is released. Ideal thermochemical materials (TCM) for
such storage should have a high energy densities, be affordable, have a high cycle stabil-
ity, fast kinetics, and should be non-toxic. In this sense, large amounts of different salts
have been studied and reviewed [7, 11, 18, 19, 21, 22, 133]. A promising group of these
TCM salt hydrates are the chloride-based MgCl2 ·nH2O and CaCl2 ·nH2O (n = 0,1,2,4,6).
The main reasons are the relatively high sorption energy (2−3 G J/m3), their costs, and
their availability [40]. Furthermore, the reactions of these salts occur at temperatures
corresponding to domestic heating applications [33]. Dehydration temperatures range
from 36-214 oC, depending on the current hydration level. Thus MgCl2 ·nH2O dehy-
drates at temperatures of 214, 125–127, 101–104, 68–72 oC, for n = 1,2,4,6 respectively,
and CaCl2 · nH2O dehydrates at 36–41, 49-54, 71, 112 oC, for n = 1,2,4,6 respectively
[11]. In practice, mainly the hydration levels n = 2− 6 for pristine MgCl2 ·nH2O, and
n = 0−2 for pristine CaCl2 ·nH2O are considered as TCM, due to different concerns when
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these pure salts are used. A point of concern is the deliquesce [19], which occurs for
both salts already at low temperatures (25oC ) if the water vapor pressure is sufficiently
high enough (12 mbar) [11, 24, 27]. Besides, in the case of calcium chloride, higher hy-
drates like CaCl2·4H2O and CaCl2·6H2O have low melting temperatures, which are in
the range of the storage operation window [25, 26]. Both phenomena, deliquesce and
melting, can lead to agglomerates and clog the storage system. A major disadvantage of
MgCl2 hydrates is hydrolysis (formation of HCl) above 135 oC [33, 34] (MgCl2·H2O(s) →
MgOHCl(s) + HCl(g )).
This is an undesired irreversible reaction, which degrades the storage materials, and
most importantly, HCl is a highly toxic and corrosive gas. These shortcomings of MgCl2

and CaCl2 salts cap the use of the entire range of the hydrates, and make them less con-
venient to be used as TCM.

CaCl2·nH2O is more resistant against hydrolysis than MgCl2·nH2O [59]. On the other
hand, MgCl2·6H2O has a higher melting point than CaCl2·6H2O and remains solid within
the storage operation window. This implies that a potential combination of MgCl2·nH2O
and CaCl2 ·nH2O could have superior characteristics compared to their isolated pure
components, regarding increased stability and reduced hydrolysis. This assumption is
supported by multiple studies [31, 41, 55, 60, 134]. Rammelberg et al [31, 41] experimen-
tally showed an improved cyclability for a mixture of MgCl2/CaCl2. Pathak et al. [60]
found, using Density Functional Theory (DFT), that a double salt of CaCl2 and MgCl2

is more resistant to hydrolysis than the individual pure compounds. Furthermore, dif-
fusion of water through the salt crystals is typically very slow [40, 53], limiting the ap-
plicability of these salts as TCM. Imperfections in the crystal, e.g. stresses created by
defects, boundaries, impurities, and interfaces could promote the diffusion of water
[53, 100, 135]. Müller et al. [55] experimentally observed for a similar system of mag-
nesium oxides, doped with 0–40% calcium, a significant increased water dissociation
rate. This doping enhances the hydration rate as well as the cycle stability, with the op-
timum value being found for 10% doping. They supported their experimental findings
with DFT calculations, which indicated that the calcium dopant expanded the surface
lattice of MgO towards the CaO surface and it increased water dissociation.

Huinink et al. [53] showed that for bulk MgCl2 ·4H2O and MgCl2 ·6H2O an interstitial
water molecule diffuses faster than the water molecules fixed in the coordination shells
of the magnesium ion. Additionally, they concluded that a substituted calcium atom
into a bulk magnesium crystal can absorb and pin the interstitial water molecule, limit-
ing its mobility. However, Huinink et al. focused on bulk material, where the diffusion
can be orders of magnitude lower than in regions close to the surface [100, 135], which
is the region Müller et al. did their findings. The surface characteristics play an impor-
tant role for many salt–like structures, as low reactivity and cycle stability are correlated
to the critical inhibition of water near the surface [55, 136], and an increased lattice at
the surface promotes the water dissociation.This increased water dissociation could im-
prove water dehydration and transport, which are important design parameters for heat
storage systems [19, 137]. As listed before, the different dehydration temperatures do
not exactly match between the pure salts. In this sense, new/intermediate dehydration
temperatures could be expected when the salts are combined. Alternatively, different
dehydration onset temperatures could act as nucleation sites in the combination of the
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salts.
Based on these previous studies, MgCl2 doped with calcium could improve key ma-

terial properties for thermochemical storage. The AFLOW–CHULL platform [138] com-
puted the convex hull for ternary combinations of Ca, Mg, and Cl. They found as the only
stable structures: pure Ca, pure Mg, pure Cl, CaCl2, MgCl2, and CaCl2. In the present
work, we extended the search, and focused on the combinations of MgCl2 ·nH2O and
CaCl2 ·nH2O, because of the heat storage application. In this sense, we used the evolu-
tionary algorithm USPEX [71–73], as well as manually doped crystals, in order to predict
new structures of Mg(1−x)Cax Cl2 ·nH2O (n = 0,2,4,6; x = [0,1]). Afterwards, using first
principle analysis tools, the chemical effect of doping on the stability of the crystals, hy-
drolysis, and the volumetric energy density of the storage material were investigated.

2.1. METHODS

2.1.1. EXPLORATION OF NEW DOPED STRUCTURES
Two methods were used to explore new possible combinations of MgCl2 · nH2O and
CaCl2 ·nH2O, manually doping the structures and automatic structure generation using
the evolutionary algorithm USPEX. The stability of these new combinations was ana-
lyzed using the convex hull method.

MANUALLY DOPED STRUCTURES
Manually doped structures were created for all the hydrates. We started from the exper-
imentally known salt hydrates structures, MgCl2 [139], CaCl2 [139], MgCl2·2H2O [140],
CaCl2·2H2O [141], MgCl2·4H2O [142], CaCl2·4H2O [143], MgCl2·6H2O [144], and CaCl2·6H2O
[145]. In these known structures Mg atoms were gradually substituted by Ca atoms and
vice versa (Mg ↔ Ca), as shown in Figure 2.1. This resulted in numerous Mg(1−x)Cax Cl2 ·
nH2O crystals, with x = [0,1] and n = 0,2,4,6. The generated structures were relaxed us-
ing the DFT Vienna Ab–initio Simulation Package (VASP) [146]. The PBE [147] exchange
correlation functions, with the PAW [148, 149] scheme were used to describe the ion–
electron interactions. The DFT–D3 [150], including the Becke–Johnson damping [151],
was used to describe the dispersion interactions. Each generated structure was relaxed
until all forces on the atoms were lower than 0.026 eV/Å. Accordingly, the structures sta-
bilities were analyzed by computing the convex hull.

USPEX
In the search for new crystal structures, it is practically impossible to sample all the pos-
sible different configurations in which the atoms and the unit cell of a crystal can ar-
range, due to the large number of the degrees of freedom present. Fortunately, not the
entire space has to be sampled, but only some small regions around a known minimum.
In order to achieve this, efficient methods are needed to explore these small regions
[71]. In the search for new stable combinations of anhydrous MgCl2 and CaCl2, next
to the manually doped structures, the evolutionary algorithm USPEX [71, 73, 152, 153]
was used in combination with its variable composition tool [72, 154]. This is an efficient
and proved evolutionary algorithm for crystal structures prediction, e.g. various ionic,
covalent, metallic, and molecular structures.
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Figure 2.1: Schematic representation of the approach for manually creating the doped salt hydrates [134]. The
example of the dihydrate salts, MgCl2·2H2O and CaCl2·2H2O, is presented, with these two salts constituting
both the starting/ending point [140, 141]. Green spheres represents magnesium atoms, blue the calcium, grey
the chlorides, red the oxygens, and light grey the hydrogens.

USPEX uses random structures as well as combinations and perturbations of the
most promising structures of previous generations to create a new generation of struc-
tures. From the new generation the most promising structures will be selected, next to
a set of random generated structures. The selection of most stable structures, in combi-
nation with good variation operators, allows one to zoom in on the most promising con-
figurations, with the lowest amount of free energy, and converge to the most stable state.
The random generated structures prevents one to be stuck around a single local mini-
mum, and explore other completely different solutions. The generated USPEX structures
were relaxed using VASP with the same accuracy as the manually doped structures.

CONVEX HULL
To study the thermodynamical stability of the different combined salt hydrates the con-
vex hull was used. This provides insights into the stability of the individual doped struc-
tures, relative to the pure structures. The convex hull is the surface of the formation en-
ergy as function of the chemical composition, which passes through all thermodynam-
ically stable structures that are the lowest in energy. All structures which are higher in
energy, will be above this surface and can be considered as metastable structures. These
metastable structures will possibly decompose, over (infinite) time, into a linear combi-
nations of the more stable structures located on the convex hull. The energy distance be-
tween the convex hull and any structure (ECH) gives us a measure for the (meta)stability
of the structure.

To create the convex hull for each doped hydrate, we considered the original pristine
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Table 2.1: Example calculation for the convex hull, where the energy difference from the convex hull (ECH)
can be computed by subtracting the reference energy (Eref) of the pristine systems from the energy of the
compound systems (Emix).

Mixture
Salt A Salt B Energy difference with convex hull (ECH)
100% 0% ECH = Emix −1×Eref,A −0×Eref,B = 0
95% 5% ECH = Emix −0.95×Eref,A −0.05×Eref,B

90% 10% ECH = Emix −0.9×Eref,A −0.1×Eref,B

. . . . . .
n m ECH = Emix −n ×Eref,A −m ×Eref,B

. . . . . .
0% 100% ECH = Emix −0×Eref,A −1×Eref,B = 0

Table 2.2: Type of interactions [165] based on Bader Topological analysis. With ρ as the electronic density, V
the potential energy density, and G as the kinetic energy density.

Interaction ∇2ρ(r ) |V |/G
Covalent < 0 > 2
Transition > 0 1 < ... < 2
Ionic, vdW > 0 < 1

crystals of MgCl2 [139], CaCl2 [139], MgCl2·2H2O [140], CaCl2·2H2O [141], MgCl2·4H2O
[142], CaCl2·4H2O [143], MgCl2·6H2O [144], and CaCl2 · 6H2O [145] as reference. The
doped structures were compared to these reference structures by subtracting the refer-
ence energy multiplied by the fraction of the reference. An example of this calculation
is given in Table 2.1. Furthermore, a ternary convex hull was created, combining the
hydrates, using MgCl2, CaCl2, and the H2O gas molecule as reference structures.

2.1.2. CHEMICAL BONDING ANALYSIS

The inter-atomic bonds of the most stable structures were qualified and quantified using
the electron density based methods, the Bader Topological Analysis, and the Density
Derived Electronic and Chemical (DDEC6) approach.

For the characterization of the bond strength we used the Density Derived Electronic
and Chemical (DDEC6) method [155–157]. This method, which can provide reliable
bond orders (BO) and net atomic charges (NAC), has been previously used to investi-
gate the interactions and reactivity of various systems, e.g. molecular systems [158, 159],
2D materials [160], porous media [161].

To characterize the type of interactions (ionic, vdW, covalent, or a combination) be-
tween the atoms, the Quantum Theory of Atoms in Molecules (QTAIM) was used [162–
164]. Within this framework we investigated the topological analysis of the electron den-
sity, whereby the electron density characteristics at the bond critical points, as well as
the values of the Laplacian, kinetic and potential energy densities, can offer insight into
both the strength and the type of the interactions present. [162–165], see Table 2.2.
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2.2. RESULTS & DISCUSSION
Using evolutionary algorithms and electronic density derived tools, the effect of doping
magnesium chloride hydrates with calcium and vice versa, is studied. The crystals sta-
bility (convex hull), the potential volumetric energy density (storage density), and the
atomic interactions are quantified and qualified. Furthermore, trends in the effect of
doping on the HCl interactions are explored

2.2.1. CONVEX HULL – STABILITY OF THE EXPLORED STRUCTURES
New combinations of MgCl2 ·nH2O and CaCl2 ·nH2O (n = 0,2,4,6) were explored using
manually built configurations. Additionally, the set of configurations for the anhydrous
salt (MgCl2, CaCl2) was expanded by using the evolutionary algorithm USPEX, in order to
gain more knowledge on the possible combinations and structures. The use of USPEX for
the di- and tetrahydrated salts was not feasible, because of the high amount in degrees
of freedom when 4 or more variable atoms/molecules are included.

The evolutionary algorithm USPEX search resulted in more than 3400 generated an-
hydrous structures, containing 18–36 atoms, over 25 generations. The known experi-
mental structures of pure salts were used as seeds in the search, to enable a good start
for a subset of the first generation. The convex hull of the most stable generated US-
PEX structures is shown in Figure 2.2a, with pure MgCl2 on the left, and pure CaCl2 on
the right side of the x–axis. The energy is given per block of MgCl2/CaCl2. As shown in
Figure 2.2a, all the new found structures with USPEX are above the dashed line. This
line represents the convex hull and joins the most stable structures, in our case the pure
MgCl2 and pure CaCl2. This indicates that all found doped structures are metastable
compared to the pure structures. This outcome agrees with the Aflow [138] database,
which only contained the metastable combined structure MgCaCl4 (represented with a
red circle in Figure 2.2a), and does not report on any stable combination besides the
pristine structures.

The results of the manually doped anhydrous and hydrated structures are given in
Figure 2.2b, which also includes the most stable structures from USPEX. Similar struc-
tures were found, however, for the higher amount of doping (' 20%) USPEX found more
stable structures than we found by manually doping the anhydrous structures. One can
immediately see that all the energies of the manual doped structures are also above the
convex hull. Therefore, the convex hull turns out to be a straight surface between the
pure salts. This indicates that all the generated combined structures are thermodynam-
ically less stable than their pure compounds, and over (infinite) time the metastable
doped structures could decompose into the pure forms of MgCl2 · nH2O and CaCl2 ·
nH2O. The metastable compounds could cause undesired reduced melting tempera-
tures for the compound structures, which was already a problematic issue for the higher
hydrates of CaCl2 ·nH2O. However, the energy difference of the most stable doped struc-
tures for n = 0,2,4 (found along the dashed line in Figure 2.2b) with the convex hull is
small (ECH < 0.05 eV per block of MgCl2/CaCl2/H2O), especially for low amounts of dop-
ing (<20%), when compared with the inherent energy fluctuation in the order of 0.025 eV
at room temperature. Therefore, we could assume that these generated doped struc-
tures are stable enough, and the energy difference is not large enough to let the doped
structures decompose into grains of pure salts. For the hexahydrate (n = 6), one could
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Figure 2.2: (a) USPEX convex hull for non-hydrated combinations of MgCl2 and CaCl2 (E < 1 eV/block). The
energy is given per interchangeable block of MgCl2/CaCl2, thus per block of 3 atoms. The black dashed line
represents the convex hull. The red circle indicates the metastable MgCaCl4 structure given in the Aflow
[138] database. (b) Convex hull of doped salt anhydrous and hydrated salts. The blue dots represent the
most stable (ECH < 0.15 eV/block) USPEX structures, the blue symbols represents the manually doped an-
hydrous structures (circle = doped CaCl2;square = doped MgCl2), red symbols the dihydrate structures (cir-
cle = doped CaCl2·4H2O; square = doped CaCl2·2H2O), black symbols the tetrahydrate structures (circle =
doped MgCl2·4H2O; square = doped CaCl2·4H2O), and cyan symbols the hexahydrate structures (circle =
doped MgCl2·6H2O; square = doped CaCl2·6H2O). The convex hull energy is given in eV per block MgCl2
or CaCl2. The two green asterisks ’*’ are two experimentally found [141, 166] and relaxed tachyhydrite struc-
tures (CaMg2Cl6·12H2O). The dashed lines connect the structures which are further considered in this study.
(c) Ternary Figure of doped MgCl2 ·nH2O and CaCl2 ·nH2O, with MgCl2(s), CaCl2(s), and H2O(g) as reference
structures. The energy is given in eV per block of (MgCl2/CaCl2/H2O). The red lines highlight the di-, tetra-,
and hexahydrate structures. (d) 3D visualization of the ternary convex hull.
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conclude that in general doping increases instability more, compared to the lower hy-
drates, except for the case around 33% calcium content. In practice this is also the case
for pristine CaCl2·6H2O, which is hardly studied as TCM material because it melts at
room temperature [11, 24, 27]. The decreased stability implies that doping CaCl2·6H2O
with magnesium does not prevent the undesired melting. The drop in ECH for the hex-
ahydrate structures with 33 − 66% calcium are caused by a distortion in the interac-
tion plane parallel to the lattice c–direction, as shown in Appendix B. This leads to a
stabilization of the crystal compared to the structures with lower amount of calcium
(≤ 25%). The higher amount of calcium (≥ 75%) structures are structures correspond-
ing the CaCl2·6H2O topology.

Furthermore, we notice that for higher amount of doping, the anhydrous and di-
hydrate original structures of the undoped materials are no longer the preferred struc-
tures. But rather that of the dopant. Thus, for anhydrous structures the combination of
M g(1−x)C ax)C l2 (x > 44%) in MgCl2 structure is less stable than the same combination
but in the CaCl2 structure, and vice versa M g(1−x)C axC l2 (x < 44%) in CaCl2 structure is
less stable than the same combination in MgCl2 structure. For the dihydrate structures
this effect is also present, with the switch around 40%, however with a lower energy dif-
ference between the different structures. For the tetrahydrates this effect is not observed.
Thus the preference of the crystal structure of the dopant becomes lower with an in-
creasing amount of water in the crystal. Besides the hydration level, this effect could
be also due to the fact that anhydrous MgCl2 adopts a different crystal structure than
CaCl2 (rhombohdral vs orthorhombic crystal system). On the other hand, their corre-
sponding hydrates crystallize in the orthorhombic and monoclinic crystal systems. The
orthorhombic–monoclinic phase transition (in this case occurring for the hydrate vari-
ant) is more often reported in literature than the orthorhombic–rhombohedral phase
transition (in this case occurring for the anhydrous variant).

Interestingly, the experimental structures of tachyhydrite [166, 167] (CaMg2Cl6·12H2O),
are higher in energy than the generated doped structures. This could indicate that this
is a metastable structure, or it is stabilized by entropy. The dashed lines (blue for anhy-
drous, red for dihydrates, black for tetrahydrates, and cyan for hexahydrates) in Figure
2.2b connect the most stable doped structures. These structures were used for further
analysis in this study. Including the obtained ternary convex hull, which is given in Fig-
ure 2.2c, and in a 3D in Figure 2.2d. The 3D Figure shows the relative low energy differ-
ence with the convex hull of the doped structures within each hydrate, compared to the
convex hull energy difference between doped structures of the different hydrates (∼ 0.6−
0.7 eV ). Close observation of Figures 2.2c and 2.2d shows a heat of formation of 0.60 eV,
0.69 eV, 0.68 eV, 0.54 eV, 0.61 eV, and 0.64 eV for MgCl2·2H2O, MgCl2·4H2O, MgCl2·6H2O,
CaCl2·2H2O, CaCl2·4H2O, and CaCl2·6H2O respectively. Thus, slightly higher values for
the MgCl2 hydrate reactions. The values are given per mol of MgCl2/CaCl2/H2O block,
which equals a heat of formation of 0.91 eV, 0.87 eV, 0.80 eV, 0.81 eV, 0.76 eV, and 0.75 eV
per mol of H2O respectively. The heat of formation per mol H2O is in agreement with
reference values of the NBS tables [168], which are derived from measured reaction en-
thalpies and corrected to standard conditions. The comparison is given in Table 2.3.
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Table 2.3: Heat of formation for the considered reactions compared with calculated values from NBS tables
[168]. § energy given per mol of MgCl2/CaCl2/H2O, as given in Figure 2.2c; † energy given per mol H2O; ‡

energy given per mol H2O calculated from NBS tables [168] at standard conditions (T = 298 K, p = 1 bar).

Heat of formation
phase transition this work NBS tables [168]

MgCl2 ·nH2O (eV/(nMgCl2
+nH2O))§ (eV/nH2O))† (eV/nH2O)‡

0 - 2 0.60 0.91 0.80
0 - 4 0.69 0.87 0.75
0 - 6 0.68 0.80 0.70
2 - 4 – 0.83 0.70
4 - 6 – 0.66 0.60

CaCl2 ·nH2O (eV/(nCaCl2 +nH2O))§

0 - 2 0.54 0.81 0.65
0 - 4 0.61 0.76 0.64
0 - 6 0.64 0.75 0.65
2 - 4 – 0.71 0.63
4 - 6 – 0.73 0.69

2.2.2. STORAGE DENSITY
The volumetric energy density of a thermal energy storage is an important design pa-
rameter, and it is a unique selling point of TCMs towards conventional thermal energy
storage systems. In this sense, we computed the sorption energy of the different doped
salts, to gain insight into the theoretical achievable energy density of the TCM storage.
The sorption energy was computed using the most stable structures (connected by the
dashed lines in Figure 2.2b) via:

Esorp,x,m→n = EMg(1−x)Cax Cl2·nH2O −EMg(1−x)Cax Cl2·mH2O − (n −m)×EH2O, (2.1)

where Esorp,x,m→n is the sorption energy between hydrates m and n at a given dop-
ing content x of calcium. EMg(1−x)Cax Cl2·nH2O is the crystal energy of the higher hydrate,
EMg(1−x)Cax Cl2·mH2O the crystal energy of the lower hydrate, and EH2O the energy of water
vapor. Accordingly, the volumetric energy density (Evol) was computed using the volume
(Vn) of the higher hydrated structure:

Evol,x = |Esorp,x,m→n |
Vn,x

. (2.2)

As different amounts of doping (x) are present for the variable hydration numbers, an in-
terpolation was used in order to generate the x-dependent variables from eq. 2.1, 2.2. In
Figure 2.3a, the results are given for the volumetric energy density. The asterisks (∗) in-
dicate calculated storage densities, using the formation energies of the NBS tables [168]
divided by the volume of the experimental structures. The small discrepancy between
these computed volumetric energy density is mostly caused by the difference in forma-
tion energy.

The material densities of the different doped salt hydrates are given in Figure 2.3b.
When considering the pristine structures (pure MgCl2 ·nH2O, and pure CaCl2 ·nH2O)
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Figure 2.3: (a) Volumetric energy density of doped crystal structures. The red line represents the anhy-
drous to dihydrate (n = 0 → n = 2) reaction. The blue line represents the dihydrate to tetrahydrate (n =
2 → n = 4) reaction. The black line represents the tetrahydrate to hexahydrate (n = 4 → n = 6) reac-
tion. The asterisks represent the calculated values using the NBS tables data [168]. (b) Density of doped
salt hydrate crystals. Blue represents the anhydrous structures Mg(1−x)Cax Cl2, red the dihydrate structures
Mg(1−x)Cax Cl2·2H2O, black the tetrahydrate structures Mg(1−x)Cax Cl2·4H2O, and cyan represents the hex-
ahydrate structures Mg(1−x)Cax Cl2·6H2O with x as the amount of Ca content. The dotted lines follow the
most stable structures of the hydrates connected by the dashed lines in Figure 2.2b.

the density difference between magnesium chloride and calcium chloride salts is -5, -2,
-8, and 9% for anhydrous, dihydrate, tetrahydrate, and hexahydrate respectively. How-
ever, when considering the trends of smaller separate sections of the anhydrous, dihy-
drate, and hexahydrate doped structures, the density decrease is relatively larger than
the overall trend. These smaller sections are indicated by the solid lines in Figure 2.3b
(the sections of 0–11%, 33–66%, and 89–100% calcium content for anhydrous structures;
0–33%, and 42–100% calcium content for dihydrate structures; 0–25%, 33–66%, and 75–
100% calcium content for hexahydrate structures). This effect is caused by a change in
crystal structure and leads to extra voids, particularly for smaller amounts of doping.
E.g. anhydrous MgCl2 already increases with 1.3% in volume when only 10% of calcium
is added. Similar, MgCl2·2H2O already increases with 1.0% in volume, and MgCl2·6H2O
increases with 0.4% in volume when 10% of calcium is added. This is much larger than
what the overall trends of the volume increase suggests, from which one would expect a
volume increase of 0.5, 0.2, 0.8, and -9% when 10% of calcium is added to the magnesium
structures. Thus, when small amounts of calcium are added to MgCl2 ·nH2O, as long as
it will remain its original pristine crystal structure, the steric effect of the larger calcium
atom will cause an even larger volume increase. Accordingly, near the crystal surface
these steric effects may promote valuable water dissociation and kinetics, as shown be-
fore in similar systems [55, 135]. This effect of a relative large volume increase is not
present for the tetrahydrate structures, which can be linked to the fact that we did not
observe a clear preferred crystal structure for this hydration level at different amounts of
doping, but only small energy differences in the convex hull, as shown in Figure 2.2b.
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Figure 2.4: Topological analysis, with relevant section planes for (a) Mg0.75Ca0.25Cl2·2H2O and (b)
Ca0.75Mg0.25Cl2·2H2O [134]. The inset Figures indicate the locations of the sections. The graphical colored
background represents the electronic density in the plane. The superimposed lines allow for the topological
analysis. The dashed blue lines designate bond paths, while the orange ones enclose the atomic basins. The
blue dots designate the bond critical points (BCP), and the green dots the ring critical points. The black lines
are the gradient field lines.

2.2.3. CHEMICAL BONDING ANALYSIS

To study the interaction between atoms in doped crystals, the Bader Topological anal-
ysis, as well as DDEC6 methodology were used. Both methods are electronic density
based tools to qualify and quantify interactions between atoms. For this study, all the
doped crystals of the dihydrate form were used (Cax Mg(1−x)Cl2·2H2O, with x = [0,1]).
The dihydrate was chosen because HCl formation mainly happens when heating the
lower (n = 1,2) hydrates [33, 34]; and there are known experimental structures for both
pure magnesium and calcium chloride dihydrate structures.

The Bader Topological analysis builds upon the electronic density, and its Lapla-
cian, at critical points within the crystal. An example of this analysis is given in Fig-
ure 2.4, where two relevant section planes are presented for Mg0.75Ca0.25Cl2·2H2O and
Ca0.75Mg0.25Cl2·2H2O. These section planes were chosen because they show the Ca/Mg–
O, Ca/Mg–Cl, O–H, and H–Cl interactions. From these section planes one can also see,
e.g. the larger electronic radius of calcium compared to magnesium; the fact that hydro-
gen, although is closely – and thus strongly – bonded with oxygen, also shares a bond
critical point (BCP) with chlorine.

At the BCP the kinetic and potential energy densities were computed, From their
combination (see Table 2.2), information on the type of the interactions can be obtained
(reported in Table 2.4). Additionaly, in Table 2.4 we also report the DDEC6 bond or-
ders (BO), which provides information on the amount of bonding electron pairs between
atoms. From Table 2.4, one can see that O–H bonds are strongly covalent, while the H–Cl
bonds are also covalent, albeit with a more significant polar character. The magnesium
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and calcium bonds are around the transition point, but slightly more ionic than covalent.
When adding calcium to the structure, the bond order between O–H increases, making
this bond stronger, and the water molecule more stable. Simultaneously, this bond be-
comes slightly less covalent. From Table 2.4 we also notice that the Ca-Cl bonds have
17% stronger bonds (bond orders) than the Mg–Cl bonds. This further suggest that the
presence of calcium in a structure will decrease its likelihood for HCl formation, com-
pared with the presence of magnesium. The sum of bond order (SBO) is the summation
of all BO per atom, and provides information on how much the electrons shells of the
atoms are filled, and points to the reactivity of the atoms. The values of the SBOs from
Table 2.5, indicates that the Ca atoms – following the formation of stronger bonds with
Cl – have a higher SBO than Mg, and will be less reactive, accommodating less water
molecules. This can be correlated to the experimental results where magnesium chlo-
ride can easier go up to a higher level of hydrates, the higher hydrates melt at a higher
temperatures than hydrated calcium chloride crystals [25], and the observed less stable
CaCl2·6H2O related structures in the convex hull of Figure 2.2b.

2.2.4. ATOMIC CHARGES

DDEC6 net atomic charges for the dihydrate doped systems are given in Table 2.6. From
this table, one can see that the average NAC remains similar for Mg, Ca, and Cl across
different amount of Mg and Ca. However, both the positive charge of H and the negative
charge of O (both from H2O) decrease gradually with the increase of Ca presence. A less
polar water molecule will be less reactive, and thus hinder the formation of the undesired
HCl.

2.2.5. H–CL INTERACTIONS

The Bader topological analysis, as well as the DDEC6 method, were performed on all the
generated dihydrate structures. This made possible to investigate the H–Cl interaction
within the structures, and analyze possible trends. Accordingly, these trends could ex-
plain why CaCl2 ·nH2O is more resistant to hydrolysis than MgCl2 ·nH2O. Furthermore,
it could be used to study if doping could help Mg(1−x)Cax Cl2 ·nH2O to become more re-
sistant to hydrolysis. In this section we take a look at the trends in the H–Cl bond based
on the chemical environment. In the previous paragraphs, it was already shown that
chloride is stronger bonded to calcium than magnesium, and the polarity of the water
molecule decreases with higher amounts of calcium. In this section we consider the H–
Cl interaction within the different dihydrate crystals. To study this interaction, the local
environment of the water molecule and chlorine atom which are involved in the selected
H–Cl interaction was analyzed. More precisely, for a selected H–Cl bond, we investigated
for the chlorine atom if it is (a) bonded to two Mg atoms, (b) bonded to one Mg and one
Ca, (c) bonded to two Ca atoms. Simultaneously, for the corresponding water molecule
we investigated if the oxygen atom was bonded to a magnesium or to calcium atom.
This approach graphically depicted in Figure 2.5, and it provides insights on the effect of
doping on the H–Cl interaction.

The difference in charge (∆qH-Cl) between the hydrogen and chlorine atoms (from
the respective H2O and Ca/MgCl2 molecules), versus their bond order is plotted in Fig-
ure 2.6a for all the different kind of environments an H–Cl bond can have. Relative to the
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Table 2.4: Chemical bonding analysis [134]. Mg(1−x)Cax Cl2·2H2O starting from MgCl2·2H2O, and
Cax Mg(1−x)Cl2·2H2O starting from CaCl2·2H2O, with x as the percentage of Ca. The bond order (BO) is com-
puted within the DDEC6 approach. The potential energy density (Epot), and the kinetic energy density (Ekin),
are calculated within the QTAIM method at the bond critical points between the atoms, and the ratio is indica-
tive for the type of the bond (see Table 2.2).

x MgCl2·2H2O crystal structure CaCl2·2H2O crystal structure

bond % Ca BO
|Epot|
Ekin

BO
|Epot|
Ekin

Mg–Cl

0% 0.20±0.019 0.86 0.18±0.005 0.86
25% 0.19±0.016 0.86 0.18±0.010 0.86
50% 0.20±0.014 0.86 0.18±0.012 0.86
75% 0.20±0.009 0.86 0.18±0.011 0.85

100% – – – –

Ca–Cl

0% – – – –
25% 0.24±0.017 0.97 0.22±0.011 0.96
50% 0.24±0.018 0.97 0.21±0.014 0.95
75% 0.24±0.012 0.96 0.22±0.012 0.95

100% 0.24±0.011 0.96 0.22±0.009 0.95

Mg–O

0% 0.29±0.000 0.88 0.28±0.000 0.89
25% 0.28±0.003 0.88 0.28±0.003 0.89
50% 0.28±0.005 0.88 0.28±0.004 0.89
75% 0.27±0.004 0.87 0.28±0.003 0.89

100% – – – –

Ca–O

0% – – – –
25% 0.29±0.004 0.99 0.28±0.004 0.98
50% 0.29±0.006 0.99 0.28±0.006 0.99
75% 0.28±0.004 0.98 0.28±0.004 0.98

100% 0.28±0.000 0.97 0.28±0.000 0.98

O–H

0% 0.74±0.000 7.12 0.74±0.002 6.99
25% 0.75±0.005 7.06 0.75±0.005 6.86
50% 0.75±0.006 6.96 0.75±0.006 6.80
75% 0.76±0.005 6.66 0.76±0.006 6.73

100% 0.76±0.001 6.84 0.76±0.002 6.68

H–Cl

0% 0.12±0.000 1.15 0.12±0.008 1.14
25% 0.12±0.005 1.13 0.12±0.023 1.15
50% 0.13±0.006 1.14 0.12±0.014 1.14
75% 0.13±0.005 1.12 0.13±0.011 1.14

100% 0.13±0.001 1.12 0.13±0.008 1.14
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Table 2.5: Average Sum of Bond Orders (SBO) for the doped structures

system %Mg %Ca Mg Ca Cl O H
MgCl2·2H2O + 0% Ca 100% 0% 1.39 – 1.15 2.13 0.92
MgCl2·2H2O + 25% Ca 75% 25% 1.37 1.62 1.11 2.10 0.93
MgCl2·2H2O + 50% Ca 50% 50% 1.39 1.61 1.12 2.08 0.93
MgCl2·2H2O + 75% Ca 25% 75% 1.37 1.57 1.09 2.07 0.94
MgCl2·2H2O + 100% Ca 0% 100% – 1.59 1.06 2.04 0.94
CaCl2·2H2O + 100% Mg 100% 0% 1.33 – 1.16 2.15 0.93
CaCl2·2H2O + 75% Mg 75% 25% 1.33 1.51 1.15 2.13 0.94
CaCl2·2H2O + 50% Mg 50% 50% 1.32 1.48 1.12 2.11 0.94
CaCl2·2H2O + 25% Mg 25% 75% 1.32 1.50 1.10 2.09 0.95
CaCl2·2H2O + 0% Mg 0% 100% – 1.50 1.08 2.07 0.95

Table 2.6: Average Net Atomic Charges for atoms in the doped crystal structures [134]

system % Mg %Ca Mg Ca Cl O H
MgCl2·2H2O + 0% Ca 100% 0% 1.340 - -0.604 -0.870 0.402
MgCl2·2H2O + 25% Ca 75% 25% 1.343 1.295 -0.608 -0.857 0.400
MgCl2·2H2O + 50% Ca 50% 50% 1.337 1.301 -0.602 -0.849 0.395
MgCl2·2H2O + 75% Ca 25% 75% 1.342 1.314 -0.604 -0.839 0.391
MgCl2·2H2O + 100% Ca 0% 100% - 1.305 -0.603 -0.827 0.389
CaCl2·2H2O + 100% Mg 100% 0% 1.361 - -0.608 -0.868 0.394
CaCl2·2H2O + 75% Mg 75% 25% 1.362 1.339 -0.605 -0.860 0.394
CaCl2·2H2O + 50% Mg 50% 50% 1.362 1.347 -0.608 -0.850 0.391
CaCl2·2H2O + 25% Mg 25% 75% 1.365 1.343 -0.605 -0.843 0.387
CaCl2·2H2O + 0% Mg 0% 100% - 1.344 -0.605 -0.836 0.385
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Figure 2.5: Visual representation of H–Cl interaction in Ca/Mg environment. The interaction is visualized as a
black line [134]

highest charge difference in pristine MgCl2·2H2O, the charge difference decreases on av-
erage with 0.7% when chlorine binds with one calcium atom, and with 1.6% if chlorine
is bonded to two calcium atoms. Furthermore, the charge difference for these atoms will
decrease further with an average of 0.7% if the oxygen atom bonds with calcium instead
of magnesium. This results in a total drop 2.3% when moving from pristine MgCl2·2H2O
to pristine CaCl2·2H2O.

Simultaneously, relative to the pristine MgCl2·2H2O structure, the H–Cl bond order
increases 2.8% if chlorine is bonded to two calcium atoms. Additionally, the H–Cl bond
order will on average increase further with approximately 10% if the associated oxygen
atom is bonded to calcium instead of magnesium. In the end, this results in a higher H–
Cl bond order by 11.3% for pristine CaCl2·2H2O compared to pristine MgCl2·2H2O. We
observed before that chlorine has also a higher bond order with calcium than magne-
sium, thus there is a positive correlation between the H–Cl bond order and the Cl–Mg/Ca
bond order. Therefore, the chlorine atom will be harder to dissociate from a calcium
atom than a magnesium atom, and the H–Cl bond is less likely to be formed in a calcium
rich environment despite its higher bond order. In this sense we plotted in Figure 2.6b
the H–Cl bond order divided by the Cl–Mg/Ca bond order. If we consider this ’relative’

bond order

(
BOrel =

BOH–Cl

BOCa/Mg−Cl

)
, we see that, because both the H–Cl and Ca/Mg–Cl

bond order increase when going from a magnesium to calcium rich environment, the
relative H–Cl bond order (BOrel) does not increase. It actually even decreases slightly
from an average relative bond order of BOrel,H-Cl-MgMg = 0.32 to BOrel,H-Cl-CaCa = 0.28
when comparing a chlorine atom that is two times bonded to a magnesium atom with a
chlorine atom that is two times bonded to a calcium atom. Additionally, the H–Cl charge
difference decreases with a few percentages. The change is only a few percentages, how-
ever, we know from experiments that pure magnesium chloride salt hydrates suffer from
HCl formation, while this does not happen for calcium chloride salt hydrates within the
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Figure 2.6: (a) Effect of calcium and magnesium environment on the interaction between the H and Cl atoms.
The H–Cl bond order is given on the x-axis, and the charge difference between the H and Cl atom (∆qH-Cl) is
given on the y-axis. The asterisks (∗) and circles (◦) represent the different interactions of the oxygen atom with
magnesium and calcium respectively. The gray shaded areas represent the differently bonded oxygen atoms.
The different colors represent the different interactions of chlorine atom. The red dashed line is a fit through
the data where chlorine is bonded to two magnesium atoms, while the blue dashed line is a fit through the data
where chlorine is bonded to two calcium atoms. The black circles represent the pure structures. (b) Effect of
calcium and magnesium environment on the interaction between the H and Cl atoms. The H–Cl relative bond
order (BOrel) is given on the x–axis, and the charge difference between the H and Cl atom (∆qH-Cl) is given on
the y–axis.

application temperature window. Thereby, a small decrease in charge difference could
be enough for excluding the H–Cl formation in thermal storage applications.

2.3. CONCLUSIONS
In order to improve low-temperature TCMs, extensive ab–initio analysis was performed
in order to investigate the impact of calcium doping on MgCl2 ·nH2O and that of mag-
nesium doping on CaCl2 ·nH2O. Manual doped anhydrous and hydrated Mg(1−x)Cax Cl2 ·
nH2O structures were created by interchanging Mg and Ca atoms in known MgCl2·nH2O
and CaCl2 ·nH2O structures. Additionally, the evolutionary algorithm USPEX was used to
explore new stable, anhydrous, combinations of MgCl2 and CaCl2. The generated struc-
tures pointed out that the doped systems will be less stable than the pure salts. How-
ever, the energy difference between the metastable doped structures and the pure salts
is small, thereby, decompositions of the doped crystals into the more stable pure crystals
will likely not occur. The hexahydrate structures, were more affected by the doping than
the lower hydrates. Nonetheless a distortion in the MgCl2·6H2O crystals with calcium
content above 25% resulted in a positive crystal stabilization.

The density was found to decrease, and volume to increase, with increasing the cal-
cium content in the salts due to the larger calcium atom. Especially for low amounts
of doping, when the crystal topology will not change, a significant volume increase oc-
curs. Both the lower density and lower water sorption energy for calcium chloride sys-
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tems lowers the practical achievable energy storage density of the material. On the other
hand, previous studies [55, 135] showed that voids and defects, created by doping, could
have an enhanced effect on the water dissociation, especially near the surface of the salt.

Chemical bonding analysis showed that a weaker interaction is present between Mg–
Cl, compared to Ca–Cl. The combination of the weaker Mg–Cl interaction and the more
polar H2O molecule in magnesium chloride salt hydrates, compared to calcium chloride
hydrates, give rise to HCl formation. This is a highly undesired side reaction in mag-
nesium chloride based salts for heat storage [33, 34]. Further analysis of the chemical
environment of the H–Cl interaction showed that the presence of the calcium atoms has
a reducing effect on the H–Cl formation.This provided the possibility to shift the HCl for-
mation outside the operational window of the thermochemical energy storage by doping
magnesium chloride systems with calcium.
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ABSTRACT: Inherent bulk crystal defects like cracks, pores, and grain boundaries promoted dur-
ing the (de)hydration cycle of the TCM, affect its material properties. ReaxFF is used to investigate
CaCl2·nH2O properties, as well as the effect of crystal defects on them. In this sense, a new ReaxFF
force field is developed, which can describe stable CaCl2·nH2O structures, accurate descriptions of
crystal surface energies, and multiple material indicators like charges, reaction enthalpies, and ra-
dial distribution functions. The new force field is further used to investigate the thermal conductiv-
ity, dehydration mechanisms/kinetics, and crack formation upon heating of the crystal. The ther-
mal conductivity is found to be 1.1 and 0.5 W/mK for respectively CaCl2 and CaCl2·2H2O, which
is in good agreement with experimental results. Additionally, we investigated the influence of grain
boundaries and the salts’ anisotropic crystal morphology and found that both grain boundaries and
the typical layered structure in z-direction lower the thermal conductivity. By investigating dehydra-
tion mechanisms, it is shown that initial dehydration is 1.9–2.5 times lower in the z–direction, also
due to the typical layered morphology. For all directions, superficial dehydrated CaCl2 layers im-
pede dehydration of core layers, but cracks and pores significantly promote it. These molecular–scale
findings reveal nanoscale opportunities that could benefit the TCM.
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3.1. INTRODUCTION
In the transition from fossil to renewable energy sources, solar energy is an essential re-
source. Unfortunately, this source introduces problems related to the mismatch between
its intermittent supply – due to seasonal, daily, and geographical variations – and the en-
ergy demand. Therefore, energy storages are needed to bridge this mismatch between
supply and demand. Thermochemical storage materials (TCM) are currently investi-
gated as an alternative to the already domestically and industrially used sensible (e.g.,
hot water) and latent (e.g., phase changing) heat storage systems [18, 169, 170]. TCM’s
main advantages of over sensible and latent heat storage are the high storage density
and low heat loss. The CaCl2·nH2O salt hydrate (n = 0,2,4,6), is an often mentioned and
tested TCM candidate [30, 47, 52, 59, 171, 172]. The main reason for these hydrates as
seasonal heat storage materials is the theoretical energy density 1-3 GJ/m3 (a conven-
tional hot water tank with a temperature lift of 80 K has a theoretical energy density of
0.3 GJ/m3), price, widespread availability, and operating temperatures [11, 22, 169].

Unfortunately, CaCl2·nH2O also has its shortcomings as TCM. A point of concern is
the higher hydrates’ tendency to become liquid (deliquescence) if the vapor pressure
is high enough [27, 173, 174]. Furthermore, for fast and complete dehydration, high
temperatures are required. However, if one exceeds the salt hydrates’ melting temper-
ature, agglomerates are formed, leading to the clogging of the storage system. This is
also mainly a concern to the higher hydrates of CaCl2·nH2O (n=4,6), which have melting
temperatures [20, 175, 176] in the range of domestic heat storage operational tempera-
tures. This undesired deliquescence and melting problems, cap the material use, make it
harder to operate, and limit TCM cyclability. Additionally, upon hydration and dehydra-
tion cycles of the TCM, significant stresses are introduced and form crystal imperfections
like cracks[177], pores, and grain boundaries. These imperfections may both have pos-
itive and negative effects on some material properties. Not only the before mentioned
problematic properties of CaCl2·nH2O are affected by them, but also TCM properties like
thermal conductivity and H2O diffusion; and indirectly on the functioning of key storage
properties like (de)hydration rates [177], TCM cyclability, and power output. However,
the exact individual effect of different crystal imperfection is hard to measure by experi-
ments.

Numerous proposals were made and studied to overcome the shortcomings of salt
hydrates. For example, promising proposals are made that focus on combinations of
salt hydrates to avoid certain pure salts’ shortcomings and simultaneously benefit from
the advantages of other salts [31, 178]. These combinations can be made in the form
of mixtures [31, 178] or doped and compound salts [60] (see chapter 2) in which the
dopant introduces steric and electronic imperfections [55] that benefit specific TCM
properties. Furthermore, proposals in terms of encapsulation [47, 179] and impregna-
tion [10, 52, 180–183] of the salts into host materials are studied to improve the storage
systems’ cyclability and stability.

These concepts aim to improve the TCM based on advanced material combinations
and provide possible solutions to make salt hydrates more viable for thermochemical
energy storage. However, to further exploit these concepts, more fundamental knowl-
edge is needed to better understand why and how these combinations can be superior.
Molecular Dynamics (MD) is a useful tool to study dynamics and kinetics of materials at
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a molecular level and thereby increase knowledge on heat and mass flows in materials
[184]. In this sense, ReaxFF [81, 82] is used before to investigate material properties of
MgCl2·nH2O as TCM [40, 100, 135]. Next to material properties calculation of perfect
crystals, molecular dynamics is especially a useful tool to investigate the effect of ma-
terial imperfections, such as the before mentioned cracks, pores, and grain boundaries
[69, 135].

Therefore, we parameterized a ReaxFF force field for CaCl2·nH2O in order to per-
form an extensive exploratory study to characterize its TCM’s properties, including crys-
tal imperfections. As fundament, we used the CaCl2·nH2O reactive force field devel-
oped by Pathak et al. [185], which accurately replicates kinetics. However, this orig-
inal force field showed unphysical disintegration of the higher hydrated crystals, and
re-parametrization was needed. To encounter this disintegration problem, we present
a ReaxFF training protocol that resulted in the new transferable and stable CaCl2·nH2O
(n=0,2) reactive force field. This protocol is based on an iterative use of predicted MD
trajectories by intermediate force fields in the reference training set. The final newly de-
veloped force field is applied to study the dehydration, thermal conductivity, and heating
effect on the crack formation. Since these salts are typically anisotropic structures, the
thermal conductivity and dehydration are studied in x-, y-, and z-direction. Additionally,
the effect of crystal grain boundaries on the thermal conductivity is calculated.

3.2. COMPUTATIONAL METHODS
The present study aims to investigate the dehydration dynamics of salt hydrates for TCM
heat storage application. These dynamics include chemical reactions between the dif-
ferent elements in the salt hydrates. Quantum Mechanical (QM) computations can cap-
ture these chemical reactions with a high accuracy. Unfortunately, QM is computation-
ally very expensive making it hard to obtain transport properties such as H2O diffusion
and (de)hydration. Molecular Dynamics (MD) based on a reactive force field (ReaxFF)
[81, 82] can capture the chemical reactions as well and is less computationally expensive
than QM. These ReaxFFs are typically developed with QM calculations, as explained in
the next sections. Therefore, we used ReaxFF, which bridges the atomic length scale to
molecular level and brings the computation of important TCM characteristics within the
computationally accessible scope.

Initially, we started with a CaCl2 ReaxFF [185], which accurately predicted reaction
enthalpies of different CaCl2 hydration reactions, shown in Figure 3.1. Unfortunately,
this initial ReaxFF showed undesired disintegration of CaCl2·nH2O bulk systems, as shown
in Figure 3.6. To overcome this disintegration, we improved the initial ReaxFF to a new
ReaxFF that can correctly describe CaCl2·nH2O bulk systems, using a Metropolis Monte
Carlo (MMC) optimization algorithm [83]. The MMC method uses accurate QM data to
parameterize ReaxFF. Among the QM data, MD-frames were used, which improved the
parametrization significantly. The optimization protocol used to obtain the improved
ReaxFF for CaCl2·nH2O (n=0,2) is visually shown in Figure 3.2. As the Figure shows, QM
calculations are used as input for the Metropolis Monte Carlo optimizer, which trains
the force field. Accordingly, the new force field is used in MD simulations to obtain
atom trajectories of crystals. If the crystal disintegrates, the force field is retrained by
the MMC, and snapshot of the wrong MD trajectories accurately recomputed on QM
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1. CaCl2∙2H2O → CaCl2∙H2O + H2O

2. CaCl2∙2H2O → CaCl2 + 2 H2O

3. CaCl2∙H2O → CaCl2 + H2O

4. CaCl2∙2H2O → CaOHCl + HCl + H2O

5. CaCl2∙H2O → CaOHCl + HCl
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Figure 3.1: Comparison of the reaction enthalpies of several reactions of CaCl2 hydrates, predicted by DFT, the
initial ReaxFF, and the new ReaxFF.

level and added as new data point to the training set. When the new force field is stable,
it is further used to compute material properties. These different steps in developing the
new force field are extensively explained in the corresponding sections.

3.2.1. QUANTUM MECHANICAL (QM) COMPUTATIONS

Density Functional Theory (DFT) is used as the QM method to compute CaCl2·nH2O
periodic and non-periodic structures accurately. Non-periodic structures (gas systems)
containing data for varying bonds and angles within different molecules are computed
with Perdew-Wang (GGA-PW92) exchange-correlation function [186]. This is implemented
in the ADF software [187, 188] and has been successfully used before to model CaCl2 hy-
drates [59, 189]. The periodic crystal structures for the training set are computed with
the Vienna Ab initio Simulation Package (VASP) [146], using the PBE [147] exchange-
correlation functions together with the PAW [148, 149] scheme. DFT-D3 [150], including
Becke-Johnson [151] damping, was used to describe long-range dispersion interactions.
The structures were considered as converged if all forces on the atoms are smaller than
0.026 eV /Å.
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Figure 3.2: Visual representation of the used methodologies to come up with a reliable and transferable ReaxFF.

3.2.2. REACTIVE FORCE FIELD (REAXFF)
A reactive force field [81, 82] (ReaxFF) uses the following empirical potential, which sum-
mates different energy terms

Esystem = Ebond +Eangle +Etorsion +EH-bond +Elp +Eover

+Eunder +Econj +EvdW +ECoul +Eothers. (3.1)

Together these energy terms describe the total energy of a system. Ebond is the energy
term that includes the energy related to the bond order (σ,π, andππ) given by a continu-
ous function that depends on the distance between the atoms. This term enables ReaxFF
to capture chemical reactions in MD simulations. Eangle and Etorsion are, respectively, the
three-body valence angle term and the four-body torsion term. EH-bond includes the H-
bond term. Elp entails energy contributions from the lone pairs. Eover and Eunder are two
energy penalties coming from over- and under coordination. EvdW and ECoul are, respec-
tively, the non-bonded van der Waals and Coulomb interactions between the atoms, and
Eothers can be any extra terms assigned for some specific systems.

3.2.3. METROPOLIS MONTE CARLO (MMC) PARAMETERIZATION
The functions of the energy terms in ReaxFF (explained in section 3.2.2) include param-
eters that define the potential energy surface. These parameters can be obtained from
fitting to the QM data set. This fitting could ultimately result in a ReaxFF, which repli-
cates the potential energy surface of the same system described by the computationally
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more expensive QM method. A ReaxFF force field contains many correlated parameters,
which makes the fitting difficult. Thereby, the fitting is done by a Metropolis Monte Carlo
(MMC) optimizer[83], which tries to minimize the cumulative squared error (Error) of
the energy difference between ReaxFF and QM:

Error =
n∑

i=1

[
Xi,QM −Xi,ReaxFF

σi

]2

. (3.2)

With Xi ,QM as quantum mechanical reference data from DFT and Xi ,ReaxFF as corre-
sponding values computed with ReaxFF. Each data point i is weighted withσi . The MMC
algorithm aims to obtain the cumulative error’s global minimum by modifying every iter-
ation multiple selected parameters of the ReaxFF force field in a random direction. After
a modification, the new error (Errornew) is calculated with the new modified ReaxFF pa-
rameters, and the random changes are accepted according to simulated annealing with
the following probability:

P = min

1,exp
−

(
Errornew −Errorold

kBT

) (3.3)

With Errorold as the previous cumulative error, kB as the Boltzmann constant, and T is
an artificial temperature that slowly decreases over the number of cycles.

The QM data (Xi ,QM) training set includes information on charges, heat of formation,
bond stretching and bond bending of gas molecules, bond bending in bulk structures,
equation of state, reaction enthalpies of (de)hydration and hydrolysis, proton shifts, and
MD frames from intermediate "less accurate" ReaxFF force fields. In the latter case,
adding the MD frames to the data set required the extra iterative loop over the training.
Because it significantly increased the results, we explain it extensively below.

MD FRAMES AS QM DATA FOR REAXFF PARAMETRIZATION
To improve the ReaxFF for accurate bulk systems description, we extended the training
set with MD frames. Furthermore, an extra iterative loop was introduced, in which these
MD frames were compared with DFT. This extra iterative loop in the parameterization
process is schematically given in Figure 3.3 and includes the steps below.

1. With a currently trained force field, a ReaxFF MD simulation is performed on the
unit cell.

2. During this simulation, several uncorrelated MD frames are extracted.

3. Single point energy DFT calculations are performed on these MD frames.

4. The single point energy DFT calculations are added to the training set as a refer-
ence structure.

5. Metropolis Monte Carlo (MMC) force field parameterization is continued with the
extended training set.
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6. A new (intermediate) ReaxFF is created.

7. The (intermediate) ReaxFF is tested; if it is able to describe the bulk structures and
keeps them stable, the training is stopped. Otherwise, the ReaxFF test is used to
get new MD frames, which will be included in the next training set for the param-
eterization.

This loop was repeated until a ReaxFF force field was obtained which proved to be suf-
ficiently stable and accurate. Accordingly, the final parameterized ReaxFF was used to
compute CaCl2·nH2O (n=0,2) material properties.
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Figure 3.3: A representation of adding MD frames (extended detail of sec. 2.2 and sec. 2.3 in figure 3.2) to the
training set, in order to improve the crystal stability.

3.2.4. MATERIAL PROPERTIES CALCULATION

The flow of heat and mass (dehydration product) through the reactive salt hydrate is crit-
ical for the design of gas-solid based thermochemical storage systems [137]. Salt hydrate
TCMs typically come with low thermal conductivity, and low kinetics, which impose se-
vere constraints on the storage systems. In this sense, we used the newly developed
ReaxFF force field to study the dehydration mechanism of CaCl2·2H2O, and compute its
thermal conductivity. In general, salt hydrate crystals have a strong anisotropic mor-
phology, as shown in Figure 3.4. Thus the thermal conductivity and the dehydration
mechanism are studied for x-, y-, and z-direction. Next to anisotropy, bulk TCMs in-
clude cracks and grain boundaries, which change bulk material characteristics [177, 190]
compared to single crystalline ’ideal’ bulk material. Therefore, we also studied imper-
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fect crystals regarding thermal conductivity and crystal deformation upon heating of
CaCl2·2H2O.

Figure 3.4: Crystal structures of CaCl2 [191] and CaCl2·2H2O [141].

DEHYDRATION

(De)hydration mechanisms are an important characteristic of salt hydrates that are used
as TCM and influence the power output, local over-hydrated spots, and storage charg-
ing times. Fundamental insight of the dehydration process could be useful to optimize
the TCM based energy storage at system level. In this sense, we studied the dehydration
mechanisms and rates for CaCl2·2H2O. We have created multiple CaCl2·2H2O slabs with
vacuums in x-, y-, or z-direction. These vacuums allowed H2O molecules produced from
dehydration to diffuse to the surface and evaporate from slab. This was done at temper-
atures ranging from 300 to 500 K. The first step to create the slabs was the construction
and equilibration of a supercell. Equilibration was done for 3× 105 iterations, with a
timestep of 0.25 fs, in an NPT simulation at 1 bar. After equilibration, the periodic crys-
tals we placed in a box with a 1000 Å length in one direction to create the vacuum dehy-
dration driving force in that direction. The periodic structures were placed in in the vac-
uum in such a way that no covalent Ca–Cl and H–O bonds were cut, and dangling atoms
are shifted by one box length to satisfy the under-coordinated atoms. This resulted in
slabs with a 6×6 lattice size parallel to the vacuum, and a 3× lattice in the direction of
the vacuum. Accordingly, the slab was simulated at the given temperature. Every water
molecule that dehydrates into the vacuum increases the vapor pressure with roughly 45
mbar at ideal gas assumption. A practical thermochemical heat storage system operates
with vapor pressures of 2-20 mbar [190]. To conserve the vacuum’s dehydration driving
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force and align with experimental dynamics, all evaporated H2O molecules (at a distance
larger than 30 Å from the slab surface) were removed every 0.125 ps.

THERMAL CONDUCTIVITY
It is useful to get insight into salt hydrates’ thermal conductivity when used as TCM.
These materials have, in general, low thermal conductivity. The thermal conductivity
determines heat fluxes through the system, and dissipation of heat fluxes could prevent
local hot-spots, where undesired melting of the crystal or crystal deformation can hap-
pen. Furthermore, low thermal conductivity requires a fine grid of the heat exchanger in
fixed-bed systems [19, 137, 183].
The thermal conductivity of different systems was computed using the steady-state Non-
Equilibrium MD (NEMD) method. This method has proved its applicability before in
similar systems [69, 100]. Different regions within a crystal slab are coupled to differ-
ent temperatures through a Berendsen thermostat. Two regions are strongly coupled
(dampingconstant τ = 100 fs) to a temperature of 330 K and 300 K, respectively, acting
as a heat source and sink. In between these two strongly coupled regions, the crystal
is weakly coupled to a thermostat (dampingconstant τ = 100 ps), which results in neg-
ligible heat in/outflows. When using the NEMD method to compute the thermal con-
ductivity of a material, finite size effects could occur because the heat source and sink
impede the mean free path of the energy carrier [69, 192, 193]. To exclude this effect,
we computed the thermal conductivity for one systems at different sizes. Furthermore,
the distance between heat source and sink was kept at similar distance for a systematic
comparison between the different directions. As a result, a heat flux is generated from
the heat source at 330 K towards the heat sink at 300 K, through the weakly-coupled re-
gion, and a temperature gradient appears over the crystal. By linear fitting to the heat
fluxes and the temperature gradient, the thermal conductivity can be computed using
Fick’s law for heat energy fluxes,

Q =−k
dT

d x
, (3.4)

With Q as the heat flux obtained from the heat source and sink,
dT

d x
from the fit over the

temperature gradient, and k as the unknown thermal conductivity. Since the salt crystals
are anisotropic, and to get a complete view of the thermal properties, the thermal con-
ductivity is computed for different directions with periodic and non-periodic systems. In
Figure 3.5 the two different typical systems are visualized. In practice, salt hydrate bulk
material is never a completely perfect crystal. Therefore, the effect off an grain boundary
on the thermal conductivity is included in the thermal conductivity calculations.

EXPANSION AND CRACK FORMATION
Upon heating hydrated salt crystals, to regenerate the thermochemical storage system,
local dissociated H2O molecules and thermal expansion induce large stresses and pres-
sures within the crystal, and induce large forces on mechanical appliances within the
storage systems. Furthermore, after evaporation, cracks are introduced in the anhydrous
crystal [190], these cause cracks and deformations could enhance future (de)hydration
[177]. Therefore, we studied a heating CaCl2·2H2O crystal at a rate of 2 mK per iteration
starting from 300 K and using a Berendsen thermostat.
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(b)

(a)

Figure 3.5: (a) Simulation cell of CaCl2·2H2O crystal using periodic boundaries. (b) Simulation cell of
CaCl2·2H2O crystal using free boundaries. Heat source and sink are respectively indicated with red and blue.

3.3. RESULTS AND DISCUSSION

3.3.1. REAXFF RE-PARAMETERIZATION RESULTS

Re-parameterization of the initial old ReaxFF was needed to avoid undesired disintegra-
tion of bulk systems. This undesired disintegration of CaCl2·2H2O systems described
by the initial ReaxFF can be observed from Figure 3.7, 3.6 and 3.8. Figure 3.6 shows
the structures after a short (0.25 ns) MD-NPT simulation at 300 K and 1 bar. At these
conditions the system should remain crystalline, which is clearly the case for the new
force field but not for the initial one. As reference the experimentally found structure
of CaCl2·2H2O [141] is also given. Figure 3.7 shows the Radial Distribution Function
(RDF) between Ca-Ca, Ca-Cl, and Ca-O of the initial ReaxFF (red), and the newly de-
veloped ReaxFF (blue) both at 300 K, compared with the experimental "ideal" crystals’
RDF (gray). The first peak for the Ca-Cl and Ca-O of the original ReaxFF matches well
with the experimental structure. However, the tail also shows evident disintegration.
When comparing the Ca-Ca RDF it is clear that the initial ReaxFF force field does not
describe a crystalline CaCl2·2H2O structure, which should be the case since it does not
dehydrate at 300 K. The newly developed ReaxFF does describes a crystalline structures
and matches well with the experimental RDF. Re-parameterization of the initial ReaxFF
was done, using MD-frames as input data. The energy difference between static calcu-
lated MD frames, and the geometry optimized crystal, are shown in Figure 3.8. Since
the reference is the geometry optimized DFT structure, all MD trajectory frames should
have an energy difference above zero. nonetheless, most of the anhydrous and all the di-
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Figure 3.6: Comparison of the experimental CaCl2·nH2O structure with the new and initial ReaxFF MD struc-
ture after 0.25 ns at 300 K and 1 bar. For clarity only the front atoms are shown in full color.

hydrate MD trajectory frames computed with the initial ReaxFF force field show energy
differences below zero. These frames are thus incorrectly seen as more stable where they
should be less stable, as shown by the DFT calculation. In the anhydrous case, the initial
force field’s energy difference is approximately around zero, where the energy difference
for the dihydrate is even below zero. This confirms the observed behavior of disintegra-
tion of the CaCl2·2H2O system but not for the CaCl2 system when the initial force field
is used; in the latter case, the energy differences are apparently not sufficient to disin-
tegrate the crystal. The newly parameterized force field does show a good match with
the DFT reference, and one can conclude that adding the MD frames to the training set
considerably improved the force field.

Next to the MD frames, multiple other reference data points are included to the train-
ing set, namely, charges, reaction enthalpies (figure 3.1), dissociation curves, angle in gas
molecules, angles in bulk structures, equation of state, and surfaces. A small selection of
this data set, including the result of the newly developed force field, is shown in Figure
3.9. For the complete data set we refer you to the Supplementary Material of the original
published paper [131]. From the training results, a small crystal expansion is expected
for periodic systems from the newly developed force field. An MD-NPT simulations con-
firms this expansion for both the original and new force field. The density decreases with
17% and 16% in the case of CaCl2, and 12% and 3% in the case of CaCl2·2H2O, for re-
spectively the original and new ReaxFF force field. Furthermore, the surface energies are
calculated with the new ReaxFF in [100], [010], and [001] direction for both CaCl2 and
CaCl2·2H2O, via:

Esurface =
Esystem −nEbulk

2A
(3.5)

With Esurface as the surface energy, Esystem as the energy of a relaxed slab with a surface
in a given direction, Ebulk as the energy of a relaxed periodic unit cell, n as the number
of unit cells in the slab, and A as the surface area of the slab. The resulting values are
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Figure 3.7: Comparison of RDFs for CaCl2·2H2O for the experimental structure and after MD at atmospheric
pressure and 300 K. (a) is Ca-Ca, (b) is Ca-Cl, and (c) is Ca-O. All first peaks, are normalized to one for a clear
comparison.

given in Table 3.1, and compared with DFT. In Appendix C, the resulting relaxed surface
slabs are shown, and Tables C.1 and C.2 confirm minimal changes regarding the Ca–Ca
distance between surface atoms and bulk atoms. As shown in Figure 3.9, the surface
energies of anhydrous C aC l2, were included in the MMC training data, as a result, the
new ReaxFF values match closely with DFT. Additionally, we computed the surface ener-
gies of CaCl2·2H2O, these were not included in the MMC training data. However, these
dihydrate surfaces also closely match with the DFT reference, which confirms the trans-
ferability and robustness of the new ReaxFF.

3.3.2. MATERIAL CHARACTERIZATION

After the ReaxFF force field was successfully trained to describe CaCl2·nH2O systems,
it was used to study important TCM characteristics, such as dehydration mechanisms,
thermal conductivity, and crack formation upon heating. Similar to other salt hydrate
crystal morphologies, CaCl2·nH2O has a strongly anisotropic structure. In the case of
CaCl2·2H2O, the crystal has an orthorhombic structure, typically CaCl2 layered in the z-
direction with the Ca atoms ordered in a checkerboard pattern in the xy-plane, as shown
in Figure 3.4. The O-Ca-O connection is orthogonal to the y-direction, and makes a 47o
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Figure 3.8: Energy differences between MD frames and the experimental unit cell, calculated with DFT (blue),
static initial ReaxFF (gray), and static new ReaxFF(red). For bulk systems of (a) CaCl2, and (b) CaCl2·2H2O. The
MD frames were generated with the initial CaCl2·nH2O ReaxFF.

angle with the x-direction. Because of the anisotropic character, we considered the ma-
terial property computations in all three different directions.

DEHYDRATION

Dehydration rates and mechanisms are important characteristic for TCMs. In this sense,
we studied dehydration mechanisms of CaCl2·2H2O. This was done separately for x-, y-,
and z-direction, at temperatures ranging form 300 K to 500 K. Results of this simulations
are shown in Figure C.1 of Appendix C. At 300 K no dehydration is observed, at 400 K
some dehydration is observed which increases even more at 500 K. This can be con-
firmed with experimental results where dehydration of CaCl2·2H2O starts at 344 K and

Table 3.1: Surface energy (J/m2) by DFT and the new ReaxFF.

CaCl2 CaCl2·2H2O
Surface DFT ReaxFF DFT ReaxFF

001 0.52 0.58 0.19 0.08
010 0.39 0.38 0.38 0.33
100 0.41 0.40 0.38 0.23
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Figure 3.9: Subset of Metropolis Monte Carlo training data set. With (a) charges, black is DFT and green is
ReaxFF, (b) dissociation energy of ClCa–Cl, (c) dissociation energy of ClCa–Cl with water molecule around it,
(d) Cl–Ca–Cl angle distortion in CaCl2 crystal, (e) H2O–CaCl2–H2O angle distortion in CaCl2·2H2O crystal, (f)
[100], [010], and [001] surfaces of CaCl2 crystal.

higher [11, 190]. These simulations were done with crystal slabs in a 1000 Å vacuum.
However, every evaporated water molecule significantly increases the vapor pressure
in the vacuum. Therefore, for each direction at 500 K, longer simulations were applied
in which evaporated water molecules were removed. A comparison between these two
methods, with and without removal, is shown in Figure C.1 of Appendix C. When water
molecules are not removed, an equilibrium will be reached before the crystal is com-
pletely dehydrates, when water molecules are removed the vacuum driving force for the
dehydration is maintained.

Figure 3.10, gives the dehydration for different orientations at 500 K with removal of
evaporated water molecules. For the x-, and y-direction a similar behavior is observed,
yet with initially a slightly different rate. At the start, fast dehydration is observed, which
can be mainly attributed to the surface water molecules that are hardly impeded by other
atoms (Rx,1 in Figure 3.10). After some time, the outer layers are dehydrated tempo-
rary slowing down dehydration (Rx,2 in Figure 3.10). When the outer layers lose their
crystallinity and some pores are formed, an increase of dehydration is observed again
(Rx,3 in Figure 3.10). Yet after approximately 5 ns, when more water molecules are de-
hydrated, a thicker amorphous and largely anhydrous CaCl2 layer is formed at the outer
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layers of the slabs. This thicker layers blocks further fast dehydration, and a slow and
constant rate behavior is observed for the remainder of water molecules. To indicate
the linear behavior after 7.5 ns, a linear fit is shown from 7.5–15 ns (Rx,4 in Figure 3.10).
For the z-direction, the behavior is slightly different, till 3 ns a non-linear dehydration
is observed, in this regime the water molecules in the outer layer are dehydrated, either
direct or indirect via some pores. However, after this point the layered characteristics of
the crystal in z-direction blocks further rapid dehydration, and a very slow linear rate is
observed, which is impeded by the CaCl2 layered structure. After 12 ns, in the amount
of dehydrated water molecules in z-direction is 1.9 and 2.5 times lower than x- and y-
direction respectively. To characterize the dehydration mechanisms further, structures
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Figure 3.10: Dehydration of CaCl2·2H2O at 500 K for x, y, and z orientation of the slab. In x-direction the
simulation in extended to reach steady state, and to compute the dehydration rate at steady state.

were taken from the dehydration simulations at different times (t = 0, 1.5, 3, and 6 ns).
These structures were put in a vapor saturated environment, in order to stop further de-
hydration, and characterize the systems at a steady state equilibrium. These restarted
simulations were performed over 250 ps, after which RDFs and the spatial density dis-
tribution of atoms were computed. Due to the dehydration, anhydrous CaCl2 is formed
at the outer layers impeding further dehydration. This is confirmed by the RDFs at dif-
ferent timesteps given in Figure 3.11 for the system with vacuum in y-direction. In Fig-
ure 3.12a-f, the spatial density distribution is given for oxygen and calcium atoms for all
three directions. For both x-, and y-direction a clear decrease of oxygen atoms, thus wa-
ter, over time is present in Figure 3.12a-b. Furthermore, at the surfaces in the final con-
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Figure 3.11: RDF of CaCl2·2H2O structures at different times of dehydration.

Table 3.2: Computed thermal conductivity (W m−1K−1) of perfect CaCl2 and CaCl2·2H2O crystals.

CaCl2 CaCl2·2H2O
Direction Periodic Free Periodic Free

x 1.14±0.09 1.24±0.22 0.47±0.03 0.49±0.12
y 1.11±0.17 1.36±0.19 0.75±0.03 0.85±0.17
z 0.89±0.02 1.09±0.09 0.10±0.02 0.36±0.04

figuration a dip is present, with a lower number of water molecules than in bulk. This
dip is present due to the presence of the anhydrous CaCl2 layer, which is simultaneously
presented in Figure 3.12d-e. For the dehydrated system with vacuum in z-direction, the
behavior is slightly different. The number of oxygen atoms does hardly decline over time
in bulk because of the layered structure in z-direction. Therefore, also a slow but sharp
dehydration front can be observed, where layer by layer water is evaporated.

THERMAL CONDUCTIVITY
For both hydrates (n = 0, 2) the thermal conductivity is computed in all directions, with
both periodic and free boundaries, as shown in Figure 3.5. A typical result for a periodic
system is given in Figure 3.13, in which the in- and outgoing heat flux and the temper-
ature profile are given. The free boundaries were included to make it possible to study
grain boundary effects on the thermal conductivity. Each system was simulated 3 times
over 0.4 ns, to obtain standard deviations, and results are given in Table 3.2.

To exclude finite size effects [69, 192, 193] the thermal conductivity for was recom-
puted for a larger distance between the heat source and sink (∼ 33 Å → 92 Å) for the
periodic CaCl2 · 2H2O crystal in y-direction. The computed thermal conductivity for
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Figure 3.12: Density profiles of dehydrated slabs at different timesteps. (a) Density of Ca atoms with a vacuum
in x-direction, (b) Density of Ca atoms with a vacuum in y-direction, (c) Density of Ca atoms with a vacuum
in z-direction, (d) Density of O atoms with a vacuum in x-direction, (e) Density of O atoms with a vacuum in
y-direction, (f) Density of O atoms with a vacuum in z-direction.

the larger system was found to be 0.69 W m−1K −1, which similar to the shorter sys-
tem, thus finite size effects can be neglected. This was also found by a similar cal-
culation for MgCl2·nH2O crystals [100] at these NEMD crystal sizes. Furthermore, to
obtain a consistent comparison between all different structures in different directions,
we kept the distance between heat source and sink similar. For all systems, the com-
puted thermal conductivity is higher when free boundaries are used compared to peri-
odic boundaries. In similar NEMD calculations [194], comparable results were found,
where the slightly lower thermal conductivity for periodic systems can be attributed
to the higher scattering effect of the heat source and sink in periodic systems com-
pared to systems with free boundaries. The average thermal conductivity for the an-
hydrous crystal is approximately 1.1 W/mK, with a slightly higher value for x-, and y-
direction than the z-direction. The average computed thermal conductivity for the di-
hydrate CaCl2·2H2O crystal is on average approximately 0.6 W/mK, the highest in y-
direction (≈ 0.8 W m−1K −1), slightly lower in x-direction (≈ 0.5 W m−1K −1), and con-
siderably lower in z-direction (≈ 0.1 W m−1K −1). These different thermal conductivities
can be explained by geometrical features within crystal structures, which influence the
phononic dispersion and ballistic thermal conductance [195–197]. These results are in
the same order as experimentally found thermal conductivities which obtained 0.31-0.39
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W/mK [198] for CaCl2 powders and 1.09 W/mK [199] for CaCl2·6H2O. The experimental
found thermal conductivity of dry CaCl2 is a bit lower than our value. However, we as-
sumed a perfect crystal where the experiment used powder, which influences the ther-
mal conductivity as proven in the next section on grain boundaries. Furthermore, the
thermal conductivity are in the same order as previous MD studies, in which a thermal
conductivity of 0.3 W/mK [100] was found for CaCl2·2H2O.

Bulk TCMs are not single crystal structures, but composed of many grains. In this
sense, next to perfect crystals, we studied the thermal behavior at grain boundaries,
since these interfaces influence heat fluxes [69, 200, 201]. A grain boundary was build
in x-direction by small rotations of two separated grains around the z-axis in opposite
direction, with an angle such that periodicity in y-, and z-direction was still applicable.
An angle of 5.9o and 7.2o provided this requirement, for CaCl2 and CaCl2·2H2O respec-
tively. Because both crystals were rotated in opposite direction, this gives an angle of
11.8o and 14.4o , respectively. A schematic representation for the CaCl2 system is given
in Figure 3.14. Accordingly, a simulation was run over 50 ps from 0 K to 300 K, which re-
sulted in a merged system, and another 50 ps was simulated to confirm an equilibrated
system. After equilibration, the NEMD simulation was performed with similar settings
as the perfect crystals, and a typical resulting temperature profile can be found in Figure
3.14. In Table 3.3 the resulting computed thermal conductivity analysis is given for the
systems with grain boundaries. The angle between the perfect crystals was 11.8o and
14.4o for respectively the anhydrous and dihydrate systems, which we both computed
three times. The computed thermal conductivities over the perfect parts of the systems
show a good match with the perfect systems. The decrease of thermal conductivity can
be attributed to the extra introduced scattering events by the grain boundary. The com-
puted Thermal Boundary Resistance (TBR) is in the order 1−5×10−9W m2/K , which is
comparable to other (reactive) grain boundaries [69]. The third simulated grain bound-
ary for CaCl2·2H2O shows a relative low resistance (0.62×10−9 W m2K −1), caused by a
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Figure 3.14: Temperature gradient over CaCl2 system with a grain boundary.

reacted and merged interface [201] that increases the opportunity of inelastic scatter-
ing. The computed thermal conductivities over the perfect parts are comparable to the
computed thermal conductivity of the perfect crystals.

3.3.3. EXPANSION AND CRACK FORMATION

To regenerate the storage system, and dehydrate the salt, the material is heated. There-
fore, we studied what happens with the hydrated CaCl2·2H2O when it is heated. This
result is given in Figure 3.15, and shows that CaCl2·2H2O dehydrates before it melts.
Upon heating, first only a small thermal expansion in x-direction is observed, this is also
the direction in which the particles make a 47o angle with the x-direction and the xy-
planar CaCl2 layers. This angle causes the crystal to expand in this direction. The water
molecules are perpendicular aligned with the y-direction and the xy-planar, thereby, the
crystal hardly expands in this direction. At higher temperatures, far above the dehydra-
tion temperature, the water molecules gain enough energy to push the xy-planed CaCl2

layers apart, forming cracks between the CaCl2 layers, and the system quickly expands
in this direction. This effect creates room for all the water molecules to immediately dis-
sociate shortly after the rapid expansion in z-direction since we are already far above the
dehydration temperature. Due to the dissociating water molecules, room is made for
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Table 3.3: Thermal boundary resistance of grain-boundary. kperfect is the computed thermal conductiv-

ity (W m−1K−1) over the perfect parts of the system, T BR is the computed thermal boundary resistance
(W m−2K−1).

CaCl2 CaCl2·2H2O
1 2 3 avg. ± sd. 1 2 3 avg. ± sd.

kperfect 0.60 0.78 0.62 0.66±0.08 0.85 0.78 0.62 0.75±0.1
T BR ×10−9 1.39 1.38 2.63 1.8±0.58 2.82 5.33 0.62 2.92±1.92
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Figure 3.15: Effect of lattice expansion on heating the periodic CaCl2·2H2O system in the range from 300-900
K.

the xy-planed CaCl2 layers in x-direction. Before the dissociation, the water molecules
occupied some space due to the 47o angle, empty H2O voids causes the crystal to shrink
in x-direction. Again, the y-direction is hardly effected because the water molecules did
not influence the CaCl2 packing from the start.

This heating study shows that CaCl2·2H2O will crack in the xy-plane, in between the
CaCl2 layers, which can be expected when considering the typical topology of the crystal.
In practice, this will happen at a lower temperature where dehydrating water make room
for the system to expand.

3.4. CONCLUSIONS
A new ReaxFF for CaCl2·nH2O is developed in order to get more fundamental insight
into key TCM properties such as dehydration mechanisms, thermal conductivity, and
crack formation upon heating. These properties are key as they could cause or prevent
local hot-spots, agglomerations, or overhydration. The newly generated ReaxFF is based
on an existing CaCl2·nH2O ReaxFF [185], which was intentionally limited to predicting
kinetics. A new optimization protocol was established to preserve the crystal geometry
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of salt hydrates. New data was added to the training set, including MD-trajectories pre-
dicted by intermediate force fields. The corresponding energies of these MD-trajectories
in the training set were computed by DFT. This protocol significantly increased the per-
formance of the ReaxFF regarding the stability of CaCl2·nH2O bulk structures. Next to
the desired increased stability of crystal structure, the new force field proved to accu-
rately predict the surface energies in multiple directions and capture correctly the RDFs
for both CaCl2 and CaCl2·2H2O .

Salt hydrate structures have a strong anisotropic morphology, therefore the dehydra-
tion characteristics and the thermal conductivity is computed in x-, y-, and z-direction.
The orientation of the crystal hydrate has a strong influence on the dehydration rate,
where the dehydration rate in z-direction is much slower than x-, and y-direction due
to the typical layered character of the CaCl2·2H2O structure. After the initial 12 ns, al-
ready 1.9 and 2.5 times more water molecules are dehydrated in these direction respec-
tively. In all directions, dehydrated superficial CaCl2 layers impede evaporating H2O
molecules and slow the dehydration down. Cracks and pores are needed to create path-
ways through these outer layers for the evaporation of inner H2O molecules. In case
of the thermal conductivity, the layered characteristic in z-direction also causes a lower
thermal conductivity compared to other directions. The thermal conductivity is com-
puted to be approximately 1.1 W /mK and 0.5 W /mK for anhydrous CaCl2 and hydrated
CaCl2·2H2O, respectively. This is in the same order as experimental values of CaCl2·nH2O
[198, 199]. Thus, nano scale modifications that interfere with the strong layered mor-
phology in z-direction, could benefit the overall dehydration and thermal conductivity.

Bulk TCM salt hydrates are never a complete perfect crystal, but contain many grains.
In this sense, the influence of a grain boundary is studied for CaCl2 and a Thermal Bound-
ary resistance (TBR) of 2.92e −9W m2/K is computed. This is comparable for other (re-
active) grain boundaries [69]. The effect of heating the CaCl2·2H2O is studied to gain
insight in possible crack formation upon drying the salt. Due to the typical CaCl2 layers
in the xy-plane, with intermediate water, cracks are also formed this plane in between
these CaCl2 layers. The successful newly developed transferable CaCl2·nH2O force field
allowed detailed characterization of the salt as TCM. In future studies, this ReaxFF force
fied can be used to study effects of modification of the salt to promote its use for heat
storage applications. An example of such a possible study is the combination of the pure
salt with with another salt (see chapter 2), and the effect of this mixture on the dehydra-
tion mechanism and rate. Furthermore, it creates the opportunity for detailed research
on the effect of crack, pores, and grain boundaries on thermal and mass fluxes through
the salt.
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ADVANCED DIFFUSION METHODS

FOR H2O IN SALT HYDRATES

ABSTRACT: Slow diffusion of water through salt hydrates limit the power output of a thermochem-
ical energy storage. Simultaneously, slow water diffusion gives rise to local over-hydrated spots.
Recent studies show that cracks and pores in the salt crystal increase the (de)hydration rate. In this
sense, we analyzed the diffusion behavior of water in crystalline CaCl2·2H2O and around crystal
imperfections, like cracks and pores, through reactive force fields molecular dynamics. A Smolu-
chowski diffusion equation-based method was used to perform this diffusion study. This method
enabled the possibility to study a local diffusion behavior instead of the often used global diffu-
sion methods. We found that the diffusion of H2O is extremely low in the crystalline regions of the
CaCl2·2H2O (< 10−10 m2/s), which corresponds with literature for similar salts. However, in cracks,
pores, and amorphous regions of the salt, the diffusion is significantly higher (≥ 10−9 m2/s). Thereby,
this enhanced local diffusivity explains why imperfections of the crystalline salt hydrate can improve
its characteristics for thermochemical heat storage applications.

This chapter is in preparation to be submitted for to a peer reviewed journal.
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4.1. INTRODUCTION
In the search towards a viable energy storage system, that is able to efficiently store
energy to bridge the mismatch between renewable energy supply and energy demand,
thermochemical heat storage has gained much attention and has been intensively stud-
ied [18, 19, 22]. With the thermochemical energy storage concept, energy is stored in a
reversible exo-/endothermic reaction between different elements. Numerous salts are
studied as potential thermochemical material (TCM) [11, 169]. With salt hydrates, en-
ergy can be stored in times of a surplus of heat by using the heat in endothermic dehy-
dration of the salt. In times of a lack of heat, the dehydrated salt is hydrated again via
an exothermic reaction, and heat is released. Among others, CaCl2·nH2O (n = 0,2,4,6)
is a potential TCM candidate due to its price [11], and relatively high absorption energy
around the operating temperature of domestic energy storage systems [202]. However,
like many salt hydrates, it suffers from slow kinetics. This not only reduces the possi-
ble power output but can also cause agglomerates and clogging of the system. On the
other side, upon hydration and dehydration cycles, cracks and pores are formed, which
improve water transport through the cracked crystal and, consequently, increase the ki-
netics and the power output of the system [177]. However, detailed information on the
water mobility in and around these cracks is needed to further exploit this phenomenon.
Furthermore, accurate diffusion coefficients are crucial in the selection of a potential
TCM candidate and for the design of a valuable thermochemical storage application.

Molecular Dynamics (MD) is a powerful tool to study key dynamical characteristics
of heat storage materials [53, 100, 131, 184]. Next to that, MD can be used to study the
diffusion of water in porous media [203, 204] or confined regions [205]. In Chapter 3,
we used MD to study the dehydration of CaCl2·2H2O and found that the dehydration is
strongly dependent on the crystal orientation and morphology. Furthermore, we found
that some dehydrated CaCl2 layers impede further dehydration but cracks and pores
significantly increase it. In this work, we study the diffusion of H2O through salt hydrates,
specifically in and around crystal imperfections like cracks, pores, and grain boundaries
of the salt hydrates. There is a complex inhomogeneous interplay between liquid water,
water vapor, and (crystalline) salt in this region. Hence, it requires a local and detailed
method to study the water diffusion in this region.

The diffusion of fluid is macroscopically described by Fick’s law J =−D∇c, which re-
lates the flux J of a species to the concentration gradient ∇c by the diffusion constant D .
When we consider the simple case of a labeled molecule that we follow when it diffuses
in a fluid consisting of the same molecules, we have the so-called self-diffusion. With
the assumptions that the labeled species was initially concentrated at the origin, and the
conservation of mass, we could rewrite Fick’s law to Fick’s second law of diffusion, which
connects the concentration profile to the diffusion [63]:

c(r , t )

∂t
= D∇2c(r , t ) (4.1)

where c(r , t ) is the concentration profile depending on its position r and time t . Ein-
stein was the first who derived equation (4.1), which resulted in the well known Einstein
method to compute the self diffusion:

D = lim
t→−∞

1

2d t
〈|r (t )− r (0)|2〉, (4.2)
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with d as the dimensionality of the system. This Einstein method relates the macro-
scopic property self-diffusion D to the Mean Squared Displacement (MSD) of particles
〈|r (t )− r (0)|2〉. Practically, the slope of the MSD over long time periods can be used to
the self-diffusion. Alternatively, one could rearrange equation (4.2) in terms of velocities
of the particles, and obtain the Green-Kubo relation:

D = 1

d

∫ ∞

0
d t〈v (t ) ·v (0)〉, (4.3)

in this equation 〈v (t ) · v (0)〉 is the so-called velocity autocorrelation function (VACF).
Both the MSD and VACF can be directly obtained via MD-generated particle trajectories.
Therefore, both methods are an often used way to compute the diffusion of a species
by means of MD. However, as both methods are derived on the assumption of Fick’s law
and free boundary conditions, they are not valid for confined fluids or inhomogeneous
systems [206]. In the latter case, the methods are only valid if one simulates long enough
that the followed particles sample all regions, and as a consequence, the result describes
the overall diffusion coefficient of the entire system. Where, especially for inhomoge-
neous or confined fluids, one is interested in a more local diffusion coefficient.

In case of inhomogeneous systems, the diffusion of fluids should be computed by the
Smoluchowski diffusion equation [207], which describes the evolution of the probability
density p(r , t ) depending on its location r and time t [208]:

∂p(r , t )

∂t
=∇·D

(
e−βF (r )

)
·∇

[
eβF (r )p(r , t )

]
, (4.4)

with β as the reciprocal of the thermodynamic temperature β= 1/(kB T ), kB is the Boltz-
mann constant, and T is the temperature. F (r ) is the free energy surface, or potential
mean force (PMF) [209]. This given PDE Smoluchowski diffusion equation is hard to
solve analytically for a small region around inhomogeneity. Liu et al. [206] proposed a
method in which the domain is divided into small layers or bins. In each bin, the paral-
lel and perpendicular components of the diffusion are computed separately. It is shown
that the parallel component can be computed by relating the MSD to the survival proba-
bility of the particles in the considered bin. The diffusion perpendicular to the bin can be
obtained by fitting the survival probability of particles from a Langevin Dynamics sim-
ulation to the survival probability of an MD simulation. In the continuation, Franco et
al. [209] used the same method for the parallel contribution but derived a new analytical
solution for the perpendicular contribution based on the assumption of a linear PMF in
the bin. The benefit of this method is that all diffusion contributions can be obtained
from particle trajectories generated by a single MD simulation.

To study the water diffusion in and around inhomogeneous salt hydrates structures,
we developed a method to locally solve the Smoluchowski diffusion equation, analo-
gous to the method of Franco et al. [209]. Accordingly, the resulting analytical solution
for the survival probability is fitted to the MD obtained survival probability of particles
in a small layer of the entire simulation box. This approach provides fundamental in-
sight into water diffusion in and around cycled salt hydrates and allows quantification
of the effects of crystal imperfections on the diffusion of water in CaCl2·2H2O. Accord-
ingly, these numbers provide helpful information regarding water mobility in TCMs for
the macroscopic design of storage applications.
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Figure 4.1: MSD in different direction of liquid water (homogeneous) as given in the inset, solid lines are MSD
with bins in the yz–plane, dashed lines are MSD without bins. The inset represents the MD simulated liquid
water box.

In the Methodology section, the Smoluchowski diffusion equation based method is
explained. The direction parallel to the bin is explained first, then the direction perpen-
dicular to the bin. In the Validation section, the method is validated on water systems.
Firstly, for a periodic homogeneous liquid water system, by which it can be compared
with the Einstein’s and Green–Kubo’s method. Secondly, for a water vapor–liquid inter-
face, by which it can be compared with Franco’s method [209]. After validation, in the
Results & Discussion section, the method is used to study the water diffusion in and
around inhomogeneous regions of CaCl2·2H2O. These findings provide valuable infor-
mation for designing thermochemical heat storage applications based on salt hydrates
as active material.

4.2. METHODOLOGY

In molecular dynamics simulations, most often, either Einstein’s method or the Green–
Kubo autocorrelation method is used to determine the self-diffusion coefficient of a
fluid. However, these do not hold when applied to small sub-layers (bins) of the en-
tire domain. In Figure 4.1, a typical example is given when the basic Einstein’s method is
used for a periodic homogeneous liquid water simulation and illustrates that it cannot
be used for diffusion calculations in small bins. In this figure, the MSDs of particle trajec-
tories are compared for a system with and without bins. In a bin, fast particles will leave
earlier than slower particles, and particles that have left the bin do not contribute to the
MSD calculation anymore. Thereby, the perpendicular diffusion calculation is affected
by the maximum length of the trajectory and capped by the size of the bin. This effect is
also present for the parallel contributions, be it less visible.

Additionally, the well-known Einstein and Green–Kubo methods are not applicable
near inhomogeneities [206, 209]. In Figure 4.2, an inhomogeneous example system is



4.2. METHODOLOGY

4

67

perpendical direction (  )  

pa
ra

lle
l d

ir
ec

tio
n 

( 
 )

  

Figure 4.2: Example of water vapor–liquid interface, with bins to compute local diffusion.

given in terms of a water vapor–liquid interface. For such systems, especially near the
inhomogeneity, the diffusion characteristics can be important. The given system is di-
vided into small bins, for which in each bin the diffusion coefficients are desired to be
known.

In the case of a small sub-layer and/or inhomogeneous region, a more advanced
method is needed. Such a method is discussed in the following sections. First, the so-
lution for direction parallel to the bin D∥ will be shown. Secondly, the solution for the
perpendicular direction D⊥ in a homogeneous region will be shown, and thereafter, for
the perpendicular direction in an inhomogeneous region.

4.2.1. PARALLEL TO THE BIN

For the diffusion in a small bin, one could assume a constant diffusion D within the en-
tire bin. With this assumption, the Smoluchowski diffusion equation (4.4) can be rewrit-
ten in 1D as [209]:

∂p(r, t )

∂t
= ∂

∂r

[
D∥e−βF (r ) ∂

∂r

[
eβF (r )p(r, t )

]]
. (4.5)

for position r , F (r ) is the PMF, that is related to ratio of the local density ρ(r ) and the
average density ρav g via:

ρ(r )

ρavg
= e−βF (r ). (4.6)

For both the homogeneous as the inhomogeneous systems, one could assume homo-
geneity for the parallel direction if in the latter case the bins are oriented perpendicular
to the inhomogeneity. This gives ρ(r ) = ρavg, and the gradient of F (r ) that equal to zero.
As a consequence, the 1D Smoluchowski equation (4.5) becomes Fick’s second law. Were
it not for the small bins, one could simply use Einstein’s or Green-Kubo’s method. How-
ever, in the case of bins, Liu et al. [206] showed that the diffusion in parallel direction of
the bin equals:

D∥,r = lim
t→−∞

1

2d tP (t )
〈|r (t )− r (0)|2〉, (4.7)
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in which r is the parallel direction, and P (t ) is the survival probability of the particles in
the bin. This survival probability can be directly obtained from MD:

P (t ) = 1

τ

τ∑
t0

N (t0, t0 + t )

N (t0)
, (4.8)

where N (t0) are the initial number of particles in the bin at time t0, and N (t0, t0 + t ) are
the number of particles not have left the bin after time t0 + t . This number is averaged
over τ starting times.

4.2.2. PERPENDICULAR TO THE BIN FOR HOMOGENEOUS REGIONS
Similar to the parallel direction of the bins, for homogeneous regions in perpendicular
direction to the bin ρ(r ) = ρavg. Thus the gradient of F (r ) equals zero. In this case, equa-
tion (4.5) simplifies to:

∂p(r, t )

∂t
= D⊥

[
∂2p(r, t )

∂r 2

]
. (4.9)

With the Dirichlet boundary condition, which implicates that once the particles have left
the bin, at position 0 or L, and re-enter they are not reconsidered,

p(0, t ) = p(L, t ) = 0, (4.10)

and the Dirac delta initial condition [206],

p(r,0) = δ(r − 1

2
L) (4.11)

equation 4.9 can be written as:

p(r, t ) = 2

L

∞∑
n=1

sin
[nπ

2

]
sin

[nπ

L
r
]

exp

[
−

(nπ

L

)2
D⊥t

]
. (4.12)

In practice, the Dirichlet boundary condition is not used in the MD simulation but only
for the analysis [206]. Furthermore, in the analysis, the starting point of particle trajec-
tories is when a H2O molecule passes the center of the bin, according to the Dirac delta
initial start condition. Instead of the Dirac delta initial condition, Franco et al. used a
locally dependent initial density. In Appendix D.1 the full derivation of this equation is
given. Integration of this probability density function from 0 to L leads to the survival
probability:

Phomo(t ) =
∫ L

0
p(r, t )dr =

∞∑
n=1

2

nπ
sin

[nπ

2

]
(1−cos[nπ])exp

[
−

(nπ

L

)2
D⊥t

]
, (4.13)

which describes the survival probability of particles in a specific bin between 0 and L in
a homogeneous region. Due to the different initial condition, Franco et al. analytically
derive the time integrated probability function. However, as a consequence of our initial
condition, we fit the survival probability of equation 4.13 to the MD survival probability
equation (4.8) to obtain D⊥.
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4.2.3. PERPENDICULAR TO THE BIN FOR INHOMOGENEOUS REGIONS
In the perpendicular direction to the bin, near density inhomogeneities ρ(r ) 6= ρav g , and
the gradient of the PMF is not zero. For this case, Franco et al. [209] showed that for
small bins, one could approximate the PMF with a linear relation:

−βF (r ) =ωr +C , (4.14)

with ω as gradient. Accordingly, the natural logarithm is also linear:

ln

[
ρ(r )

ρavg

]
=ωr +C . (4.15)

As a result, the 1D Smoluchowski diffusion equation (4.5) can be rewritten for the per-
pendicular diffusion near inhomogeneities as:

∂p(r, t )

∂t
= D⊥

[
∂2p(r, t )

∂r 2 −ω∂p(r, t )

∂r

]
. (4.16)

Using the Dirichlet boundary conditions and the initial Dirac delta condition, the prob-
ability density distribution equation 4.16 can be written as:

p(r, t ) = 2

L
exp

[
ω

2
r − ωL

4

] ∞∑
n=1

sin
[nπ

2

]
sin

[nπ

L
r
]

exp

[
−

((nπ

L

)2
+ ω2

4

)
D⊥t

]
. (4.17)

In Appendix D.2, the full derivation of this equation is given. Accordingly, via integration
by parts of probability density function (4.17) from 0 to L we get the survival probability:

Pinhomo(t ) =
∫ L

0
p(r, t )dr =

exp

[
−ωL

4

] ∞∑
n=1

sin
[nπ

2

] 2nπ

(nπ)2 +
(

Lω
2

2
)

(
1−exp

[
ωL

2

]
cos[nπ]

)
exp

[
−D⊥t

((nπ

L

)2
+ ω2

4

)]
,

(4.18)

which describes the survival probability of particles in a specific bin between 0 and L
near an inhomogeneous region. To obtain the diffusion in the given bin, this survival
probability can be fitted to the MD survival probability (equation 4.8) to obtain D⊥. Note
that when this equation is used for a homogeneous region, the density profile is constant
and ω= 0, this equation reduces to equation 4.13 for homogeneous systems.

4.2.4. REAXFF
In order to model the water mobility in and around CaCl2·2H2O crystal cracks, pores,
and grain boundaries, we used the reactive force field (ReaxFF) formalism [81, 82, 124].
This MD method is developed to bridge the gap between expensive quantum mechan-
ical (QM) calculation and conventional non-reactive MD. QM includes bond breaking
and formation but at a high computational cost such that only small systems can be
considered. On the other side, with conventional non-reactive MD, large systems can be



4

70 4. ADVANCED DIFFUSION METHODS FOR H2O IN SALT HYDRATES

considered but not bond breaking or formation. ReaxFF bridges this gap by using empir-
ical relations, which are parameterized on accurate QM or experimental data [83], to de-
scribe bond orders. The ReaxFF force field used in this chapter was developed in Chapter
3 for the dehydration description of the CaCl2·nH2O (n = 0,2) salt hydrates. Each simula-
tion was performed in an NVT ensemble. However, for the salt dehydration simulation,
the evaporated H2O molecules were removed every 0.25 ps. The ReaxFF module of the
SCM software package [124] was used. The Velocity Verlet time integration method [210]
with a timestep of 0.25 or 0.5 fs was used, depending on the system’s characteristics. The
Berendsen thermostat [211] was used to control the temperature of the simulation. For
the diffusion calculation, every 125 fs of the MD simulation coordinates were stored for
the pure water systems and every 25 fs for the salt systems.

4.3. VALIDATION

The method was validated for a homogeneous liquid water system and compared to the
conventional MSD and Green–Kubo methods. The inhomogeneous solution was vali-
dated with a water vapor–liquid interface and compared with previous results of Liu et
al. [206] and Franco et al. [209].

4.3.1. VALIDATION HOMOGENEOUS SYSTEM: LIQUID WATER

To validate the diffusion calculation based on the Smoluchowski diffusion equation for
a small subregion (bin), it was compared with the standard Einstein’s method and the
Green–Kubo autocorrelation method. For this test case, a 31.08 × 31.08 × 31.08 Å peri-
odic homogeneous box was simulated at 300 K with 1000 H2O molecules water, as given
in the inset of Figure 4.1. For the Einstein’s and Green–Kubo’s methods, the entire sim-
ulation box was used to compute the diffusion. For the diffusion calculation with the
survival probability, bins with a width of 5 Å were used. A bin width of 5 Å was chosen af-
ter careful optimization in the compromisation between accessing local information on
the (by definition non-local) diffusion characteristics and the need to obtain sufficient
data for its computation. In Figure 4.1, the resulting MSDs for the different directions
are shown with the dashed lines, it clearly shows a linear MSD, and the diffusion can be
calculated by fitting Einstein’s equation 4.2. The solid lines in Figure 4.1 represent the
MSD for the case when bins are used. It clearly shows that the diffusion can not be ob-
tained with the conventional Einstein’s method for the normal direction to the bin. In
this direction, the MSD quickly goes to a minimum correlated to the width of the bin,
because particles that have left the bin do not contribute anymore to the MSD.

In Table 4.1, the resulting diffusion coefficients are given for the homogeneous wa-
ter simulation. The diffusivity is computed in x-, y-, and z-direction with the Einstein
method; with the Green-Kubo method, only the overall diffusivity can be computed;
with the survival probability fit, the diffusivity is computed in all three directions with
bins of 5 Å in the yz–plane. From these results, it is shown that the diffusion coefficient
can be well estimated with fitting equation (4.13) to the, by MD generated, results of
equation (4.8). For all diffusion calculations, the results are slightly lower than expected
for water at room conditions ∼ 2×10−9 m2/s [212], which can be attributed to the force
field, that is optimized for CaCl2·nH2O (n = 0,2) salt hydrates rather than water diffusion
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Table 4.1: Diffusivity (10−9 m2/s) homogeneous water. The direction to perpendicular to the bin is not appli-
cable for the Green–Kubo methodology, where only the overall diffusion is obtained.

Direction to bin
Method parallel (y, z) perpendicular (x)
Einstein 1.22±0.1 1.3±0.1
Green-Kubo 1.37 –
Smoluchowski (eqs. 4.7, 4.13) 1.22 1.54
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Figure 4.3: (a) Computed diffusion coefficients over the vapor–liquid interface (as shown in the inset) for x-, y-,
and z-direction. The dashed line represents the H2O density. (b) Survival probability of a given bin in the liquid
region at x = −10 Å of the vapor–liquid simulation. The red line represents the survival probability obtained
from MD (eq. 4.8. The Blue line represent a fit of the analytical solution of the Smoluchowski diffusion equation
(eq 4.18) to obtain the diffusion coefficient.)

coefficients.

4.3.2. VALIDATION INHOMOGENEOUS SYSTEM: WATER VAPOR–LIQUID IN-
TERFACE

To validate the inhomogeneous solution of the Smoluchowski diffusion equation, a wa-
ter vapor–liquid interface was simulated at 300 K, in a 32.00 × 1000 × 30.75 Å simulation
box with 2000 H2O molecules. In Figure 4.3a, diffusion profiles over the vapor–liquid
interface is shown for x-, y-, and z-direction, with the interface in x-direction. In Figure
4.3b, the survival probability of H2O molecules in a given bin is plotted along with a fitted
survival probability of the Smoluchowski diffusion equation (4.18).

The results of Figure 4.3a show a similar trend as found by Liu et al. [206]. In bulk,
far from the interface, the diffusion is equal in all directions. Closer to the vapor–liquid
interface, the diffusion coefficient increases due to the lower number of H-bonds [213,
214] and thereby a lower friction. Furthermore, the diffusion parallel to the interface
(parallel to the bin) is higher than the diffusion perpendicular to the bin. This is related
to the higher diffusion barrier perpendicular to the interface compared to the parallel
direction, but lower for bulk region [206].
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4.4. RESULTS & DISCUSSION – SALT HYDRATES
This work was motivated to gain insights into the mobility of H2O in and around salt hy-
drates as TCMs, both for perfect crystalline structures as well as for imperfect structures.
After the validation, the proposed diffusion calculation method was used to compute
diffusion coefficients in and around CaCl2·2H2O slabs. In Chapter 3, we already stud-
ied the dehydration of perfect CaCl2·2H2O crystal slabs in different directions. We found
that the anisotropic morphology of the salt crystal has a major effect on the dehydra-
tion. Furthermore, a partly dehydrated layer impedes further dehydration of underly-
ing hydrated material. However, pores created by dehydration assist further dehydra-
tion. Here, we quantify this behavior by means of diffusion studies and create additional
CaCl2·2H2O slabs with artificial cracks and voids. These structures are compared regard-
ing the dehydration rate compared to the perfect slabs in Section 4.4.1. In Section 4.4.2
the influence of crystal defects on the diffusion are investigated.

4.4.1. DEHYDRATION OF CACL2·2H2O
Different CaCl2·2H2O crystal slabs were created and heated to 500 K to simulate and
study their dehydration characteristics. These slabs were placed in a vacuum, and every
0.25 ps, the evaporated H2O molecules (located at a distance larger than 30 Å from the
slab) were removed to preserve the dehydration force. Perfect slabs, starting from the ex-
perimental structure [141], are simulated with a vacuum in x-, y-, or z-direction as shown
in Figure 4.4 b–d. In Chapter 3, we extensively discuss the dehydration results, and we
found that dense dried (dehydrated) CaCl2 layers/regions form a barrier for dehydration
of underlying H2O molecules. In contrast, emerged pores allow faster dehydration. The
dense dried CaCl2 regions and emerged pores are clearly visible in the images, created
with iRASPA [215], of Figure 4.4 b–d.

To get more insight into these effects and quantify their impacts, we used the struc-
tures of the perfect slabs at 3 and 6 ns for the diffusivity calculation. Therefore, we
restarted an MD simulation over 250 ps without the removal of water to limit further
dehydration and computed the diffusion profile in x-, y-, and z-direction with bins of
5 Å. Additionally, the initial perfect structures were re-simulated for dehydration, but
with 5 and 10% less CaCl2 to create voids. Furthermore, a perfect slab with the vacuum
in the z-direction is re-simulated with an artificially removed region that represents a
small crack. The z-direction was chosen because of the layered CaCl2 structure in this
direction, which significantly reduces the dehydration [131]. These new structures with
artificially created imperfections are represented in the images of Figure 4.4e and f, the
5% void structure and the crack in z-direction, respectively.

From Figure 4.4a, it can be observed that all created imperfections increase the de-
hydration compared to the perfect crystals. The 5 and 10% voids show similar rates in all
directions, indicating that these voids reduce the effect of the anisotropic morphology
of the crystal on the water mobility within the crystal. When strongly disordered struc-
tures are formed by dehydration of H2O, the rates become similar between these dif-
ferent initial structures. The induced crack in z-direction, similar to the voids, resulted
in increased dehydration but at a slightly lower rate. However, one must note that the
crack was only present over half of the structure, where the voids were created over the
entire system. From Figure 4.5a the top view of the initial structure 5% removed CaCl2
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Figure 4.4: Dehydration of CaCl2·2H2O crystal slabs in different directions, with the perfect initial structures
from Chapter 3. The crosses (×) represent the moments considered as initial structures for further simulation
and diffusion calculations, these structures are represented in the images (created with iRASPA [215]).
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(a) (b)

voids pores

Figure 4.5: Top view of 5% void system with vacuum in z-direction, (a) 0 ns, (b) 3 ns.

molecules is given, in Figure 4.5b, the originated pores after 3 ns are clearly visible. These
pores allow pathways for the water the diffuse out of the crystal.

4.4.2. DIFFUSION IN CACL2·2H2O
To obtain self-diffusion coefficients for water in (dehydrated) CaCl2·2H2O in the paral-
lel plane of the slab (parallel to the surface and parallel to the bin), equation (4.7) was
used. In the direction perpendicular to the slab (perpendicular to the bin, and in the
direction of the vacuum), the survival probability given by equation (4.18) was used. The
local diffusion coefficients were computed every Ångstrom with a 5 Å bin at every loca-
tion (for example, at the location x = 10 Ångstrom the diffusion was computed with the
particles from x = 7.5 to x = 12.5, at the next location x = 11 Ångstrom the particles from
x = 8.5 to x = 13.5 were used, etc.). All systems were simulated over 250 ps, and every
25 fs the coordinates were stored. The tracked H2O molecules can either be pinned to
a calcium atom or dissociated from the calcium atom by which they are free to diffuse.
These two different states of a H2O molecule result in completely different self-diffusion
coefficients. In this sense, each set of H2O trajectories was divided into 5 groups based
on their displacement. Accordingly, the diffusion was determined for each set indepen-
dently, and the overall diffusion coefficient was taken from the average of these groups.

It was already observed in Chapter 3 that at 300 K no significant dehydration occurs
from the simulated slabs within the simulated MD time scale. This is below the hydra-
tion and dehydration temperature (336 and 344 K, respectively) of CaCl2·2H2O [174].
Similarly, we simulated a CaCl2·2H2O slab with a vacuum in z-direction at 300 K but
no diffusion coefficient could be obtained. With a diffusion coefficient of 10−10 m2/s, it
would take in the order of 300 ps for a molecule to diffuse 2.5 Å (half of the bin-width),
using D = l 2/2t . Since the simulations are performed over 250 ps, it can be concluded
that when no diffusion coefficient can be obtained, the value is at least lower than 10−10
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Figure 4.6: Diffusion coefficients for different dehydrated perfect (a-f) slabs, with 5% voids (g) or a crack in
z-direction (h), as shown in Figure 4.4. The blue dots represents the diffusion in x-direction, the red dots
represents the diffusion in y-direction, the yellow dots represents the diffusion in z-direction, in a 5 Å bin. The
solid black line is the oxygen density, which is used to compute the PMF.
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m2/s. The very low/no H2O mobility in CaCl2·2H2O at 300 K corresponds with values
found for the MgCl2 ·nH2O (n = 1,2,4,6) TCM, for which Pathak et al. [100] found diffu-
sion coefficients in the order of 10−11 −10−10 m2/s. Additionally, Huinink et al. [53, 216]
even found pinned (not diffusing) H2O in MgCl2 ·nH2O (n = 4,6) crystals.

The frames of Figure 4.4, indicated with a × after 3 and 6 ns of dehydration at 500 K,
are used as input for new MD simulations for the diffusion calculations. The resulting
diffusion profiles over the perfect slabs are given in Figure 4.7a-f. The imperfect (5%
voids and artificially applied crack in z-direction) are simulated after 3 ns of dehydration
at 500 K. The resulting diffusion profiles over the imperfect slabs are given in Figure 4.7g
and h. For all systems, the center of mass was kept at the origin during the simulation
to correct for evaporating H2O molecules, which otherwise cause a slow drift of the slab.
In the Figures, the dots represent the computed diffusion coefficient with a 2.5 Å radius
( 1

2× bin width) around that location. The solid black line represents the oxygen density
profile which is used to obtain the PMF and approximated to be linear over the bins for
the analytical solution of the Smoluchowski diffusion equation. Once more, from Figure
4.7, very low diffusion coefficients (< 10−10 m2/s) can be observed for the parts of the
slabs which are still in a crystalline structure. These crystalline areas are clearly visible by
the density profiles in Figure 4.7a, e, and f (perfect crystal with vacuum in x-direction at
3 ns; perfect crystal with vacuum in z-direction at 3 ns; and perfect crystal with vacuum
in z-direction at 6 ns, respectively). The corresponding crystal structures can be found
in Figure 4.4b and d. The other systems are found in a disordered state at the moments
of the diffusion calculation. These disordered structures contain an inner region with
some larger pores filled with H2O, and disordered CaCl2 layers at the outer regions of the
slab with some smaller pores (as shown in Figure 4.4). For the inner region, the diffusion
coefficients are in the range from 10−9 to 10−8 m2/s. In the outer regions, a lower oxygen
density can be observed as indicated with the black arrows in Figure 4.7, correlated to the
dens CaCl2 layers. In these outer regions, the diffusion also decreases slightly compared
to the inner regions. At the surface, on top of the slab, a large increase in diffusion can
be observed, corresponding to the free water molecules diffusing over the surface of the
slab.

The diffusion profiles of the imperfect slabs, in z-direction at 500 K, are given in Fig-
ure 4.7g and h. From Figure 4.4, it was already observed that the system with 5% voids
dehydrated much faster than the other structures. This is confirmed by the diffusion
profile, in which diffusion coefficients around 10−8 m2/s can be observed. Additionally,
the CaCl2 layers in z-direction can be observed from the local dips in the diffusion pro-
file. However, due to the voids, the slab keeps dehydrating fast over the entire slab. For
the system with the artificially crack, the crack was only over half of the slab (the region
for z > 0 in Figure 4.7h). In the part without the crack (z < 0) the diffusion is low due to
the strong crystalline structure. In the region with the crack, a high diffusion, above 10−8

m2/s, can be found. A strongly increasing diffusive behavior towards the salt hydrate
surface [100], or crystal voids [135] was also found by Pathak et al. for MgCl2 ·nH2O sys-
tems. For all studied systems, there was not a preferred direction for diffusion despite
the strong anisotropic structure. It is plausible that there is an anisotropic effect for the
crystalline structure, however, due to the low diffusion, the distinction cannot be made
in this work. The regions with high diffusion are the disordered regions, which does re-
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sult in isotropic diffusion behavior.

4.5. CONCLUSIONS
This work was motivated to better understand the effects of imperfections like cracks
and pores in salt hydrates on the diffusion of water through the material. It has been
experimentally observed that such a crack significantly changes the (de)hydration rates
of the salt [177]. Insights in the diffusion are therefore crucial for an optimized design
regarding thermochemical storage applications with salt TCMs. To accurately obtain
the diffusion coefficients of water in confined or inhomogeneous regions, like pores and
cracks in salt hydrates, a method was constructed based on the Smoluchowski diffu-
sion equation [207]. This equation is used for small bins around the area of interest and
can be analytically solved with the assumption of a linear density profile over these bins
[205].

The results show that the diffusion at 300 K in the crystalline structure of CaCl2·2H2O
is very low < 10−10 m2/s, which is comparable with values found for MgCl2 ·nH2O (n =
1,2,4,6) [53, 100, 216]. At these temperatures, the dehydration is also found to be low
[131], compared to a temperature of 500 K. To investigate the effects of cracks and pores
on the diffusion, both perfect and imperfect CaCl2·2H2O slabs were dehydrated. From
the dehydration, in x- and y-direction, water was easily able to evaporate and pores filled
with water were found for these (partly) dehydrated structures. In z-direction, CaCl2 lay-
ers impede dehydration. The impeding effect of CaCl2 layers is strongly reduced when
pores or voids are present. At different moments of the dehydration, the structures were
re-simulated in an MD–NVT ensemble to create atomic trajectories for the diffusion cal-
culation. The diffusion is computed for these systems, at every Ångstrom with 5 Å bins,
by fitting the analytical solution of the survival probability of the Smoluchowski equation
to the survival probability obtained by MD.

The parts of the slab that remained crystalline were found to have a low diffusion
(< 10−10 m2/s). In imperfect regions, like amorphous areas, cracks, and voids, the diffu-
sion is significantly higher (at least one order of magnitude). The deformed regions by
dehydration of the CaCl2·2H2O slab were found to have a diffusion coefficient in the or-
der of 10−9 to 10−8 m2/s. An isotropic diffusion behavior was found for these deformed
regions, and the dried anhydrous top CaCl2 layers reduced the diffusion near the sur-
face. Both the artificially created voids and crack in the crystal structures caused quick
deformation of the crystalline slab into a deformed slab and significantly increased the
dehydration and diffusion.

The results indicate that in bulk TCM, the diffusion of water through the materials
is likely dictated by the imperfections in the polycrystalline bulk material. These im-
perfections would positively affect the salt’s kinetics and (de)hydration rates, thereby
improving the power output of a potential thermochemical heat storage system.
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Figure 4.7: Diffusion coefficients for different dehydrated perfect (a-f) slabs, with 5% voids (g) or a crack in
z-direction (h), as shown in Figure 4.4. The blue dots represents the diffusion in x-direction, the red dots
represents the diffusion in y-direction, the yellow dots represents the diffusion in z-direction, in a 5 Å bin. The
solid black line is the oxygen density, which is used to compute the PMF.
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EQUILIBRIUM

The whole is simpler than its parts.

attributed to Josiah Willard Gibbs

ABSTRACT: Absorption and reactive properties of fluids in porous media are key to the design and
improvement of numerous energy related applications. Molecular simulations of these systems re-
quire accurate force fields that capture the involved chemical reactions and have the ability to de-
scribe the vapor–liquid equilibrium (VLE). Two new reactive force fields (ReaxFF) for CO2 and H2O
are developed, which are capable of not only modeling bond breaking and formation in reactive en-
vironments but also predicting their VLEs at saturation conditions. These new force fields include
extra terms (ReaxFF–lg) to improve the long-range interactions between the molecules. For valida-
tion, we have developed a new Gibbs ensemble Monte Carlo (GEMC–ReaxFF) approach to predict
the VLE. Computed VLE data show good agreement with National Institute of Standards and Tech-
nology reference data as well as existing nonreactive force fields. This validation proves the applica-
bility of the GEMC–ReaxFF method to test new reactive force fields, and simultaneously it proves the
applicability to extend newly developed ReaxFF force fields to other more complex reactive systems.
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5.1. INTRODUCTION
In past decades, porous media such as metal–organic frameworks (MOFs), zeolitic im-
idazolate frameworks (ZIFs), and zeolites were intensively studied in combination with
H2O and CO2[217–221]. These studies have aimed to tackle challenges in many energy
related applications such as water-splitting [217], sorption heat storage [18], CO2 cap-
ture and sequestration [218, 219, 222], photoreduction [220, 221], separation of natural
gas mixtures [223], and syngas production [224]. Within these fields, molecular simu-
lations are frequently used to predict thermodynamic and kinetic properties [100, 135,
219, 222, 223, 225]. Molecular simulation is a useful tool for areas which are difficult or
cumbersome to study using experimental approaches, and simultaneously offers funda-
mental insights on the underlying physics of the simulated system on micro/nanoscale
[63, 226, 227].

The essential step for the successful use of molecular simulations is the development
of a reliable force field, which is responsible for capturing relevant molecular interac-
tions. Accurate force fields are required to reproduce the dynamic and static proper-
ties of a system. Furthermore, an important requirement for molecular studies of flu-
ids in porous media is the correct description of the vapor–liquid equilibrium (VLE)
by the force field [99, 228]. Numerous classical force fields have been developed, e.g.
TIP4P/2005 [229] for H2O and TraPPE [230] for CO2. By using such a force field, impor-
tant properties such as the adsorption and diffusion of fluids in porous media [95, 100,
225], and thermal behavior [69, 100] of materials can be predicted.

Classical force fields contain empirically based interatomic potentials to compute
the energy between atoms based on their positions. The classical approximation is well-
suited for noncovalent interactions between atoms, such as Coulombic, van der Waals,
and angle-strain interactions. In practice, fitting the nonreactive classical force field pa-
rameters to the experimental VLE is often the first and most important step [99, 228]. It is
important to note that chemical reactions often cannot be described with these classical
force fields. This is a serious limitation, as many of the previously mentioned applica-
tions include at some point chemical reactions of H2O and/or CO2.

Simulations that take into account the electronic structures of atoms, such as Density
Functional Theory (DFT), can be used to describe chemical reactions. The downside of
DFT approaches is the computational cost, and therefore these simulations are limited
to small systems and short time scales.

Reactive force fields (ReaxFF), developed by van Duin et al. [81, 82] aim to bridge
the gap between DFT and classical force fields. The interatomic ReaxFF potentials are
empirically based, such as the classical force fields, thereby gaining computational ad-
vantages compared to DFT. Besides the conventional classical interaction potentials,
connection-dependent/bond-order potentials [119] are included. The connection de-
pendent potentials allow ReaxFF to capture chemical reactions and open the way to
model the dynamics of more complex multiphase processes,[119] without the need for
expensive DFT calculations. Despite the importance of reactive force fields, to the best
of our knowledge, there is no available ReaxFF force field which is able to accurately
capture simultaneously the liquid, vapor, and transition phases of H2O and CO2. In this
work, we parametrized two new ReaxFF force fields, one for H2O and one for CO2, and
used these to predict the VLEs of these specific systems.
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For the parametrization of ReaxFF, most often DFT data is used as a reference. Both
methods focus at first instance on short-range interactions in order to capture the (short-
range) chemical reactions. This causes a less accurate description of the long-range
interactions in the simulated system. It is well-known that long-range dispersion in-
teractions are crucial for an accurate description of VLEs [63]. In basic DFT, extra cor-
rections are available, such as the DFT-D method of Grimme et al. [150] and the low-
gradient (lg) method of Liu et al. [231], to include these long-range dispersion interac-
tions. The dispersion correction in DFT studies resulted in significantly improved de-
scriptions of liquids at saturation conditions, and predicted more accurate liquid prop-
erties [232, 233]. Similar to the lg method, Liu et al. developed an analogous extension
for standard ReaxFF, named ReaxFF-lg [234]. This is a more sophisticated approach than
basic ReaxFF due to the inclusion of the long-range London dispersion interactions, and
it prevents modifications of the existing short-range (reactive) interactions. Here, we
used this ReaxFF-lg methodology for the new force fields in order to correct for these
long-range interactions. This enables the accurate reproduction of the phase diagrams
for both H2O and CO2, and at the same time preserve the reactive properties.

The Gibbs ensemble Monte Carlo (GEMC) method is a comprehensive method to
predict the VLE [63, 226, 227] and has been used for many nonreactive systems [223,
230, 235, 236]. Accordingly, a new GEMC–ReaxFF method was developed to be used to
study VLEs in combination with reactive systems. Our GEMC–ReaxFF approach allowed
us to validate the new ReaxFF–lg H2O and CO2 force fields. The results were compared
with experimental National Institute of Standards and Technology (NIST) reference data
[237, 238], confirming the ability of the GEMC–ReaxFF method to predict equilibriums
in reactive systems.

5.2. METHODOLOGY

Two new ReaxFF force fields were developed, for H2O and CO2, which allows the study of
these fluids in reactive systems. To validate the new force fields, their VLEs were studied
using a new method which was designed to combine the reactive force field molecular
dynamics approach with Gibbs ensemble Monte Carlo [63, 226, 227] (ReaxFF–GEMC). In
the following sections, the ReaxFF, ReaxFF training, and GEMC methods are explained.

5.2.1. REAXFF
The mathematical formulation that describes the forces between particles is called a
force field. Force fields describe different kinds of interactions between atoms, which
together add up to the potential energy of the system. When only classical forces are de-
scribed, the force field is considered as a classical or nonreactive force field. Typically, the
classical formulation of the van der Waals interactions is described by a Lennard-Jones
potential, and an electrostatic force is described by Coulomb terms [229, 230], which are
respectively the first and second terms on the right-hand side of the following equation
for the total interaction potential between atoms i and j :

U (ri j ) = 4εi j

[(
σi j

ri j

)12

−
(
σi j

ri j

)6]
+ qi q j

4πεri j
(5.1)
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where ri j is the interatomic distance; εi j , σi j , qi , and q j are parametrized values of the
Lennard-Jones energy parameter, Lennard-Jones size parameter, and partial charges for
atoms i and j , respectively. ε is the electric constant. In classical force fields, bonds
within molecules are typically considered as rigid [229, 230] or described with harmonic
terms. This is a practical approach that simplifies the force field and speeds up simu-
lations, and when applied to a nonreactive region it does not result in major accuracy
losses. However, when one is interested in a region where chemical reactions can oc-
cur, these classical force fields fail because the intramolecular bonds cannot be broken.
The reactive force field method (ReaxFF) [81, 82] aims to solve this problem by including
bond breaking and formation terms. ReaxFF has proven its success for a wide range of
reactive dynamics [119], which were studied without requiring expensive DFT dynamics.

Similar to classical force fields, the ReaxFF potential is a summation of different en-
ergy terms:

Esystem = EvdW +ECoul +Ebond +Eval +Epen

+Eunder +Eover +Etors +Econj +Eothers. (5.2)

The nonbonded terms EvdW and Ecoul are respectively the van der Waals, and Coulomb
contributions, which are considered between all atoms. The van der Waals interaction
are described with a distance-corrected Morse-potential, and the Coulomb interactions
with a shielded Coulomb potential. The atomic charges are described with the Electron
Equilibration Method [127, 239]. The Ebond term accounts for the bond energy of the
σ, π, and ππ−bonds, and is directly related to interatomic distances. When atoms are
bonded, the intramolecular terms Eunder, Eover, Eval, Etors, Epen, and Econj can be used
to correct for under- and over-coordination, valence and torsion angle terms, "penalty"
energies, and conjugated systems, respectively. The Eothers term can be added to include
other interactions such as H-bonds. A more detailed explanation of these different terms
can be found in the original paper of van Duin et al. [81] It is important to note that
the interatomic potentials are described in such a way that they are independent of the
environment of the atom, which is required to allow chemical reactions (e.g., there is no
difference between hydrogen atoms in H2, H2O, or a MgH2 crystal).

To accurately capture the VLEs, long-range interactions play a key role [63, 232, 233].
This is reflected in the practical assumption of using nonreactive classical force fields
in most GEMC simulations. In the ReaxFF potential, long-range van der Waals inter-
actions (EvdW) are captured using a Morse potential, including a short-range repulsive
part for the Pauli repulsion and a long-range attractive part for the van der Waals attrac-
tions. Historically, the main focus of ReaxFF is the short-range intramolecular dynam-
ics, therefore, the Morse potential parameters are rather focused on these short-range
interactions than the long-range ones. Most training of ReaxFF is based on Density
Functional Theory (DFT), which suffers from similar phenomena. To adequately cap-
ture the long-range London dispersion interactions, standard DFT does not rely on first-
principle methods, but uses empirical methods, such as the DFT-D method of Grimme
et al. [150] and the low-gradient (lg) method of Liu et al. [231]. To solve this issue for
ReaxFF, an extended method (ReaxFF-lg) was developed by Liu et al., [234] to improve
the description of long-range interactions of ReaxFF. This method adds an extra term
to the ReaxFF potential which is analogous to the low-gradient part for DFT. By adding
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this extra term for the long-range interactions, an extensive refitting of the original vdW
parameters in the Morse potential is avoided. Thereby, the original short-range reactive
interactions remain intact, and a transferability similar to that for the original force field
can be expected regarding chemical reactions. The additional lg term of the long-range
interactions scales with 1/r 6

i j :

Elg =−
N∑

i j ,i< j

Clg,i j

r 6
i j +dR6

ei j

(5.3)

where Clg,i j is the dispersion energy correction between atoms i and j . Re,i j is the equi-
librium vdW radius between the atoms, and d is a scaling factor. The vdW radii are taken
from previous a study [234] based on the Universal force field (UFF) [240].

REAXFF PARAMETRIZATION
To develop new reactive force fields for CO2 and H2O, two existing force fields were used
as the starting point. The ReaxFF developed by Chenoweth et al. [82] for the simula-
tion of hydrocarbon oxidation was chosen as the starting point for the new ReaxFF-lg for
CO2. The ReaxFF developed by Pathak et al. [100] for the simulation of salt hydrates was
chosen as the starting point for the new H2O ReaxFF-lg, which fundamentally showed an
accurate description of water at different temperatures[241]. These original force fields
have already proved their ability to correctly describe chemical reactions [82, 100]. How-
ever, as a consequence of their focus on hydrocarbon oxidation and chemical bonding
in salt hydrates, these force fields lack the ability to accurately predict the VLE. An exam-
ple of the different contributing long-range energies, for the different nonreactive and
reactive force fields, will be shown and discussed in Figure 5.2 of the Results section.

To (re-)parametrize some of the force field parameters, such as the newly added lg
parameters, the Metropolis Monte Carlo (MMC) force field optimizer was used, which
has proved itself for multiple force fields [40, 83, 100]. The MMC optimizer, developed
by Iype et al. [83], is a high-dimensional and efficient training method, based on the
simulated annealing Metropolis algorithm [128, 242–244], and aimed to minimize the
cumulative error between a data set and the predicted results by ReaxFF:

Errornew =
n∑

i=1

[
Xref,i −XReaxFF,i

σi

]
. (5.4)

with Xref,i as the reference data (e.g., charges, energies, distances, heat of formation),
XReaxFF,i as corresponding estimated values by ReaxFF, and a weighting factor σi for
each data point i . The MMC optimizer searches the global minimum of the cumula-
tive squared error, by modifying each iteration a random fraction of some selected pa-
rameters in a random direction. After each modification, Errornew is calculated with the
modified parameters, and the new force field is accepted according:

P = min
[

1,exp−β(Errornew−Errorold)
]2

. (5.5)

β is the reciprocal of the thermodynamic temperature β= 1/(kB T ), kB is the Boltzmann
constant, and T is the artificial temperature. If the modifications are accepted, Errornew

becomes Errorold.
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Figure 5.1: Example of liquid and gas boxes of a GEMC simulations. Besides thermalization, the two boxes can
exchange molecules and volume.

As training data sets, for both force fields, multiple reference configurations were
used. For intramolecular interactions, the ADF software package [187] was used to gen-
erate reference data, and single gas molecules were fully relaxed to establish bond lengths,
bond angles, and charges. The reference molecule for the prediction of charges was equi-
librated at every iteration of the MMC optimizer. To improve the long-range interactions,
e.g. the newly added ReaxFF-lg parameters, reference configurations were generated by
the TraPPE [230] (CO2) and TIP4P/2005 [229] (H2O) classical force fields, due to their
accurate description of VLEs [230, 236]. This set of reference configurations consisted of
multiple sets of controlled trajectories of dimers, MD trajectories of near dimers, and MD
trajectories at different densities spanning the entire saturation density. A representation
of the training dataset is given in Appendix E. The MMC optimizer ran multiple times,
up to 20000 iterations, with a slowly decreasing simulated annealing temperature, and
including some final iterations to minimize the best generated set of parameters. The
target acceptance rate was set to 10%, with a maximum acceptance rate of 70%.

5.2.2. GIBBS ENSEMBLE MONTE CARLO
The Gibbs ensemble Monte Carlo (GEMC) algorithm is a method for the direct simula-
tion of gas–liquid phase coexistence, and was first introduced by Panagiotopoulos et al.
[226, 227]. GEMC simultaneously models the gas and liquid phases in two different sim-
ulation boxes, as shown in Figure 5.1. Both boxes start with a given number of molecules,
a given volume, and thus a given density. During the simulation, molecules and volume
are exchanged between the two boxes. One box will equilibrate to the gas phase and
the other to the liquid phase. As a result, the phase coexistence of a fluid is modeled, at
a given temperature and pressure, without an interfering interface between the phases.
The Gibbs ensemble provides accurate coexistence densities for relatively small systems,
provided that one is not too close to the critical point [63].

The basic GEMC algorithm includes three types of trial moves, from which every cy-
cle one will be randomly selected. The combination of these three trial moves allows the
sampling of the entire phase space. Besides trial moves for thermalization, trial moves
to exchange molecules and volume between the boxes are carried out. After each trial
move the new energy of the total system is calculated, and on the basis of the acceptance
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rules (eqs 5.6, 5.7) the trial move is accepted or rejected. The probability for accepting a
molecule exchange (e.g., remove from box 1 and insert in box 2) is given by [63]:

acc(o → n) = min

[
1,

n1(V −V1)

(N −n1 +1)V1
exp(−β[Un −Uo])

]
(5.6)

where N , n1, V , and V1 are the total number of molecules, number of molecules in box
1, total volume, and the volume of box 1 respectively. Un and Uo are the new and old
potential energies of the simulation boxes. β is the reciprocal of the thermodynamic
temperature β= 1/kB T , where kB is the Boltzmann constant and T is the absolute tem-
perature.

The probability for accepting volume exchange between the two boxes is given by[63]:

acc(o → n) = min
[

1,

(
Vn,1

Vo,1

)n1+1

×
(

V −Vn,1

V −Vo,1

)N−n1+1

exp(−β[Un −Uo])
]

(5.7)

During the GEMC simulation, the total number of molecules N and the total volume V
remain constant.

For thermalization trial moves, one can perform Monte Carlo trial moves and trans-
late/rotate each molecule separately. Based on the energy change (Un−Uo) the thermal-
ization is accepted or rejected. For convenience, we chose to perform a thermalization
of all molecules in a single trial move by using a Molecular Dynamics (MD) algorithm.
The MD is performed in the NVT ensemble with a Nosé–Hoover thermostat and a Veloc-
ity Verlet integration scheme, using the SCM software package [187]. Each MD trajectory
was performed for 625 fs, with a time step of 0.25 fs, which was sufficient to sample the
system. The equilibrated NVT trajectory allowed us to accept every thermalization step
and sample the entire phase space of the system.

The critical point of the VLE can be calculated using fitting with the law of rectilinear
diameters [63]:

ρl +ρg

2
= ρc + A

(
1− T

Tc

)
, (5.8)

where ρl , ρg , and ρc , are the liquid, gas, and critical density. T and Tc are the temper-
ature and critical temperature. The density difference of the phases can be fitted to a
scaling law:

ρl −ρg = B

(
1− T

Tc

)γ
, (5.9)

with γ as the critical exponent, which is γ= 0.32 for 3D systems. The parameters A and
B are obtained from the fit.

5.3. RESULTS

5.3.1. REAXFF-LGCO2 & REAXFF-LGH2O VALIDATION
The MMC force field optimizer [83] was used to parametrize the new ReaxFF force fields.
The scaling factor for the long-range interactions was set to d = 1, according to Liu et al.
[234]. Hence, regarding the long-range interactions, only the Clg,i j need to be fitted.
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Table 5.1: ReaxFF-lg parameters of the new ReaxFF-lg CO2 and H2O force fields.

Force field Atom Re (Å) interaction Cl g (kcal/mol·Å6)
H2O O 1.75 O-O 142.9733
CO2 C 1.9255 C-C 249.5817

O 1.75 O-O 14.9286
O-C 127.1788

Table 5.2: The predicted ReaxFF molecular parameters for the original and new force fields for CO2 and H2O.

CO2

orig. ReaxFF [82] ReaxFF-lgCO2 TraPPE [230]
bond distance (Å) C-O 1.18 1.19 1.16
bond angle (deg) O-C-O 180 180 180
Charge (e) C +0.459 +0.693 +0.70

O -0.244 -0.346 -0.35

H2O
orig. ReaxFF [100] ReaxFF-lgH2O TIP4P/2005 [229]

bond distance (Å) O-H 0.948 0.974 0.9572
bond angle (deg) H-O-H 102.4 102.6 104.5
charge (e) O -0.619 -0.648 -

H + 0.310 +0.324 +0.5664
M - - -1.1328

The resulting parameters are listed in Table 5.1, and full details on the new force fields
are provided in Appendix E. Detailed results from the parametrizations, and compar-
isons between the different potentials, can also be found in Appendix E.

The resulting intramolecular geometric parameters and partial charges of the new
ReaxFF-lg are shown in Table 5.2, for CO2 and H2O. The bond distances and angles from
ReaxFF-lg follow from a geometry optimization, and are compared with the descriptions
from the classical force fields [229, 230]. For these classical force fields, the bond angles
and distances are fixed. The negative charge of the TIP4P/2005 water molecule is located
at the fourth interaction site, called M, which is coplanar to the O-H-O atoms, at a dis-
tance of 0.1546 Å from the oxygen atom. Within the ReaxFF format the atomic charges
follow from the numerical charge calculations with the Electron Equilibration Method
[127, 239]. As shown in the Table 5.2, the bond lengths and bond angles are in close
agreement with the reference values.

Different contributing intermolecular energies are shown in Figure 5.2 for the sep-
aration of two parallel CO2 molecules. The Figure shows close agreement among the
nonreactive TraPPE force field [230], competent in the prediction of the VLE, the original
ReaxFF force field [82], competent in the prediction of chemical reactions for hydrocar-
bon oxidation, and the new ReaxFF-lg force field as a competent combination of the
two. The differences between the red dashed lines are caused by the reparametrization
of the ReaxFF parameters corresponding to the charge calculation. The differences be-
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Figure 5.2: Comparison of different energy contributions regarding the dissociation of two parallel CO2
molecules. The gray lines represent the total energy. The blue line represents the Lennard-Jones energy con-
tribution for the TraPPE force field and the van der Waals energy for the ReaxFF force fields. The red line
represents the Coulomb energy contribution for the TraPPE force field and the summation of the Coulomb
and polarization energy in the ReaxFF force fields. The orange line represents the DFT-D reference.

tween the blue dashed lines are caused by the added ReaxFF lg parameters. Both the
van der Waals energy and Coulomb plus charge polarization energy increase in absolute
value for the new ReaxFF-lg force field compared to the original ReaxFF force field. It
is clear that our new ReaxFF force field more closely matches the nonreactive TraPPE
force field, compared to the original ReaxFF, especially at smaller distances. Further-
more, the summation of all the different contributing energies, represented by the gray
lines, is more balanced around 0 and shows a less deep well for the new ReaxFF-lg force
field compared to the original. As a reference for the reactive component, the dimer in-
teraction for two CO2 molecules, obtained by DFT-D, is added. For this reference the
revPBE [245] exchange-correlation function is used, which is an improved version of the
PBE functional regarding molecules. For the dispersion interactions, Grimme’s latest
dispersion correction D4 [246] was used. The DFT-D dimer reference acknowledges the
well depth for the ReaxFF force fields. Note that figure 5.2 is a simplification of the sys-
tem as only one of the infinite possibilities of CO2 dimer interactions is considered. In
Appendix E other dimer interactions, also used in the parametrization, can be found.
Furthermore, for the DFT reference many different exchange–correlation functions and
dispersion corrections can be used [247, 248] which could result in different curves.

The new ReaxFF-lg CO2 and H2O force fields are tested, using MD, at coexistence
conditions starting from a random initial configuration, and are equilibrated at temper-
atures just below their critical temperatures (at 260, and 280 K for CO2, and at 580, and
600 K for H2O). The resulting average density distributions (over 25 ps) are shown in fig-
ure 5.3. From these figures, it is clear that the boxes equilibrate in partly liquid and partly
gas phases. The overall plateaus of the density profiles (solid lines) are in the same range
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Figure 5.3: Average density distributions of the simulation boxes of (a) CO2 and (b) H2O after MD simulation.
The red solid and dashed lines are the simulation results and the experimental coexistence densities [237, 238]
for the lower temperatures, respectively. The blue solid and dashed lines are the simulation results and the ex-
perimental coexistence densities for the higher temperatures, respectively. The top boxes are representations
of the final configurations at 280 and 580 K for CO2 and H2O, respectively.

as experimental coexisting densities (dashed lines). The of formation the gas and liq-
uid phases, separated by an interface, is typically slow due to diffusion of the molecules.
Eventually, the system will converge to a two-phase system.

5.3.2. GEMC–REAXFF VALIDATION

To test the GEMC–ReaxFF approach, two simulations for H2O were performed at 580 and
600 K with the new ReaxFF-lg force field. The resulting densities of the simulation boxes
are shown in figure 5.4 and compared with the experimental results [238]. It is clearly
shown that, during the initialization of the system, one box equilibrates to liquid density,
and the other box equilibrates to gas density. Both densities are in good agreement with
experimental values [238].

5.3.3. VLE WITH GEMC–REAXFF
Because of moving droplets and interface effects, it is cumbersome to obtain accurate
predictions of coexistence densities of the gas and liquid phases from figures 5.3. With
the use of a GEMC algorithm this is avoided, as each simulation box represents only
liquid phase or only gas phase, and no interface is present between the phases. By use of
the newly developed GEMC–ReaxFF method and force fields, we are able to determine
the equilibrium phase diagram of H2O and CO2. After both the force fields and GEMC–
ReaxFF code were validated (sections 5.3.1 and 5.3.2), their VLE was generated.

Each temperature was simulated with five different starting configurations. After
equilibration, ensemble averages were taken for each simulation over 200000 Monte
Carlo cycles, resulting in a total of 1000000 cycles per temperature. All long-range in-
teractions are computed with a taper function in combination with a 10 Å cutoff radius.
For the CO2 simulations, a total of 300 molecules were used; for the H2O simulations, a
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Figure 5.4: GEMC simulation of H2O at 580 and 600 K. The solid lines represent the densities of the two boxes
simulated by the GEMC–ReaxFF, with red at 580 K and blue at 600 K. The dashed lines represent experimental
coexistence data [238].

total of 320 molecules where used.

The CO2 results are compared with the TraPPE [230] classical force fields. For these
simulations the RASPA software package was used [129, 249], with 1000000 cycles, 156
molecules, a cutoff distance of 10 Å including analytic tail corrections, and the Lorentz–
Berthelot mixing rules. The H2O results are compared with the TIP4P/2005 [229] classi-
cal force field, using 100000 cycles, 360 molecules, and a cutoff distance of 12 Å including
analytic tail corrections. The corresponding VLEs for the different force fields are shown
in figure 5.5.

As a reference, GEMC–ReaxFF calculations with the original ReaxFF force fields are
included at a single temperature and a limited number of cycles. These results show the
need for the (re)parametrization regarding the VLE. The original ReaxFF [82], aimed at
hydrocarbon oxidations, converges the two boxes to similar densities at 280 K. Thereby,
it underestimates the critical point, where its prediction can be even lower than 280 K.
The original H2O ReaxFF [100] shows a similar behavior, underpredicts the critical tem-
perature, and shows only a slight difference between the densities in the two simulation
boxes at 600 K.

Except for the original ReaxFF force fields, the critical temperatures and densities for
CO2 and H2O are computed using eqs 5.8 and 5.9 and listed in Table 5.3. The critical
temperatures of CO2 are 300, 305, and 304 K for the new ReaxFF, the classical TraPPE
force field [230], and experiments [237] respectively. The critical temperatures of H2O
are 639, 645, and 647 K for the new ReaxFF, the classical TIP4P/2005 force field [229], and
experiments [238] respectively. The critical densities of CO2 are 0.50, 0.47, and 0.47 g/mL
for the new ReaxFF, the classical TraPPE force field [230], and experiments [237] respec-
tively. The critical densities of H2O are 0.30, 0.31, and 0.32 g/mL for the new ReaxFF, the
classical TIP4P/2005 force field [229], and experiments [238], respectively. The ReaxFF
force fields show excellent results, only with a few percentages deviation from the experi-
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Figure 5.5: VLEs for (a) CO2 and (b) H2O. The black lines represent the NIST reference data. The red lines
represent the (a) TraPPE force field, and (b) TIP4P/2005 force field. The blue lines represent the predicted
values by the new ReaxFF-lg force fields. The orange results represent the predicted by the original (a)[100]
(b)[82] ReaxFF. The asterisks are the computed critical points using eqs 5.8 and 5.9.

Table 5.3: Critical points of CO2 and H2O.

CO2

ReaxFF-lgCO2 TraPPE [230] exp. [237]
Tc (K) 300 305 304
ρc (g/mL) 0.50 0.47 0.47

H2O
ReaxFF-lgH2O TIP4P/2005 [229] exp. [238]

Tc (K) 639 645 647
ρc (g/mL) 0.30 0.31 0.32

ments. Moreover, the possibility is offered to include reactions in molecular simulations.

5.4. CONCLUSIONS

Two new reactive force fields were developed to capture the vapor–liquid equilibriums
for CO2 and H2O. Long-range dispersion interactions are key to accurately capturing
the VLE with ReaxFF force fields. Therefore, an extended version of ReaxFF methodol-
ogy, namely ReaxFF-lg, was used for the newly developed force fields. The parameters
were optimized by using accurate DFT and classical force field data and the MMC opti-
mizer. MD simulations, at saturation conditions, showed the applicability of the newly
developed force fields. Additionally, the new ReaxFF force fields were validated using the
newly developed GEMC–ReaxFF method, and the VLEs for both liquids were computed.
The GEMC–ReaxFF method shows an excellent agreement between the experimental
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and the new ReaxFF VLEs. It is shown that ReaxFF-lg is capable of capturing both gas and
liquid phases. The classical force fields from the literature slightly outperform the reac-
tive force fields, but these classical force fields lack the applicability of capturing bond
breaking and bond formation compared to the new ReaxFF force fields. The newly de-
veloped reactive force fields allow future studies on the effects of long-range interactions
and chemical reactive events on fluid properties such as diffusion, surface tension, and
viscosity. Additionally, the successful combination of GEMC and ReaxFF force fields al-
lows the study of more complex systems such as binary systems for separation processes
or loading of porous media with Grand–Canonical Monte Carlo simulations. These top-
ics and implementations are not straightforward [99, 250, 251], and thereby outside the
scope of this work. We feel that these are promising future research directions.
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REAXFF FOR HYDRATION

CHARACTERISTICS OF SALTS

Instead of choosing configurations randomly, then weighting them with exp(−E/kT ),
we choose configurations with a probability exp(−E/kT ) and weight them evenly.

Metropolis et al. [128]

ABSTRACT: The equilibrium temperature and pressure conditions are not always easy to predict for
the salt hydrates. However, these conditions are crucial for the design of thermochemical heat stor-
age systems. A biased Grand–Canonical Monte Carlo (GCMC) tool is developed, enabling the study
of equilibrium conditions at the molecular level. The GCMC algorithm is combined with reactive
force field molecular dynamics (ReaxFF), which allows bond formation within the simulation. The
Weeks–Chandler–Andersen (WCA) potential is used to scan multiple trial positions for the GCMC al-
gorithm at a small cost. The most promising trial positions can be selected for recomputation with
the more expensive ReaxFF. The developed WCA–ReaxFF–GCMC tool was used to study the hydra-
tion of MgCl2·nH2O. The simulation results show a good agreement with experimental and ther-
modynamic equilibriums for multiple hydration levels. The hydration shows that water, present at
the surface of crystalline salt, deforms the surface layers and promotes further hydration of these
deformed layers. Additionally, the WCA–ReaxFF–GCMC algorithm can be used to study other, non–
TCM–related, reactive sorption processes.

This chapter is accepted as peer reviewed article: Heijmans, K., Tranca, I.C., Chang, M.-W., Vlugt, T.J.H.
Gaastra-Nedea, S.V. and Smeulders, D.M.J, Reactive Grand-Canonical Monte Carlo Simulations for Modeling
Hydration of MgCl2 ACS Omega (2021)
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6.1. INTRODUCTION
Energy storage systems are a vital link in the sustainable energy infrastructure. Ther-
mochemical energy storage can fulfill this essential link regarding thermal applications
and is therefore widely studied [7, 18, 19, 21, 23]. Thermochemical energy storage is
compelling because it can realize a relatively high thermal energy storage density and
no thermal losses occur during storage [18]. The concept relies on a reversible endo-
/exothermic chemical reaction between a sorbate (A) and a sorbent (B):

A+B
 AB +heat

When there is a surplus of (thermal) energy, heat is used to separate material AB -via an
endothermic reaction- into components A and B . These components are stored sepa-
rately, and no energy dissipates during storage. In times of a lack in (thermal) energy,
components A and B are combined and react -via an exothermic reaction- back to AB ,
releasing heat. The operation of the thermochemical energy storage is dictated by the
given equilibrium conditions of the reaction as described by thermodynamics [28, 29].

Ideal thermochemical materials (TCMs) for such storage require high reaction en-
ergies between sorbate and sorbent, stability over many storage cycles, and a reaction
equilibrium around desired operating temperatures and partial pressures of the sorbate.
Salt hydrates are promising TCMs [11, 20, 169] for applications in the built environment
because of the high sorption energy of water vapor and dehydration conditions, which
are reachable by built environment climate systems. Their endo-/exothermic reversible
chemical reaction of (de)hydration is described by:

Salt ·aH2O(s)
 Salt ·bH2O(s)+ (a −b)H2O(g) (6.1)

Most common salts in their pure form suffer from drawbacks regarding their applica-
tion as TCM [11, 20, 169]. For example, undesired irreversible side reactions which de-
grade the storage capacity [33, 40]; slow kinetics and low thermal conductivities [100],
which decrease thermal in- and output power; a metastable zone around the equilib-
rium conditions [28, 29]; or the occurrence of undesired melting or deliquescence of the
salts, which forms blocking agglomerates in the storage system. Deliquescence is the
phenomenon of a water-soluble substance that absorbs so much water vapor from the
atmosphere that the substance will dissolve in its own absorbed water. These drawbacks
lower the stability and cyclability of the TCM and, thereby, the storage system.

Recently, much research focuses on enhancing pure salts to overcome the previ-
ously mentioned drawbacks - for example, a mixture of multiple salts [31], double salts
[58, 130], encapsulation [43], composites [45], impregnation of salts in porous materi-
als [47], or doping of pure salts [53, 54, 130]. For most common salts, the equilibrium
conditions can be estimated from thermodynamic tables [252, 253]. However, due to the
increased complexity of interacting elements that influence the equilibrium conditions,
or missing thermodynamic tables for new enhanced salts, the reaction equilibrium de-
scription becomes increasingly complex compared to pure salts. As a result, the equilib-
rium can not always be described by simple thermodynamic rules without assumptions
or educated guesses for unknown model parameters.

Molecular modeling could act as a solution; it can predict many material properties
for these new complex TCMs. In this regard, quantum mechanical (QM) methods, such
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as Density Functional Theory (DFT) as shown in Chapter 2, were used before to inves-
tigate chemical bonding between a new combination of sorbate and sorbent regarding
heat storage systems, or to predict equilibrium conditions for gas-phase systems [60].
However, due to the high computational cost of QM simulations, it is limited to a rel-
atively small number of atoms over a short time period. On a larger scale, force field-
based Molecular Dynamics (MD) is a powerful method, which is computationally much
cheaper and therefore applicable to much larger systems over a much longer time. How-
ever, when standard classical force fields are used, the ability to model bond breaking
and formation like in DFT is lost. Thereby, the study of TCMs including reactions is not
possible. This gap between quantum mechanical methods and MD, in terms of mod-
eling bond formation and the required computational cost, is bridged by reactive force
fields (ReaxFF) [81, 82, 124]. ReaxFF is able to model bond breaking and formation, but
only at a slightly higher computational cost than nonreactive MD with classical force
fields. As a result, ReaxFF has been used before to study dynamic properties such as
hydrolysis, diffusion, and dehydration of TCMs [40, 100, 131]. Despite the lower compu-
tational cost, ReaxFF is still not used to study hydration, deliquescence, or equilibrium
conditions of TCMs. These phenomena are related to rare events and/or high energy
barriers, and the MD timescale is too short to overcome these barriers.

Molecular Monte Carlo methods (MC) are closely related to MD. However, where MD
uses time integration methods to sample the phase space, MC is a stochastic approach to
relate statistical properties to a mechanical property [63]. Because MC does not depend
on the dynamical method of time integration, these high energy barriers and rare events
can be circumvented by smart MC algorithms.

Herein, we introduce an advanced Grand–Canonical Monte Carlo (GCMC) model
which is able to predict the chemical equilibrium at a given temperature and pressure
between a sorbate and sorbent [254]. Moreover, it can reveal changes in the reaction
equilibrium of salts upon chemical or physical enhancement. With the GCMC algo-
rithm, molecules within a simulated system are exchanged with an infinite large reser-
voir at a constant chemical potential. These exchanges are accepted according to ac-
ceptance rules that enclose the phase space of the system. Consequently, for a large
number of molecule exchanges, the system’s chemical potential will equilibrate with the
reservoir’s chemical potential. In this way, a relation is established between the reservoir
with an imposed pressure and temperature, and the number of molecules in the system.
This makes GCMC practically preferable to study sorption over time-dependent molecu-
lar dynamics (MD) simulations that are hindered by a limited computationally available
time regarding processes with high energy barriers like diffusion in confined regions.

MC in combination with reactive systems has been applied before, e.g. Reaction En-
semble Monte Carlo [255]. However, for such system the reaction product should be
known. This is not the case for ReaxFF MD, where the reaction will follow from the dy-
namics, given the required chemical environment. The combination between GCMC
and ReaxFF has been introduced by Senftle et al. [256–258]. It has been used in catalytic
studies of oxidation [256, 258, 259], hydrogenation [256], and carbonation [256]. Islam
et al. [260] used the same method for battery applications and studied lithium inser-
tion in α-sulfur. Jung et al. [261] developed a ReaxFF Grand–Canonical MD (GCMD)
combination, which performed GCMC trial moves at predefined intervals in ReaxFF-
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MD. These authors showed its applicability to gas-phase water formation from oxygen
and hydrogen molecules on platinum catalysts. All the previous studies either focus
on the gas-phase above mentioned surfaces [258, 261], or on bulk systems interactions
with monatomic sorbents [256, 257, 259, 260]. When considering the gas phase, inser-
tions are still practically feasible due to a large amount of available voids. However, in
dense bulk materials, GCMC insertion of molecules becomes cumbersome due to the
high possibility of overlapping atoms when random insertions are performed. Inser-
tions that result in overlapping atoms will be rejected due to the corresponding high en-
ergy and these low acceptance probabilities make the system hard to reach equilibrium.
To avoid overlaps between atoms, advanced GCMC algorithms are successfully devel-
oped [250, 254, 262–264] for dense systems, where a bias is used to prevent overlaps. In
the existing ReaxFF–GCMC combination, molecular insertions have been increased us-
ing a forward bias that performs energy minimization after each insertion. Accordingly,
this bias has to be counterbalanced to avoid unrealistic overloading. Senftle et al. [256]
compensated the bias by reducing the accessible volume.

To study the hydration of MgCl2·nH2O, a nonmonatomic gas - H2O - molecules need
to be inserted. To counterbalance the energy minimization for an inserted H2O molecule,
via an assumed reduced volume, would be increasingly ambiguous for a molecule com-
pared to atomic insertion. In this work, a novel ReaxFF–GCMC combination is devel-
oped with an alternative biasing scheme to increase its insertion efficiency. To avoid
excessive energy calculations with ReaxFF for unrealistic overlapping insertions, first, k
trial insertions are performed with a computationally cheap short–range Weeks-Chandler-
Andersen (WCA) [265] interaction potential. From these cheaply calculated insertion
trials, realistic insertions without hardcore overlaps can be selected for a recalculation
with ReaxFF. Thus, this bias favors insertions that are more likely to be accepted, and as
a result equilibrium can be reached for dense systems. Because the number of trial posi-
tions (k) and their corresponding energies are exactly known, this bias is exactly known
and can be counterbalanced in the acceptance rules of the GCMC algorithm.

The article is organized as follows. In Section 6.2, the basic GCMC algorithm is ex-
plained. Furthermore, the biased WCA–ReaxFF–GCMC algorithms are explained, which
improve the insertion of molecules, together with the WCA and ReaxFF potentials. In
Section 6.3, the GCMC algorithms are validated and accordingly used to study and dis-
cuss the hydration of MgCl2·nH2O. In Section 6.4, conclusions are drawn concerning the
algorithm and its future potential use to study equilibrium conditions.

6.2. METHODOLOGY

6.2.1. GCMC
To study molecular properties, one could use statistical thermodynamic rules combined
with an ensemble of atomic positions. The ensemble must contain all relevant states of
a system and thereby resemble its entire phase space. Molecular Dynamics (MD) can
obtain such an ensemble, in which successive molecular states are sampled by trajecto-
ries over time via integration of Newton’s laws. Alternatively, one could sample relevant
states using Monte Carlo methods, in which the states are generated according to the
imposed probability distribution. Contrary to MD, states in MC are not sampled over
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time. This is the strength of MC, where one is not limited by time and/or slow diffusion
to pass high energy barriers. For practical efficiency, new states in the MC ensemble
are generated from the previous states -generating a Markov Chain- by performing trial
moves which are accepted or rejected based on the probability of finding the system in
a certain state and the probability of attempting the trial move [63, 129].

The Grand–Canonical Monte Carlo (GCMC) algorithm is the most commonly used
method to predict sorption phase equilibria with numerical modeling. The algorithm
relies on three basic trial moves that are successively and randomly selected: translation
of molecules, insertion of molecules, and deletion of molecules. The first one, trans-
lation (thermalization) of molecules, can be a rotation, translation, sampling the inner
degrees of a molecule, or a combination of these. To improve efficient sampling of trans-
lational moves for complex systems, multiple advanced MC algorithms are proposed,
for example the AVBMC method [266]. In this work, due to practical ReaxFF implemen-
tations we choose to perform a short MD simulation in the canonical ensemble. With
this approach, reaction will follow from the dynamics when the system is in the required
chemical environment. The second one, the insertion trial move, is the insertion of a
molecule within the system at a random location and random orientation. The inserted
molecule is an ’ideal’ gas molecule taken from an infinite large reservoir [63, 129, 262].
The trial move is accepted with probability:

accins = min

[
1,

β f V

(N +1)
exp

(−β(
∆E −Eig

))]
(6.2)

in which β is the reciprocal of the thermodynamic temperature
(

1
kBT

)
with kB as Boltz-

mann constant, and T the absolute temperature; f is the gas-phase fugacity computed
from the pressure by the Peng–Robinson equation of state [267]. The critical tempera-
ture of 647.3 K, a critical pressure of 221.2 bar, and an acentric factor of 0.344 were used
for water [268]. However, at the given conditions encountered in this work fugacity and
pressure are nearly identical as the pressure is low. V is the volume of the simulation box,
Eig is the intramolecular energy of the isolated molecule, and∆E is the change in energy
of the system. The change in energy of the system is given by ∆E = Enew −Eold where
Enew is the energy of the new state of the system and Eold is the energy of the old state
of the system. The third trial move of the GCMC algorithm is the deletion of a randomly
selected molecule from the system. This trial move is accepted according to:

accdel = min

[
1,

N

β f V
exp

(−β(
∆E +Eig

))]
(6.3)

in which ∆E = Enew −Eold, and with Eig as the intra-molecular energy of the molecule in
the conformation as in the system. Visualization of the GCMC algorithm is presented in
Figure 6.1, in which the blue area is the newly developed biased algorithm as explained
in the following Sections.

6.2.2. BIASED REAXFF–GCMC
In the GCMC algorithm, new trial configurations are created based on old states and the
corresponding acceptance rules (eqs. 6.2 and 6.3). These rules are created based on the
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detailed balance condition [63] and it is key that the probability of creating the trial move
from the old configuration to the new configuration is equal to the reverse way. Conse-
quently, the insertion of a new molecule should be done at a random location and with a
random orientation. This works well for inserting and deleting relatively small molecules
in systems that contain many voids (e.g., MOFs [269, 270], and zeolites [271]). However,
this will be difficult for dense systems with very little suitable locations to achieve suc-
cessful insertions. When the used interaction potential to compute the new energy is a
expensive calculation, this could lead to very long computational times before equilib-
rium is reached. Hence it makes sense to bias the position of inserted molecules towards
more feasible positions.

WCA–REAXFF–GCMC
We developed an advanced ReaxFF–GCMC method to avoid many unnecessary calcu-
lations with the ReaxFF formalism. In the case of an insertion trial move, our advanced
ReaxFF–GCMC method first generates k trial positions that are evaluated with a com-
putationally cheap WCA interaction potential (EWCA). The details of WCA interaction
potential are explained in Section 6.2.3. Accordingly, from these k trials, one trial posi-
tion is selected proportional to its normalized Rosenbluth factor [63, 262, 272]:

Pi =
exp

[−βEbias,i
]

Wn
, (6.4)

in which Pi is the probability of selecting trial i . Ebias,i is the energy given by the com-
putationally cheap WCA interaction potential (Ebias,i = EWCA,i ) for trial position i in the
new configuration, which is normalized with the total Rosenbluth weight:

Wn =
k∑

j=1
exp

[−βEbias, j
]

. (6.5)

The energy of the selected trial position (ki ) is recalculated with the more expensive
ReaxFF formalism. Due to the applied forward bias in selecting promising trials, the
acceptance probability changes to:

accins = min

[
1,

β f V

(N +1)
exp

(−β(
∆ERxFF −Eig −Ebias,i

))× Wn

k

]
. (6.6)

where ERxFF is the energy difference between the new and old configurations by ReaxFF.
For the deletion of a molecule from the system, the Rosenbluth weight of the old config-
uration has to be computed, which is done by performing k −1 random insertion trial
positions, and the kth position is the old configuration itself:

Wo = exp
(−βEbias,i

)+ k−1∑
j=1

exp
[−βEbias, j

]
, (6.7)

in which Ebias,i is the energy of the kth position, the selected molecule for deletion, com-
puted by the cheap WCA interaction potential. The modified acceptance rule is given
by:

accdel = min

[
1,

N

β f V
exp

[−β(
∆E +Eig +Ebias,i

)]× k

Wo

]
. (6.8)
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In Appendix F.1 it is shown that Eqs. 6.6 and 6.8 obey the detailed balance condition.

WCA–REAXFF–GCMC, WITH CENTER PREFERENCE
To study the hydration of MgCl2, an anhydrous MgCl2 spherical cluster is placed in the
center of a larger simulation box. This allows hydration on all the different surfaces of the
anhydrous cluster. Since the cluster is placed in an empty simulation box, the possibility
of sampling the empty space around the cluster is large compared to the dense region
in and around the MgCl2 cluster. To increase selection of promising trial positions near
the MgCl2 cluster, an extra biasing potential is applied in the form of a Gaussian energy
distribution with its center at the center of the cluster, as illustrated in Figure 6.2. This

-1

-0.5

0

-0.5 0 0.5

p 
∝

 e
xp

(-
βE

Ga
us

s)

a/
3×

EG
au

ss

(xi-xc)/Lx 

Figure 6.2: Example of preference selection by a Gaussian energy distribution. The x-axis is the relative x
coordinate within Lx box size, the energy from the Gaussian distribution is in blue on the left y-axis, and in red
on the right y-axis the proportional selection probability from the Gaussian bias energy.

added Gaussian energy distribution is described by:

EGauss =−a ×exp

[
− (xi −xc )2

4c2 − (yi − yc )2

4c2 − (zi − zc )2

4c2

]
, (6.9)

in which a is the height of the Gaussian distribution (in [kcal/mol], the same energy units
as EReaxFF and EWCA), c is the width of the distribution, xi , yi , and zi , are the coordinates
of the trial position, and xc , yc , and zc , are the center of the cluster. The energy term
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EGauss is added to the energy of the WCA interaction potential (Ebias = EWCA +EGauss).
This modification results in the fact that if a successful trial is found in the center of the
cluster, the probability of selecting this one for insertion is higher than a successful trial
position further away from the center of the simulation box.

6.2.3. FORCE FIELDS
As explained in the previous section, k trial insertions are performed for each GCMC
trial move with a relatively cheap WCA potential followed by the more expensive ReaxFF
calculation.

REAXFF
ReaxFF MD [81, 82, 124] enables simulations including reactions. The ReaxFF interac-
tion potential is a summation of different energy contributions:

ERxFF = Ebond +EvdW +ECoul +Eval +Epen

+Eunder +EoverEtors +Econj +Eothers.
(6.10)

The terms EvdW and ECoul are the noncovalent bonded van der Waals and Coulomb
terms, respectively. The Ebond term accounts for the covalently bonded atoms. The
terms Eval, Etors, Epen, Eunder, Eover, and Econj describe the valence and torsion contri-
butions, ’penalty’ energies, under- and over-coordination, and conjugated systems, re-
spectively. Eothers can include other terms for specific systems, such as H-bonds or extra
dispersion interactions. The bond order (BO) between atoms is described by a sum-
mation of empirical relations for the BOσ

i j , BOπ
i j , and BOππ

i j bond, which depend on the

distance ri j between the atoms i and j [81].

BOi j = BOσ
i j +BOπ

i j +BOππ
i j

= exp

[
pbo1

(
ri j

rσ0

)Pbo2
]
+exp

[
pbo3

(
ri j

rπ0

)Pbo4
]

+exp

[
pbo5

(
ri j

rππ0

)Pbo6
]

,

(6.11)

in which rσ0 , rπ0 , and rππ0 are the bond radii for the σ, π, and ππ bond, respectively. The
pbo values are fitted parameters to experimental or first–principle results. Each BOi j

term has a maximum value of 1, and when all bond-orders contribute BO could add up
to 3. The empirical bond order approach of ReaxFF enables us to model bond breaking
and formation without expensive quantum mechanical calculation.

To study the hydration of MgCl2 hydrates, we used the ReaxFF force field developed
by Pathak et al. [40, 100] in combination with the long-range corrected H2O ReaxFF
force field, as shown in Chapter 5. This force field was not explicitly trained to recreate
the phase diagram of the salt, however, a transferable force field for TCM application
should be able to recreate it. Furthermore, the MgCl2 force field has proved itself useful
for multiple hydration levels MgCl2 ·nH2O (n = 0,1,2,4, and 6), and the H2O force field
is able to accurately capture both condensed and vapor phase at saturation conditions,
shown in Chapter 5.



6

102 6. REAXFF FOR HYDRATION CHARACTERISTICS OF SALTS

Table 6.1: WCA parameters

Element ε/[kcal/mol] σ [Å]
O 0.1 2.3
Mg 0.1 0.8
Cl 0.1 3

WCA POTENTIAL

Prior to the ReaxFF insertion, k computationally inexpensive WCA potential trial inser-
tions are computed. This Weeks-Chandler-Andersen [265] (WCA) interaction potential
is relatively cheap because it only considers short-range repulsive interactions. In this
way, hard overlaps between atoms are avoided. The WCA interaction potential is de-
scribed by:

EWCA,i j =

4ε

[(
σ

ri j

)12

−
(
σ

ri j

)6]
+ε, r ≤ 21/6σ

0, r > 21/6σ,
(6.12)

with ε and σ as characteristic energy and distance parameters, respectively.
In this work, we used the WCA parameters as given in Table 6.1, combined with the

Lorentz-Berthelot (LB) mixing rules between different elements. Careful determination
of the WCAσ and ε parameters is key to use the WCA bias effectively. If these parameters
are too large, promising small voids in the dense MgCl2 structure will never be selected.
However, when they are too small, many unrealistic insertions with overlapping atoms
can still be selected, and the algorithm becomes ineffective again. The parameter σ cor-
responds to the atomic/molecule size. For the H2O molecule, only the oxygen atom was
considered in the WCA potential, with a diameter (σ) corresponding to the Radial Distri-
bution Function (RDF) O–O distance for liquid water obtained by the ReaxFF force field.
Thereby, the oxygen in the WCA calculation resembles the diameter of a H2O molecule
in liquid, and excessive WCA interactions calculation with twice as much H-atoms are
avoided. The magnesium and chlorine parameters were chosen such that the O–Mg and
O–Cl repulsive part closely matches the repulsive distance of the ReaxFF force field. In
Appendix F.2, the resulting O–O interaction potential is compared with the ReaxFF RDF,
and the O–Mg, and O–Cl interaction potentials are compared with the ReaxFF interac-
tion energy.

6.3. RESULTS & DISCUSSION
In sections 6.3.1 and 6.3.2, the biased GCMC algorithms are tested and validated. In Sec-
tions 6.3.3 and 6.3.4, the WCA–ReaxFF–GCMC algorithm is used to study MgCl2 ·nH2O
hydration. Images to visualize MgCl2 ·nH2O hydration are created with iRASPA [215].

6.3.1. WCA–GCMC VALIDATION

To test and validate the WCA–ReaxFF combination with the GCMC algorithm, the hy-
dration of a MgCl2 crystal with an artificial cavity was studied for different numbers of
k trial positions. In Figure 6.3, the resulting loading of H2O is shown. These systems
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Figure 6.3: Loading of MgCl2 cavities, with k trial positions, normalized to the total required simulation time
for k = 1. The insets are the structures at the indicated times.

were simulated at a given temperature of 300 K and a vapor pressure of 12 mbar. The
simulation with k = 1 is considered as a reference system, where it represents the con-
ventional (unbiased) GCMC algorithm with k = 1. The computational times required for
the other simulations were normalized to this k = 1 reference. This reference system took
5.6 hours for 30,000 MC moves, initially including 288 Mg/Cl atoms, with single–core MC
moves (insertion/deletion) energy calculations and 8–core ReaxFF–MD (translation) cal-
culations, on a Haswell (Intel® Xeon® Processor E5-2690 v3) node. From Figure 6.3, the
gain by the WCA bias is clear. The k = 1 reference is loading much slower than the other
structures and does not load more than 28 H2O water molecules over the entire simula-
tion, where the other systems (k = 5, k = 10, k = 20, and k = 40) already reach a similar
loading at ca. 5−7% of the computational time. Furthermore, with multiple k trial posi-
tions, the final loading is much higher. The k = 40 test even reaches a loading of 44 water
molecules, at only 121% of the time of the k = 1 simulation. It is doubtful if the reference
k = 1 case would ever reach such a loading within acceptable computational time, where
it was not successful for the last ∼ 40% of the time to insert another water molecule. In
Appendix F.3 we show for a simple system, rarefied system where hardcore overlap is
hardly present for insertion, that the number of k-trial positions does not change the
final equilibrium. The insets of Figure 6.3 represent the systems at the indicated times.
After approximately 5% of the time, the first successful insertion of a H2O molecule out-
side the initial cavity occurred. Before this point, hydration only happened in the cavity.
This indicates that the initial bulk MgCl2 layers are too densely packed to accept a H2O
molecule, and the created H2O water layer in the cavity is needed to deform the densely
packed layers and create a disordered region of salt and water. This phenomenom is
more extensively discussed in Section 6.3.4.
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6.3.2. GAUSSIAN PREFERENCE VALIDATION
To increase the loading of H2O molecules near the MgCl2·nH2O spherical clusters, a
Gaussian selection preference is used. This preference gives a higher selection proba-
bility for inserted H2O molecules near the center of the box compared the outer vac-
uum region. In our systems, this center region is important because we use MgCl2·nH2O
spherical cluster that are positioned at the center of the simulation box. This algorithm
was first validated with an empty box at 400 K at 1 atmosphere. These results are shown
in Appendix F.3. It shows that more insertion trial moves were selected near the center.
Furthermore, the Gaussian preference selection bias for the center of the box, does not
change the total loading of the box, where it correctly predicts a H2O vapor density close
to the NIST reference [238] value.

In Figure 6.4, the Gaussian preference is tested for a MgCl2 spherical cluster in the
center of the simulation box. It is shown that when the Gaussian distribution is used to
increase loading in the center of the box, near the MgCl2 spherical cluster, a marginal
gain is achieved when the amount of water molecules is still low and as a consequence,
the MgCl2 spherical cluster relatively small. However, if the amplitude of the Gaussian
distribution a is set to high, it has a contrary effect. This is also the case when the Gaus-
sian preference method is used without the WCA–GCMC algorithm since the possibility
of atomic overlap is much higher in the center of the box. Due to the small gain with
relatively small clusters, which could already provide relevant information regarding the
hydration of MgCl2, the remaining calculations are performed including this Gaussian
bias.
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Figure 6.4: Gaussian preference test for a MgCl2 spherical cluster at 300 K with a (kcal/mol) as the height of
the Gaussian distribution.

6.3.3. HYDRATION OF MAGNESIUM CHLORIDE HEXAHYDRATE CLUSTERS
The motivation of this work was to develop a tool that can provides insight into the hy-
dration mechanism of complex (new) materials for thermochemical heat storage appli-
cations and predict equilibrium conditions at a given pressure and temperature. There-
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fore, the deliquescence equilibrium and behavior are studied by means of a spherical
MgCl2·6H2O cluster of approximately 50 Å. In terms of hygroscopic salts as TCMs, this
deliquescence could seriously affect the performance of the storage system. The exper-
imental deliquescence equilibrium [173] line for MgCl2 is given by the black solid line
in Figure 6.6. Under conditions below this deliquescence line solid MgCl2nH2O crystals
occurs, with n = 6 as the highest hydrated close to the deliquescence equilibrium. Under
conditions above this deliquescence line MgCl2 in an aqueous solution occurs.

In the GCMC simulation, the MgCl2·6H2O spherical cluster is placed at the center
of a vacuum box and hydrated at vapor pressures of 6, 12, and 50 mbar, which pressures
around design conditions for thermochemical heat storage systems with domestic appli-
cations [11]. In Figure 6.5 (de)hydration trends from the WCA–ReaxFF–GCMC algorithm
are shown for the 12 mbar systems. Upward trianglesN represent increasing trends (hy-
dration), and downward triangles H represent decreasing trends (dehydration). Black
• are given for stable trends (nondehydrating, nonhydrating). The results for the 6 and
50 mbar vapor pressures are given in Appendix F.4. These obtained trend symbols are
plotted in Figure 6.6, and show a close match with the experimental deliquescence equi-
librium [173], where the MgCl2·6H2O spherical cluster hydrates above the experimental
equilibrium line and dehydrates under conditions below this line. The WCA–ReaxFF–
GCMC results, given in Figure 6.6, predict a slightly higher equilibrium temperature
(∼ 10 K) at lower vapor pressure. However, one must note that for the GCMC systems,
steps of 10 K are used and it would be ambiguous to determine hydration or dehydration
with smaller temperature steps (Figure 6.5). Furthermore, a higher equilibrium temper-
ature is expected for micro–particles, since they have a higher solubility than the bulk
material [273]. This is described by the Ostwald-Freundlich equation and caused by the
relatively large factor of the surface energy for micro-particles compared to the bulk ma-
terial. As a result, a shift of the equilibrium curve to higher temperatures/lower vapor
pressure will be present.
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Figure 6.5: WCA–ReaxFF–GCMC results for a MgCl2·6H2O spherical cluster at p = 12 mbar, with k = 20 trial
positions, and a = 5 kcal/mol, where n on the y-axis represents the hydration level (MgCl2nH2O), and the
number of MC moves is given on the x-axis.
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Figure 6.6: MgCl2·6H2O deliquescence equilibrium, black solid line from experimental reference [173], and
symbols GCMC prediction (N = hydration, • stable, andH = dehydration) as shown in Figure 6.5 and in the SM.

6.3.4. HYDRATION OF MAGNESIUM CHLORIDE CLUSTERS
Thermochemical heat storage systems for domestic heating are typically studied at a va-
por pressure of 12 mbar, over a temperature range from 300 to 500 K [11]. In this sense,
the MgCl2·nH2O clusters are studied at these conditions. Since the GCMC algorithm is
computationally demanding, multiple starting structures are used at different relevant
hydration levels (n = 0,2, and 6), making the prediction of equilibrated hydration levels
easier to estimate. These results are given in Figure 6.7. The corresponding estimated
equilibrium hydration levels are compared with theoretical values, predicted by ther-
modynamics, in Figure 6.8. The computed equilibrium curves from thermodynamics,
in which the left-hand side of chemical reaction eq 6.1 is in equilibrium with the right-
hand side, are described by the thermodynamic relation [29]:

peq = p0 exp

(−∆S0

R

)
exp

(−∆H 0

RT

)
(6.13)

in which ∆H 0 and ∆S0 are the reaction enthalpy and entropy, respectively, per mole
of water at standard conditions for the different components on the left-hand side and
right-hand side of equilibrium 6.1. R is the universal gas constant, p0 is standard pres-
sure, and peq the resulting vapor equilibrium pressure at a given temperature T . The
exponential term in this equation makes the direct prediction of the equilibrium from
entropy and enthalpy calculations (e.g., with DFT) hard, since small energy deviations
can result in large equilibrium deviations. In Figure 6.8, the equilibrium curves are given
for MgCl2·nH2O (n = 0,1,2,4, and 6), in which ∆H 0 and ∆S0 are taken from the NBS
tables [168].

From Section 6.3.3, it was already shown that at 300 K and 12 mbar MgCl2 would go
to a higher hydration than the hexahydrate (n = 6). In Figure 6.7, this is observed for all
simulated systems at different initial hydration settings (n = 6,2, and 0). However, after
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Figure 6.7: Hydration of MgCl2·nH2O clusters at different temperature (different colored lines) and different
initial hydration levels (n = 0, 2, and 6) and a vapor pressure of 12 mbar. The insets visualize the highest
hydrated cluster at 300 K with the initial MgCl2·6H2O cluster; and the lowest hydrated structure at 500 K with
the initial MgCl2 clusters.

300,000 MC moves, the systems which started at a hydration level n of 0 and 2, are still far
from equilibrium. At 340 K, an estimated hydration level between 2 and 4 appears, from
the thermodynamic values the tetrahydrate (n = 4) crystalline structure is expected. At
380 and 400 K, the GCMC simulations equilibrate approximately around a hydration
level of 2, where the thermodynamic dihydrate (n = 2) can be found between 369 and
390 K, from eq 6.13, at the given vapor pressure. At 500 K, the GCMC algorithm pre-
dicts a hydration level of 1, where the thermodynamic rules indicates anhydrous MgCl2

(n = 0). The deviations between the results from the GCMC algorithm and the calculated
equilibrium lines from thermodynamic values (eq 6.13), can be explained by the use of
disordered micro-particle (23-50 Å) in the simulations, versus the used crystalline bulk
thermodynamic values (H 0,S0). This also indicates that it would required a much higher
temperature to obtain a completely dry micro-particle, compared to the bulk material.

From Section 6.3.1, it was shown that the water layer on top of the salt crystal breaks
the crystal itself and forms a disordered structure. This effect reappears in the hydration
of the MgCl2 clusters, where the added water creates a disordered MgCl2·nH2O cluster
that allows further hydration within the created voids of the disordered structure. This
is according to the hypothesized theory of a two-step hydration process by Sögütoglu et
al. [28, 29] in which the complete hydration process of a salt is described by two dis-
tinctive steps; step (1) water adsorption from the atmosphere to a wetting layer on the
surface of the salt, and accordingly dissolution of ions; step (2) nucleation into the crys-
tal of the final hydrate. This second step, the nucleation of a crystal, is a rare event which
occurs on time scales far beyond MD time scales [274]. Hence, this second step is not
reached by or observed in the GCMC hydration modeling. Due to the absence of nucle-
ation in crystalline structures, smooth transitions are expected from the GCMC simula-
tions, compared to the distinctive zones from thermodynamic calculations. To visualize
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loading from the simulations. The black solid circles, are the estimated MgCl26H2O deliquescence equilibrium
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the hydration, two movies of the MgCl2 cluster, at 300 K and 12 mbar vapor pressure are
added to the supplementary material of the published paper of this Chapter. One movie
shows the hydration of the particle from the first MC cycle until 250,000 cycles. The sec-
ond movie shows a section at the center of the same particle in yz-plane, from the first
MC cycle until 90,000 cycles. The initial wetting on the surface from the particle, the dis-
ordered development of the initial crystalline starting structures, and loading within the
particle, can be observed from these movies.

6.4. CONCLUSIONS
The motivation of this work was to develop a molecular modeling tool that can be used
to study the hydration of salt hydrates for thermochemical storage applications. In this
sense, an efficient ReaxFF–GCMC model has been designed and implemented with a
force field for MgCl2·nH2O [100]. To increase accepted water loading in dense salt hy-
drate structures, the ReaxFF–GCMC was combined with two forward bias methodolo-
gies, namely scanning of k insertion trials with the computationally cheap WCA poten-
tial, and a Gaussian preference selection of trials near the salt hydrates cluster. The WCA
forward bias significantly increased the speed of the ReaxFF–GCMC algorithm, where it
reached a much higher loading in a substantially shorter time. The Gaussian preference
selection near the salt hydrate cluster showed a minor improvement, for relatively small
clusters.

The biased WCA–ReaxFF–GCMC algorithm was used to study the hydration of micro-
particles. The predicted results are in good agreement with the experimental deliques-
cence line of MgCl2·6H2O, for a vapor pressure range from 6 to 50 mbar. Furthermore,
different hydration levels were found over the temperature range from 300 to 500 K,
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from the deliquescence phase to the monohydrate (n = 1), respectively. The trend of
the different predicted hydration levels is in agreement with thermodynamically com-
puted values. However, with a slight deviation which can be attributed to the use of
micro-particles compared to the thermodynamic values based on bulk crystalline hy-
drates. The studied hydrated structures are found to be in a disordered state, where
nucleation to a given hydrated crystalline structure is beyond the timescale of MD [274].

From the hydration process, observed from the WCA–ReaxFF–GCMC simulations, it
was shown that H2O molecules first load on the surface of the salt. The presence of water
at the surface creates a disordered MgCl2 region, consequently, H2O molecules are also
loaded within the salt itself. This fluidized nucleation process is according to the two–
step hydration process formulated by Sögütoglu et al. [28, 29].

The given results from the biased ReaxFF–GCMC algorithm validate the potential of
the method for future studies. For example, to use it for complex TCM (e.g., encapsu-
lated, impregnated, double, doped, or mixed salts) for which thermodynamic values are
not available in the literature. Additionally, not only the hydration of TCMs can be stud-
ied but also other sorption processes (e.g., oxidation, hydration, and carbonation) that
involve larger sorbate gas molecules and dense sorbent material.
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REAXFF DEVELOPMENT AND

APPLICATION FOR COMBINED SALT

HYDRATES

There’s Plenty of Room at the Bottom.

Richard Feynman

ABSTRACT: Building on the previous chapters, a new ReaxFF was developed to study doped MgCl2 ·
nH2O and CaCl2 ·nH2O structures. Both salts are promising TCMs; however, combined structures of
both salts could outperform the pure salts in terms of TCM characteristics. The newly developed
ReaxFF was parameterized with the MMC optimizer and included relevant DFT reference data.
Comparable to the DFT results, a lower stability was found for the doped structure than the pure
salt. Similar to imperfections like cracks and pores, doping the salt hydrate increases the dehydra-
tion of the salt, thereby improving its applicability as TCM. Ca-doped MgCl2·2H2O did not result
in the desired hydrolysis reduction. The added calcium does reduce the H–Cl interaction. However,
the lower stability by doping results in increased kinetics and thereby outweighed the lower H–Cl
interaction. To exploit this delicate balance and find the optimal doping content, more elaborated
doping studies utilizing the new ReaxFF are required.
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7.1. INTRODUCTION
In the search towards a potential thermochemical heat storage material (TCM), both the
chloride-based MgCl2 ·nH2O and CaCl2 ·nH2O are promising materials. Unfortunately,
as discussed in the preceding Chapters, both salts suffer from inherent material char-
acteristics that significantly hinder their actual use as TCM. For example, the low wa-
ter transport through the salt crystals, as shown in Chapter 4, which reduces the power
output and causes agglomerates that clog the thermochemical storage system. Other
major drawbacks are the irreversible hydrolysis side reaction for the lower hydrates of
MgCl2 · nH2O upon dehydration at elevated temperatures (> 130oC) [33, 34] and the
melting of the higher hydrates of CaCl2 · nH2O at room conditions [25, 26]. A possi-
ble solution that increases the hydrolysis resistance is discussed in Chapter 2, where
DFT chemical bond analysis showed that combining the two salts in terms of a dou-
ble or compound salt could increase the hydrolysis resistance compared to the pristine
MgCl2 ·nH2O salt. Chemical bond analysis revealed that chlorine bonds stronger to cal-
cium than magnesium, and the H2O molecule is less polar in a calcium environment.
On the other side, it also showed that all explored salt structures that include both mag-
nesium and calcium are less stable than the pure salts. In Chapter 4, it was shown that
imperfections in the salt crystal, like cracks and pores, significantly increase the water
mobility through the crystal. Thereby, it increases the hydration and dehydration rate.
In Chapter 6, the hydration of salt MgCl2 ·nH2O is studied, and it is revealed that a water
layer on top of the salt surface is needed to break the surface and initiate further hydra-
tion of the surface region.

The characterized phenomena in the previous chapters indicate that a doped salt
hydrate might improve its TCM-related properties. It might increase the hydrolysis re-
sistance of MgCl2 ·nH2O, reduce the surface stability, and increase the water diffusion
through the salt. However, it simultaneously results in less stable structures, and the
required amount of calcium for a significant hydrolysis reduction is unknown. To study
these phenomena in-depth, we show the development and application of an Mg(1−x)Cax Cl4·
nH2O ReaxFF in this chapter.

The new Mg(1−x)Cax Cl4 ·nH2O ReaxFF is a combination of the MgCl2 ·nH2O (n =
0,1,2,4,6) force field developed in our group by Pathak et al. [40, 100], the CaCl2 ·nH2O
(n = 0,2) force field as discussed in Chapter 3, and the H2O force field that describes
water at saturation conditions as discussed in Chapter 5. It is parameterized with the
Metropolis Monte Carlo ReaxFF optimizer, developed by Iype et al. [83], which is ex-
tensively discussed in section 3.2.3. In section 7.2 of this chapter, the parameterization
results are shown with respect to the used training data. After optimizing of the Mg–Ca
interaction, we applied it to study doped MgCl2 ·nH2O and CaCl2 ·nH2O crystals in terms
of stability, dehydration mechanisms, and HCl formation at elevated temperatures. All
structures images in this chapter are created with OVITO [275].

7.2. REAXFF DEVELOPMENT
As explained in section 1.2.2, MD is a computational modeling method that describes
atoms as point masses, lets them interact via interatomic potentials, and predicts their
trajectories. From the particle trajectories, the dynamical behavior of the considered
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atoms, many materialistic properties can be obtained via statistical thermodynamic rules
[63]. We used the reactive force field formalism developed by van Duin et al. [81, 82, 124]
to enable the modeling of chemical reactions that occur in the cycling of a TCM. This
formalism is developed to bridge the gap between expensive quantum mechanical (QM)
calculations (section 1.2.1) and classical non-reactive MD. QM is too expensive to use on
large molecular systems over a time period, that is required to characterize the TCM,
due to the expensive electronic calculations. Classical non-reactive MD can easily solve
such large systems over a more extended time period due to its empirical description.
However, it can not capture bond breaking and formation during the simulation. Like
non-reactive MD, ReaxFF is also an empirical-based method. However, additionally it
contains empirical bond-order terms that capture bond breaking and formation. This
is key for the simulation of MgCl2 ·nH2O, CaCl2 ·nH2O, and Mg(1−x)Cax Cl4 ·nH2O. For
example, MD simulations regarding the formation of HCl need to include covalent bond
breaking and formation, thus requires ReaxFF. The different kinds of chemical atomic
interactions are extensively analyzed and discussed in Chapter 2.

The ReaxFF potential is a summation of energy terms as given below:

Esystem = Ebond +Eangle +Etorsion +EH-bond +Elp +Eover

+Eunder +Econj +EvdW +ECoul +Eothers. (7.1)

The EvdW and ECoul are the non-bonded van der Waals and Coulomb interactions be-
tween the atoms, respectively. Eothers can be any additional interaction term assigned
for some specific systems (e.g., H–bonds). The other terms are related to the bonded in-
teractions. The energy terms are extensively discussed in Chapter 3. In order to model
reactive molecular systems with Molecular Dynamics or Monte Carlo methods, accurate
reactive force fields are essential. These force fields contain the parameters for the em-
pirical interaction terms of (7.1). Combined, a ReaxFF contains easily À 100 parameters,
from which many need to be trained/parameterized.

7.2.1. MMC REAXFF PARAMETERIZATION
The parameterization of the newly – combined Mg(1−x)Cax Cl4 ·nH2O – ReaxFF is done
with the Metropolis Monte Carlo (MMC) optimizer, developed by Iype et al. [83]. This
optimizer is based on the Metropolis Monte Carlo algorithm combined with simulated
annealing. It enables multiple parameters optimization and allows escaping of local
minima and exploration of an optimized global parameter configuration of the ReaxFF.
In the search towards the optimal ReaxFF, the algorithm aims to minimize the cumula-
tive squared error (Error) of the energy difference between ReaxFF and a reference data
set:

Error =
n∑

i=1

[
Xi,ref −Xi,ReaxFF

σi

]2

, (7.2)

in which Xi ,ref is the i th data point of the reference set, Xi ,ReaxFF is the corresponding
ReaxFF result, and σi is the weight given to that data point. An extensive explanation
of the MMC optimizer can be found in Chapters 3 and 5. For the optimization of the
Mg(1−x)Cax Cl4 ·nH2O ReaxFF we used DFT data as references. The Amsterdam Den-
sity Functional (ADF) [187] was used, with the Perdew-Wang (GGA-PW92) exchange-
correlation function [186], for the gas molecules reference data. For periodic molecular
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reference structures, the Vienna Ab initio Simulation Package (VASP) [146], with the PBE
[147] exchange-correlation functions were used with the PAW [148, 149] scheme. These
were combined with the DFT-D3 [150, 151] corrections for long-range dispersion inter-
actions. The structures were considered converged if all forces on the atoms are smaller
than 0.026 eV/Å. Both the ADF and VASP modeling packages have been used before to
generate reference data, as discussed in Chapter 3 and by Pathak et al. [40, 59, 60, 100].

MMC TRAINING RESULTS
The data set for the MMC optimization can contain all kinds of different data. How-
ever, relevant data must be included regarding the systems one wants to represent with
the ReaxFF. Reference data for the pure MgCl2 ·nH2O, CaCl2 ·nH2O, and H2O saturation
conditions were already successfully included by the independent force fields. Leaving
the new Ca–Mg interaction open for necessary optimization. To obtain a valuable and
transferable ReaxFF, the Ca–Mg reference data should include all possible forms that
could occur in the (de)hydration of Mg(1−x)Cax Cl4 ·nH2O. In this sense, we added gas
molecule interactions of MgCl2 ·nH2O and CaCl2 ·nH2O gas molecules. We added equa-
tion of state bulk (periodic) structures, compressed and expanded Mg(1−x)Cax Cl4 ·nH2O,
comparable to the manually doped structures as introduced in Chapter 2. Furthermore,
formation energy reference data was added for the most stable combined Mg(1−x)Cax Cl4

structures found by USPEX [71–73] in Chapter 2. To ensure stable structures and simul-
taneously add non-zero temperature bulk structures, MD-generated frames were added
to the reference set, which method is discussed in Chapter 3. Additionally, experimen-
tally known tachyhydrite crystal structures [141, 166] were added.

Figure 7.1 shows the dissociation energy curves of different hydrated MgCl2 ·nH2O
and CaCl2 ·nH2O gas molecules. From the DFT reference, it is shown that when H2O
is present, at the same distance (r ), multiple (meta) stable orientations can be found
with different corresponding energies (see Figure 7.1 in the 3–4 Å range). These different
orientations of the gas molecules cause the wrinkled energy profiles of the dissociation
curves. Despite the complex wrinkled behavior, ReaxFF does accurately capture this dis-
sociation.

Figure 7.2 shows a subset of the optimization results regarding the equation of state
of MgCl2 ·nH2O structures. In Appendix G, other doping percentages and the tetrahy-
drate doped structures can be found. The figures show that the optimized ReaxFF can
accurately capture the compression and stretching of doped crystal structures. From
the optimization, it is found that the equation of states for the tachyhydrite structures
is hard to accurately replicate. However, these tachyhydrite crystals are also found to be
metastable structures themselves (as discussed in Chapter 2), which makes them hard
to describe by a transferable force field.

Figure 7.3 shows the results of the formation energies by DFT and ReaxFF. The for-
mation energy is the excess potential energy when the crystals’ potential energy is sub-
tracted by its constituent elements in their reference states – which equals the bonding
energy between the constituent elements:

Eformation = Ecrystal −NCaCl2 ×ECaCl2 −NMgCl2 ×EMgCl2. (7.3)

In which Ecrystal is the energy of the crystal, N is the number of constituent elements in
the crystal, and ECaCl2 and EMgCl2 are the corresponding gas molecule energies for CaCl2
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Figure 7.1: Dissociation energy of (a) MgCl2 – CaCl2 gas molecules, (b) MgCl2·H2O – CaCl2·H2O gas molecules,
and (c) MgCl2·2H2O – CaCl2·2H2O gas molecules. The insets represent the most stable structure add the
indicated Ca–Mg distance, with blue as Ca, green as Mg, red as O, gray as Cl, and white as H. The solid black
line represents the DFT reference value, and the red dots represent the ReaxFF energies.

and MgCl2, respectively. The intermediate structures (33, 50, and 65%) were the most
stable found structures for the anhydrous salt combinations by USPEX, as discussed in
Chapter 2, 0% Ca content is the relaxed geometry of the known pure MgCl2 structure
[139], and 100% Ca content is the relaxed gemetry of the known pure CaCl2 structure
[139]. The formation energy of the pure MgCl2 is under-predicted, and for CaCl2 slightly
over-predicted. However, the resulting formation energies for the compound crystals
match well with the given DFT reference.
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Figure 7.2: Compressed and stretched doped MgCl2 · nH2O structures. (a) MgCl2 with 17% calcium, (b)
MgCl2·H2O with 13% calcium, and (c) MgCl2·2H2O with 25% calcium.
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7.3. CHARACTERIZATION OF DOPED SALT HYDRATES
The newly developed ReaxFF for doped CaCl2·2H2O and MgCl2·2H2O is used to study
the compound salt in terms of stability, dehydration mechanism, and hydrolysis.

7.3.1. STABILITY DOPED STRUCTURES
To test the stability of the doped structures, CaCl2·2H2O and MgCl2·2H2O structures with
0, 10%, and 20% doping were slowly heated at constant atmospheric pressure. The pure
crystals are the experimentally given structures for CaCl2·2H2O [141] and MgCl2·2H2O
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[140]. Figure 7.4a is a scatter plot of the potential energy for doped CaCl2·2H2O struc-
tures as function of the temperature. The linear profiles at low temperatures indicate
that the crystals remain in a crystalline structure. The non-linear behavior around 600–
800 K, indicates the deformation transition of the structures. This temperature onset
point for deformation is observed at lower temperatures when the amount of doping is
increased, indicating the lower stability of the doped systems. Similar, Figure 7.4b is a
scatter plot of the potential energy for doped MgCl2·2H2O structures as function of the
temperature. The deformation transition of the structures occurs around 600–700 K, and
again at a slightly lower temperature for the doped MgCl2·2H2O structures.

7.3.2. DEHYDRATION
In Chapter 3, it was shown that the morphology of the CaCl2·2H2O slabs has a major in-
fluence on the dehydration mechanism and rate. It was shown that the dehydration in
x-, and y-direction is much faster compared to the z-direction in which the layered CaCl2

structures impede H2O molecules from evaporation. In Chapter 4, it was shown that not
only the initial layered CaCl2 morphology has a major influence on the dehydration but
also imperfections like cracks and voids. The appearance of cracks in (dehydrated) slabs
creates pathways for the H2O molecules to evaporate. Similar behavior was found for
slabs with voids (5 and 10% deleted CaCl2 elements). In this sense, we studied the effect
of imperfections by doping on the dehydration mechanisms. Similar to Chapter 3, pure
MgCl2·2H2O and CaCl2·2H2O slabs were created, and accordingly with 10% doping. The
simulated systems were first initialized within a periodic box over 150 ps, at atmospheric
pressure, and at 500 K. The equilibrated systems were placed in a vacuum box, and every
25 ps, the evaporated H2O molecules were deleted. The results of the CaCl2·2H2O slabs
are given in Figure 7.5. The solid lines represent the pure slabs and correspond with the
systems of Chapter 3, the dashed lines represent the 10% Mg-doped CaCl2·2H2O slabs.
The figure shows that a CaCl2·2H2O slab doped with 10% Mg initially dehydrates faster
than the undoped structures, which can be attributed to the fast deformation in amor-
phous structures. The undoped structures in x- and y-directions become disordered af-
ter 3 ns and converge to the doped structures’ dehydration rates. The snapshots show
that the inner region of the undoped slab in z-direction remains crystalline, resulting
in low water mobility. For the doped slab, the crystalline structure breaks easier, which
results in increased dehydration.

In Figure 7.6, the dehydration of pure and doped MgCl2·2H2O slabs are shown. This
figure shows that the dehydration of the pure (undoped) slabs at 500 K is much slower
than CaCl2·2H2O, and initially, mainly the H2O surface molecules dehydrate. This trend
corresponds to experimental references, where MgCl2·2H2O has a higher dehydration
onset temperature than CaCl2·2H2O, 400 K and 344 K, respectively [276]. Similar to the
CaCl2·2H2O structures, doping increases the dehydration rate significantly of MgCl2·2H2O.
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Figure 7.4: Potential energy of (a) CaCl2·2H2O, and (b) MgCl2·2H2O, structures versus the temperature of the
system at 1 atm, with 0%, 10%, and 20% doping. The insets are representations of (a) Ca0.8Mg0.2Cl2·2H2O, and
(b) Mg0.8Ca0.2Cl2·2H2O crystalline and disintegrated structures, at low and high temperatures, respectively
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Figure 7.5: (a) dehydration of (doped) CaCl2·2H2O at 500 K, with a vacuum in x-, y-, and z-direction, with
solid lines for pure structures and dashed lines 10% Mg-doped structures. (b-i) corresponding snapshots of
dehydrated frames, with blue as Ca, green as Mg, red as O, gray as Cl, and white as H.
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7.3.3. HYDROLYSIS RESISTANCE
From the DFT investigation in Chapter 2 of doped MgCl2·2H2O and CaCl2·2H2O, it was
concluded that the H–Cl interaction decreases in a calcium environment compared to
a magnesium environment. This is caused by the stronger Ca–Cl interaction and a less
polar water molecule when bound to calcium. However, this chemical bonding analy-
sis was performed on DFT optimized crystals, thus at 0 K. DFT–MD simulations would
be too computationally expansive to perform. The DFT analysis also revealed that the
doped structures are less stable than the pure structures, which was confirmed by the
ReaxFF results in the previous section (Section 7.3.1).

Pathak et al. [40] already showed the applicability of ReaxFF–MD to study HCl for-
mation of pure MgCl2·H2O. The newly developed ReaxFF enables the investigation of
HCl formation of doped MgCl2·2H2O and CaCl2·2H2O structures. In Figure 7.7, the re-
sults are given for pure, 10%, and 20% doped slabs in a 1000 Å vacuum. The dihydrate
structures are chosen because there are known structures for both salts. Similar to the
results of Pathak et al., regarding the MgCl2·H2O (monohydrate), HCl formation is ob-
served for pure MgCl2·2H2O (dihydrate). Most Cl atoms that form HCl originate from
the region close to the surface of the slab. Since the evaporated molecules from the slab
are not removed from the vacuum box, which results in a vapor pressure around the salt
hydrates, an equilibrium is reached in the first nano-second. From this point, both the
dehydration and hydrolysis equilibrate. For CaCl2·2H2O, hardly any HCl is observed, as
expected from Chapter 2. Contrary to the expectation of the chemical bonding analy-
sis of the static DFT calculations in Chapter 2, HCl formation is observed for the doped
structures. This HCl formation can be attributed to the higher kinetics and crystal dis-
integration, related to the lower stability of the doped structures. In Section 7.3.2, it was
already shown that this effect also increases the dehydration kinetics of the doped salts.
The lower stability can also be found by figures 7.7c, 7.7e, and 7.7f (0%, 10%, and 20%
doped MgCl2·2H2O, respectively) where the pure structure has a crystalline central re-
gion, the 10% doped structure disintegrates in an amorphous cluster, and the 20% doped
structure completely disintegrates in separated clusters. From this analysis, it can be
concluded that the higher kinetics outweighs the fact of a lower HCl interaction in doped
MgCl2·2H2O. After ∼ 0.5 ns, Figure 7.7a shows a decrease of HCl caused by HCl solvation
in (dehydrated-)water droplets within the simulation box, as shown by the inset. This
effect is not present for pure MgCl2·2H2O since less water is dehydrated, and as a result,
no (dehydrated-)water droplet is present in the simulation box. As mentioned before, at
some point, the 20% doped MgCl2·2H2O structure disintegrates and separates in smaller
clusters, increasing the HCl formation.

7.4. DISCUSSION
Based on the knowledge gained in the previous chapters, a new ReaxFF is successfully
developed that can model Mg(1−x)Cax Cl4 ·nH2O. This was done with the MMC optimizer
[83] and included, among other data, compound and doped structures found in Chap-
ter 2. The ReaxFF study confirmed the lower found stability of doped MgCl2·2H2O and
CaCl2·2H2O compared to their pure forms. The created imperfections by doping the
salts increase the dehydration of the salt hydrates significantly. This enhanced (de)hydration
would benefit the TCM, as it enables higher water mobility and thus lower possibilities
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Figure 7.7: (a) HCl formation of (doped) MgCl2·2H2O and CaCl2·2H2O slabs in vacuum at 500 K. On the y-axis,
the percentage of HCl molecules with respect to all Cl atoms are given. The inset represent a water droplet
formed by dehydrated water for the doped MgCl2·2H2O system. (b)-(c) snapshots of pure MgCl2·2H2O. (d)-(e)
snapshots of MgCl2·2H2O with 10% Ca. (f)-(g) snapshots of MgCl2·2H2O with 20% Ca. The red circles highlight
HCl molecules.
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of over-hydrated areas and agglomerations.
Contrary to what was found by chemical bonding analysis of Ca-doped MgCl2·2H2O,

the HCl formation is not reduced by doping. For equilibrated optimized structures (as in
DFT), the H–Cl interaction decreases for doped MgCl2·2H2O. However, doping also de-
creases the stability of the crystal. This lower stability increases the kinetics of the slabs,
thereby not only increasing the water mobility but also the HCl formation. In this sense,
it is recommended to investigate further the delicate balance between a decreased H–Cl
interaction and increased kinetics of the less stable Ca-doped MgCl2 ·nH2O, regarding
undesired hydrolysis of the TCM. To explore and find an optimized balance between
these two phenomena, more systems should be considered – a larger range of doping, as
well as different hydrates (e.g. n = 0,1), and a more extensive range of temperates. Ad-
ditionally, an experimental hydrolysis study, as proposed by the master thesis of Katyal
within our research group [277], is essential to validate the hydrolysis findings. Further-
more, to exclude the HCl solvation effect within the ReaxFF-MD simulation, removing
the evaporated HCl and H2O molecules is recommended, as was done in the dehydra-
tion study.
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Never trust Atoms!
They make up everything.
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8.1. CONCLUSION
Thermochemical heat storage applications have the potential to serve as a vital link in
the future renewable-based energy society regarding the storage of energy. This vital link
bridges the mismatch between heat supply and heat demand via compact and efficient
storage. Literature studies show that a selection of salt hydrates, including MgCl2 ·nH2O
and CaCl2 ·nH2O, are promising thermochemical heat storage materials (TCMs) for the
built environment. These are promising due to the equilibrium conditions of the re-
versible hydration reaction, which are in the operating region that can be reached with
domestic applications. In theory, these salt hydrates can reach a high storage density up
to 1–3 GJ/m3. However, some practical challenges, related to the material characteris-
tics, limit the application of these salt as truly valuable materials. Both salts suffer from a
low thermal conductivity and slow water diffusion. The low thermal conductivity lowers
the power output of the system and causes local hot spots. The low water diffusion also
lowers the power output, and additionally, it can cause local over-hydration of the salt.
If the water vapor pressure is too high, both salt experience deliquesence. At tempera-
tures slightly above room conditions, the higher hydrates melt. Both the deliquesence
and melting phenomena can cause agglomerates and clog the system. Another primary
concern for the lower hydrates of MgCl2, is the irreversible side reaction that forms HCl.
These challenges result in numerous (ongoing) research towards modifying salt hydrates
in favor of the thermochemical heat storage application. In this work, we studied vital
TCM properties of MgCl2 ·nH2O and CaCl2 ·nH2O on a molecular and atomic level. Fur-
thermore, we explored the feasibility of combining both salts in terms of doping and
analyzed if these doped salts have superior material properties with respect to the pure
forms. Some new reactive force fields and ReaxFF–MD modeling methods were devel-
oped to enable a fundamental analysis of these salts.

Chemical analysis of doped salts hydrates In Chapter 2, we explored the combina-
tion of MgCl2 ·nH2O and CaCl2 ·nH2O to form a double or doped salt on an electronic
– DFT – level. This exploration was done by manually doping known pure MgCl2 ·nH2O
(n = 0,2,4,6) with calcium, and vice versa. Additionally, the evolutionary algorithm US-
PEX was used [71–73] to explore new possible MgCl2 and CaCl2 combinations. Using
the convex Hull, we found that even the most stable configurations of the newly gen-
erated combined structures are less stable than the salts in their pure form. However,
the energy difference between the convex Hull and the most stable structures is small.
Thereby, decomposition of the doped salts into two separated pure salts will likely not
occur. The hexahydrate structures are more affected than the lower hydrates, however, a
crystal change above 25% calcium in the MgCl2·6H2O salt crystal resulted in a stabiliza-
tion of the hydrate structure compared to lower doped structures. Calcium atoms are
larger than magnesium atoms, which results in an increased volume with an increase of
calcium content. However, the volume increase is relatively larger than expected from
interpolating the pure salts’ crystal densities. The added calcium atoms create extra
space and voids within the crystals. These effects decrease the volumetric energy density
of the TCM. However, related research, revealed that the addition of calcium increases
water mobility, especially near the surface of the salt.

Elaborative chemical bonding analysis with the DDEC6 and Bader Topological analy-
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sis was applied to the most stable discovered hydrated structures. They validate a weaker
Mg–Cl interaction compared to the Ca–Cl interaction. In combination with a more polar
H2O molecule in a magnesium chloride environment, this weaker interaction gives rise
to the HCl formation. This explains the experimentally found HCl formation at elevated
temperatures for hydrated MgCl2, not for hydrated CaCl2.

ReaxFF development Additional to the first–principle DFT investigations of Chapter
2, MD studies are performed to characterize MgCl2 ·nH2O, CaCl2 ·nH2O, and their com-
bination Mg(1−x)Cax Cl4 ·nH2O as TCM application.

In Chapter 3, we showed and discussed the development of the CaCl2·nH2O (n = 0,2)
ReaxFF. To improve the force field, a new optimization protocol was used in combination
with the Metropolis Monte Carlo (MMC) optimization algorithm of Iype et al. [83]. With
intermediate generated force fields, MD–frames were generated; these frames were ac-
cordingly recomputed with DFT and added to the MMC training dataset. This protocol
significantly increased the stability of CaCl2 ·nH2O structures, and the desired stabil-
ity was validated with RDFs. Next to the newly developed CaCl2 ·nH2O force field, a
MgCl2 ·nH2O (n = 0,1,2,4,6) force field was already developed within our group [100].

To accurately model the hydration and dehydration of the salts, the developed ReaxFF
must describe water at saturation conditions. Thus, they must be able to describe the
vapor–liquid equilibrium (VLE). In this sense, a H2O–lg ReaxFF was developed (and ana-
logue a CO2–lg ReaxFF), as discussed in Chapter 5. To enable an accurate and complete
description of the VLE, the addition of the lg–dispersion [234] parameters was required.
These parameters allow optimization of the dispersion interaction within the ReaxFF
without large interference of other pre-parameterized interactions. The lg parameters
for H2O were trained with the MMC algorithm against the non-reactive TIP4P/2005 [229]
long-range reference data and short-range DFT reference data. The ability of the newly
H2O ReaxFF–lg to describe the VLE was validated with a newly developed ReaxFF Gibbs
ensemble Monte Carlo (ReaxFF–GEMC) algorithm. The ReaxFF–GEMC algorithm showed
an excellent agreement between the H2O–lg ReaxFF and experimental results of the VLE.

To study the characteristics of the combined salt (Mg(1−x)Cax Cl4·nH2O), a new ReaxFF
was developed. This force field combines the CaCl2 ·nH2O (n = 0,2) force field as given in
Chapter 3, with the MgCl2 ·nH2O (n = 0,1,2,4,6) force field of Pathak et al. [100], and the
H2O ReaxFF–lg as given in Chapter 5. This newly combined reactive force field makes a
fundamental analysis of heat and mass fluxes through the proposed combined salt pos-
sible. Additionally, it can provide information on non-zero temperature stabilities of the
salt.

Next to the development of the new ReaxFFs, an advanced diffusion model was pro-
posed and validated in Chapter 4. Accurate knowledge of local diffusion values is im-
portant since (cycled) TCM contain all kinds of local crystal imperfections like cracks
and pores, which significantly influence the overall water mobility within the material.
Where the conventional MD diffusion models – Einsteins’ and Green–Kubo method –
do not hold in a small inhomogeneous subregion, this method does. It is based on an
analytical solution of the Smoluchowski diffusion equation for inhomogeneous matter
and assumes a linear density profile over the considered subregion. The method was
validated against the conventional diffusion calculation methods.
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Regarding the molecular study on (de)hydration of TCMs, they mostly focused on
dehydration until recently. This unilateral focus is related to the fact that MD studies
of hydration are increasingly more cumbersome than dehydration studies. Dehydration
driving forces can be increased by increasing the temperature. However, studying hy-
dration is more cumbersome because it depends on rare events, nucleation rates, large
(surface) hydration barriers, and slow water diffusion through the crystal. In this sense,
we show the development of a WCA–ReaxFF–GCMC model in Chapter 6. This grand–
canonical Monte Carlo (GCMC) model enables the loading of H2O molecules within the
TCM structure, without the MD-related required long-timescale hydration trajectories
of the molecules. To avoid excessive ReaxFF calculations, numerous computationally
cheap insertion trials preceded each ReaxFF–GCMC insertion trial. These cheap trials
were performed with the short-range Weeks–Chandler–Andersen (WCA) potential. Ac-
cordingly, the most probable ones of the cheap trials have the highest probability of be-
ing recomputed with the more expensive ReaxFF potential. This combination increased
the loading progress by more than an order of magnitude and significantly increased the
final loading. The WCA–ReaxFF–GCMC model captured multiple equilibrium loadings
of MgCl2 ·nH2O at a varying range from 6 to 50 mbar with a slight deviation from exper-
imental equilibrium curves due to the use of a micro-particle in the model.

Chloride-based TCM characteristics With the newly developed CaCl2·nH2O force field,
it was shown that the thermal conductivity of this salt is in the order 0.5–1.1 W/mK, com-
parable with reference values. These low values limit the power output of the storage
system. However, it also showed that the thermal conductivity changes for different di-
rections, related to the anisotropic morphology of the crystal. This anisotropic morphol-
ogy also influences the dehydration of the salt, and it was observed that the dehydration
in the z-direction – xy-plane – is significantly slower than the other two directions due to
the layered CaCl2 morphology. Similar, dense dehydrated CaCl2 surface regions impede
dehydration in all directions but especially in the z-direction due to the morphology.
Contrary, arose pores increase the dehydration of H2O. The developed advanced diffu-
sion model confirmed the water mobility hypothesis of the dehydrated structures. It
showed (at 500 K) hardly any diffusion in crystalline regions of the CaCl2·2H2O (< 10−10

m2/s) and a significant higher diffusion in and around cracks and pores of the salt (10−9

to 10−8 m2/s). These cracks and pores are formed upon cycling of the TCMs [177], which
makes it highly probable that imperfections of the crystal largely dictate the water fluxes
in TCM. Both the dehydration and diffusion studies showed hardly any H2O movement
at 300 K (within the accessible MD simulation time), which agrees with an experimental
hydration and dehydration temperature of 336 and 344 K, respectively [174].

The WCA–ReaxFF–GCMC model enabled the hydration study of salts. The deliques-
ence equilibrium and the trend of multiple hydration levels of MgCl2 ·nH2O were suc-
cessfully resembled by the model. From the studied hydration process, a fluidized nu-
cleation process was observed [28, 29]. It shows that water first loads at the surface of the
salt. Accordingly, this water layer breaks the salts’ surface crystalline structure, thereby
creating a disordered MgCl2 + H2O region. Consequently, the water can penetrate deeper
into the deformed salt. This hydration process means that a deformed crystal salt struc-
ture would take up water faster than a "perfect" crystalline salt.



8.2. OUTLOOK

8

129

In agreement with the convex hull computed with DFT in Chapter 2, the newly de-
veloped Mg(1−x)Cax Cl4 ·nH2O ReaxFF showed that doped crystals are stable in the crys-
talline morphology corresponding to the host salt. However, the doped structures are
less stable than the pure salts, and therefore disintegrate at a lower temperature. As men-
tioned before, the water mobility in prefect crystalline bulk structures is extremely low,
but by adding dopant, the water mobility increases significantly, which benefits the ther-
mochemical storage application. From chemical bonding analysis, it was shown that the
H–Cl interaction in a Ca-doped environment decreases compared to pure MgCl2·2H2O.
However, the increased instability of the doped salts outweighs this effect, and no de-
crease is found in terms of HCl formation for the studied (10% and 20%) Ca-doped
MgCl2·2H2O systems by ReaxFF simulations.

8.2. OUTLOOK
This work showed the value of using molecular models (DFT, MD, and MC) to charac-
terize (new) TCMs, and applied them to chloride-based salt hydrates. These models can
be used to compute or – in the case of new material – predict fundamental TCM proper-
ties, which are cumbersome to obtain from experiments. Next to the benefit of studying
experimentally complex observable phenomena, these computational models can be
used (pre-)analyze a wide variety of materials before expensive experimental methods
are needed.

A first recommendation would be to further exploit the new Mg(1−x)Cax Cl4 ·nH2O
reactive force field, e.g., to study a more extensive range of doping percentages and com-
pute important TCM properties like hydrolysis. Additionally, an experimental study of
Mg(1−x)Cax Cl4 ·nH2O salt could validate the findings and explore properties on a macro-
scopic scale. For example, the thesis of Katyal [277], showed the synthesization of the
combined Mg(1−x)Cax Cl4 ·nH2O salt and proposed a method to study the HCl release of
these salts.

The developed computational methods in this work can be used to characterize fu-
ture/unexplored new materials. The WCA–ReaxFF–GCMC can investigate equilibrium
properties of new combinations of materials, such as stabilized salts by porous media,
additives, or encapsulation. An important point not to forget is the final energy storage
density for these new (combinations of) materials. This storage density is the key ad-
vantage of thermochemical energy storage systems over conventional storage methods
and can be reduced quickly by combining low-/non-reactive materials. At this moment,
numerous salts are considered and studied as possible TCM. However, many (∼3000) of
earth-abundant and inexpensive salts are still open to being characterized as TCM. In
this sense, within our university [278], an open-access thermal energy storage platform
is proposed and under development. This platform will focus on identifying or devel-
oping more efficient computational methods to study a more extensive set of materials
and, using these new modeling approaches, to find new materials to store heat at the de-
sired temperatures and pressures. The open database of the models and materials will
allow for a fast development of new thermochemical storage systems collaboratively.

The computational ReaxFF models can aid not only in the discovery of new salt hy-
drates for TCMs but by all means in numerous other research fields. A bottleneck for
such a wide implementation is the required development of (reactive) force fields. This
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ReaxFF development is challenging and demanding due to the high dimensionality and
many-body character of the potential energy surface of interatomic potentials. Subse-
quently, significant human effort is required to parameterize the force fields and deter-
mine the optimal balance of fitting against different target properties. To minimize this
bottleneck of intensive force field development, a very recent and active research field is
the use of ML-based optimization methods of (reactive) force fields [279]. Next to that,
Neural Networks are recently developed not with the aim to train the force field but re-
place it [280]. They capture the potential energy surface of atomic interaction within the
Neural Network. These latest Neural Networks can be complemented with (on-the-fly)
active learning [281, 282]. As a result, the accuracy keeps increasing, and the models can
be used outside the scope of the (original) training set. A more developed and mature
field of this latest development of models that train or replace the conventional force
fields, in combination with the developed MD methods, can ease the molecular study of
new/unidentified materials.



A
APPENDIX – DEVELOPED REACTIVE

FORCE FIELDS

Developed/modified ReaxFF force fields in this work:

• CaCl2 ·nH2O (n = 0,2) (Appendix A.1.), discussed in Chapter 3

• H2O–lg (Appendix A.2.), discussed in Chapter 5

• CO2–lg (Appendix A.3.), discussed in Chapter 5

• Mg(1−x)Cax Cl4 ·nH2O (n = 0,1,2,4,6) (Appendix A.4.), discussed in Chapter 7

These force fields are optimized using the Metropolis Monte Carlo (MMC) based algo-
rithm which results are given in the following sections, and can be read by ReaxFF algo-
ritms. Each listed parameter is either set to known physical values, non-active, or MMC
optimized. For full detail of every parameter, we refer to the original work of van Duin et
al. [81, 82]. The first line of the ReaxFF contains the description of the force field. This
first line can also include the tag that enables the lg-dispersion interactions. Accordingly,
it contains 7 sections which all include parameters corresponding to different kind of in-
teractions. The first section contains 39 general parameters, which are usually the same
for all force fields. The second section contains a list of generally transferable atomic
parameters of all included atoms. The follow third–seventh sections contain bond, off-
diagonal, valance, torsion, and hydrogen interactions, respectively.

131



A.1. CALCIUM CHLORIDE HYDRATES  
 
Reactive MD-force field: Ca/Cl/H/O  
 39        ! Number of general parameters 
   50.0000 !p_boc1 Eq(4c): Overcoordination parameter  
    9.5469 !p_boc2 Eq(4d): Overcoordination parameter  
   26.5405 !p_coa2 Eq(15): Valency angle conjugation   
    1.7224 !p_trip4 Eq(20): Triple bond stabilisation  
    6.8702 !p_trip3 Eq(20): Triple bond stabilisation  
   60.4850 !k_c2 Eq(19): C2-correction                 
    1.0588 !p_ovun6 Eq(12): Undercoordination          
    4.6000 !p_trip2 Eq(20): Triple bond stabilisation  
   12.1176 !p_ovun7 Eq(12): Undercoordination          
   13.3056 !p_ovun8 Eq(12): Undercoordination          
  -70.5044 !p_trip1 Eq(20): Triple bond stabilization  
    0.0000 !Lower Taper-radius (must be 0)             
   10.0000 !R_cut Eq(21): Upper Taper-radius           
    2.8793 !p_fe1 Eq(6a): Fe dimer correction          
   33.8667 !p_val6 Eq(13c): Valency undercoordination  
    6.0891 !p_lp1 Eq(8): Lone pair param               
    1.0563 !p_val9 Eq(13f): Valency angle exponent     
    2.0384 !p_val10 Eq(13g): Valency angle parameter   
    6.1431 !p_fe2 Eq(6a): Fe dimer correction          
    6.9290 !p_pen2 Eq(14a): Double bond/angle param    
    0.3989 !p_pen3 Eq(14a): Double bond/angle param    
    3.9954 !p_pen4 Eq(14a): Double bond/angle param    
   -2.4837 !p_fe3 Eq(6a): Fe dimer correction          
    5.7796 !p_tor2 Eq(16b): Torsion/BO parameter       
   10.0000 !p_tor3 Eq(16c): Torsion overcoordination   
    1.9487 !p_tor4 Eq(16c): Torsion overcoordination   
   -1.2327 !p_elho Eq(26a): electron-hole interaction  
    2.1645 !p_cot2 Eq(17b): Conjugation if tors13=0    
    1.5591 !p_vdW1 Eq(23b): vdWaals shielding          
    0.1000 !Cutoff for bond order (*100)               
    2.1365 !p_coa4 Eq(15): Valency angle conjugation   
    0.6991 !p_ovun4 Eq(11b): Over/Undercoordination    
   50.0000 !p_ovun3 Eq(11b): Over/Undercoordination    
    1.8512 !p_val8 Eq(13d): Valency/lone pair param    
    0.5000 !X_soft Eq(25): ACKS2 softness for X_ij     
   20.0000 !d Eq(23d): Scale factor in lg-dispersion   
    5.0000 !p_val Eq(27): Gauss exponent for electrons 
    0.0000 !1 Eq(13e): disable undecoord in val angle  
    2.6962 !p_coa3 Eq(15): Valency angle conjugation   
  5    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;# 
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u. 
            cov r3;Elp;Heat inc.;bo131;bo132;bo133;softcut;n.u. 
            ov/un;val1;n.u.;val3,vval4 
 C    1.3817   4.0000  12.0000   1.8903   0.1838   0.9000   1.1341   4.0000 
      9.7559   2.1346   4.0000  34.9350  79.5548   5.9666   7.0000   0.0000 
      1.2114   0.0000 202.5551   8.9539  34.9289  13.5366   0.8563   0.0000 
     -2.8983   2.5000   1.0564   4.0000   2.9663   0.0000   0.0000   0.0000 
 H    0.8930   1.0000   1.0080   1.3550   0.0930   0.8203  -0.1000   1.0000 
      8.2230  33.2894   1.0000   0.0000 121.1250   3.7248   9.6093   1.0000 
     -0.1000   0.0000  61.6606   3.0408   2.4197   0.0003   1.0698   0.0000 
    -19.4571   4.2733   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 
 O    1.2450   2.0000  15.9990   2.3890   0.1000   1.0898   1.0548   6.0000 
      9.7300  13.8449   4.0000  37.5000 116.0768   8.5000   8.3122   2.0000 
      0.9049   0.4056  59.0626   3.5027   0.7640   0.0021   0.9745   0.0000 
     -3.5500   2.9000   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
 Cl   1.7140   1.0000  35.4500   3.0207   0.0568   0.3640  -1.0000   7.0000 
     10.5008  10.1330   1.0000   0.0000   0.0000  10.0000   6.0403   2.0000 
     -1.0000   3.5750 143.1770   6.2290  35.2290  40.1540  20.8560  30.0000 
    -10.2080   2.9867   1.0338   6.2998   2.5791   0.0000   0.0000   0.0000 
 Ca   1.9927   2.0000  40.0870   2.7005   0.1848   0.7939   1.0000   2.0000 
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     10.6123  27.5993   3.0000  38.0000   0.0000  -1.9372   6.5275   0.0000 
     -1.3000   0.0000 220.0000  49.9248   0.3370   0.0000   0.0000   0.0000 
     -2.0000   4.0000   1.0564   6.2998   2.9663   0.0000   0.0000   0.0000 
 13    ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6 
                         pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr 
  1  1 158.2004  99.1897  78.0000  -0.7738  -0.4550   1.0000  37.6117   0.4147 
         0.4590  -0.1000   9.1628   1.0000  -0.0777   6.7268   1.0000   0.0000 
  1  2 169.4760   0.0000   0.0000  -0.6083   0.0000   1.0000   6.0000   0.7652 
         5.2290   1.0000   0.0000   1.0000  -0.0500   6.9136   0.0000   0.0000 
  2  2 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300 
         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000 
  1  3 158.6946 107.4583  23.3136  -0.4240  -0.1743   1.0000  10.8209   1.0000 
         0.5322  -0.3113   7.0000   1.0000  -0.1447   5.2450   0.0000   0.0000 
  3  3 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051 
         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000 
  2  3 160.0000   0.0000   0.0000  -0.5725   0.0000   1.0000   6.0000   0.5626 
         1.1150   1.0000   0.0000   1.0000  -0.0920   4.2790   0.0000   0.0000 
  2  4 150.6697   0.0000   0.0000  -0.6499  -0.2000   0.0000  16.0000   0.8645 
         3.8414  -0.2000  15.0000   1.0000  -0.2000   6.8063   0.0000   0.0000 
  3  4   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  15.0000   0.0000   0.0000 
  4  4   7.1986   0.0000   0.0000   0.4564  -0.2000   0.0000  16.0000   0.5104 
        -0.4028  -0.2000  15.0000   1.0000  -0.1070  15.0000   0.0000   0.0000 
  2  5  11.1950   0.0000   0.0000  -0.0203  -0.1418   1.0000  13.1260   0.0230 
         7.2684  -0.1310   0.0000   1.0000  -0.2692   6.4254   0.0000  24.4461 
  3  5  62.4691   0.0000  43.3991   0.4608  -0.3000   1.0000  36.0000   0.1013 
        -0.0555  -0.2500  12.0000   1.0000  -0.0906   7.3386   1.0000  24.4461 
  5  5  10.5739   0.0000   0.0000  -0.2046  -0.2000   0.0000  16.0000   0.3791 
        -0.0653  -0.2000  10.0000   1.0000  -0.0766   4.0237   0.0000   0.0000 
  5  4  70.7290   0.0000   0.0000  -0.3145  -0.2000   0.0000  16.0000   0.1492 
        34.8673  -0.2000  15.0000   0.9915  -0.0289   4.8584   0.0000   0.0000 
 8     ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2 
  1  2   0.1239   1.4004   9.8467   1.1210  -1.0000  -1.0000 
  2  3   0.0283   1.2885  10.9190   0.9215  -1.0000  -1.0000 
  1  3   0.1156   1.8520   9.8317   1.2854   1.1352   1.0706 
  2  4   0.1695   1.6156   9.7834   1.4740  -1.0000  -1.0000 
  3  4   0.1491   2.3500  10.1159  -1.0000  -1.0000  -1.0000 
  2  5   0.0100   1.6000  13.2979  -1.0000  -1.0000  -1.0000 
  3  5   0.1106   1.5902  13.2197   1.9305  -1.0000  -1.0000 
  5  4   0.3234   2.1332  10.2014   1.4542  -1.0000  -1.0000 
 34    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2 
  1  1  1  59.0573  30.7029   0.7606   0.0000   0.7180   6.2933   1.1244 
  1  1  2  65.7758  14.5234   6.2481   0.0000   0.5665   0.0000   1.6255 
  2  1  2  70.2607  25.2202   3.7312   0.0000   0.0050   0.0000   2.7500 
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  1  1  3  49.6811   7.1713   4.3889   0.0000   0.7171  10.2661   1.0463 
  3  1  3  77.7473  40.1718   2.9802 -25.3063   1.6170 -46.1315   2.2503 
  2  1  3  65.0000  13.8815   5.0583   0.0000   0.4985   0.0000   1.4900 
  1  3  1  73.5312  44.7275   0.7354   0.0000   3.0000   0.0000   1.0684 
  1  3  3  79.4761  36.3701   1.8943   0.0000   0.7351  67.6777   3.0000 
  3  3  3  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783 
  1  3  2  70.1880  20.9562   0.3864   0.0000   0.0050   0.0000   1.6924 
  2  3  3  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680 
  2  3  2  85.8000   9.8453   2.2720   0.0000   2.8635   0.0000   1.5800 
  1  2  3   0.0000  25.0000   3.0000   0.0000   1.0000   0.0000   1.0400 
  3  2  3   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  2  2  3   0.0000   8.5744   3.0000   0.0000   0.0000   0.0000   1.0421 
  3  2  4   0.0000   0.5102   0.0100   0.0000   0.0000   0.0000   1.3399 
  4  2  4   0.0000   5.0000   1.0000   0.0000   1.0000   0.0000   1.2500 
  3  5  3   9.4193   6.5874   0.1170   0.0000   0.5754   0.0000   1.9245 
  5  3  5   5.3223  15.1865   2.1599   0.0000   1.9819   0.0000   2.0308 
  2  3  5  50.5960   3.4274  11.0889   0.0000   0.0500   0.0000   1.0571 
  3  3  5  73.1181  25.3522   1.0106   0.0000   1.0000   0.0000   1.1208 
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  5  4  5  18.1000 -27.0162   5.9208  -2.5668   1.0000   0.0000   1.0307 
  4  5  4 128.9965 -18.4910  18.7610   0.0859   1.0000   0.0000   1.0614 
  3  5  4  49.9564  -3.3582   6.4075   0.0000   1.0000   0.0000   2.6422 
  2  5  2   0.0000  51.5084   0.2095   0.0000   2.1642   0.0000   2.3541 
  2  2  5   0.0000  39.4044   2.8341   0.0000   1.1378   0.0000   1.0860 
  5  2  5   0.0000   0.7476   0.5163   0.0000   0.8491   0.0000   4.6650 
  2  5  5   0.0000   9.0927   0.3829   0.0000   3.5143   0.0000   1.1566 
  2  5  3   0.0000  36.0055   0.3339   0.0000   0.9089   0.0000   1.9411 
  5  4  4   4.2053  10.4848   0.4567   0.0000   1.0094   0.0000   1.3668 
  5  4  2 133.5715  10.4411   1.4862   0.0000   0.0000   0.0000   1.0142 
 29    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 
  1  1  1  1  -0.2500  34.7453   0.0288  -6.3507  -1.6000   0.0000   0.0000 
  1  1  1  2  -0.2500  29.2131   0.2945  -4.9581  -2.1802   0.0000   0.0000 
  2  1  1  2  -0.2500  31.2081   0.4539  -4.8923  -2.2677   0.0000   0.0000 
  1  1  1  3  -0.3495  22.2142  -0.2959  -2.5000  -1.9066   0.0000   0.0000 
  2  1  1  3   0.0646  24.3195   0.6259  -3.9603  -1.0000   0.0000   0.0000 
  3  1  1  3  -0.5456   5.5756   0.8433  -5.1924  -1.0180   0.0000   0.0000 
  1  1  3  1   1.7555  27.9267   0.0072  -2.6533  -1.0000   0.0000   0.0000 
  1  1  3  2  -1.4358  36.7830  -1.0000  -8.1821  -1.0000   0.0000   0.0000 
  2  1  3  1  -1.3959  34.5053   0.7200  -2.5714  -2.1641   0.0000   0.0000 
  2  1  3  2  -2.5000  70.0597   1.0000  -3.5539  -2.9929   0.0000   0.0000 
  1  1  3  3   0.6852  11.2819  -0.4784  -2.5000  -2.1085   0.0000   0.0000 
  2  1  3  3   0.1933  80.0000   1.0000  -4.0590  -3.0000   0.0000   0.0000 
  3  1  3  1  -1.9889  76.4820  -0.1796  -3.8301  -3.0000   0.0000   0.0000 
  3  1  3  2   0.2160  72.7707  -0.7087  -4.2100  -3.0000   0.0000   0.0000 
  3  1  3  3  -2.5000  71.0772   0.2542  -3.1631  -3.0000   0.0000   0.0000 
  1  3  3  1   2.5000  -0.6002   1.0000  -3.4297  -2.8858   0.0000   0.0000 
  1  3  3  2  -2.5000  -3.3822   0.7004  -5.4467  -2.9586   0.0000   0.0000 
  2  3  3  2   2.5000  -4.0000   0.9000  -2.5000  -1.0000   0.0000   0.0000 
  1  3  3  3   1.2329  -4.0000   1.0000  -2.5000  -1.7479   0.0000   0.0000 
  2  3  3  3   0.8302  -4.0000  -0.7763  -2.5000  -1.0000   0.0000   0.0000 
  3  3  3  3  -2.5000  -4.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000 
  0  3  3  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000 
  1  1  3  3  -2.0000  73.0530   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  1  3  3  1   0.0002  80.0000  -1.5000  -2.5000  -2.0000   0.0000   0.0000 
  3  1  3  3  -1.8835  20.0000   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  3    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1 
  3  2  3   2.1200  -3.5800   1.4500  19.5000 
  3  2  4   1.8833  -3.6250   1.4500  19.5000 
  4  2  3   1.8487  -0.0100   1.4500  19.5000 
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A.2. WATER LIQUID-VAPOR EQUILIBRIUM  
 
 
[ lgDispersion=1 ] Reactive MD-force field for VLE of H2O 
 39        ! Number of general parameters 
   50.0000 !p_boc1 Eq(4c): Overcoordination parameter  
    9.5469 !p_boc2 Eq(4d): Overcoordination parameter  
   26.5405 !p_coa2 Eq(15): Valency angle conjugation   
    1.7224 !p_trip4 Eq(20): Triple bond stabilisation  
    6.8702 !p_trip3 Eq(20): Triple bond stabilisation  
   60.4850 !k_c2 Eq(19): C2-correction                 
    1.0588 !p_ovun6 Eq(12): Undercoordination          
    4.6000 !p_trip2 Eq(20): Triple bond stabilisation  
   12.1176 !p_ovun7 Eq(12): Undercoordination          
   13.3056 !p_ovun8 Eq(12): Undercoordination          
  -70.5044 !p_trip1 Eq(20): Triple bond stabilization  
    0.0000 !Lower Taper-radius (must be 0)             
   10.0000 !R_cut Eq(21): Upper Taper-radius           
    2.8793 !p_fe1 Eq(6a): Fe dimer correction          
   33.8667 !p_val6 Eq(13c): Valency undercoordination  
    6.0891 !p_lp1 Eq(8): Lone pair param               
    1.0563 !p_val9 Eq(13f): Valency angle exponent     
    2.0384 !p_val10 Eq(13g): Valency angle parameter   
    6.1431 !p_fe2 Eq(6a): Fe dimer correction          
    6.9290 !p_pen2 Eq(14a): Double bond/angle param    
    0.3989 !p_pen3 Eq(14a): Double bond/angle param    
    3.9954 !p_pen4 Eq(14a): Double bond/angle param    
   -2.4837 !p_fe3 Eq(6a): Fe dimer correction          
    5.7796 !p_tor2 Eq(16b): Torsion/BO parameter       
   10.0000 !p_tor3 Eq(16c): Torsion overcoordination   
    1.9487 !p_tor4 Eq(16c): Torsion overcoordination   
   -1.2327 !p_elho Eq(26a): electron-hole interaction  
    2.1645 !p_cot2 Eq(17b): Conjugation if tors13=0    
    1.5591 !p_vdW1 Eq(23b): vdWaals shielding          
    0.1000 !Cutoff for bond order (*100)               
    2.1365 !p_coa4 Eq(15): Valency angle conjugation   
    0.6991 !p_ovun4 Eq(11b): Over/Undercoordination    
   50.0000 !p_ovun3 Eq(11b): Over/Undercoordination    
    1.8512 !p_val8 Eq(13d): Valency/lone pair param    
    0.5000 !X_soft Eq(25): ACKS2 softness for X_ij     
    1.0000 !d Eq(23d): Scale factor in lg-dispersion   
    5.0000 !p_val Eq(27): Gauss exponent for electrons 
    0.0000 !1 Eq(13e): disable undecoord in val angle  
    2.6962 !p_coa3 Eq(15): Valency angle conjugation   
  2    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;# 
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u. 
            cov r3;Elp;Heat inc.;bo131;bo132;bo133;softcut;n.u. 
            ov/un;val1;n.u.;val3,vval4 
 H    0.8930   1.0000   1.0080   1.3550   0.0930   0.8203  -0.1000   1.0000 
      8.2230  33.2894   1.0000   0.0000 121.1250   4.3065   8.3445   1.0000 
     -0.1000   0.0000  61.6606   3.0408   2.4197   0.0003   1.0698   0.0000 
    -19.4571   4.2733   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 O    1.2450   2.0000  15.9990   2.3890   0.1000   1.0898   1.0548   6.0000 
      9.7300  13.8449   4.0000  37.5000 116.0768   7.8651   7.8466   2.0000 
      0.9049   0.4056  59.0626   3.5027   0.7640   0.0021   0.9745   0.0000 
     -3.5500   2.9000   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
    142.9733   1.7500 
 3     ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6; 
                           pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr 
  1  1 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300 
         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000 
  2  2 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051 
         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000 
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  1  2 160.0000   0.0000   0.0000  -0.5725   0.0000   1.0000   6.0000   0.5626 
         1.1150   1.0000   0.0000   1.0000  -0.0920   4.2790   0.0000   0.0000 
 1     ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2 
  1  2   0.0283   1.2885  10.9190   0.9215  -1.0000  -1.0000   0.0000 
 6     ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2 
  1  1  1   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  2  2  2  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783 
  1  2  2  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680 
  1  2  1  85.8000   9.8453   2.2720   0.0000   2.8635   0.0000   1.5800 
  2  1  2   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  1  1  2   0.0000   8.5744   3.0000   0.0000   0.0000   0.0000   1.0421 
 6     ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 
  1  2  2  1   2.5000  -4.0000   0.9000  -2.5000  -1.0000   0.0000   0.0000 
  1  2  2  2   0.8302  -4.0000  -0.7763  -2.5000  -1.0000   0.0000   0.0000 
  2  2  2  2  -2.5000  -4.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  0  1  1  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  2  2  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000 
  1    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1 
  2  1  2   2.1200  -3.5800   1.4500  19.5000 
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A.3. CARBON DIOXIDE LIQUID-VAPOR EQUILIBRIUM  
 
 
[ lgDispersion=1 ] Reactive MD-force field for VLE of CO2 
 39        ! Number of general parameters 
   50.0000 !p_boc1 Eq(4c): Overcoordination parameter  
    9.5469 !p_boc2 Eq(4d): Overcoordination parameter  
   26.5405 !p_coa2 Eq(15): Valency angle conjugation   
    1.5105 !p_trip4 Eq(20): Triple bond stabilisation  
    6.6630 !p_trip3 Eq(20): Triple bond stabilisation  
    0.0000 !k_c2 Eq(19): C2-correction                 
    1.0588 !p_ovun6 Eq(12): Undercoordination          
    4.6000 !p_trip2 Eq(20): Triple bond stabilisation  
   12.1176 !p_ovun7 Eq(12): Undercoordination          
   13.3056 !p_ovun8 Eq(12): Undercoordination          
  -70.1292 !p_trip1 Eq(20): Triple bond stabilization  
    0.0000 !Lower Taper-radius (must be 0)             
   10.0000 !R_cut Eq(21): Upper Taper-radius           
    0.0000 !p_fe1 Eq(6a): Fe dimer correction          
   33.8667 !p_val6 Eq(13c): Valency undercoordination  
    6.0891 !p_lp1 Eq(8): Lone pair param               
    1.0563 !p_val9 Eq(13f): Valency angle exponent     
    2.0384 !p_val10 Eq(13g): Valency angle parameter   
    6.1431 !p_fe2 Eq(6a): Fe dimer correction          
    6.9290 !p_pen2 Eq(14a): Double bond/angle param    
    0.3989 !p_pen3 Eq(14a): Double bond/angle param    
    3.9954 !p_pen4 Eq(14a): Double bond/angle param    
    0.0000 !p_fe3 Eq(6a): Fe dimer correction          
    5.7796 !p_tor2 Eq(16b): Torsion/BO parameter       
   10.0000 !p_tor3 Eq(16c): Torsion overcoordination   
    1.9487 !p_tor4 Eq(16c): Torsion overcoordination   
    0.0000 !p_elho Eq(26a): electron-hole interaction  
    2.1645 !p_cot2 Eq(17b): Conjugation if tors13=0    
    1.5591 !p_vdW1 Eq(23b): vdWaals shielding          
    0.1000 !Cutoff for bond order (*100)               
    2.1365 !p_coa4 Eq(15): Valency angle conjugation   
    0.6991 !p_ovun4 Eq(11b): Over/Undercoordination    
   50.0000 !p_ovun3 Eq(11b): Over/Undercoordination    
    1.8512 !p_val8 Eq(13d): Valency/lone pair param    
    0.0000 !X_soft Eq(25): ACKS2 softness for X_ij     
    0.0000 !d Eq(23d): Scale factor in lg-dispersion   
    0.0000 !p_val Eq(27): Gauss exponent for electrons 
    0.0000 !1 Eq(13e): disable undecoord in val angle  
    2.6962 !p_coa3 Eq(15): Valency angle conjugation   
  3    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;# 
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u. 
            cov r3;Elp;Heat inc.;bo131;bo132;bo133;softcut;n.u. 
            ov/un;val1;n.u.;val3,vval4 
 C    1.3825   4.0000  12.0000   1.9133   0.1853   0.9000   1.1359   4.0000 
      9.7602   2.1346   4.0000  33.2433  79.5548   0.9350   8.7378   0.0000 
      1.2104   0.0000 199.0303   8.6991  34.7289  13.3894   0.8563   0.0000 
     -2.8983   2.5000   1.0564   4.0000   2.9663   0.0000   0.0000   0.0000 
    249.5817   1.9255 
 H    0.7853   1.0000   1.0080   1.5904   0.0419   1.0206  -0.1000   1.0000 
      9.3557   5.0518   1.0000   0.0000 121.1250   5.3200   7.4366   1.0000 
     -0.1000   0.0000  62.4879   1.9771   3.3517   0.7571   1.0698   0.0000 
    -15.7683   2.1488   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 
      0.0000   1.4430 
 O    1.2477   2.0000  15.9990   1.9236   0.0904   1.0503   1.0863   6.0000 
     10.2127   7.7719   4.0000  36.9573 116.0768   6.5498   8.2012   2.0000 
      0.9088   1.0003  60.8726  20.4140   3.3754   0.2702   0.9745   0.0000 
     -3.6141   2.7025   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
     14.9286   1.7500 
  6    ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6 
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                         pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr 
  1  1 156.5953 100.0397  80.0000  -0.8157  -0.4591   1.0000  37.7369   0.4235 
         0.4527  -0.1000   9.2605   1.0000  -0.0750   6.8316   1.0000   0.0000 
  1  2 170.2316   0.0000   0.0000  -0.5931   0.0000   1.0000   6.0000   0.7140 
         5.2267   1.0000   0.0000   1.0000  -0.0500   6.8315   0.0000   0.0000 
  2  2 156.0973   0.0000   0.0000  -0.1377   0.0000   1.0000   6.0000   0.8240 
         2.9907   1.0000   0.0000   1.0000  -0.0593   4.8358   0.0000   0.0000 
  1  3 160.4802 105.1693  23.3059  -0.3873  -0.4867   1.0000  36.5037   1.0000 
         0.5341  -0.6251   2.7677   1.0000  -0.1463   5.2913   0.0000   0.0000 
  3  3  60.1463 176.6202  51.1430  -0.2802  -0.1244   1.0000  29.6439   0.9114 
         0.2441  -0.1239   7.6487   1.0000  -0.1302   6.2919   1.0000   0.0000 
  2  3 180.4373   0.0000   0.0000  -0.8074   0.0000   1.0000   6.0000   0.5514 
         1.2490   1.0000   0.0000   1.0000  -0.0657   5.0451   0.0000   0.0000 
  3    ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2 
  1  2   0.1219   1.4000   9.8442   1.1203  -1.0000  -1.0000   0.0000 
  2  3   0.0344   1.6800  10.3247   0.9013  -1.0000  -1.0000   0.0000 
  1  3   0.1131   1.8523   9.8442   1.2775   1.1342   1.0621 127.1788 
 18    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2 
  1  1  1  67.2326  22.0695   1.6286   0.0000   1.7959  15.4141   1.8089 
  1  1  2  65.2527  14.3185   6.2977   0.0000   0.5645   0.0000   1.1530 
  2  1  2  70.0840  25.3540   3.4508   0.0000   0.0050   0.0000   3.0000 
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  1  1  3  49.5561   7.3771   4.9568   0.0000   0.7533  15.9906   1.0010 
  3  1  3  77.1171  39.8746   2.5403 -24.3902   1.7740 -42.9758   2.1240 
  2  1  3  65.0000  14.2057   4.8649   0.0000   0.3504   0.0000   1.7185 
  1  3  1  74.3994  44.7500   0.7982   0.0000   3.0000   0.0000   1.0528 
  1  3  3  77.9854  36.6201   2.0201   0.0000   0.7434  67.0264   3.0000 
  3  3  3  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783 
  1  3  2  71.5018  21.7062   0.4735   0.0000   0.5186   0.0000   1.1793 
  2  3  3  84.9468  23.3540   1.5057   0.0000   2.6374   0.0000   1.3023 
  2  3  2  77.0645  10.4737   1.2895   0.0000   0.9924   0.0000   1.1043 
  1  2  3   0.0000  25.0000   3.0000   0.0000   1.0000   0.0000   1.0400 
  3  2  3   0.0000   0.0148   6.0000   0.0000   0.0000   0.0000   1.0400 
  2  2  3   0.0000   9.7025   6.0000   0.0000   0.0000   0.0000   1.0400 
 26    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 
  1  1  1  1  -0.2500  11.5822   0.1879  -4.7057  -2.2047   0.0000   0.0000 
  1  1  1  2  -0.2500  31.2596   0.1709  -4.6391  -1.9002   0.0000   0.0000 
  2  1  1  2  -0.1770  30.0252   0.4340  -5.0019  -2.0697   0.0000   0.0000 
  1  1  1  3  -0.7098  22.2951   0.0060  -2.5000  -2.1688   0.0000   0.0000 
  2  1  1  3  -0.3568  22.6472   0.6045  -4.0088  -1.0000   0.0000   0.0000 
  3  1  1  3  -0.0528   6.8150   0.7498  -5.0913  -1.0000   0.0000   0.0000 
  1  1  3  1   2.0007  25.5641  -0.0608  -2.6456  -1.1766   0.0000   0.0000 
  1  1  3  2  -1.1953  42.1545  -1.0000  -8.0821  -1.0000   0.0000   0.0000 
  2  1  3  1  -0.9284  34.3952   0.7285  -2.5440  -2.4641   0.0000   0.0000 
  2  1  3  2  -2.5000  79.6980   1.0000  -3.5697  -2.7501   0.0000   0.0000 
  1  1  3  3  -0.0179   5.0603  -0.1894  -2.5000  -2.0399   0.0000   0.0000 
  2  1  3  3  -0.5583  80.0000   1.0000  -4.4000  -3.0000   0.0000   0.0000 
  3  1  3  1  -2.5000  76.0427  -0.0141  -3.7586  -2.9000   0.0000   0.0000 
  3  1  3  2   0.0345  78.9586  -0.6810  -4.1777  -3.0000   0.0000   0.0000 
  3  1  3  3  -2.5000  66.3525   0.3986  -3.0293  -3.0000   0.0000   0.0000 
  1  3  3  1   2.5000  -0.5332   1.0000  -3.5096  -2.9000   0.0000   0.0000 
  1  3  3  2  -2.5000   3.3219   0.7180  -5.2021  -2.9330   0.0000   0.0000 
  2  3  3  2   2.2500  -6.2288   1.0000  -2.6189  -1.0000   0.0000   0.0000 
  1  3  3  3   0.0531 -17.3983   1.0000  -2.5000  -2.1584   0.0000   0.0000 
  2  3  3  3   0.4723 -12.4144  -1.0000  -2.5000  -1.0000   0.0000   0.0000 
  3  3  3  3  -2.5000 -25.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000 
  0  3  3  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000 
  1    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1 
  3  2  3   1.9682  -4.4628   1.7976   3.0000 
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A.4. MIXED MAGNESIUM–CALCIUM CHLORIDE HYDRATES 
 
 
[ lgDispersion=1 ]Reactive MD-force field salt hydrates (CaMgCl - H2O) 
 39        ! Number of general parameters 
   50.0000 !p_boc1 Eq(4c): Overcoordination parameter  
    9.5469 !p_boc2 Eq(4d): Overcoordination parameter  
   26.5405 !p_coa2 Eq(15): Valency angle conjugation   
    1.7224 !p_trip4 Eq(20): Triple bond stabilisation  
    6.8702 !p_trip3 Eq(20): Triple bond stabilisation  
   60.4850 !k_c2 Eq(19): C2-correction                 
    1.0588 !p_ovun6 Eq(12): Undercoordination          
    4.6000 !p_trip2 Eq(20): Triple bond stabilisation  
   12.1176 !p_ovun7 Eq(12): Undercoordination          
   13.3056 !p_ovun8 Eq(12): Undercoordination          
  -70.5044 !p_trip1 Eq(20): Triple bond stabilization  
    0.0000 !Lower Taper-radius (must be 0)             
   10.0000 !R_cut Eq(21): Upper Taper-radius           
    2.8793 !p_fe1 Eq(6a): Fe dimer correction          
   33.8667 !p_val6 Eq(13c): Valency undercoordination  
    6.0891 !p_lp1 Eq(8): Lone pair param               
    1.0563 !p_val9 Eq(13f): Valency angle exponent     
    2.0384 !p_val10 Eq(13g): Valency angle parameter   
    6.1431 !p_fe2 Eq(6a): Fe dimer correction          
    6.9290 !p_pen2 Eq(14a): Double bond/angle param    
    0.3989 !p_pen3 Eq(14a): Double bond/angle param    
    3.9954 !p_pen4 Eq(14a): Double bond/angle param    
   -2.4837 !p_fe3 Eq(6a): Fe dimer correction          
    5.7796 !p_tor2 Eq(16b): Torsion/BO parameter       
   10.0000 !p_tor3 Eq(16c): Torsion overcoordination   
    1.9487 !p_tor4 Eq(16c): Torsion overcoordination   
   -1.2327 !p_elho Eq(26a): electron-hole interaction  
    2.1645 !p_cot2 Eq(17b): Conjugation if tors13=0    
    1.5591 !p_vdW1 Eq(23b): vdWaals shielding          
    0.1000 !Cutoff for bond order (*100)               
    2.1365 !p_coa4 Eq(15): Valency angle conjugation   
    0.6991 !p_ovun4 Eq(11b): Over/Undercoordination    
   50.0000 !p_ovun3 Eq(11b): Over/Undercoordination    
    1.8512 !p_val8 Eq(13d): Valency/lone pair param    
    0.5000 !X_soft Eq(25): ACKS2 softness for X_ij     
    1.0000 !d Eq(23d): Scale factor in lg-dispersion   
    5.0000 !p_val Eq(27): Gauss exponent for electrons 
    0.0000 !1 Eq(13e): disable undecoord in val angle  
    2.6962 !p_coa3 Eq(15): Valency angle conjugation   
  6    ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;# 
            alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u. 
            cov r3;Elp;Heat inc.;bo131;bo132;bo133;softcut;n.u. 
            ov/un;val1;n.u.;val3,vval4 
 C    1.3817   4.0000  12.0000   1.8903   0.1838   0.9000   1.1341   4.0000 
      9.7559   2.1346   4.0000  34.9350  79.5548   5.9666   7.0000   0.0000 
      1.2114   0.0000 202.5551   8.9539  34.9289  13.5366   0.8563   0.0000 
     -2.8983   2.5000   1.0564   4.0000   2.9663   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 H    0.8930   1.0000   1.0080   1.3550   0.0930   0.8203  -0.1000   1.0000 
      8.2230  33.2894   1.0000   0.0000 121.1250   4.3065   8.3445   1.0000 
     -0.1000   0.0000  61.6606   3.0408   2.4197   0.0003   1.0698   0.0000 
    -19.4571   4.2733   1.0338   1.0000   2.8793   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 O    1.2450   2.0000  15.9990   2.3890   0.1000   1.0898   1.0548   6.0000 
      9.7300  13.8449   4.0000  37.5000 116.0768   7.8651   7.8466   2.0000 
      0.9049   0.4056  59.0626   3.5027   0.7640   0.0021   0.9745   0.0000 
     -3.5500   2.9000   1.0493   4.0000   2.9225   0.0000   0.0000   0.0000 
    142.9733   1.7500 
 Mg   1.8315   2.0000  24.3050   2.2494   0.1830   0.4805   1.0000   2.0000 
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     10.8448  27.1205   3.0000  38.0000   0.0000   0.1595   6.1918   0.0000 
     -1.3000   0.0000  34.5160  49.9248   0.3370   0.0000   0.0000   0.0000 
     -1.0823   2.3663   1.0564   6.0000   2.9663   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 Cl   1.7140   1.0000  35.4500   3.0207   0.0568   0.3640  -1.0000   7.0000 
     10.5008  10.1330   1.0000   0.0000   0.0000  10.0000   6.0403   2.0000 
     -1.0000   3.5750 143.1770   6.2290  35.2290  40.1540  20.8560  30.0000 
    -10.2080   2.9867   1.0338   6.2998   2.5791   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 Ca   1.9927   2.0000  40.0870   2.7005   0.1848   0.7939   1.0000   2.0000 
     10.6123  27.5993   3.0000  38.0000   0.0000  -1.9372   6.5275   0.0000 
     -1.3000   0.0000 220.0000  49.9248   0.3370   0.0000   0.0000   0.0000 
     -2.0000   4.0000   1.0564   6.2998   2.9663   0.0000   0.0000   0.0000 
      0.0000   0.0000 
 18    ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6 
                         pbe2;pbo3;pbo4;n.u.;pbo1;pbo2;ovcorr 
  1  1 158.2004  99.1897  78.0000  -0.7738  -0.4550   1.0000  37.6117   0.4147 
         0.4590  -0.1000   9.1628   1.0000  -0.0777   6.7268   1.0000   0.0000 
  1  2 169.4760   0.0000   0.0000  -0.6083   0.0000   1.0000   6.0000   0.7652 
         5.2290   1.0000   0.0000   1.0000  -0.0500   6.9136   0.0000   0.0000 
  2  2 153.3934   0.0000   0.0000  -0.4600   0.0000   1.0000   6.0000   0.7300 
         6.2500   1.0000   0.0000   1.0000  -0.0790   6.0552   0.0000   0.0000 
  1  3 158.6946 107.4583  23.3136  -0.4240  -0.1743   1.0000  10.8209   1.0000 
         0.5322  -0.3113   7.0000   1.0000  -0.1447   5.2450   0.0000   0.0000 
  3  3 142.2858 145.0000  50.8293   0.2506  -0.1000   1.0000  29.7503   0.6051 
         0.3451  -0.1055   9.0000   1.0000  -0.1225   5.5000   1.0000   0.0000 
  2  3 160.0000   0.0000   0.0000  -0.5725   0.0000   1.0000   6.0000   0.5626 
         1.1150   1.0000   0.0000   1.0000  -0.0920   4.2790   0.0000   0.0000 
  2  4   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  15.0000   0.0000   0.0000 
  3  4 132.5742   0.0000   0.0000  -0.6075  -0.3000   1.0000  36.0000   0.1000 
         1.4013  -0.2500  12.0000   1.0000  -0.0955   5.0000   1.0000  24.4461 
  4  4   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  15.0000   0.0000   0.0000 
  2  5 150.6697   0.0000   0.0000  -0.6499  -0.2000   0.0000  16.0000   0.8645 
         3.8414  -0.2000  15.0000   1.0000  -0.2000   6.8063   0.0000   0.0000 
  3  5   0.0000   0.0000   0.0000   0.5000  -0.2000   0.0000  16.0000   0.5000 
         1.0001  -0.2000  15.0000   1.0000  -0.1000  15.0000   0.0000   0.0000 
  4  5 101.4236   0.0000   0.0000  -0.1106  -0.2000   0.0000  16.0000   0.1053 
         4.6006  -0.2000  15.0000   1.0000  -0.1115   5.0026   0.0000   0.0000 
  5  5   7.1986   0.0000   0.0000   0.4564  -0.2000   0.0000  16.0000   0.5104 
        -0.4028  -0.2000  15.0000   1.0000  -0.1070  15.0000   0.0000   0.0000 
  2  6  11.1950   0.0000   0.0000  -0.0203  -0.1418   1.0000  13.1260   0.0230 
         7.2684  -0.1310   0.0000   1.0000  -0.2692   6.4254   0.0000  24.4461 
  3  6  62.4691   0.0000  43.3991   0.4608  -0.3000   1.0000  36.0000   0.1013 
        -0.0555  -0.2500  12.0000   1.0000  -0.0906   7.3386   1.0000  24.4461 
  6  6  10.5739   0.0000   0.0000  -0.2046  -0.2000   0.0000  16.0000   0.3791 
        -0.0653  -0.2000  10.0000   1.0000  -0.0766   4.0237   0.0000   0.0000 
  6  5  70.7290   0.0000   0.0000  -0.3145  -0.2000   0.0000  16.0000   0.1492 
        34.8673  -0.2000  15.0000   0.9915  -0.0289   4.8584   0.0000   0.0000 
  4  6  13.7218   0.0000   0.0000   0.1145  -0.2000   0.0000  16.0000   0.3841 
        22.9795  -0.2000  12.5000   1.0000  -0.0202   4.5161   0.0000   0.0000 
 12    ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2 
  1  2   0.1239   1.4004   9.8467   1.1210  -1.0000  -1.0000   0.0000 
  2  3   0.0283   1.2885  10.9190   0.9215  -1.0000  -1.0000   0.0000 
  1  3   0.1156   1.8520   9.8317   1.2854   1.1352   1.0706   0.0000 
  2  4   0.0200   1.4000   9.0000   0.0001  -1.0000  -1.0000   0.0000 
  3  4   0.3480   1.5557  11.4921   1.4819  -1.0000  -1.0000   0.0000 
  2  5   0.1695   1.6156   9.7834   1.4740  -1.0000  -1.0000   0.0000 
  3  5   0.1491   2.3500  10.1159  -1.0000  -1.0000  -1.0000   0.0000 
  4  5   0.2097   1.5865  13.9807   1.4737  -1.0000  -1.0000   0.0000 
  2  6   0.0100   1.6000  13.2979  -1.0000  -1.0000  -1.0000   0.0000 
  3  6   0.1106   1.5902  13.2197   1.9305  -1.0000  -1.0000   0.0000 
  6  5   0.3234   2.1332  10.2014   1.4542  -1.0000  -1.0000   0.0000 
  4  6   0.1711   1.8677  13.6543   1.9354  -1.0000  -1.0000   0.0000 
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 50    ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2 
  1  1  1  59.0573  30.7029   0.7606   0.0000   0.7180   6.2933   1.1244 
  1  1  2  65.7758  14.5234   6.2481   0.0000   0.5665   0.0000   1.6255 
  2  1  2  70.2607  25.2202   3.7312   0.0000   0.0050   0.0000   2.7500 
  1  2  2   0.0000   0.0000   6.0000   0.0000   0.0000   0.0000   1.0400 
  1  2  1   0.0000   3.4110   7.7350   0.0000   0.0000   0.0000   1.0400 
  2  2  2   0.0000  27.9213   5.8635   0.0000   0.0000   0.0000   1.0400 
  1  1  3  49.6811   7.1713   4.3889   0.0000   0.7171  10.2661   1.0463 
  3  1  3  77.7473  40.1718   2.9802 -25.3063   1.6170 -46.1315   2.2503 
  2  1  3  65.0000  13.8815   5.0583   0.0000   0.4985   0.0000   1.4900 
  1  3  1  73.5312  44.7275   0.7354   0.0000   3.0000   0.0000   1.0684 
  1  3  3  79.4761  36.3701   1.8943   0.0000   0.7351  67.6777   3.0000 
  3  3  3  80.7324  30.4554   0.9953   0.0000   1.6310  50.0000   1.0783 
  1  3  2  70.1880  20.9562   0.3864   0.0000   0.0050   0.0000   1.6924 
  2  3  3  75.6935  50.0000   2.0000   0.0000   1.0000   0.0000   1.1680 
  2  3  2  85.8000   9.8453   2.2720   0.0000   2.8635   0.0000   1.5800 
  1  2  3   0.0000  25.0000   3.0000   0.0000   1.0000   0.0000   1.0400 
  1  2  4   0.0000   0.0019   6.0000   0.0000   0.0000   0.0000   1.0400 
  3  2  3   0.0000  15.0000   2.8900   0.0000   0.0000   0.0000   2.8774 
  2  2  3   0.0000   8.5744   3.0000   0.0000   0.0000   0.0000   1.0421 
  2  4  2   0.0000  49.8261   0.2093   0.0000   2.0870   0.0000   2.2895 
  2  2  4   0.0000  40.0366   3.1505   0.0000   1.1296   0.0000   1.1110 
  4  2  4   0.0000   0.5047   0.8000   0.0000   0.8933   0.0000   4.6650 
  2  4  4   0.0000   8.7037   0.0827   0.0000   3.5597   0.0000   1.1198 
  3  4  3  24.6431   4.8250   7.8421   0.0000   0.3049   0.0000   1.0643 
  4  3  4  61.4607  23.5645   8.1273   0.0000   3.9792   0.0000   1.8938 
  2  3  4  61.1006   2.4162   3.6237   0.0000   2.7588   0.0000   1.1276 
  2  4  3   0.0000  35.0000   0.3447   0.0000   1.0000   0.0000   1.9494 
  3  3  4  70.0000  20.0000   1.0000   0.0000   1.0000   0.0000   1.2500 
  3  2  5   0.0000   0.5102   0.0100   0.0000   0.0000   0.0000   1.3399 
  5  2  5   0.0000   5.0000   1.0000   0.0000   1.0000   0.0000   1.2500 
  4  5  4   7.3884   7.5202   0.3350   0.0000   1.0000   0.0000   1.0000 
  5  4  5   0.0813   8.5009   1.6291   0.0000   1.0000   0.0000   1.3706 
  3  4  5   0.4054   5.9491   7.8439   0.0000   1.0000   0.0000   2.0657 
  3  6  3   9.4193   6.5874   0.1170   0.0000   0.5754   0.0000   1.9245 
  6  3  6   5.3223  15.1865   2.1599   0.0000   1.9819   0.0000   2.0308 
  2  3  6  50.5960   3.4274  11.0889   0.0000   0.0500   0.0000   1.0571 
  3  3  6  73.1181  25.3522   1.0106   0.0000   1.0000   0.0000   1.1208 
  6  5  6  18.1000 -27.0162   5.9208  -2.5668   1.0000   0.0000   1.0307 
  5  6  5 128.9965 -18.4910  18.7610   0.0859   1.0000   0.0000   1.0614 
  3  6  5  49.9564  -3.3582   6.4075   0.0000   1.0000   0.0000   2.6422 
  4  5  6 125.2917  -9.7400  14.7858   0.0000   1.0000   0.0000   2.4350 
  2  6  2   0.0000  51.5084   0.2095   0.0000   2.1642   0.0000   2.3541 
  2  2  6   0.0000  39.4044   2.8341   0.0000   1.1378   0.0000   1.0860 
  6  2  6   0.0000   0.7476   0.5163   0.0000   0.8491   0.0000   4.6650 
  2  6  6   0.0000   9.0927   0.3829   0.0000   3.5143   0.0000   1.1566 
  2  6  3   0.0000  36.0055   0.3339   0.0000   0.9089   0.0000   1.9411 
  6  5  5   4.2053  10.4848   0.4567   0.0000   1.0094   0.0000   1.3668 
  6  5  2 133.5715  10.4411   1.4862   0.0000   0.0000   0.0000   1.0142 
  6  3  4  63.6111  18.3063  10.0294   0.0000   2.9806   0.0000   1.1857 
  6  5  4  76.4277  -3.3823  23.7434   0.0000   1.0000   0.0000   1.0611 
 29    ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n 
  1  1  1  1  -0.2500  34.7453   0.0288  -6.3507  -1.6000   0.0000   0.0000 
  1  1  1  2  -0.2500  29.2131   0.2945  -4.9581  -2.1802   0.0000   0.0000 
  2  1  1  2  -0.2500  31.2081   0.4539  -4.8923  -2.2677   0.0000   0.0000 
  1  1  1  3  -0.3495  22.2142  -0.2959  -2.5000  -1.9066   0.0000   0.0000 
  2  1  1  3   0.0646  24.3195   0.6259  -3.9603  -1.0000   0.0000   0.0000 
  3  1  1  3  -0.5456   5.5756   0.8433  -5.1924  -1.0180   0.0000   0.0000 
  1  1  3  1   1.7555  27.9267   0.0072  -2.6533  -1.0000   0.0000   0.0000 
  1  1  3  2  -1.4358  36.7830  -1.0000  -8.1821  -1.0000   0.0000   0.0000 
  2  1  3  1  -1.3959  34.5053   0.7200  -2.5714  -2.1641   0.0000   0.0000 
  2  1  3  2  -2.5000  70.0597   1.0000  -3.5539  -2.9929   0.0000   0.0000 
  1  1  3  3   0.6852  11.2819  -0.4784  -2.5000  -2.1085   0.0000   0.0000 
  2  1  3  3   0.1933  80.0000   1.0000  -4.0590  -3.0000   0.0000   0.0000 
  3  1  3  1  -1.9889  76.4820  -0.1796  -3.8301  -3.0000   0.0000   0.0000 
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  3  1  3  2   0.2160  72.7707  -0.7087  -4.2100  -3.0000   0.0000   0.0000 
  3  1  3  3  -2.5000  71.0772   0.2542  -3.1631  -3.0000   0.0000   0.0000 
  1  3  3  1   2.5000  -0.6002   1.0000  -3.4297  -2.8858   0.0000   0.0000 
  1  3  3  2  -2.5000  -3.3822   0.7004  -5.4467  -2.9586   0.0000   0.0000 
  2  3  3  2   2.5000  -4.0000   0.9000  -2.5000  -1.0000   0.0000   0.0000 
  1  3  3  3   1.2329  -4.0000   1.0000  -2.5000  -1.7479   0.0000   0.0000 
  2  3  3  3   0.8302  -4.0000  -0.7763  -2.5000  -1.0000   0.0000   0.0000 
  3  3  3  3  -2.5000  -4.0000   1.0000  -2.5000  -1.0000   0.0000   0.0000 
  0  1  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  2  0   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000   0.0000 
  0  2  3  0   0.0000   0.1000   0.0200  -2.5415   0.0000   0.0000   0.0000 
  0  1  1  0   0.0000  50.0000   0.3000  -4.0000  -2.0000   0.0000   0.0000 
  0  3  3  0   0.5511  25.4150   1.1330  -5.1903  -1.0000   0.0000   0.0000 
  1  1  3  3  -2.0000  73.0530   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  1  3  3  1   0.0002  80.0000  -1.5000  -2.5000  -2.0000   0.0000   0.0000 
  3  1  3  3  -1.8835  20.0000   1.5000  -9.0000  -2.0000   0.0000   0.0000 
  3    ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1 
  3  2  3   2.1200  -3.5800   1.4500  19.5000 
  3  2  5   1.8833  -3.6250   1.4500  19.5000 
  5  2  3   1.8487  -0.0100   1.4500  19.5000 
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B
APPENDIX – CHEMICAL ANALYSIS

OF DOPED SALTS HYDRATES

B.1. CRYSTAL STRUCTURE CHANGE
Crystal structure change of MgCl2·6H2O upon doping with calcium

Figure B.1: Energy minimized structures of manually doped MgCl2·6H2O, by swapping magnesium ions with
calcium ions. The dashed line highlights the crystal change for calcium contents above 25%.
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C
APPENDIX – REAXFF CALCIUM

CHLORIDE HYDRATES

C.1. DEHYDRATION

0 100 200 300 400

time (ps)

0.6

0.7

0.8

0.9

1

1.1

300 K
400 K
500 K

nH
2O

(t
) / nH

2O
(t

0)

0 100 200 300 400

time (ps)

0.6

0.7

0.8

0.9

1

1.1

nH
2O

(t
) / nH

2O
(t

0)

0 100 200 300 400

time (ps)

0.6

0.7

0.8

0.9

1

1.1

nH
2O

(t
) / nH

2O
(t

0)

(a) (b) (c)

0 1000 2000 3000

time (ps)

0

0.2

0.4

0.6

0.8

1

nH
2O

(t
) / nH

2O
(t

0)

with H2O removal
without H2O removal

0 1000 2000 3000

time (ps)

0

0.2

0.4

0.6

0.8

1

nH
2O

(t
) / nH

2O
(t

0)

(d) (e)

Figure C.1: Dehydration of CaCl2·H2O. (a) Dehydration without water removal with vacuum in x-direction.
(b) Dehydration without water removal with vacuum in y-direction. (c) Dehydration without water removal
with vacuum in z-direction. (d) Dehydration with- and without water removal with vacuum in x-direction. (e)
Dehydration with- and without water removal with vacuum in z-direction.
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C.2. STRUCTURES FOR SURFACE ENERGY CALCULATION

Bulk Surface
(Surface) direction [100] [010] [001] [100] [010] [001]
Reference 6.24 6.43 4.2 - - -
DFT 6.19 6.37 4.16 6.22 6.35 4.28
ReaxFF 6.37 6.17 4.30 6.14 6.11 4.31

Table C.1: CaCl2; Ca–Ca distance (Å) between first surface Ca atom and Ca atom in second surface layer, in the
normal direction.

Bulk Surface
(Surface) direction [100] [010] [001] [100] [010] [001]
Reference 5.89 7.47 6.04* - - -
DFT 5.86 7.43 6.00* 5.80 7.44 6.00*
ReaxFF 6.22 7.35 6.70* 6.14 7.37 6.70*

Table C.2: CaCl2·2H2O; Ca–Ca distance (Å) between first surface Ca atom and Ca atom in second surface layer,
in the normal direction. * In [001] direction the second Ca atom (in the direction normal to the surface) is
located in the 3rd layer. Furthermore, regarding ReaxFF, there is an additional shift between these layers (see,
CaCl2·2H2O [010] ReaxFF surface image). Therefore, the normal distance to the center of the surface layer and
the second layer is considered for this direction.
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CaCl2 [100] DFT CaCl2 [010] DFT CaCl2 [001] DFT 

   
CaCl2 [100] ReaxFF CaCl2 [010] ReaxFF CaCl2 [001] ReaxFF 

 
 

 
CaCl2.2H2O [100] DFT CaCl2.2H2O  [010] DFT CaCl2.2H2O  [001] DFT 

   
CaCl2.2H2O [100] ReaxFF CaCl2.2H2O  [010] ReaxFF CaCl2.2H2O  [001] ReaxFF 

 

Figure C.2: Corresponding relaxed crystal surfaces for Table C.1 and C.2





D
APPENDIX – DERIVATION

SMOLUCHOWSKI SURVIVAL

PROBABILITY

D.1. HOMOGENEOUS SURVIVAL PROBABILITY
Suppose we have a bounded domain [0,L] through which particles freely diffuse. What
would be the probability of these particles staying within this domain over time, assum-
ing you start tracking the particles at 0.5L? We call this the survival probability. We start
with the diffusion equation, which describes the motion of freely diffusing particles. In
order to solve this diffusion equation and obtain a survival probability of particles in the
domain, we follow the general solution of the heat equation by separation of variables
[283].

∂p(x, t )

∂t
= D

∂2p(x, t )

∂x2 . (D.1)

We start tracking a particle whenever it passes 0.5L. When a trajectory is started, t = 0
for every trajectory. This gives our initial condition, which is a Dirac delta function at
x = 0.5L as every trajectory starts at x = 0.5L, as given in equation (4.11). We stop tracking
a particle whenever it passes either boundary, thus the probability of finding a particle at
the boundary equals 0. This gives our Dirichlet boundary condition as given by equation
(4.11). The separable solution – which separates the function into a product of a function
of time T (t ) and a function of position X (x) – of the diffusion equation (D.1) is given by:

p(x, t ) = X (x)T (t ). (D.2)

Plugging this in the diffusion equation and rewriting gives:

1

DT
T ′ = 1

X
X ′′ =−λ, (D.3)

149



D

150 D. APPENDIX – DERIVATION SMOLUCHOWSKI SURVIVAL PROBABILITY

where λ is some constant, and gives to the following eigenvalue problems:

X ′′+λX = 0, (D.4)

T ′+λDT = 0. (D.5)

The solution of the eigenvalue problem (D.4) is given by using the boundary conditions
of equation (4.10): {

X ′′+λX = 0,

X (0) = X (L) = 0.
(D.6)

The general solution of this eigenvalue problem is:

X (x) = A cos(
p
λx)+B sin(

p
λx), (D.7)

With A and B some constant.
X (0) = 0 −→ A = 0, (D.8)

X (L) = 0 −→ B sin(
p
λL) = 0. (D.9)

B can not be 0 as this would be a trivial solution, thus

sin(
p
λL) = 0 −→

p
λL = nπ−→λ=

(nπ

L

)2
, (D.10)

giving

Xn(x) = Bn sin(
nπ

L
x), n = 1,2, . . . . (D.11)

Next, the general solution of eigenvalue problem (D.5) is given by:

T = Ae−Dλt (D.12)

With A some constant. Substituting λ gives:

Tn = Ane−D
( nπ

L

)2t , n = 1,2, . . . . (D.13)

Which gives the solution to our separation of variables function:

pn(x, t ) = Xn(x)Tn(t ), n = 1,2, . . . . (D.14)

All solution to pn satisfy the boundary conditions, therefore the sum of solutions is also
a solution:

p(x, t ) =
∞∑

n=1
An sin

(nπ

L
x
)

e−D
( nπ

L

)2t . (D.15)

Where constant Bn is now part of constant An . To obtain the constant An we need to
consider the initial condition:

p(x,0) =
∞∑

n=1
An sin

(nπ

L
x
)
=φ(x), (D.16)
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where φ(x) is the initial Dirac delta condition (4.11). Using the orthogonality property of
eigenfunctions, it is shown that:

An = 〈Xn(x),φ(x)〉
〈Xn(x), Xn(x)〉 , 〈 f (x), g (x)〉 =

∫
Ω

f (x)g (x)d x. (D.17)

This gives:

An =
∫ L

0 sin
( nπ

L x
)
δ(x − 1

2 L)d x∫ L
0 sin2

( nπ
L x

)
d x

= 2

L

∫ L

0
sin

(nπ

L
x
)
δ(x − 1

2
L)d x = 2

L
sin

(nπ

2

)
, (D.18)

and the density probability function:

p(x, t ) = 2

L

∞∑
n=1

sin
(nπ

2

)
sin

(nπ

L
x
)

e−D
( nπ

L

)2t (D.19)

D.2. INHOMOGENEOUS SURVIVAL PROBABILITY
Here we have a similar problem as the one in D.1. However, with an extra ’force’ created
by the inhomogeneity, that depends on the position x, and acts on the particles. We call
this force the Potential of Mean Force (PMF). Franco et al. [205] showed that a linear
PMF can be assumed when the change of PMF in the domain is only marginal. As dis-
cussed before, this simplifies the Smoluchowski equation (4.5) to a advection-–diffusion
equation:

∂p(x, t )

∂t
= D

∂2p(x, t )

∂x2 + v
∂p(x, t )

∂x
, (D.20)

in which we will substituted -Dω for v for convenient solving. In order to solve this
equation, we will first aim to rewrite this equation to the basic diffusion equation. We do
the following transformation with the aim to write the diffusion equation in respect to
the variable u:

p(x, t ) = A(x, t )u(x, t ). (D.21)

Substitution of the transformation in the simplified Smoluchowski equation (D.20) be-
comes

At u + Aut = D(Axx u +2Ax ux + Auxx )+ v(Ax u + Aux ), (D.22)

in which the subscript notation is used to indicate partial differentiation. We rewrite to

ut = Duxx +
(

2D Ax + v A

A

)
ux +

(
D Axx − At + v Ax

A

)
u. (D.23)

In order to get this as the basic diffusion equation, we want the terms in front of ux and
u to be zero:

2D Ax + v A = 0, (D.24)

D Axx − At + v Ax = 0. (D.25)

Equation (D.24), is an ODE which is solved as

A(x, t ) =C (t )e
( −v

2D x
)
. (D.26)
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Substituting this solution into equation (D.25) we get:

dC (t )

d t
+ v2

4D
C (t ) = 0, (D.27)

which is another ODE, solved as:

C (t ) =C1e

( −v2
4D t

)
. (D.28)

Combining (D.26) and (D.28):

A(x, t ) =C1e

(
− v2

4D t− v
2D x

)
. (D.29)

Now using this in equation (D.23), we obtain the diffusion equation in terms of u

ut = Duxx . (D.30)

With the transformation, the new Dirichlet boundary conditions become:

p(0, t ) = A(0, t )u(0, t ) = 0 −→ u(0, t ) = 0, (D.31)

p(L, t ) = A(L, t )u(L, t ) = 0 −→ u(L, t ) = 0, (D.32)

and the new initial Dirac delta condition becomes:

A(x,0)u(x,0) = δ(x − 1

2
L) −→ u(x,0) = δ(x − 1

2 L)

A(x,0)
= δ(x − 1

2 L)

C1e
(− v

2D x
) . (D.33)

Analogous to the homogeneous case, we can solve the diffusion equation in terms of u.
However, with a slightly different initial condition. Resulting in:

u(x, t ) = 2

C1L
e

( vL
4D

) ∞∑
n=1

sin
(nπ

2

)
sin

(nπ

L
x
)

e−D
( nπ

L

)2t . (D.34)

Back transformation to p(x, t ) with equation (D.29) and (D.34), and re-substitution of
-Dω= v , gives the final distribution function for the inhomogeneous case:

p(x, t ) = 2

L
e

(− wL
4 + w

2 x
) ∞∑

n=1
sin

(nπ

2

)
sin

(nπ

L
x
)

e
−

(( nπ
L

)2+ w2
4

)
Dt

. (D.35)
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E.1. CO2 – REAXFF MMC OPTIMIZATION

E.1.1. GEOMETRY OPTIMIZATION OF SINGLE MOLECULE
Geometry optimized CO2 molecules with revPBE D4 [245, 246], original ReaxFF force
field [82], the new parameterized ReaxFF-lg force field, and the non-reactive TraPPE
force field [230].

CO2 molecule – DFT: revPBE D4
Bond distance (Å) O-C 1.18
Bond angle (deg) O-C-O 180

CO2 molecule – original ReaxFF
Bond distance (Å) O-C 1.25
Bond angle (deg) O-C-O 180
Charge (e) C + 0.459

O - 0.224

CO2 molecule – new ReaxFF–lg
Bond distance (Å) O-C 1.19
Bond angle (deg) O-C-O 180
Charge (e) C + 0.70

O - 0.35

CO2 molecule – TraPPE [230]
Bond distance (Å) O-C 1.16
Bond angle (deg) O-C-O 180
Charge (e) C + 0.70

O - 0.35
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Figure E.1: Different dimer interactions used in the parameterization of the ReaxFF force field. ∆E is the energy
difference with a reference dimer in the set. Black is represents the reference TraPPE force field [230], red is the
original ReaxFF force field, green is the new ReaxFF–lg force field.
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Figure E.2: Different MD trajectories at different densities used in the parameterization of the ReaxFF force
field. ∆E is the energy difference with a reference frame within the set. Black is represents the reference TraPPE
force field [230], red is the original ReaxFF force field, green is the new ReaxFF–lg force field
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E.2. H2O
Geometry optimized H2O molecules with revPBE D4 [245, 246], original ReaxFF force
field [100], the new parameterized ReaxFF–lg force field, and the non-reactive TIP4P/2005
force field [229].

H2O molecule – DFT: revPBE D4
Bond distance (Å) O-H 0.975
Bond angle (deg) O-H-O 102.9

H2O molecule – original ReaxFF
Bond distance (Å) O-H 0.948
Bond angle (deg) O-H-O 102.4
Charge (e) H + 0.310

O - 0.619

H2O molecule – new ReaxFF–lg
Bond distance (Å) O-H 0.974
Bond angle (deg) O-H-O 102.6
Charge (e) H + 0.324

O - 0.648

H2O molecule – TIP4P/2005
Bond distance (Å) O-H 1.16
Bond angle (deg) O-H-O 180
Charge (e) H + 0.5664

O –
M - 1.1328
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Figure E.3: Different MD trajectories at different densities used in the parameterization of the ReaxFF force
field. ∆E is the energy difference with a reference frame within the set. Black is represents the reference
TIP4P/2005 force field [229], red is the original ReaxFF force field, green is the new ReaxFF–lg force field.
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Figure E.4: Different dimer interactions used in the parameterization of the ReaxFF force field. ∆E is the energy
difference with a reference dimer in the set. Black is represents the reference TIP4P/2005 force field [229], red
is the original ReaxFF force field, green is the new ReaxFF–lg force field.
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F.1. ACCEPTANCE RULES FOR GCMC
For the derivation of the acceptance rules for GCMC insertion and deletion trials, we
follow the book of Frenkel & Smit [63]. In Monte Carlo trial moves it is convenient to obey
detailed balance in the Markov Chain, which means that the flow of configurations going
from the old configuration (o) to the new (n), equals the flow in the reverse direction
(K(o → n) =K(n → o)). For insertion and deletion of a molecule this gives:

K(N → N +1) =K(N +1 → N ), (F.1)

where K(N → N +1) is the flow of going from N molecules to N +1, and visa versa for
K(N + 1 → N ). The flow is given by the product of the probability of being in the old
configuration N(o), the probability of generating a trial move form the old to the new
configurationα(o → n), and the acceptance probability of the trial move acc(o → n). For
insertion this gives:

K(N → N +1) =N(N )×α(N → N +1)×acc(N → N +1), (F.2)

and for deletion:

K(N +1 → N ) =N(N +1)×α(N +1 → N )×acc(N +1 → N ). (F.3)

The probability of finding state sN with N particles is proportional to the partition func-
tion, for the Grand – Canonical ensemble this gives:

N(sN ) ∝ exp
[
βµN

]
V N

Λ3N N !
exp

[−βE(sN )
]

. (F.4)

With E(sN ) as the potential energy of the state, andΛ as the Broglie wave length of a gas
particle. The chemical potential µ of a gas particle is related to the reference chemical
potential of an ideal gas particle via βµ=βµ0

ig + ln(β f ). With f as the fugacity and

µ0
ig ≡ ln

Λ3

β
. (F.5)
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The probability of accepting an insertion trial move can be given by combining equation
F.2 and F.3:

acc(N → N +1)

acc(N +1 → N )
= N (N +1)

N (N )
× α (N +1 → N )

α (N → N +1)
. (F.6)

With the constraint for non-biased selection α (N → N +1) = α (N +1 → N ) and substi-
tuting equation F.4 and F.5, the acceptance rule for insertion is given by:

accN→N+1 = min

[
1,
β f V

N +1
exp

[−β(
E

(
sN+1)−E

(
sN ))]]

. (F.7)

Similarly, the acceptance rule for deletion is:

accN+1→N = min

[
1,

N

β f V
exp

[−β(
E

(
sN )−E

(
sN+1))]] . (F.8)

In energy biased GCMC, the probability of selecting an insertion trial move is given
by equation 6.4:

α(o → n) =α(N → N +1) = exp
[−βEbias,n

]
Wn

, (F.9)

and for the reverse trial move:

α(n → o) =α(N +1 → N ) = exp
[−βEbias,o

]
Wo

, (F.10)

with Wn and Wo given by eqs 6.5 and 6.7, and Ebias as the energy from the forward bias.
For the reverse way, the molecule is inserted in an ideal gas reservoir, thus equation F.10
equals:

α(n → o) =α(N +1 → N ) = 1

k
. (F.11)

Substituting equation F.9, and F.11, the acceptance rule for biased insertion is given by:

accN→N+1 = min

[
1,

β f V

(N +1)
exp

[−β(
E

(
sN+1)−E

(
sN ))]× Wn

k

]
. (F.12)

and similarly, the modified acceptance rule for deletion follows:

accN+1→N = min

[
1,

N

β f V
exp

[−β(
E

(
sN )−E

(
sN+1))]× k

Wo

]
. (F.13)
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F.2. WCA PARAMETERS
The WCA parameters σ and ε are carefully chosen such that the repulsive part is slightly
shorter ranged than for the ReaxFF force field. Figures F.1 give the comparison between
the two interaction potentials. The ReaxFF reference is given in solid blue, the WCA po-
tential in dashed blue. Furthermore, probability function P (r ) is given in red, which rep-
resents the probability of selecting a trial at distance r out of a total of 10 trial positions.
For the O–O interaction, the O–O RDF of liquid water is given as reference, since there is
no uniform H2O ReaxFF interaction potential because of the different dimer interaction
angles. Figure F.1c confirms the validity of the used ReaxFF force field regarding liquid
water by means of a comparable RDF with experimental results [284].
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Figure F.1: (a) Cl–O interaction potentials. (b) Mg–O interaction potentials. (c) O–O interaction potentials. In
dashed blue the WCA potential, in solid blue the ReaxFF reference, in red the selection probability out of 10
trials, and solid black as the ReaxFF O–O RDF for liquid water.
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F.3. GAUSSIAN PREFERENCE
Gaussian preference selection of insertions near the center. Figure F.3a, shows the inser-
tion locations in the box with use of the Gaussian preference selection for the center of
the box. Figure F.3b, shows the resulting water vapor density in gray, which is comparable
with NIST reference values.
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Figure F.2: GCMC of an empty box at 400 K and 1 atmosphere, with H2O insertion with Gaussian preference
for center of the box. (a) blue dots are all selected insertion points from k = 10 trials, the amplitude a (eq. 6.9)
was set at a = 10 kcal/mol. (b) the gray line is the density predicted by GCMC (ρ = 5.988×10−4 g /ml ), dotted
line is the NIST reference [238] (ρ = 5.476×10−4 g /ml ).
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F.4. GCMC HYDRATION RESULTS
Hydration results for MgCl2·6H2O with WCA–ReaxFF–GCMC.
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G. APPENDIX – MMC RESULTS CALCIUM–MAGNESIUM HYDRATES COMBINED FORCE

FIELD
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