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## Summary

## Hydrodynamics, Mass Transfer and Phase Transition in Bubbly Flows

Bubbly flows are present ubiquitously in everyday life: everyone has experienced the formation of bubbles when opening alcoholic beverages such as beer or Champagne wine or carbonated drinks as soda. Many applications of bubbly flows can be found in industry, where bubble column reactors are used for, for example, Fischer-Tropsch synthesis, hydrogenations and oxidations. Moreover, bubbles can be found on the electrodes of electrolytic processes or injected in fermentors to supply oxygen to the microbial cells responsible for the production of antibiotics, bioethanol or for wastewater treatment.

Although simple to visualize, bubbly flows are challenging to understand at a fundamental level due to the complex interactions between a large number of relevant physical and chemical phenomena happing at different length scales. On the other hand, fundamental knowledge is required in order to better understand, model, design and optimize processes where bubbles are present. For instance, detailed knowledge on bubble sizes (and distribution) is important in order to improve the mass and heat transfer characteristics and bubble residence time (distribution) and determine the yield of processes which use gas as a reactant. Another example is represented by the unwanted hindering of the surface when gas bubbles form on the electrodes of electrolytic processes: a rapid removal of bubbles ensures that an optimal electrode surface area is exposed for the reaction.

Traditionally, empirical correlations obtained from experimental observations are employed in order to capture the relevant physics: it is common to find correlations for the drag coefficient of rising bubbles or for their formation (nucleation) rates on a surface. In recent years, Computational Fluid Dynamics (CFD) has attracted much attention as a tool to simulate complex bubbly flows and gain fundamental knowledge, at different scales. A multiscale approach has shown the potential of capturing the detailed physics of bubbly flows with lower-scale detailed models and implement these in larger-scale coarser models. From the range of different types of CFD models that have been developed for multiphase gas-liquid flows, Euler-Lagrange models are particularly suited to gain insights on bubble motion at relatively large scales. In Euler-Lagrange models, each bubble is tracked individually with Newton's laws of motion while accounting for bubble encounters deterministically and using empirical closure relations to take sub-grid phenomena into account.

Despite the great results of Euler-Lagrange models to this day, several challenges are still left to engage. Three particular gaps are identified in this thesis and solutions towards bridging these gaps are proposed and demonstrated: i) the non-Newtonian rheology of the fluid phase
when dealing with complex fluids, as for instance in a fermentor, is often neglected; ii) the influence of the free surface on bubbly flows is often approximated with fictitious or diffused boundary conditions; iii) the formation of bubbles as a consequence of local supersaturation effects is usually included with an empirical nucleation rate.

The first step addressed in this thesis is the inclusion of a complex fluid rheology rather than Newtonian. Indeed, in many industrial applications, often the liquid exhibits non-Newtonian behaviour. Such behaviour has an influence not only on the apparent liquid viscosity, but also on the bubble shape and terminal rise velocity, influencing the bubble drag coefficient and thus residence time. For Euler-Lagrange models, accurate closures for the drag force are of utmost importance for an accurate prediction of the behaviour of the bubbles. General drag closures for (deformable) bubbles rising in non-Newtonian liquids are not available in the literature. Therefore, Direct Numerical Simulations (DNS) using a Front-Tracking model have been carried out to study the behaviour of single bubbles rising in a wide range of power-law non-Newtonian fluids. The simulations show that the power-law rheology of the fluid alters the bubble shape, rising pattern and terminal velocity as a consequence of the developed apparent viscosity profiles. Indeed, the results show that large non-spherical bubbles become more spherical in shear-thickening fluids and rise in a straight pattern rather than in a meandering motion. Moreover, the computational results demonstrate that excellent predictions of the bubble rise velocity in non-Newtonian fluids can be obtained by applying existing drag coefficient correlations that were originally derived for Newtonian fluids when using a generalized Reynolds number, thus accounting for the power-law rheology, within $20 \%$ accuracy in most cases, for realistic viscosity (shear) parameters.

For the second gap, the Euler-Lagrange Discrete Bubble Model (DBM) is extended to account for the presence of a top free gas-liquid surface. A novel approach is employed, modeling the free surface with a dedicated Front-Tracking technique with special care to the numerical implementation of the sharp interface (hybrid DBM-FT model). This technique allows bubbles to rise till they touch the free surface, which alleviates the necessity to remove bubbles at several Eulerian grid cells distance from the free surface as required by other implementations reported in the literature. A special treatment of the fluid density is necessary to maintain stability: instead of using linear interpolation the density is calculated at the cell faces by shifting the reference frame for the calculation of the phase fraction, thus calculating it exactly also for the staggered grids used to solve the momentum equations. The novel hybrid DBM-FT model has been thoroughly validated with benchmark cases, showing excellent stability even at high surface deformations, and a good agreement with synthetic cases and with experimental results. The DBM-FT model has then been used to investigate the effect of the free surface: a detailed description of the top gas-liquid interface has been shown to be necessary to accurately estimate bubble breakage rates close to the free surface by avoiding excessive shear at the free interface resulting from the often applied artificial boundary condition used to mimic the free surface. On the other hand, the effect of the free surface for the experimental case under consideration is limited to the vicinity of the surface.

The third piece missing in Euler-Lagrange models is the modeling of the formation of bubbles through the process of heterogeneous nucleation. Phase transition occurs often when a gas-forming reaction is present. An important example is represented by electrolytic processes: gas is formed as a consequence of the reaction and bubbles grow on the surface of the electrodes. To account for this phenomenon, the DBM has been expanded with an innovative
detailed heterogeneous bubble nucleation algorithm, which accounts for bubbles formation on Lagrangian nucleation sites, initialized as conical cavities, as a consequence of supersaturation. The model accounts for the nucleation, growth and detachment of gas bubbles, as for instance required for the modeling of $\mathrm{CO}_{2}$ bubbles forming during the fermentation process. The model results show a clear first wave of growing bubbles attached to the nucleation surface, with the formation of a depletion layer. With the continuation of the nucleation process, the bubble size distribution widens and flattens as soon as the bubbles start detaching, and grow and coalesce with each other while rising in the column. The number of bubbles is clearly increased at higher supersaturations, associated with faster bubble growth. To conclude, a sensitivity analysis shows that the density of nucleation sites influences the number of bubbles and the bubble size distribution: fewer nucleation sites result in fewer bubbles, reducing the mixing of the system and slowing the phase transition process. Additionally, decreasing the radius of the nucleation sites leads to an increase in the number of bubbles as a consequence of the smaller bubble detachment radius.

A dedicated experimental setup has been constructed to measure the influence of the supersaturation and the surface properties of a solid substrate on the overall heterogeneous bubble nucleation rates. The experimental setup consists of two interconnected tanks, where $\mathrm{CO}_{2}$ is first dissolved in water under pressure in one tank and the resulting solution is consequently depressurized in a controlled manner, generating a supersaturated liquid, in order to allow bubble formation on a selected substrate. A similar procedure for single or very few bubbles, was already reported in the literature and has been extended in this study to measure the formation and growth of a relatively large number of bubbles. A dedicated Digital Image Analysis technique is presented and validated, in order to detect the experimental images of growing bubbles attached to the steel substrate. A clear wave is initially visible from the experiments, with bubbles growing together attached to the surface, but as time proceeds the distribution widens and flattens and fewer bubbles nucleate. This is found to be associated to local differences in the mass transfer rates due to competition between bubbles and (local) depletion effects. The correct theoretical dependency on the square root of time is retained but with a much lower mass transfer coefficient than expected. The results from the experiments have been compared with the nucleation model developed in this thesis, and it has been shown that the model is able to qualitatively predict the experimental bubble size distribution with a limited influence of surface properties other than the site radius, which determines the detachment radius. In order to capture the widening and flattening of the distribution, a variance of the Sherwood number between different sites (meaning each site experiences a different mass transfer coefficient) is required in order to mimic depletion/competition effects slowing the growth of some of the bubbles. It is also observed that the total number of bubbles reduces over time: many nucleation sites after a bubble is detached do not immediately allow the nucleation of another bubble, probably as a consequence of local depletion effects.

To conclude, developments reported in this thesis have extended the frontier of bubbly flow modeling and knowledge with specific simulations including non-Newtonian fluid rheology, free surface and bubble nucleation due to phase transition.


## Introduction

In this chapter, an introduction to bubbly flows and their modeling is provided. Despite the widespread application of bubbly flows in industrial equipment, detailed fundamental knowledge is still lacking due to the complexity associated with the intricate interlink between hydrodynamics, mass and heat transport, phase transfer and chemistry. Computational Fluid Dynamics (CFD) at various scales with a multi-scale modeling approach, has proven to be a valuable tool to investigate the relevant phenomena and gain fundamental understanding in order to improve the design and optimization of these processes. Nonetheless, continuous efforts are ongoing to further understand the physics of bubbly flows and further develop models to apply to an increasing number of application fields. In this thesis, three main topics are found to be lacking coverage in the literature regarding the meso-scale modeling of bubbly flows: the non-Newtonian rheology of the fluid, the modeling of the free surface and the formation of bubbles due to supersaturation. This chapter presents a short introduction to the research objectives of this thesis and provides an outline of the thesis.

### 1.1 Bubbly flows

Bubbly flows are widely encountered in a variety of natural phenomena as well as in many industrial applications thanks to their simplicity of operation and excellent mass and heat transport characteristics. Primary examples are bubble column reactors in processes such as Fischer-Tropsch synthesis, hydrogenation, oxidation and fermentation [1]. In addition, bubbly flows are encountered in electrolytic processes, where gas bubbles are formed on the electrodes.

In order to better design and optimize such processes, fundamental understanding of the underlying physical and chemical phenomena is of outmost importance. As an example, the formation of gas bubbles on the electrodes in electrolytic processes covers partially the surface of the electrode, reducing the available electrode surface area for the reaction. In this respect, an optimal design aims at removing bubbles quickly from the electrode to improve the energy requirements, reduce volumes and optimize the yield of the desired products, which can only be performed when appropriate knowledge and simulation tools are available. This concept is not restricted to electrolytic processes, because for any process involving bubbly flows fundamental knowledge of the behaviour of bubbles is of great importance to understand the evolution of the bubble size distribution and gas residence time (distribution), the mixing in the system and all other relevant parameters required in order to improve the design and optimization of such processes.

Although simple to visualize and operate, bubbly flows present a challenge to understand at a fundamental level, due to the complexity of the interactions between the hydrodynamics, mass and heat transport, phase transfer and chemical reactions, each interlinked with the other. In addition, the flow is rarely in the homogeneous regime, where a uniform bubble size distribution and a relatively gentle mixing are present, giving low turbulence, low break-up and coalescence rates and low overall gas holdups. Indeed, industrial bubble columns usually have a high throughput of gas (thus higher superficial gas velocities) which results in the heterogeneous regime. In such a situation, the bubble size distribution is wider, with large and small bubbles, due to the increased breakup and coalescence rates. Higher turbulence is also attained and the flow becomes much more unsteady [2], making the system much more complex by nature.

Fundamental understanding regarding these complex flows is thus difficult. Often, experimental techniques are difficult to be implemented, as for instance with high temperatures, opaque liquids, heterogeneous bubbly flows with numerous bubbles covering the others, etc. For this reason, with the increasing computational power, numerical simulations have been more and more widespread in order to aid the understanding, the design and the optimization of bubbly flows.

### 1.1.1 Multi-scale modeling

In the framework of detailed 3D simulations, Computational Fluid Dynamics (CFD) has been widely applied to bubbly flows at different scales. Indeed, a multi-scale modeling approach has proven to be a very effective strategy to capture different levels of details with different techniques [3, 4]. The principle of this approach is simple: very detailed and computationally expensive simulations are used to develop simpler to solve closures for higher scale and unresolved models, with a decreasing level of detail but at a larger scale. Figure 1.1 and


Larger scale

## More details

Figure 1.1: Multi-scale modeling approach for bubbly flows, depicting a Front-Tracking model (Direct Numerical Simulations), a Discrete Bubble Model (Euler-Lagrange) and a Two-Fluid model (Euler-Euler) (adapted from Lau et al. [5]).

Table 1.1 show an overview of the different models and strategies applied.
At the smallest scale, Direct Numerical Simulations (DNS) with the highest level of detail are applied. In such models, the (sharp) interface between the bubble and the surrounding liquid is captured with advanced interface tracking methods, such as the Volume-of-Fluid (VOF) or the Front-Tracking (FT) methods. Such methods require an intensive computational

Table 1.1: Multi-scale modeling of bubbly flows: overview of models. Adapted from Darmana [1].

| Model | Description | Resolution | licability |
| :---: | :---: | :---: | :---: |
| Two Fluid Model (Euler-Euler) | Averaged mass- and momentum equations for both phases (with or without population balances for bubble size) | $\begin{aligned} & \text { Low } \\ & \Delta \gg d_{b} \end{aligned}$ | Industrial scale $>O\left(10^{5}\right)$ <br> bubbles |
| Discrete Bubble Model (Euler-Lagrange) | Volume averaged mass- and momentum equations for the liquid phase, Lagrangian tracking of bubbles | Medium $\Delta \approx d_{b}$ | Meso scale $\approx O\left(10^{4}-10^{5}\right)$ bubbles |
| Interface Tracking (Volume of Fluid, Front-Tracking) | Navier-Stokes equations for both phases with advanced (sharp) interface tracking | High $\Delta \ll d_{b}$ | $\begin{aligned} & \text { Small scale } \\ & \approx O\left(10^{2}\right) \\ & \text { bubbles } \end{aligned}$ |

[^0]effort, because of the resolution required in order to accurately capture the interface. For this reason, they are limited in the size they can reach ( $\approx O\left(10^{2}\right)$ bubbles) but have been extensively used in order to capture detailed physics and develop closure relations for larger scale models, such as for the drag coefficient developed by Dijkhuizen et al. [6] and Roghair et al. [7].

At the meso-scale and the main focus of this thesis, the Euler-Lagrange model (Discrete Bubble Model, or DBM) has been employed to simulate lab-scale columns, as for instance in the case of Darmana et al. [8], Lau et al. [5] and Jain et al. [9], with a high level of detail. Indeed, these models employ a Lagrangian tracking of bubbles, usually assumed spherical, with (binary) interactions such as collisions, coalescence and breakup. Several subgrid phenomena are included in the form of closure relations (either empirical or from DNS), in order to include the relevant physics while employing a grid resolution of the order of the bubble diameter. The advantage of this model is the retain of information of bubbles (such as their size and position) at a much larger scale than the DNS allows.

However, also the Euler-Lagrange model is limited by the number of bubbles that can be simulated in large industrial scale columns. For this reason, often in industry and academia Two Fluid Models (Euler-Euler) are employed, in order to capture the overall averaged flow of both the liquid and gas phases. Indeed, in such models the discrete bubbles are averaged into a continuous phase, losing detailed information on the bubbles, but allowing for scale up to much larger systems. At this level, the importance of correct closure relations is even higher, because much of the underlying physics is lumped into closures. An example of the use of an Euler-Euler model is found in Deen et al. [10].

In addition, several intermediate and hybrid forms have been developed between the described models. For instance, the implementation of a VOF scheme in a DBM (hybrid VOF-DBM) to capture the free surface is found in Jain et al. [9]. A stochastic approach can be used to reduce the number of bubbles in DBM, simulating parcels of bubbles, such as in the approach of Kamath et al. [11]. On the reverse, a population balance modeling technique, which is a statistical representation of bubble sizes and its transport, can be included in EulerEuler model to recover lost information and improve their predictions, as found in the works by Sanyal et al. [12] or Marchisio and Fox [13].

### 1.1.2 The Discrete Bubble Model

The Discrete Bubble Model (DBM) has the advantage of reaching a relatively large scales while accounting for bubble interactions, obtaining information on individual bubbles. Thus, it represents a valuable tool in order to investigate phenomena involving groups of bubbles with a certain level of detail, aiding the development of larger scale models such as the Euler-Euler model by providing closures or improved understanding by validated model assumptions.

The basic principle of the Euler-Lagrange DBM is the deterministic treatment of bubbles: while the liquid is treated as a continuum and its mass and momentum conservation equations are discretized and solved on a Cartesian grid, each of the bubble is tracked individually using Newton's laws of motion. By coupling it with mass transfer, it is possible to track the evolution of interphase mass transfer and the growth/shrinking of bubbles. Since details in the positioning of the bubbles is known, accurate account of collisions (and eventually easy addition of coalescence) is an outcome of the model, rather than an input through an empirical
correlation. The bubble size, the rise velocity and residence time, can be obtained directly as a result.

As indicated above, the DBM offers several advantages. In the literature, there has been a continuous effort in order to develop and further improve the performance of Euler-Lagrange models for bubbly flows, both including more physics and improving the computational efficiency (e.g. parallelization). For example, the model used in this thesis, that will be further explained and developed in the following chapters, has seen various stages of development: from the early transition to a 3D algorithm proposed by Delnoij et al. [14], to the inclusion of coalescence, interphase mass transfer and parallel computing by Darmana [1] to conclude with bubble breakup by Lau et al. [15].

In the literature Euler-Lagrange models have been applied for different purposes. Earlier appearances of this type of models have been around since the 90 s, usually with 2D simulations [16, 17]. Several developments were dedicated to the scale-up and the inclusion of physics such as turbulence, collisions, coalescence and breakups in the early 2000s [18, 19, 8, 20, 21]. In recent years, development of stochastic Euler-Lagrange models has seen attempts to reduce the computational cost associated with classic DBM and expand their application to the industrial scales [11]. Nowadays, Euler-Lagrange models are commonly included in commercial software as well, for instance in ANSYS Fluent and OpenFOAM. Euler-Lagrange models have also been applied by Haringa et al. [22] to the simulation of an industrial fermentor, where the discrete Lagrangian phase is represented by microbial cells tracked in a Euler-Euler simulation framework for the gas-liquid flow.

### 1.2 Challenges

Euler-Lagrange models such as the Discrete Bubble Model show a considerable potential for the simulation of bubbly flows, being able to capture bubble-bubble interactions, their interaction with the fluid as well as a relatively large level of detail of the flow-field. In addition, it is forseeable that in the future the computational power will allow for the further scale-up of such models, even replacing some of the applications where nowadays the Euler-Euler model is commonly employed.

Despite the promising future, there is still a considerable effort ahead in order to improve all existing CFD models to account for different physical and chemical phenomena and to be able to expand their applicability to an increasing number of processes. In particular, several assumptions are still widely applied because limited information is present in the literature. Examples of these are the assumption that the rheology liquid is Newtonian, the numerical treatment of the top free surface as an artificial boundary condition and empirical bubble formation rates (nucleation rates).

These three topics represent relatively unexplored territories in the state-of-the-art. Keeping in mind their potential applicability to processes that are becoming increasingly more important, they are analyzed and investigated in this thesis.

### 1.2.1 Non-Newtonian fluid rheology

Fermentation is a very well known natural process where microbial cells (often referred to as yeast) digest nutrients, as for instance sugar. This process, which is very well known and observable in everyday life, is tightly connected with bubbly flows. Often, fermentation
processes produce gas bubbles, which are for instance responsible for the taste of alcoholic drinks (e.g. in Champagne or beer) or for the leavening of bread, making it soft and easier to chew.

Fermentation is not only found in natural processes, but is also very well-known in industrial applications. Due to the increased demand of sustainability that industry is facing in the last decades, applications of fermentation in bioreactors are increasingly found in the production of chemicals or pharmaceuticals, such as antibiotics [23], bio-ethanol [24], hydrogen and fatty acids [25] and in wastewater treatment [26].

As mentioned, the process of fermentation is entangled with the formation of bubbles as a consequence of the reaction and with the injection of bubbles to aerate the system, providing oxygen to the microbial cells and aiding the removal of the produced gaseous $\mathrm{CO}_{2}$. The presence of gas bubbles has an influence on the overall dynamics of the fermentor, and has strong interconnections with the mass and heat transport in the column, with the mixing induced by the bubbles and in turn on the performance of the fermentation.

The fermentation broth is often approximated as a Newtonian fluid. However, often the broth rheology is actually non-Newtonian by nature [27], which impacts the general flow circulation patterns in the fermentor as well as the terminal bubble velocity of gas bubbles and their shape. The terminal velocity is one of the most important parameters to consider, because it influences the hydrodynamics as well as the mass and heat transfer in the fermentor, determining the process performance.

The terminal velocity is a direct consequence of the drag force experienced by the rising bubble: a balance between drag and buoyancy determines the bubble rise velocity. It is common in practice to use a drag coefficient, as for instance a closure derived from experiments, in order to estimate the bubble drag and thus its terminal velocity. On the other hand, in the literature a comprehensive description of the drag force for bubbles rising in non-Newtonian fluids is not found.

This presents a first challenge addressed in this thesis: in order to capture the gas bubbles residence time and understand the process performance, an accurate depiction of the drag force is necessary for non-Newtonian liquids, but a comprehensive drag force closure relation for Euler-Lagrange and Euler-Euler models is not available in the literature for non-Newtonian fluids.

### 1.2.2 Free surface

When modeling the hydrodynamics of a general bubble column, the free surface between the liquid and the top gas freeboard is often neglected or approximated with a fictitious boundary condition or a buffer zone technique. In the Euler-Lagrange model of Darmana [1] the free surface dynamics is neglected and the boundary condition at the top of the column is a degassing condition for the discrete bubbles and a free-slip wall for the liquid. Due to the unsteady nature of the flow and associated variations in bubble hold-up, four openings at the top of the column serve as inflow/outflow channels to account for volume changes due to the injection of bubbles in the system, to ensure stability of the system. On the other hand, such a treatment of the top gas-liquid interface may present unphysical liquid circulations and ignores the free surface dynamics [9]. Moreover, the accounting of the free surface is not only important in Euler-Lagrange models, as Miao et al. [28] found that including a proper
treatment of the top gas-liquid interface in Euler-Euler models results in an improvement of the model predictions compared to a degassing condition.

One of the most often selected ways to include the free surface in Euler-Euler and Euler-Lagrange models is through a Volume of Fluid method. This is the preferred method and applied in many commercial CFD packages, such as in the OpenFOAM's interFoam solver [29]. This method, however, comes with a few downsides. For instance, plain VOF usually shows a diffuse interface, which spans across several computational cells, or employs interface compression techniques to reduce the numerical smearing of the interface. On the other hand, Deshpande et al. [29] showed for interFoam that the performance is worse compared to other methods which track the sharp interface, at the advantage of faster computational times. Reduction of the smearing of the interface resulting from numerical diffusion can be reduced with finer grids, at the cost of higher computational efforts, or by employing surface reconstruction or surface tracking methods.

Interface reconstruction methods, such as the Piecewise-Linear Interface Construction (PLIC) method introduced by Youngs [30], result in a sharp interface, avoiding the problem of numerical diffusion. While their implementation is somewhat straightforward in Euler-Euler models, as it is done in the commercial software ANSYS Fluent which includes VOF with PLIC, in Euler-Lagrange models it presents stability issues when coupled with the Lagrangian bubbles. For instance, Jain et al. [9] require the removal of bubbles two computational cells below the interface of their hybrid Discrete Bubble Model - Volume of Fluid model, causing a mismatch in the volume balance over time and losing the dynamics of bubbles reaching the free surface. One solution to this problem is represented by the model of Li et al. [31], Li and Li [32] and Li et al. [33]: they used ANSYS Fluent employing a transition algorithm for discrete bubbles to transfer them from the Lagrangian to the VOF framework when they become large. However, they discarded small bubbles in the transition, which represents a problem when bubbles do not become extremely large such as in the case simulated by Jain et al. [9]. Moreover, a fine grid is required to accurately simulate bubbles with VOF, increasing the computational cost of this method. An accurate, sharp, grid independent and stable description for the modeling of the free surface is thus challenging to simulate and is investigated in this thesis.

### 1.2.3 Bubble nucleation

Phase transition and bubble formation is widely found in natural and industrial processes: when opening a bottle of Champagne the change in pressure alters the equilibrium, making the liquid supersaturated with gas which escapes through the formation of bubbles on the surface of the bottle or on the glass. Not limited to natural processes, bubble formation and phase transition are found in several applications in industry, as for instance in fermentation described in Section 1.2.1, and in electrochemical applications where bubbles are formed on the electrodes (e.g. water splitting) [34, 35].

CFD simulations of these processes have to include phase transition in order to properly describe the physics of the system. Euler-Euler models typically introduce a gas generation term as a boundary condition on the surface, and in addition a, usually empirical, nucleation rate in terms of bubbles generated per unit time and area is usually employed for Population Balance Models (PBM) [36]. This means that the accuracy of the predictions heavily relies on the accuracy of the closure selected to model phase transition.

On the other side of the scale, Direct Numerical Simulations (DNS) models are limited to few bubbles. Several cases are found in the literature where accurate predictions of the contact angle dynamics, the growth and the shape of the bubbles are recovered with detailed models, such as by Liu et al. [37] which used a Volume of Fluid (VOF) model. Despite their accuracy, such models miss the large scale interactions of multiple bubbles, which cannot be simulated due to the computational cost.

The meso-scale Euler-Lagrange model is thus again a good balance between the two worlds, closing the gap and obtaining information on the behaviour of multiple bubbles growing simultaneously on a surface. Although promising, in the literature a comprehensive Euler-Lagrange model accounting for bubble nucleation on a surface is not present. This has to do with the complexity of the system: bubbles form on crevices and holes on a surface, grow and then detach. This process is influenced by the surface properties (e.g. site density and radius), by the supersaturation level, by the flow itself etc. In turn, it has an influence on the bubble sizes, the bubble numbers and the induced mixing by the bubbles. An accurate description of the nucleation process for a large number of bubbles is challenging both from the numerical and from the experimental point of view. This is the third challenge addressed in this thesis.

### 1.3 Research Objectives

This thesis investigates some of the challenges associated with the CFD modeling of bubbly flows and shows the development of a deterministic Euler-Lagrange framework capable of simulating different phenomena prevailing in important processes involving bubbly flows, specifically:

- Liquid rheology: in many processes, the fluid rheology is often non-Newtonian [27]. Simulations have been performed either not accounting for such rheology or with simplified power-law formulations. However, the impact of the rheology is not limited to the (apparent) viscosity, but influences the bubble terminal velocity and thus its residence time and the flow patterns. A comprehensive closure for the drag force of gas bubbles rising in non-Newtonian liquids is required in order to simulate such flows.
- Free surface: detailed understanding cannot be derived without information on the free surface dynamics and their interaction with the flow and the rising bubbles, which adds layers of complexity. A sharp, stable, accurate description of the surface which allows for bubbles to reach the surface is required in Euler-Lagrange models.
- Bubble nucleation: as a consequence of phase transition, local bubble formation (nucleation) is expected to happen at surfaces or impurities in the liquid bulk. A model accounting for the formation of large groups of bubbles on the surface, including the surface physics is missing in the literature.

The objective of this thesis is thus to provide the basis for the inclusion of relevant physical phenomena (i.e. the three aforementioned concepts) in the Discrete Bubble Model (DBM) in order to gain better fundamental understanding of these phenomena and expand the range of applicability of the DBM.

### 1.4 Thesis Outline

This thesis is organized as follows:

- Chapter 2 investigates the drag coefficient of single bubbles rising in different nonNewtonian power-law fluids using a Front-Tracking model. Particular focus is put on the use of a modified Reynolds number to have an accurate prediction of the drag coefficient accounting for the power-law rheology.
- Chapter 3 presents the development of a hybrid DBM-FT model to include an accurate representation of the top gas-liquid interface in a bubble column. The model is then thoroughly validated and compared to the classic DBM approach, especially considering bubble breakup rates close to the interface.
- Chapter 4 is dedicated to the implementation of a bubble nucleation model in the DBM to simulate phase transition as a consequence of supersaturation on a heterogeneous substrate. The model is then used to simulate bubble formation at different supersaturation ratios and with different surface properties.
- Chapter 5 follows the steps of the previous chapter, presenting an experimental study using a dedicated setup to perform bubble nucleation experiments on a given substrate material. The evolution of the measured bubble size distribution at different substrates and supersaturation ratios is compared to the model results and to theoretical expectations.
- Chapter 6 is finally presenting the conclusions and an outlook for further development of the DBM and possible research lines.


## Chapter <br> 

# Drag on single rising bubbles in non-NEWTONIAN FLUIDS * 


#### Abstract

A Front-Tracking Computational Fluid Dynamics model is used to investigate the behaviour of a single bubble rising in a power-law fluid. A very wide range of viscosities is considered, covering both shear-thinning and shear-thickening behaviour. The power-law exponent $n$ is varied between 0.5 to 1.5, for three different bubble diameters (viz. $0.5 \mathrm{~mm}, 2 \mathrm{~mm}$ and 4 mm ). The results show that the non-Newtonian behaviour of the continuous phase strongly influences the shape of the single rising bubbles, as a consequence of the viscosity profiles that develop in the flow field. Hence, large non-spherical bubbles become more spherical in shear-thickening fluids (in comparison to the same bubble in a Newtonian liquid), whereas small spherical bubbles display much more flexible/mobile interface dynamics rising in shear-thinning fluids. To determine the velocity of bubbles in non-Newtonian fluids with a power-law behaviour, the drag closure derived for bubbles rising in Newtonian liquids proposed by Dijkhuizen et al. (2010), which combines viscous drag and shape-induced drag in a single correlation, is adapted using a modified Reynolds number. To conclude, this chapter shows that this adapted correlation is able to predict the terminal rise velocity of single bubbles rising in non-Newtonian power-law fluids within $20 \%$ accuracy for the majority of the investigated cases, provided that the drag regime does not change.


[^1]
### 2.1 Introduction

Bubbly flows represent a widespread class of unit operations in several industrial applications. The continuous phase often exhibits non-Newtonian behaviour, e.g. in bioreactors [39] or polymers production (e.g. polycondensation or polymer devolatilization) [40].

For the design and optimization of process equipment involving bubbly flows it is crucial to accurately predict the bubble rise velocity, since this will largely determine the column hydrodynamics and mass/heat transfer characteristics, and consequently the performance of the equipment. In the pseudo steady-state, the balance between the drag force and the buoyancy forces determines the terminal rise velocity. Although non-Newtonian fluids are common in industry, a complete description of the drag coefficient for a bubble rising in such fluids is still not available [41]. In most cases, the provided closures are empirical and usually limited in their applicability.

With the increase in computational power, numerical simulation has proven to be an effective tool in gaining fundamental understanding of multi-phase gas-liquid flows. In the framework of Computational Fluid Dynamics (CFD), a multi-scale modeling strategy has been applied [3, 4, 5], where micro-scale detailed models are used to develop closure relations for unresolved, higher scale models, such as Euler-Lagrange and Euler-Euler models (see Figure 2.1). The latter treats both phases as a continuum, basically averaging bubble properties on the Eulerian grid, while the former includes more details by tracking each bubble in a Lagrangian manner. Despite the loss of details compared to lower scale models, these methods are computationally favorable, allowing simulations up to industrial scale. On the other hand, the accuracy of the applied closures, for instance to describe phase interactions (hydrodynamic forces, mass and heat transfer), strongly influences the quality of the simulation results of these unresolved models.

Direct Numerical Simulations (DNS) represents a viable option to study phase interactions, to gain fundamental understanding of the physics of bubbly flows and to obtain closures for higher scale models. This approach has been demonstrated in the past for Newtonian fluids [ $6,7,42$ ], where it has been applied for the study of the drag and lift forces on single bubbles and bubbles rising in swarms.

Previously, bubbles in non-Newtonian fluids have been studied using different CFD models. Wu [43] used Fluent 12.0 to perform Euler-Euler simulations of bubbles rising in shear-thinning fluids in anaerobic digesters, although using a drag law derived for Newtonian fluids. Lattice Boltzmann methods have been successfully employed in the past for simulations of bubbles rising in complex fluids. For instance, Frank and Li [44] simulated a sixth-order Maxwell fluid and were able to capture the negative wake and the bubble teardrop shape, which corresponded to their experimental data. In addition, Liu et al. [45] employed a Volume of Fluid (VOF) method to study the behaviour of multiple bubbles (couples and triplets) rising in shear-thinning fluids. This study focused mostly on collisions and coalescence. Radl et al. [46] investigated the rise of bubbles in different viscous and viscoelastic fluids, with the inclusion of mass transfer, with a hybrid 2D Front-Tracking/Front-Capturing model. Their simulations were limited to 2 D , due to the high grid resolution needed by the species solver. Zhang et al. [47] adopted a level-set method to investigate the velocity and viscosity distribution around a single bubble rising in a shear-thinning fluid, described by a Carreau viscosity model. Some attempts have been done in the past to adapt existing drag


Larger scale

## More details

Figure 2.1: Multi-scale modeling strategy for bubbly flows, depicting a Front-Tracking model (Direct Numerical Simulations), a Discrete Bubble Model (Euler-Lagrange) and a Two-Fluid model (Euler-Euler) (adapted from Lau et al. [5]).
correlations to non-Newtonian power-law fluids, such as by Rodrigue [48], who considered shear-thinning polymers at low to moderate Reynolds numbers. The proposed correlation is not suitable for high Reynolds numbers, where it does not converge to a constant as has been well-established in recent years [6].

More recently, Ohta et al. $[49,50]$ developed a Coupled Level Set-Volume of Fluid model, which they used to study the shape and velocity of bubbles rising in both shear-thinning and shear-thickening power-law fluids, and compared it with experimental data. Premlata et al. [51, 52] also used a VOF method with adaptive grid refinement to study the behaviour of bubbles rising in Carreau-Yasuda fluids. Their study focused on the three-dimensional rising behaviour of single bubbles, and they were able to qualitatively compare their experimentally obtained images of the bubbles to simulation results. The same model has been applied to study viscosity-stratified fluids and viscoplastic materials [53, 54, 55]. An extensive analysis of bubbles rising in viscoplastic fluids has been provided by Tsamopoulos et al. [56], where the bubble rise velocity and the drag coefficient are determined assuming axial symmetry and steady flow. Perhaps the most relevant work related to this chapter is the one by Chhabra [57], where it has been found that standard Newtonian correlations can be adapted to well predict the drag coefficient of non-deformable, solid spheres in shear-thinning power-law fluids, as demonstrated by experimental results.

A comprehensive quantitative description of the drag coefficient for bubbles rising in non-Newtonian fluids has not yet been reported in literature, to the knowledge of the author. The aim of this work is thus to fill this gap and give a description of the drag coefficient for power-law non-Newtonian fluids (both shear-thickening and shear-thinning), following the approach of Dijkhuizen et al. [6] and starting from single bubbles. The starting hypothesis is
that it is possible to correct an existing correlation for Newtonian fluids, as for instance the one of Dijkhuizen et al. [6], to account for the non-Newtonian behaviour of the liquid using a generalized Reynolds number [57], as will be explained later.

The chapter is organized as follows: first, the Front-Tracking model used in this work is described and verified. Subsequently, the bubble shapes and viscosity profiles for nonNewtonian fluids will be investigated. To conclude, an outline of the drag coefficient for different power-law fluids will be proposed.

### 2.2 Model description

The Front-Tracking model used in this work has previously been developed, validated and applied for simulations of bubbles rising in Newtonian liquids. A comprehensive description of the model and its extensive validation for bubbles rising in a liquid can be found in Dijkhuizen et al. [6], Baltussen et al. [58, 59] and Roghair et al. [60, 61]. In this chapter, the model will only be shortly introduced with particular focus on the implementation of the nonNewtonian viscosity model. For further details the reader is referred to the aforementioned papers.

### 2.2.1 Hydrodynamics modeling

In the Front Tracking model the surface of the bubbles is represented by a triangulated mesh, where the fluid flow (both in the dispersed and continuous phase) is described by the incompressible Navier-Stokes equations and continuity equation using a one-field approximation:

$$
\begin{align*}
\rho \frac{\partial \mathbf{u}}{\partial t}+\rho \nabla \cdot(\mathbf{u u}) & =-\nabla p+\rho \mathbf{g}+\nabla \cdot \boldsymbol{\tau}+\mathbf{F}_{\sigma}  \tag{2.1a}\\
\nabla \cdot \mathbf{u} & =0 \tag{2.1b}
\end{align*}
$$

where $\mathbf{u}$ is the fluid velocity, $\rho$ is the fluid density, $\mathbf{g}$ the gravitational acceleration, $\tau$ is the stress tensor, which will be described in more detail in the next sections, and $\mathbf{F}_{\sigma}$ represents a singular source-term for the surface tension force at the interface.

The equations are discretized with a finite-difference technique on a staggered Eulerian grid. The convection terms and the off-diagonal terms of the stress tensor are discretized explicitly, while the diagonal terms of the stress tensor are discretized implicitly resulting in a semi-implicit treatment of the stress tensor enhancing the numerical stability. The flow field is solved using a two-stage projection-correction method, where a pressure-correction step based on the continuity equation is taken iteratively after solving the three momentum balance equations. Both the implicit part of the stress tensor and the pressure correction are solved with an incomplete Cholesky conjugate gradient (ICCG) method [62, 7]. To approximate an infinite quiescent liquid medium, a free-slip boundary condition is applied at the domain walls. The window shifting technique [3] is used to keep the bubble at approximately the same position relative to the domain, which reduces the computational costs.

### 2.2.2 Surface mesh

The gas-liquid interface is composed of Lagrangian tracking points, connected to form a triangular mesh, where each of the triangular cells is called a surface marker. The Lagrangian
points are moved with the local liquid velocity, which is interpolated from the fluid velocity field to the Lagrangian tracking points using cubic splines, using a $4^{\text {th }}$ order Runge-Kutta time stepping scheme. As a consequence of the separate movement of each marker point, the triangular markers change their relative position at every time step, which will eventually lead to a decrease in the mesh quality and therefore a decrease in the overall accuracy of the surface tension force calculation. Moreover, the bubble volume may no longer be conserved due to non-conservative velocity interpolation. To maintain good interface mesh quality, ensure bubble volume conservation and enhance model performance, (volume conservative) remeshing is an important step in the Front-Tracking technique.

## Remeshing operations

Since each marker point is advected individually, the configuration of the mesh changes over time, which will lead to a decrease in the mesh quality and resulting in overall stability and accuracy problems. The marker edges will grow too large or too short, or become otherwise unbalanced. To maintain a good interface mesh quality, to ensure conservation of the liquid volume and to enhance the model performance, (volume conservative) remeshing is an essential part of the Front-Tracking technique. The most basic routines in remeshing are marker point addition (when an edge becomes too long) and marker point removal (when an edge becomes too short). Moreover, we have implemented an edge swapping routine (when it is more favorable to connect points perpendicularly), and a mesh smoothing routine [63] which relocates all the interior points on the interface such that the marker cells become more equilateral while maintaining the intrinsic shape of the interface. A detailed description of the applied remeshing procedures can be found in Roghair et al. [60, 61]. The parameters controlling the remeshing operations are the minimum and maximum edge length, which are respectively 0.2 and 0.5 times the grid size.

## Surface tension force

In Equation 2.1a, $\mathbf{F}_{\sigma}$ represents a force vector describing surface tension acting on the interface markers. It is possible to calculate the individual pull-force of marker $i$ acting on marker $m$, based on their normal and joint tangent vectors [3], as shown Equation 2.2 and visible in Figure 2.2:

$$
\begin{equation*}
\mathbf{F}_{\sigma, i \rightarrow m}=\sigma\left(\mathbf{t}_{m i} \times \mathbf{n}_{m i}\right) \tag{2.2}
\end{equation*}
$$

The total surface tension force on each marker $m$ is thus obtained by summing Equation 2.2 on all the neighboring markers ( $a, b$ and $c$ ), leading to a net inward force which opposes the pressure jump:

$$
\begin{equation*}
\mathbf{F}_{\sigma, m}=\frac{1}{2} \sum_{i=a, b, c} \mathbf{F}_{\sigma, i \rightarrow m} \tag{2.3}
\end{equation*}
$$

The force is then mapped to the Eulerian grid using a mass-weighing stencil as described by Deen et al. [3], modified to account for the local bubble fraction.


Figure 2.2: Schematic depiction of the calculation of the surface tension force on the triangulated mesh. The figure indicates a marker $m$ and its direct neighbors $i \in\{a, b, c\}$ with their respective normals $\mathbf{n}_{m}, \mathbf{n}_{i} i \in\{a, b, c\}$ and their shared tangents $\mathbf{t}_{m, i} i \in\{a, b, c\}$. Adapted from Roghair et al. [61].

### 2.2.3 Viscosity model

In (inelastic) non-Newtonian fluids, the apparent shear viscosity is not constant, as in Newtonian fluids, but is a function of the shear rate. For a Newtonian fluid, the stress tensor $\boldsymbol{\tau}$ is given by:

$$
\begin{equation*}
\tau=-\mu\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right) \equiv-\mu \dot{\gamma} \tag{2.4}
\end{equation*}
$$

in which $\dot{\gamma}$ represents the rate of strain tensor. A frequently applied model to describe the rheology of non-Newtonian fluids, excluding viscoelastic behaviour, is the generalized Newtonian model, which simply replaces the viscosity $\mu$ in Equation 2.4 with an apparent viscosity $\eta$ as a function of the shear rate [64]. The shear rate can be written as the magnitude of the rate of strain tensor $\dot{\gamma}$ :

$$
\begin{equation*}
\dot{\gamma}=\sqrt{\frac{1}{2}(\dot{\gamma}: \dot{\gamma})} \tag{2.5}
\end{equation*}
$$

With the generalized Newtonian model, the stress tensor is calculated as:

$$
\begin{gather*}
\boldsymbol{\tau}=-\eta\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right) \equiv-\eta \dot{\gamma}  \tag{2.6}\\
\text { with } \quad \eta=\eta(\dot{\gamma})
\end{gather*}
$$

Several empirical models have been proposed in the literature to describe the relation between the (apparent) viscosity and the shear rate, and the simplest and most widely used correlation is the power-law model (or Ostwald - de Waele relationship):

$$
\begin{equation*}
\eta=K \dot{\gamma}^{n-1} \tag{2.7}
\end{equation*}
$$

In Equation 2.7, $K$ represents the consistency index, while $n$ is the flow behaviour index, a constant characterizing the fluid: for $n=1$ the relation reduces to a Newtonian fluid, for $n<1$
the fluid is shear-thinning (viscosity reduces with the shear rate) and for $n>1$ the fluid is shear-thickening (viscosity increases with the shear rate). Although often applied, this model contains a very important physical and numerical shortcoming, as discussed by Gabbanelli et al. [65]. When the fluid is quiescent, or in general in a zero-shear situation, the viscosity becomes infinite for a shear-thinning rheology, while it becomes zero for shear-thickening fluids. Moreover, most non-Newtonian fluids present even more complex behaviour than what is captured with a power-law expression: for instance, they often show Newtonian plateaus around a limited non-Newtonian region. More complex models have been developed to overcome this problem, such as the Carreau model, but these models are usually only valid for a limited type of behaviour (e.g. shear-thinning). A simple but effective solution is to use a truncated power-law model [65]:

$$
\eta=\eta(\dot{\gamma})= \begin{cases}\eta_{0}, & \dot{\gamma}<\dot{\gamma}_{0}  \tag{2.8}\\ K \dot{\gamma}^{n-1}, & \dot{\gamma}_{0} \leq \dot{\gamma} \leq \dot{\gamma}_{\infty} \\ \eta_{\infty}, & \dot{\gamma}>\dot{\gamma}_{\infty}\end{cases}
$$

where $\eta_{0}$ and $\eta_{\infty}$ are the viscosities calculated with the respective limiting shear rates. To keep consistency between the different cases, it has been chosen to express the limits in terms of $\eta$, as described in Table 2.1. Note that the + or - subscripts in Table 2.1 represent 0 or $\infty$, according to the rheology of the selected fluid, i.e. for shear-thinning liquids + and represent 0 and $\infty$, respectively, while for shear-thickening liquids + and - represent $\infty$ and 0 . Although these limits guarantee numerical stability especially during the first time step, when the fluid is quiescent and there is no shear, the limits are selected wide enough to maintain a power-law rheology in the whole domain for the remaining of the simulations and thus the selected limits do not affect the terminal rise velocity of the bubbles.

Table 2.1: Truncation limits for the power-law model for each consistency index $K$.

| $K\left[\mathrm{~Pa} \mathrm{~s}^{n}\right]$ | $\eta_{-}[\mathrm{Pa} \mathrm{s}]$ | $\eta_{+}[\mathrm{Pa} \mathrm{s}]$ |
| :--- | :---: | :---: |
| $10^{-3}$ | $10^{-5}$ | $10^{19}$ |
| $10^{-2}$ | $10^{-4}$ | $10^{20}$ |
| $10^{-1}$ | $10^{-3}$ | $10^{21}$ |

### 2.2.4 Physical properties

Since the interface position is exactly known, the phase fraction $\phi$ in each Eulerian cell can be computed exactly through geometrical analysis [62]. If a cell contains both liquid and gas, the physical properties density and viscosity need to be scaled accordingly into a macroscopic property. The density of the fluid cell is calculated by weighted averaging with the phase fraction, while the viscosity (or the non-Newtonian apparent viscosity) is calculated via harmonic averaging of the kinematic viscosities following the work of Prosperetti [66]:

$$
\begin{align*}
& \rho(\mathbf{x})=\sum_{p=0}^{n_{\text {phase }}-1} \phi_{p}(\mathbf{x}) \rho_{p}  \tag{2.9a}\\
& \frac{\rho(\mathbf{x})}{\mu(\mathbf{x})}=\sum_{p=0}^{n_{\text {phase }}-1} \phi_{p}(\mathbf{x}) \frac{\rho_{p}}{\mu_{p}} \tag{2.9b}
\end{align*}
$$

### 2.2.5 Drag Coefficient

In previous works, the Front-Tracking model has been used to derive a drag correlation for both a single bubble [6] and bubbles rising in a swarm [7]. The terminal velocity of a bubble is determined by a force balance between buoyancy and drag, as described by Roghair et al. [7]. Assuming that the liquid is infinite with zero bulk velocity, the drag coefficient can be expressed as:

$$
\begin{equation*}
C_{D}=\frac{4}{3} \frac{d_{b}\left(\rho_{l}-\rho_{g}\right) g}{\rho_{l}\left|\mathbf{u}_{\infty}\right|^{2}} \tag{2.10}
\end{equation*}
$$

The aim of this chapter is to give a comprehensive description of the drag coefficient of single bubbles rising in non-Newtonian power-law fluids. Thus, the starting point is the adoption of the drag correlation obtained by Dijkhuizen et al. [6]. In particular, Dijkhuizen et al. [6] described the drag coefficient as:

$$
\begin{equation*}
C_{D}=\sqrt{C_{D}(\mathrm{Re})^{2}+C_{D}(\mathrm{Eo})^{2}} \tag{2.11}
\end{equation*}
$$

where the Reynolds dependent part, as described by a correlation developed by Mei et al. [67], is used to model the frictional stress (for smaller spherical bubbles):

$$
\begin{equation*}
C_{D}(\mathrm{Re})=\frac{16}{\mathrm{Re}}\left(1+\frac{2}{1+\frac{16}{\mathrm{Re}}+\frac{3.315}{\mathrm{Re}}}\right) \tag{2.12}
\end{equation*}
$$

and the Eötvös dependent part, fitted by Dijkhuizen et al. [6], is used to model the form-drag (i.e. shape-induced, for large deformable bubbles):

$$
\begin{equation*}
C_{D}(\mathrm{Eo})=\frac{4 \mathrm{Eo}}{9.5+\mathrm{Eo}} \tag{2.13}
\end{equation*}
$$

This correlation achieves a smooth transition when shifting from spherical to deformed bubbles [6].

The Eötvös number can be easily calculated a priori, using physical properties and the bubble diameter:

$$
\begin{equation*}
\text { Eo }=\frac{g \Delta \rho d_{b}^{2}}{\sigma} \tag{2.14}
\end{equation*}
$$

However, the Reynolds number in Equation 2.12 depends amongst other parameters on the fluid viscosity (which depends on the local shear rate) and the bubble rise velocity $u_{b}$. The latter is obtained from the simulation as the time-averaged rate of displacement of the bubble
center of mass. The viscosity, in contrast, cannot be directly taken from the simulation results, as it is represented by a field, not by a single, well-defined value as in Newtonian fluids. Instead, the definition for the generalized Reynolds number for power-law fluids, as introduced by Chhabra [68], is used in this work:

$$
\begin{equation*}
\operatorname{Re}^{*}=\frac{\rho u_{b}^{2-n} d_{b}^{n}}{K} \tag{2.15}
\end{equation*}
$$

The rationale behind this choice is that the physics determining the drag coefficient is not altered by the fluid rheology (as for instance with contaminated fluids) but can rather be captured by the changing apparent viscosity in a similar way as for Newtonian liquids, thus using the modified Reynolds number given in Equation 2.15. This has been demonstrated for spheres in shear-thinning liquids by Chhabra [57].

### 2.3 Verification

The used Front-Tracking model has been thoroughly validated before by Dijkhuizen et al. [6] and Roghair et al. [7] for a wide range of Newtonian liquids and bubble sizes. In this chapter the model verification focuses on the implementation of the non-Newtonian truncated power-law viscosity model and on the grid convergence study.

To verify the correct implementation of the viscosity model, a simple test case is represented by a single phase unidirectional pressure-driven flow between two parallel plates, separated by a distance $2 L$ in the $y$ direction, orthogonal to the flow direction $x$. Assuming that the only non-zero velocity component is $u_{x}(y)$, it is possible to analytically solve the Navier-Stokes equations (see Equations 2.1a and 2.1b) and obtain the stationary fully developed velocity profile as:

$$
\begin{align*}
u_{x}(y) & =L \frac{n}{n+1}\left(\frac{L}{K} \frac{\partial p}{\partial x}\right)^{1 / n}\left(1-\left|\frac{y}{L}\right|^{\frac{n+1}{n}}\right)  \tag{2.16}\\
& =u_{i n} \frac{2 n+1}{n+1}\left(1-\left|\frac{y}{L}\right|^{\frac{n+1}{n}}\right)
\end{align*}
$$

where $u_{i n}$ represents the inlet velocity, and $y$ the distance from the center of the channel in the positive or negative direction, as it is symmetric. For a liquid described with the truncated power-law viscosity model (Equation 2.8) three distinct regions can be identified:

- a Newtonian region close to the walls (maximum shear)
- a power-law region in between
- a Newtonian region close to the center (no shear)

Since the $\dot{\gamma}$ limits are selected as broad as possible, the two Newtonian regions are reduced to a very small region of the domain, so that it is possible to assume that the power-law model holds throughout the entire domain.

The simulations have been carried out with a rectangular domain where the distance between the plates $(12 \mathrm{~mm})$ is much smaller than in both other directions $(50 \mathrm{~cm})$. In the


Figure 2.3: Comparison of simulation results with their analytical solutions for the steadystate fully developed velocity profile of a 2D single phase non-Newtonian flow between two parallel plates for different power-law exponents (following the direction of the arrow: $n=0.2 ; 0.5 ; 0.8 ; 1 ; 1.2 ; 1.5 ; 1.8)$.

Table 2.2: Relative error between the numerical and analytical solutions of the velocity profile for a 2D single phase, non-Newtonian flow between two parallel plates.

| n | $\epsilon_{\text {rel }}$ |
| :---: | :---: |
| 0.2 | $0.36 \%$ |
| 0.5 | $0.13 \%$ |
| 0.8 | $0.11 \%$ |
| 1 | $0.10 \%$ |
| 1.2 | $0.10 \%$ |
| 1.5 | $0.10 \%$ |
| 1.8 | $0.10 \%$ |

$y$-direction (perpendicular to the direction of the flow) a number of 100 grid cells has been used. The two plates have a no slip boundary condition, while for the depth (the $z$-direction) a free slip boundary is applied. The other simulations parameters are: a time step of $10^{-2} \mathrm{~s}$, an inlet velocity of $u_{\text {in }}=0.01 \mathrm{~m} \mathrm{~s}^{-1}$, a fluid density of $1000 \mathrm{~kg} / \mathrm{m}^{3}$ and a consistency index $K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$ ).

Several flow behaviour indices have been tested, including a fully Newtonian case for completeness. The results of the validation are shown in Figure 2.3. The relative error has been calculated as in Equation 2.17 for all the cases, and is given in Table 2.2.

$$
\begin{equation*}
\epsilon_{\text {rel }}=\frac{\left\|\mathbf{u}_{x}-\mathbf{u}_{x}^{\text {analytical }}\right\|_{2}}{\left\|\mathbf{u}_{x}^{\text {analytical }}\right\|_{2}} \tag{2.17}
\end{equation*}
$$

Note that the relative error here is always a positive value, while the relative error in the next sections is calculated without the norm to show the sign of the deviations. The simulation results match very well with the analytical solutions, with a maximal error of only $0.36 \%$, thus confirming the correct implementation of the viscosity model and the validity of the power-


Figure 2.4: Rising velocity of a 4 mm bubble rising in a shear-thinning $n=0.5$ fluid. (a) Constant bubble to domain ratio (1:5) and (b) Varying domain and bubble size
law regime in the whole domain. It is important to mention that the grid used for the actual rising bubble simulations is twice as refined in all directions, in order to accurately capture all dynamic fluctuations in shear rates in the domain, which is one of the main outcomes of the grid dependency study presented below.

### 2.3.1 Grid dependency

The dependency of the terminal rise velocity of a bubble on the resolution of both the computational domain and the bubble itself has been studied. In the grid-dependency investigation by Dijkhuizen et al. [6] for bubbles rising in viscous liquids, the minimally required domain-to-bubble ratio was determined to be 10 , in order to adequately resolve both the bubble motion and the profiles in the domain with sufficient detail; in smaller domain sizes the hydrodynamics is not adequately captured.

To show the effect of the grid resolution, a grid convergence study has been performed using a 4 mm bubble in a Newtonian, a shear-thinning and a shear-thickening liquid with a consistency index $K=10^{-3} \mathrm{Pas}^{n}$. The bubble is wobbling in both the Newtonian and shear-thinning liquids and thus indicates the minimum number of grid cells required in a bubble diameter to fully capture the dynamic motion of the gas-liquid interface. For the shear-thickening case, the bubble interface is much less dynamic, as the bubble interface remains nearly or completely spherical while rising, and shows strong similarities to the highviscosity simulations by Dijkhuizen et al. [6], giving information on the domain-to-bubble ratio.

In such case, both the shear-thinning and the Newtonian bubbles show oscillations in the rise velocity, as a consequence of the wobbling behaviour. In Figure 2.4a, an increasing bubble resolution shows a large difference in the rising velocity profile of the bubble. Indeed,

Table 2.3: Terminal velocity for a 4 mm bubble for different flow behaviour indices $n$ at different grid resolutions.

| $n$ | $d_{b}$ | domain $^{3}$ | $u_{t, \text { simulated }}\left[\mathrm{m} \mathrm{s}^{-1}\right]$ |
| :---: | :---: | :---: | :---: |
| 0.5 | 10 | 50 | 0.2647 |
|  | 10 | 100 | 0.2709 |
|  | 20 | 100 | 0.2744 |
|  | 20 | 200 | 0.2757 |
|  | 10 | 50 | 0.2743 |
|  | 10 | 100 | 0.2770 |
|  | 20 | 100 | 0.2784 |
|  | 20 | 200 | 0.2818 |
| 1.5 | 10 | 50 | 0.2405 |
|  | 10 | 100 | 0.2456 |
|  | 20 | 100 | 0.2460 |
|  | 20 | 200 | 0.2509 |

a bubble resolution of at least 20 grid nodes is required to adequately capture the amplitude of the oscillations.

Moreover, from Figure 2.4b it is visible that the domain size influences the simulation as well. Indeed, the $100 \times 100 \times 100$ grid cells case is not enough to accurately represent the system, especially for more viscous cases where Dijkhuizen et al. [6] showed that a bubble-to-domain ratio of 10 is required. Despite the differences, Table 2.3 shows that the average terminal velocities are, in all cases, similar with minor deviations between all the different cases, even with a relatively low resolution.

To conclude, to be able to capture both the bubble dynamics and the domain profiles with sufficient detail, a grid of $200 \times 200 \times 200$ with a bubble diameter of 20 grid elements has been selected. A further refinement to the grid has been deemed unnecessary in view of the extensive computational effort already required compared to the expected gain in resolution.

### 2.4 Results

With the verified Front-Tracking model, single bubbles rising in various shear-thinning and shear-thickening fluids showing a power-law rheology have been simulated. First, the analysis focuses on the effects of the non-Newtonian viscosity profiles on the bubble shape, while the second part will discuss their rise velocity and drag coefficient.

### 2.4.1 Numerical setup

As mentioned before, the simulation domain is a cube with $200 \times 200 \times 200$ grid cells. A triangulated mesh of a spherical bubble (with a bubble diameter-to-grid ratio of 20) is placed inside the domain, initialized with zero velocity, with its center at a vertical position of $60 \%$ of the domain height. This position allows the bubble wake to be completely resolved, while the velocity field at the top of the domain above the bubble remains quiescent.

With the selected time step of $1 \times 10^{-5} \mathrm{~s}$ sufficient temporal resolution is achieved and the simulation is continued for 1 s simulation time, in order to obtain a pseudo-steady state,
also for the larger bubbles that are known to oscillate during their rise. An initial transient period of 0.2 s is discarded for the time-averaging to determine the terminal velocity of the bubble and the drag coefficient, as described in more detail in Section 2.2.5. An overview of the selected numerical settings is provided in Table 2.5.

The default physical properties are chosen to represent the air-water system for the Newtonian cases (see Table 2.4), while the apparent viscosity is described with the power-law model given by Equation 2.8. Simulations have been performed for different values for the exponent $n$ and for different bubble diameters, as detailed in Table 2.6, while for all the selected bubble diameters three different consistency indices $K(1,10$ and 100 times the one of water) have been chosen. For these cases, also the viscosity limits, described in Equation 2.8, have been increased by one or two orders of magnitude, accordingly. For all the cases, simulations with $n=0.5,0.8,1,1.2$ and 1.5 have been performed.

Table 2.4: Physical properties of the air-water system.

| Property | Symbol | Value |
| :--- | :---: | :---: |
| Gas density | $\rho_{g}$ | $1.25 \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Gas viscosity | $\mu_{g}$ | $1.8 \times 10^{-5} \mathrm{~Pa} \mathrm{~s}$ |
| Liquid density | $\rho_{l}$ | $1000 \mathrm{~kg} \mathrm{~m}^{-3}$ |
| Surface tension | $\sigma$ | $0.073 \mathrm{~N} \mathrm{~m}^{-1}$ |

Table 2.5: Overview of the numerical setup.

| Setting | Value |
| :--- | :---: |
| Eulerian grid | $200 \times 200 \times 200$ |
| Domain size/bubble diameter | 10 |
| Bubble diameter/grid ratio | 20 |
| Time step | $1 \times 10^{-5} \mathrm{~s}$ |
| Total simulation time | 1 s |

Table 2.6: Settings used in the different simulation cases.

| Case | $\mathrm{d}_{b}[\mathrm{~mm}]$ | $K\left[\mathrm{mPa} \mathrm{s}^{n}\right]^{*}$ | Eo $[-]$ | $\mathrm{n}[-]$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 4.0 |  | 2.15 |  |
| 2 | 0.5 | $1 ; 10 ; 100$ | $3.35 \times 10^{-2}$ | $0.5 ; 0.8 ; 1 ; 1.2 ; 1.5$ |
| 3 | 2.0 |  | 0.54 |  |
| * Different viscosity limits, see Table 2.1 |  |  |  |  |

### 2.4.2 Viscosity profiles and bubble shape

The non-Newtonian behaviour of the continuous phase has a large influence on the bubble shape, as well as on the bubble behaviour. In Figure 2.5 and Figure 2.6, snapshots of the bubble for the different cases are shown together with the apparent viscosity profiles and shear rate profiles (namely $\dot{\gamma}$ ). It is possible to immediately recognize the direct correspondence


Figure 2.5: Apparent viscosity profiles at 1 s of simulation time around a (a,b,c) 4 mm ; (d,e,f) 2 mm ; (g,h,i) 0.5 mm bubble in three different fluids: left shear-thinning, middle Newtonian and right shear-thickening. The colors range from lower (blue) to higher viscosity (red).


Figure 2.6: Profiles of the shear rate $(\dot{\gamma})$ at 1 s of simulation time around a (a,b,c) 4 mm ; (d,e,f) 2 mm ; (g,h,i) 0.5 mm bubble in three different fluids: left shear-thinning, middle Newtonian and right shear-thickening. The colors range from lower (blue) to higher shear rates (red).
between the magnitude of the shear rate and the apparent viscosity. For instance, Figure 2.5a and Figure 2.6a show a complementary image of the shear rate profiles and the apparent viscosity. The bubble is clearly rising in a meandering motion, as noticeable from the wake. In all cases, the front and wake of the bubble are the regions of higher shear, meaning lower or higher viscosity depending on the type of fluid. Interestingly, the 2 mm bubble of Figure 2.6d is wobbling, as clearly visible from the wake shape, but does not meander as much as the 4 mm bubble.

To characterize the shape of the bubble, it is possible to use the bubble aspect ratio $E$ :

$$
\begin{equation*}
E=\frac{d_{z}}{\sqrt{d_{x} d_{y}}} \tag{2.18}
\end{equation*}
$$

The bubble aspect ratio for all the different cases is shown in Figure 2.7. As expected, in all the shear-thickening cases the bubble shape becomes more spherical as a consequence of the increased viscosity in the fluid immediately surrounding the bubble.

The bubble trajectory is strongly affected by the non-Newtonian behaviour of the fluid: for the 4 mm case, the Newtonian fluid exhibits a meandering and wobbling bubble, whereas for the shear-thickening non-Newtonian cases the same bubble is rising in a straight line, as shown in Figure 2.8. This is similar to a bubble rising in a more viscous fluid. The viscosity is mainly affected at the bubble front (where there is a highly shear-thickening region) and then the liquid passes the bubble forming a higher viscosity tail in the wake. Since the larger bubble rises faster, the viscosity reaches a higher maximum value in front of the bubble, while the viscosity is affected in a larger part of the domain for the smaller 0.5 mm bubble.

When inspecting the shear-thinning cases, it is possible to observe that the bubble sphericity has somewhat decreased (see Figure 2.7). The meandering 4 mm bubble maintains this


Figure 2.7: Bubble aspect ratio $E$ as a function of the exponent $n$ for all the different cases performed.


Figure 2.8: Comparison of the Newtonian and shear-thickening cases for a 4 mm bubble. (a,b), rising patterns. (c,d), viscosity profiles. The colors range from lower viscosity (blue) to higher viscosity (red).
behaviour and this is also visible in the viscosity profile which follows the bubble pattern. In all three shear-thinning cases displayed in Figure 2.5, two higher viscosity regions can be observed at the walls (as also observed before by Ohta et al. [49]). Interestingly, unlike the shear-thickening case, the regions with a higher viscosity are located at the walls, while regions of lower viscosity are in front of the bubble and in the wake, which follows the meandering path of the bubble for the 4 mm case. Same as before, the 4 mm bubble rises faster, and therefore the viscosity reaches higher (and lower) values due to larger velocity gradients.

The quantification of these effects on the drag coefficient is discussed in the next section.

### 2.4.3 Drag coefficient

From the Front-Tracking simulations, the time-averaged terminal rise velocity (and thus the drag coefficient) of a single rising bubble is directly available as part of the solution. The computed time-averaged terminal rise velocity is compared with the terminal velocity $u_{t}\left(\mathrm{Re}^{*}, \mathrm{Eo}\right)$ calculated using the drag coefficient detailed in Section 2.2.5, which is a function of the modified Reynolds number ( $\mathrm{Re}^{*}$ ) given by Equation 2.15. In Figure 2.9, the terminal velocity of a 4 mm bubble rising in fluids with different flow behaviour index $n$ and consistency index $K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$ is shown. For this case with a relatively large Eo number ( $\mathrm{Eo}=2.15$ ), the terminal velocity (directly related with the drag coefficient) does not significantly depend on the power-law exponent, because form-drag (viscosity independent) dominates. Only for the case with the highest value for the power-law exponent investigated, viz. $n=1.5$, the


Figure 2.9: Terminal velocity of a 4 mm bubble as a function of the non-Newtonian exponent $n$ for a consistency index $K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$.


Figure 2.10: Terminal velocity of a 4 mm bubble as a function of the non-Newtonian exponent $n$ for different consistency indices: (a) $K=10^{-2} \mathrm{~Pa} \mathrm{~s}^{n}$ and (b) $K=10^{-1} \mathrm{Pas}^{n}$.
terminal velocity slightly decreases, corresponding to the results of a very shear-thickening liquid. This is due to the higher viscosity, which reduces the Re number slightly and increases the bubble sphericity, causing a small deviation from the drag coefficient expected for a Newtonian fluid, also shown in the figure. Clearly, the correlation is able to predict the terminal rise velocity well and matches the computed Front-Tracking terminal velocity within a $20 \%$ deviation margin. When the consistency index $K$ is increased by one or two orders of magnitude (see Figure 2.10a and Figure 2.10b), the effect of the highly shear-thickening regime becomes much more pronounced, starting to decrease the terminal velocity of the bubble even more as a consequence of the high viscosity around the bubble itself. The correlation using the modified Reynolds number is still able to predict the bubble terminal
velocity reasonably well, with deviations within $20 \%$.


Figure 2.11: Terminal velocity of a 0.5 mm bubble as a function of the non-Newtonian exponent $n$ for consistency index $K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$.


Figure 2.12: Terminal velocity of a 0.5 mm bubble as a function of the non-Newtonian exponent $n$ for different consistency indices: (a) $K=10^{-2} \mathrm{~Pa} \mathrm{~s}^{n}$ and (b) $K=10^{-1} \mathrm{~Pa} \mathrm{~s}^{n}$.

For smaller bubbles, the Reynolds number decreases, increasing the contribution of the Reynolds dependent part of the drag on the total drag coefficient. For a 0.5 mm bubble a similar dependency of the terminal velocities on the flow behaviour index is found, as shown in Figure 2.11: for exponent values above $n=1$, the drag coefficient increases drastically, decreasing the terminal velocity of the bubble.

However, despite the similarities in the overall behaviour, there is a large deviation observed between the simulation result and the prediction by the drag correlation based on the modified Reynolds number for the shear-thinning region for small bubbles, where for


Figure 2.13: Highlight of a 0.5 mm bubble rising in a fluids with a non-Newtonian exponent $n=0.5$ and a consistency index $K=10^{-3} \mathrm{Pas}^{n}$. On the left, velocity profile. On the right, viscosity profile.


Figure 2.14: Parity plot of all simulation cases showing the calculated vs simulated terminal velocities. The dashed lines represent the $\pm 20 \%$ deviation margin.
$n=0.5$ the error is approximately $87 \%$. This indicates that the correlation is not able to fully describe the drag force in this regime.

First of all, the shape of the bubble is changing from spherical (aspect ratio of 1 for $n=1$ ) to slightly ellipsoidal (aspect ratio of 0.9 , see Figure 2.5 g ). In addition to the shape change, the bubble starts to slightly rise in a meandering motion, as visible in Figure 2.13. The cause for the large deviation between the terminal velocity computed with the Front-Tracking model and the velocity predicted by the drag closure is that for a bubble of this size rising in


Figure 2.15: Drag coefficient as a function of $\mathrm{Re}^{*}$ for different bubble sizes. Comparison of simulation results and correlation.

* The new fit corresponds to $C_{D}(\mathrm{Eo})=\frac{4 \mathrm{Eo}}{9.5+\mathrm{Eo}}+\frac{1.65 \times 10^{-3}}{\mathrm{Eo}}$, as suggestion for a better fit.
a Newtonian fluid, the drag on the bubble is dominated by frictional stresses. For the case of a Newtonian fluid, the bubble shape is spherical in this regime and the drag coefficient is dominated by the Reynolds-depending part, which is given by the correlation of Mei et al. [67]. This means that the Eo-dependent part of Equation 2.11 is completely negligible, but in the simulation it is not. Indeed, the correlation from Mei et al. [67] does not account for wake dynamics and shape deformations, and the Eo-dependent part (Equation 2.13) was never fitted for bubbles of this size. Because also small bubbles in shear-thinning fluids experience large shape deformations, the application of the closure from Dijkhuizen et al. [6], based on the correlation by Mei et al. [67] for the Reynolds-depending part, will result in a large deviation in the estimation of the terminal velocity. Indeed, for the same bubble diameter rising in more viscous fluids (with a consistency index $K$ higher by one and two order of magnitudes) a much better agreement with the correlation (see Figure 2.12) is obtained, where the deviation is again within $20 \%$ of deviation. This is consistent with the retained sphericity of the bubble in a more viscous environment. On the other hand, with a lower exponent $n=0.2$ for $K=10^{-2} \mathrm{~Pa} \mathrm{~s}^{n}$, the strong shear-thinning behaviour results again in large deviations in the estimation of the terminal velocity with a deviation of about $74 \%$ with an aspect ratio of the bubble of 0.91 . As a final remark, it needs to be underlined that this specific case describes an extreme type of power-law liquid. Indeed the fluid viscosity reached around the bubble is in the order of the gas viscosity, which would be extremely improbable in nature. More often, shear-thinning fluids present a higher $K$ value, see for instance Venneker et al. [69].

To conclude, a summary of the results is presented in Figure 2.14 and in Figure 2.15, where all the cases described in Table 2.6 are compared with the terminal velocity and drag coefficient obtained from the correlation of Dijkhuizen et al. [6] using the modified

Reynolds number. Here, is noticeable that the case with a bubble diameter of 0.5 mm falls outside the $20 \%$ deviation margin, while all the other cases, including the 2 mm bubble, are within $20 \%$ of deviation and the majority of occurrences ( $80 \%$ of the cases) lie within $10 \%$ of accuracy. The drag coefficient curve shows this as well, where the transition between frictional (Equation 2.12) and form-drag (Equation 2.13) is visible. This is captured very well for the higher Eo number bubbles (i.e. 2 mm and 4 mm ), while the transition is not captured well for the 0.5 mm bubble with $n=0.5$ and $K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$, as previously discussed. The Eötvös-dependent part of the drag correlation, given in Equation 2.13, can be easily adjusted to account for this case, for instance by adding $1.65 \times 10^{-3} /$ Eo. This will result in a better fit for the transition while marginally affecting higher Eo cases, as shown in Figure 2.15. It needs to be stressed to the reader that this is merely a suggestion on how to improve the fitting to include the missing point, because for a proper correction of the drag correlation many more points at different Eo numbers should be included.

### 2.5 Conclusions

With a simulation study using a Front-Tracking model, it is shown that non-Newtonian fluids drastically alter the bubble shape and rise velocity as a consequence of the developed viscosity profiles. Especially, large non-spherical bubbles become more spherical in shear-thickening fluids, while the opposite is true for small spherical bubbles in shear-thinning fluids. The drag relation proposed by Dijkhuizen et al. [6], and hereby adapted to use the modified Reynolds number ( $\mathrm{Re}^{*}$ ), is able to predict the drag coefficient and hence the terminal velocity for moderately non-Newtonian fluids (e.g. $0.5 \leq n \leq 1.5$ ) within $20 \%$ accuracy in most cases, excluding the case for very small bubbles rising in a strongly shear-thinning fluid with very low viscosity, viz. $d_{b}=0.5 \mathrm{~mm}, K=10^{-3} \mathrm{~Pa} \mathrm{~s}^{n}$ and $n=0.5$. In this case, the bubble aspect ratio differs strongly from unity and the bubble starts meandering. This behaviour is not accounted for in the drag correlation, as the Newtonian bubble is perfectly spherical and wake dynamics do not play a role. The rise velocity of the same bubble in more viscous fluids with a higher consistency index $K$ do retain their sphericity and do not meander, and the rise velocity is well predicted by the correlation within the $20 \%$ deviation margin.

Finally, this work should be further extended to investigate more complex types of fluids, including viscoelasticity and memory effects, and to include swarm effects, ultimately giving the possibility to develop a complete drag closure for unresolved models for all types of fluids.

# Hybrid DBM-FT approach for bubbly flows 

WITH A FREE SURFACE *

The Discrete Bubble Model (DBM), a meso-scale Computational Fluid Dynamics model, allows describing the motion of relatively large swarms of bubbles and can be used to obtain relevant information on the effect of bubble interactions on the large-scale motion of bubbly flows. In such models, the free surface dynamics are rarely accurately tracked, ranging from being neglected in most in-house codes to being described with a diffuse interface in available commercial software. Generally, the inherent assumption is that the interface dynamics does not influence the flow field, except for the close vicinity of the free surface. However, in particular cases, as for instance when dealing with flat columns or shallow volumes, an accurate description of the free surface is needed to avoid instabilities. For these reasons, a Front-Tracking-based free surface has been implemented in an in-house Euler-Lagrange model. The free surface consists of tracer points connected in a triangular mesh. Remeshing procedures have been implemented to maintain a high mesh quality. In this work, the free surface has been carefully validated with synthetic and benchmark test cases, as the filling of a tank, lid driven cavity flow and Rayleigh-Taylor instabilities. In addition, the free surface has been validated with multiphase experimental results of Deen (2001) and with an EulerLagrange model without the free surface, to understand the influence of the free surface on the bubble column dynamics.

[^2]
### 3.1 Introduction

In the past decades, Computational Fluid Dynamics (CFD) have been extensively applied as a tool to complement experiments in the investigation of the complex interactions between hydrodynamics, mass and heat transfer in bubbly flows and gain better fundamental insights (see recent advancements for instance in Shi and Rzehak [72], Kannan et al. [73] and Gemello et al. [74]). The multi-scale modeling framework has often been applied in literature [3, 4, 5] (see Figure 3.1). In such framework, detailed numerical models (often extremely limited by long computational times) are used to improve higher scale, coarser models (suited for larger scale) such as the meso-scale Euler-Lagrange or the large-scale Euler-Euler model. Euler-Lagrange models, although limited to the meso-scale, have the advantage of providing details on bubbles as part of their solution, rather than average properties as in Euler-Euler models.

Often, the top gas-liquid interface of such models is approximated with a fictitious boundary condition or a buffer zone technique [75, 76, 77, 78]. More recently, Darmana et al. [ 8,79 ] used an Euler-Lagrange Discrete Bubble Model (DBM) to simulate chemisorption of carbon dioxide in a sodium hydroxide aqueous solution. In their model, the applied boundary condition at the top of the domain consisted of a free-slip surface for the liquid and degassing for the discrete bubbles. In addition, four symmetrical openings on the side of the column, close to the top surface, were used as inflow/outflow channels for the liquid in order to compensate for volume changes due to the bubble injection guaranteeing stability of the system. Such treatments of the top gas-liquid interface may present unphysical liquid circulations and ignores the free surface dynamics [9].

For Euler-Euler models, Miao et al. [28] found that including a proper treatment of the top gas-liquid interface results in an improvement of the model predictions compared to a degassing condition. Their work relied on a two-fluid model included in the commercial software package CFX.

The top free surface is thus an, often neglected, important boundary condition to be considered. Perhaps the easiest way to include it in Euler-Euler and Euler-Lagrange models is through a Volume of Fluid (VOF) method [80] or its variations. Many commercially available CFD packages include a VOF model, as for instance shown by OpenFOAM's interFoam solver [29]. Deshpande et al. [29] analyzed the performance of this software, which uses an interfacial compression term to reduce numerical diffusion at the interface, showing an acceptable advection error and good capturing of the physics, but a rather worse performance compared to interface reconstruction methods, with the net advantage of faster computational times. Asad et al. [81] coupled a Discrete Bubble Model with VOF in OpenFOAM as well, again using interface compression to reduce the smearing of the interface.

While diffuse and compressed interfaces represent a computationally advantageous choice, they suffer from numerical diffusion resulting in the smearing of the interface over the computational cells, which can be reduced with better numerical methods or finer grids [82]. Interface reconstruction methods, for instance the Piecewise-Linear Interface Construction (PLIC) method presented in Youngs [30], result in a sharper description of the interface but at the cost of higher computational times and more complex three-dimensional algorithms. The commercial package ANSYS FLUENT includes a version of the PLIC method to simulate a sharp interface integrated with the Euler-Euler or Euler-Lagrange models. Li et al. [31], Li


Figure 3.1: Multi-scale modeling strategy for bubbly flows, depicting a Front-Tracking model (Direct Numerical Simulations), a Discrete Bubble Model (Euler-Lagrange) and a Two-Fluid model (Euler-Euler). Adapted from Lau et al. [5].
and Li [32] and Li et al. [33] used it to simulate the bubble-liquid-slag-air four-phase flow in ladle for metallurgy processes. Their model uses a discrete-continuum transition algorithm for large bubbles, to transition DBM bubbles to the VOF framework when they become large. Outside commercial software packages, Jain et al. [9] implemented the VOF model of van Sint Annaland et al. [83] in the in-house Discrete Bubble Model of Darmana et al. [8], with good predictions of the overall liquid and bubble dynamics but with the drawback of numerical instabilities requiring the removal of bubbles two computational cells before the interface, causing a small volume loss. Such loss has limited impact on the hydrodynamics and was considered negligible. Their method, however, dismisses the bubble's arrival at the free surface, arguably the most dynamic part of the process.

In this chapter, a novel approach to the description of the top free surface is presented. A Front-Tracking method $[62,61]$ is applied for the first time to capture the sharp gas-liquid top interface of the Euler-Lagrange Discrete Bubble Model of Darmana et al. [8]. This hybrid Discrete Bubble Model-Front-Tracking (DBM-FT) method presents several advantages: i) a sharp interface without numerical diffusion at any grid resolution ii) a special treatment of the density allows for the removal of bubbles when they reach the surface without instabilities and iii) does not present numerical coalescence, allowing for possible inclusion of more complex bubble-surface interactions (e.g. foaming) in the future.

The chapter is structured as follows: first the hybrid DBM-FT model is described. Subsequently, a comprehensive validation with a variety of test cases is presented. To conclude, the model is validated with experimental data by Deen [71].

### 3.2 Model description

The hybrid Discrete Bubble Model-Front-Tracking (DBM-FT) consists of an Euler-Lagrange type of model (DBM) where the top gas-liquid free surface is described using a Front-Tracking
(FT) technique. The fundamentals of both models can be found in the works of Delnoij et al. [14], Darmana et al. [8], Lau et al. [15] and Battistella et al. [84] for the DBM and in Dijkhuizen et al. [62], Baltussen et al. [58, 59] and Roghair et al. [7, 60, 61] for the FT.

In the following sections, the model will be described with a particular focus on the integration of the Discrete Bubble Model and Front-Tracking. The reader is referred to the aforementioned papers for additional details on the individual models.

### 3.2.1 Continuous phase hydrodynamics

The liquid phase and the top gas cap are treated as a single phase, hereby referred to as the continuous phase (hereafter found with subscript $c$ ), using a one-fluid approach. With this approach, a three-phase system (viz. liquid, gas cap and discrete gas bubbles) can be reduced to a two-phase Euler-Lagrangian system. The continuous phase hydrodynamics is thus described by the incompressible volume-averaged Navier-Stokes equations:

$$
\begin{gather*}
\frac{\partial \alpha_{c}}{\partial t}+\nabla \cdot \alpha_{c} \mathbf{u}=0  \tag{3.1a}\\
\rho_{c}\left[\frac{\partial}{\partial t}\left(\alpha_{c} \mathbf{u}\right)+\nabla \cdot\left(\alpha_{c} \mathbf{u u}\right)\right]=-\alpha_{c} \nabla p+\alpha_{c} \rho_{c} \mathbf{g}+\nabla \cdot \alpha_{c} \boldsymbol{\tau}_{c}+\boldsymbol{\Phi}+\mathbf{F}_{\sigma} \tag{3.1b}
\end{gather*}
$$

where $\mathbf{u}$ is the continuous phase velocity, $\alpha_{c}$ represents the continuous phase fraction ( $1-\alpha_{b}$ where $\alpha_{b}$ is the discrete bubble fraction), $p$ is the pressure field, $\boldsymbol{\tau}_{c}$ stands for the stress tensor, $\boldsymbol{\Phi}$ denotes the momentum coupling between the fluid and the discrete bubbles and, to conclude, $\mathbf{F}_{\sigma}$ is a force representing surface tension at the gas-liquid interface. This set of equations is discretized using finite differences and solved on a three dimensional staggered Eulerian grid.

While the velocity field is continuous across the gas-liquid interface, the shear stresses and pressure are not, and a jump condition has to be provided, to properly couple the pressure jump with surface tension at the interface [62]:

$$
\begin{equation*}
\left[-p \mathbf{I}-\boldsymbol{\tau}_{c}\right] \cdot \mathbf{n}=\mathbf{F}_{\sigma} \cdot \mathbf{n} \tag{3.2}
\end{equation*}
$$

where $\mathbf{n}$ represents the normal vector to the interface. It is important to note that the phase properties, such as density and viscosity, are also discontinuous at the interface. The pressure jump condition and phase properties will be described further in the following sections.

In Equation 3.1b and 3.2, the stress tensor, for a Newtonian fluid, is described as:

$$
\begin{equation*}
\boldsymbol{\tau}_{c}=-\mu_{c, \text { eff }}\left[\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}-\frac{2}{3} \mathbf{I}(\nabla \cdot \mathbf{u})\right] \tag{3.3}
\end{equation*}
$$

The effective viscosity $\mu_{c, \text { eff }}$ is calculated using the LES sub-grid scale turbulent viscosity model of Vreman [85]:

$$
\begin{gather*}
\mu_{c, \text { eff }}=\mu_{c}+\mu_{T}  \tag{3.4a}\\
\mu_{T}=2.5 \rho_{c} C_{S}^{2} \sqrt{\frac{B_{\beta}}{\alpha_{i j} \alpha_{i j}}} \tag{3.4b}
\end{gather*}
$$

where $\alpha_{i j}=\partial u_{j} / \partial x_{i}, B_{\beta}=\beta_{11} \beta_{22}-\beta_{12}^{2}+\beta_{11} \beta_{33}-\beta_{13}^{2}+\beta_{22} \beta_{33}-\beta_{23}^{2}$ and $\beta_{i j}=\Delta_{m}^{2} \alpha_{m i} \alpha_{m j}$. The constant $C_{S}$ represents the Smagorinsky constant and is set to a value of 0.1 , while $\Delta_{i}$ is the filter width in the $i$ direction [84].

### 3.2.2 Free surface

The Front-Tracking method is used to model the gas-liquid free surface between the liquid bulk and the gas cap. The free surface is described as an unstructured mesh consisting of Lagrangian marker points, connected to form triangular marker cells. Upon initialization, the marker points are distributed over the entire free surface, while imposing that the points at the outer edges of the mesh are exactly on the domain boundaries, which will act as anchor points. A description of the movement of wall markers will follow below. Each of the interior points is advected with a 4th order Runge-Kutta time stepping scheme in accordance with the local fluid velocity, interpolated using cubic splines [61].

## Remeshing operations

Since each marker point is advected individually, the configuration of the mesh changes over time, which will lead to a decrease in the mesh quality and resulting in overall stability and accuracy problems. The marker edges will grow too large or too short, or become otherwise unbalanced. To maintain a good interface mesh quality, to ensure conservation of the liquid volume and to enhance the model performance, (volume conservative) remeshing is an essential routine of the Front-Tracking technique. The most basic routines in remeshing are marker point addition (when an edge becomes too long) and marker point removal (when an edge becomes too short). Moreover, we have implemented an edge swapping routine (when it is more favorable to connect points perpendicularly), and a mesh smoothing routine [63] (simultaneous underrelaxed weighted Laplacian volume-conservative smoothing) which relocates all the interior points on the interface such that the marker cells become more equilateral while maintaining the intrinsic shape of the interface. A detailed description of the applied remeshing procedures can be found in Roghair et al. [60, 61]. The parameters controlling the remeshing operations are the minimum and maximum edge length, which are respectively 0.2 and 0.5 times the grid size.

## Wall markers

As mentioned before, the surface needs to be anchored at the walls. By definition, the interface cannot detach or cross the boundary walls. This, in combination with the no-slip boundary condition commonly employed at the walls for the continuos phase, leads to completely immobile points at the walls. As it is clear that this is non-physical as the interface could move along the wall, for instance in case of liquid filling or drainage of the column. To avoid the implementation of contact angle dynamics, considered as a subgrid scale phenomenon for the considered resolution, the smoothing operation described before takes care of the flattening of the interface at the walls, while keeping such points anchored at the wall.


Figure 3.2: Schematic depiction of the calculation of the surface tension force on the triangulated mesh. The figure indicates a marker $m$ and its direct neighbors $i \in\{a, b, c\}$ with their respective normals $\mathbf{n}_{m}, \mathbf{n}_{i} i \in\{a, b, c\}$ and their shared tangents $\mathbf{t}_{m, i} i \in\{a, b, c\}$. Adapted from Roghair et al. [61].

## Surface tension force

In Equation 3.1b, $\mathbf{F}_{\sigma}$ represents a force vector describing surface tension acting on the interface markers. It is possible to calculate the individual pull-force of marker $i$ acting on marker $m$, based on their normal and joint tangent vectors [3], as done in Equation 3.5 and shown in Figure 3.2:

$$
\begin{equation*}
\mathbf{F}_{\sigma, i \rightarrow m}=\sigma\left(\mathbf{t}_{m i} \times \mathbf{n}_{m i}\right) \tag{3.5}
\end{equation*}
$$

The total surface tension force on each marker $m$ is thus obtained by summing Equation 3.5 over all the neighboring markers ( $a, b$ and $c$ ), leading to a net inward force which opposes the pressure jump:

$$
\begin{equation*}
\mathbf{F}_{\sigma, m}=\frac{1}{2} \sum_{i=a, b, c} \mathbf{F}_{\sigma, i \rightarrow m} \tag{3.6}
\end{equation*}
$$

The force is then mapped to the Eulerian grid using a mass-weighing stencil as described by Deen et al. [3], modified to account for the local discrete phase bubble fraction:

$$
\begin{gather*}
\mathbf{F}_{\sigma}=\frac{\sum_{m} \alpha_{c} \rho_{c} D\left(\boldsymbol{x}-\boldsymbol{x}_{m}\right) \mathbf{F}_{\sigma, m}}{\sum_{m} \alpha_{c} \rho_{c} D\left(\boldsymbol{x}-\boldsymbol{x}_{m}\right)}  \tag{3.7a}\\
D(\mathbf{r})=d_{x}\left(r_{x}\right) d_{y}\left(r_{y}\right) d_{z}\left(r_{z}\right)  \tag{3.7b}\\
d_{x}\left(r_{x}\right)= \begin{cases}1-\frac{\left|r_{x}\right|}{h} & \text { if }\left|r_{x}\right| \leq h \\
0 & \text { if }\left|r_{x}\right| \leq h\end{cases} \tag{3.7c}
\end{gather*}
$$

## Phase fraction and physical properties

The one-fluid approach uses a phase fraction, hereby referred to as $H_{c}$, which varies between 0 (continuous gas phase, or in other words the gas on top of the surface) or 1 (continuous liquid phase), to calculate macroscopic physical properties such as density and viscosity in a Eulerian cell. The position of the interface is known exactly, by means of the markers, thus allowing to compute geometrically the phase fraction in each computational cell, following the procedure depicted in Dijkhuizen et al. [62].

Once the phase fraction is known, we calculate the density by weighted averaging and the kinematic viscosity by harmonic averaging [66] in each cell:

$$
\begin{align*}
& \rho_{c}=H_{c} \rho_{l}+\left(1-H_{c}\right) \rho_{g}  \tag{3.8a}\\
& \frac{\rho_{c}}{\mu_{c}}=H_{c} \frac{\rho_{l}}{\mu_{l}}+\left(1-H_{c}\right) \frac{\rho_{g}}{\mu_{g}} \tag{3.8b}
\end{align*}
$$

One particular problem arises with the interpolation of the continuous phase density at the cell phases. Indeed, due to the staggered grid, in the discretization of convective fluxes it is necessary to interpolate cell-centered macroscopic properties (including density) to the computational cell faces. Standard CFD algorithms make typically use of interpolation (often linear) from the cell centered densities. Due to the free surface and the large density difference between the gas and liquid, this leads in certain cases to the pressure gradient being smeared over the rather sharp density gradient, leading to spurious high-pressure regions just above the surface, resulting in turn in a discontinuous velocity field, especially for cells with a very low phase fraction $H_{c}$.

To avoid this problem, the density field is not interpolated at the top and bottom cell faces. Instead, the phase fraction is calculated exactly by shifting the reference frame by half the cell in the z-direction, thus allowing to calculate the density at the face without interpolation using Equation 3.8a (see Figure 3.3). Since this is an expensive procedure in terms of computational cost, it is performed only in the z -direction, which is the same direction of gravity. This could theoretically be a possible source of instabilities in the computation in the presence of an extremely deformed surface, but such problems were never encountered in the course of this work, even with very wavy surfaces.

### 3.2.3 Discrete bubbles

The remaining phase is represented by the discrete gas bubbles rising in the liquid (hereafter subscripted with $b$ ). Each of the bubbles is tracked in a Lagrangian fashion using Newton's laws of motion, described in Equation 3.9a:

$$
\begin{align*}
\rho_{b} V_{b} \frac{d \mathbf{v}}{d t} & =\sum \mathbf{F}  \tag{3.9a}\\
\frac{d \mathbf{x}_{b}}{d t} & =\mathbf{v} \tag{3.9b}
\end{align*}
$$

where $\mathbf{v}$ represents the bubble velocity and $\mathbf{x}_{b}$ its position. Equation 3.9 a needs to be closed with a description of the sum of the forces acting on the bubble, which is given in Equation 3.10


Figure 3.3: Schematic depiction of the density calculation at the cell face $\left(\rho_{i+1 / 2}\right)$. The density can be obtained from: a) linear interpolation of $\rho_{i}$ and $\rho_{i+1}$ (classical method) or b) staggering of the grid by half a cell in the z-direction to calculate the density at the new cell center, located on the face of the computational cell (new method).
accounting for buoyancy, drag (including swarm effects) [6, 7], lift [86], virtual mass [87] and wall-interactions [88].

$$
\begin{equation*}
\sum \mathbf{F}=\mathbf{F}_{G}+\mathbf{F}_{P}+\mathbf{F}_{D}+\mathbf{F}_{L}+\mathbf{F}_{V M}+\mathbf{F}_{W} \tag{3.10}
\end{equation*}
$$

An overview of the different closure relations is given in Table 3.1, as previously described by Lau et al. [15] and Battistella et al. [84].

## Bubble interactions

Due to the Lagrangian description of the gas bubbles, their individual positions and velocities are available at run time, resulting in the straightforward inclusion of binary collisions, coalescence and break-up. The hard-sphere model of Hoomans et al. [89], adapted by Delnoij et al. [14], is hereby applied to perform elastic collisions between two bubbles or a bubble and a wall, in a event-based fashion. The neighbor list algorithm described by Darmana et al. [8] is employed to reduce the computational time.

Moreover, bubble coalescence is included when two bubbles are in contact for enough time for the thin liquid film in between them to drain. Several models are available in the literature. Similar to Lau et al. [15], in this work the film drainage model by Darmana et al. [8] is applied. If the drainage time criterium is met, the two bubbles will coalesce to form a larger bubble whose mass is equal to the sum of the two parents.
Table 3.1: Forces acting on a bubble.


In addition to coalescence, single bubbles can also break as a consequence of various factors, such as turbulent fluctuations, viscous shear stress, surface instabilities etc. [90]. The break-up model implemented in the DBM is based on the work of Lau et al. [15]: break-up occurs when the inertial forces acting on the bubble (causing deformations) are larger than the surface tension force. The break-up is considered binary, resulting in the formation of two daughter bubbles with a size taken from a U-shaped daughter size distribution. The largest of the two bubbles is assigned the parent's original position while the smaller is randomly placed around the other, at a distance of 1.1 times the sum of their radii, preventing overlap and immediate coalescence of the two daughter bubbles (see Lau et al. [15]).

## Bubble removal

Bubbles are removed as soon as they touch the interface. Jain et al. [9] found instabilities in the handling of bubbles too close to the top interface, forcing them to remove bubbles two cells below the surface. In this work, bubbles are removed when their center of mass crosses the upper boundary of the cell containing the interface. Indeed, the introduced numerical treatment of the continuous phase density, the mass weighing of the forces from the discrete to the continuous phase and the handling of the wall markers allow for the stable operation of the free surface and for the removal of bubbles as soon as they touch the interface, without instabilities. When bubbles are removed, the change in discrete phase fraction effectively causes liquid inflow from the surrounding cells resulting in a "pull down" of the free surface, to conserve the liquid mass. In addition, given that the objective is not to fully capture bubble-surface dynamics, a more detailed description of the bubble merging and popping with the top interface is not required. A more accurate model for such behaviour might be desired if foaming or complex interface dynamics are studied.

### 3.2.4 Numerical Implementation

The computational sequence for the DBM-FT model is shown in Figure 3.4. As shown in Figure 3.4, the bubble dynamics is solved first, followed by the interface advection and remeshing. The flow is solved last, using a second order Barton scheme for the convection terms [91]. The viscous stress tensor is treated explicitly, as well as the surface tension force and the inter-phase coupling, using a modified SIMPLE scheme. The discretized system of algebraic equations is then solved iteratively with a Preconditioned Conjugate Gradient method included in the scientific library PETSc [92, 93, 94], until the mass defect $\left(D_{f}\right)$ is below the selected tolerance $\left(10^{-13} \mathrm{~kg}\right)$.

## Two-way coupling

The two-way coupling between the Eulerian grid and the Lagrangian bubbles is performed through a clipped fourth-order polynomial mapping technique, following the work of Deen et al. [3]. An important issue with this method is that, when bubbles get close to the interface, a large force is mapped to the gas phase above the free surface, generating large pressure gradients and spurious currents, causing the interface to deform abruptly. A mass weighing concept, similar to the one applied for the surface tension force described in Section 3.2.2, is therefore added to the stencil derived by Deen et al. [3].


Figure 3.4: Order of operations for the DBM-FT model

In general, the Eulerian quantity $\Phi(j)$ at cell $j$ is calculated from the Lagrangian quantity $\phi(b)$ of all the bubbles in the mapping window $B$, by [5]:

$$
\begin{equation*}
\Phi(j)=\frac{1}{V_{\text {cell }}} \sum_{\forall b \in B} \phi(b) \int_{-n}^{+n} \int_{-n}^{+n} \int_{-n}^{+n} D\left(x-x_{b}\right) D\left(y-y_{b}\right) D\left(z-z_{b}\right) d x d y d z \tag{3.11}
\end{equation*}
$$

The weighing factor is thus described by (in the $x$ direction):

$$
\begin{align*}
& D\left(x-x_{b}\right)= \frac{15}{16} \frac{\rho_{c}}{\rho_{l}}\left[\frac{\left(x-x_{b}\right)^{4}}{n^{5}}-2 \frac{\left(x-x_{b}\right)^{2}}{n^{3}}+\frac{1}{n}\right] ;  \tag{3.12}\\
&-n \leq\left(x-x_{b}\right) \leq+n
\end{align*}
$$

where $x$ is the x-position of the Euler node, $x_{b}$ is the x-position of the bubble and $n$ is the so-called mapping window [5].

The mass weighing allows to avoid mapping too large forces to the top liquid interfaces, while at the same time conserving the traditional force mapping for bubbles fully immersed in the liquid phase.

### 3.3 Verification and validation

The DBM has been extensively validated in the past with experimental data, see for instance the work of Darmana et al. [8] and Lau et al. [15]. With the current implemented extensions, the newly added free surface has to be thoroughly validated as well.


Figure 3.5: (a) Dimensionless axial velocity profile: comparison between simulations and analytical solution. (b) Relative error.

### 3.3.1 Single phase flow

The flow solver has been modified since the work of Lau et al. [15]: i.e. the density has been taken out of the derivatives in Equation 3.1a and Equation 3.1b in view of the incompressibility of the liquid. As a consequence, the flow solver has to be verified again. The chosen verification case is laminar flow through a rectangular duct: a liquid with an inlet velocity of $0.1 \mathrm{~m} \mathrm{~s}^{-1}$ enters a $5 \times 5 \mathrm{~cm}$ column and flows for a length of 25 cm . The dimensionless axial velocity profile has an analytical solution, as described by Holmes and Vermeulen [95]:

$$
\begin{equation*}
\frac{u_{z}}{u_{z}^{\max }}=\frac{\sum_{k=1,3,5 \ldots}^{\infty}(-1)^{1 / 2(k-1)} k^{-3} \cos \left(\frac{1}{2} k \pi \zeta\right)\left\{1-\frac{\cosh \left(\frac{1}{2} k \pi \xi \frac{B}{H}\right)}{\cosh \left(\frac{1}{2} k \pi \frac{B}{H}\right)}\right\}}{\sum_{k=1,3,5 \ldots}^{\infty}(-1)^{1 / 2(k-1)} k^{-3}\left\{1-1 / \cosh \left(\frac{1}{2} k \pi \frac{B}{H}\right)\right\}} \tag{3.13}
\end{equation*}
$$

where $B$ and $H$ represent the breadth and height of the cross section (as mentioned, both $5 \mathrm{~cm}) . \zeta=2 y / H$ and $\xi=2 x / B$ represent the reduced position along the breadth and height of the cross section.

As can be discerned from Figure 3.5a, the simulation results for fully developed flow through a rectangular domain match very well with the analytical solution, at five different grid resolutions, namely 15 to 45 cells per side. In addition, the relative error for each $\zeta$ and $\xi$ positions is calculated as:

$$
\begin{equation*}
\varepsilon(\zeta, \xi)=\frac{u_{z}(\zeta, \xi)-u_{z, \text { analytical }}(\zeta, \xi)}{u_{z, \text { analytical }}(\zeta, \xi)} \tag{3.14}
\end{equation*}
$$

Since the axial velocity is normalized with the maximum velocity, the relative error is exactly zero at the center of the column. This is captured by Figure 3.5b. The relative error increases


Figure 3.6: Change of the liquid height over time for the filling and draining cases: comparison with the analytical solution
towards the edges, as expected, but remains nonetheless relatively small, within $5 \%$ even for the coarser resolution of only 15 cells. It is important to note that another source of error lays in the maximum velocity itself, which is not captured by the dimensionless velocity profile. This error was also calculated less than $5 \%$ for the 15 cells case. In addition, second order convergence was confirmed from the velocity profile calculations.

### 3.3.2 Free surface

With the verified flow solver, this section continues to verify the free surface implementation. Two verification cases are shown, in order to validate both the kinematic and dynamic conditions of the interface. In addition, a few stability tests of the interface are performed, together with a verification of the surface tension implementation.

## Kinematic condition

The kinematic condition specifies that the interface is sharp, meaning no flow crosses the free surface. An easy verification case is the filling or draining of a square column with a liquid in presence of a top gas layer. In the case of filling, liquid is injected from the entire bottom with a constant velocity $\left(0.1 \mathrm{~m} \mathrm{~s}^{-1}\right)$ and in the draining case liquid is removed with the same velocity, while gas enters/leaves the system from the top with a inflow/outflow boundary condition to compensate for the liquid height changes. As visible from Figure 3.6, the analytical solution is matched, confirming the correct kinematic behaviour.

## Dynamic condition

The dynamic condition ensures momentum is conserved at the free surface. In essence, tangential stresses are continuous while normal stresses are opposed by surface tension, as described by Equation 3.2. To validate the implementation of the jump condition, a lid driven cavity flow is studied.


Figure 3.7: Dimensionless velocity profile: comparison with the results from Ghia et al. [96].

Before entering the investigation of the two phase flow, a single phase case is verified. A pseudo 2D high resolution domain is compared to the 2D solution obtained by Ghia et al. [96]. The system height and width are equal (aspect ratio of 1) and the wall velocity corresponds to a Reynolds number of 400 , to ensure laminar flow. To obtain a pseudo 2D system, the boundary conditions are set to no-slip (zero velocity) for the bottom, left and right walls, imposed wall velocity at the top and free-slip at the front and back walls in order to mimic an infinitely deep domain.

As visible from Figure 3.7, the single-phase pseudo 2D case matches very well with the results presented by Ghia et al. [96].

The results are then expanded to a two phase case. In this case, two immiscible fluids with equal properties (viz. density, viscosity) are separated in the middle by an interface. Similarly to the previous single phase case, two walls (top and bottom) are moved with an equal and opposite velocity. The results from this simulation, presented in Figure 3.8b, are compared with two additional simulations: a case with a top and bottom moving lid and a solid wall in between (Figure 3.8a) and a case where there is no separation between the top and bottom lids (Figure 3.8c). Since the domain is relatively small with low velocities, surface tension dominates enough to maintain the interface between the fluids flat. As a consequence, the flow patterns of Figure 3.8 b should be identical to the ones of Figure 3.8a, with two clearly defined vortices and with flow in one fluid unaffected by the other fluid. This does not happen in Figure 3.8c, where the system is influenced by both walls and a completely different flow pattern occurs. Indeed, the results of case $b$ very well match the ones of case $a$, with minor differences due to the, unavoidable, small curvature of the interface.

## Rayleigh-Taylor instability

To provide insights in the stability and convergence of the implemented numerical methods, the case of Rayleigh-Taylor instability is investigated. Four different grid resolutions were used, as shown in Figure 3.9, all describing a domain of $15 \times 15 \times 30 \mathrm{~cm}$. The two fluids have a density ratio of 2 . As visible from Figure 3.9, all different grid resolutions are able to describe the vortex formation, although with clear differences in accuracy. Moreover, all runs


Figure 3.8: Velocity magnitude contours for fully developed flows: (a) two mirrored domains separated by a fixed wall (b) two immiscible fluids separated by an interface and (c) one single domain with one single fluid.


Figure 3.9: Rayleigh-Taylor instability at different grid resolutions. (a) Horizontal slice at the center of the domain; (b) diagonal slice corner to corner through the center of the domain. The numbers 1 to 4 represent increasing grid resolutions: (1) $30 \times 30 \times 60$; (2) $45 \times 45 \times 90$; (3) $60 \times 60 \times 120$; (4) $75 \times 75 \times 150$.


Figure 3.10: Effect of a single bubble on the free surface: frame 1) bubble approach, frame 2) bubble removal, frame 3-4) bubble wake rising, frame 5-6) interface relaxing.
were stable, although the resolution has a large impact on the performance. Interestingly, in Case 2 (visible especially in 2b) the interface does not create a vortex but rather a thin lip. The explanation is that this system is resolved enough to accurately capture the thin liquid finger visible in Case 3 and 4, but not enough to create a full vortex, instead letting the above liquid collapse onto itself. In addition, it is important to mention that a grid independent solution is not yet reached even with the finest grid. Nonetheless, such level of detail is not necessary for the purpose of this work, but rather it is possible to conclude that the interface is stable with significantly more complex shapes than what is expected of bubbly flows, for which the Front-Tracking method was originally conceived.

### 3.4 Results and discussion

The effect of the free surface on the system is now studied, first with single bubbles and subsequently with a multiphase disperse system.

### 3.4.1 Single bubble

A single bubble rising and colliding with the top interface is used in order to characterize the bubble-surface interactions and demonstrate the impact of the free surface on the flow. A small domain of $2.5 \times 2.5 \times 5 \mathrm{~cm}$ with a resolution of $30 \times 30 \times 60$ is used, and a train of bubbles with a diameter of 4 mm is injected in the center at the bottom, with sufficient time between injections to neglect interactions. For the free surface, an additional top gas section of 2.5 cm is added, meaning the column height becomes 7.5 cm .

## Surface deformation

The effect of a bubble approaching and rising through the free surface can be described in four distinct phases: 1) bubble approach, 2) bubble removal, 3) bubble wake, 4) relaxation, as shown in Figure 3.10. For the first step, as a consequence of the approaching bubble, the


Figure 3.11: Four subsequent snapshots showing the liquid velocity vectors during a bubble approach to the top and subsequent removal. a) classic DBM and b) hybrid DBM-FT.
surface starts to move and deform. The surface starts rising in the center, due to the fact that the approaching bubble displaces a certain amount of liquid. The deformation of the surface increases until the bubble is removed: then the interface is quickly pulled down (second frame of Figure 3.10). Right after, the wake of the bubble imposes an additional rising motion to the surface, imposing a second rise in the center of the surface. Once the wake passes, the interface starts showing waves towards the sides which finally tend to normalize and relax the surface.

## Bubble removal

The bubble removal (merging with the surface) has a net effect not only on the surface dynamics but also on the fluid velocity in the proximity of the merging location. With the original DBM boundary conditions, described for instance in Darmana et al. [8], the liquid
shows increased shear stresses at the top boundary, because the flow cannot cross it and is rather diverted to the sides, with a free-slip boundary and fictitious holes to permit fluid inflow/outflow and conserve mass. This boundary condition does not alter the general flow pattern of the column, but rather influences the bubble size by increasing break-up rates at the top.

Figure 3.11 gives a better impression of the aforementioned phenomena. Here four snapshots are presented, for both the DBM with the classic boundary condition (on the left) and the hybrid DBM-FT (on the right). The four snapshots represent respectively the moment the bubble approaches the top boundary, the bubble touching the top boundary, the bubble merging with the top surface (crossing it for the classic DBM) and the relaxation of the surface after the bubble removal (or in general, after removal is done).

For the classic DBM, the approaching bubble shows larger lateral velocities nearby the surface, pushing the liquid to the side, towards the outflow holes. When reaching the top boundary, the velocity vectors increase their magnitude and point much more in the axial direction. Liquid then enters the domain through the inflow points when the bubble is removed.

For the DBM-FT, it is visible how the bubble pushes the free surface upwards, instead of pushing the liquid to the sides. This also causes the magnitude of velocities to be significantly lower, generating lower shear stresses in this region as compared to the classic DBM case. When the bubble is removed, the velocity field temporarily collapses and the interface is pulled down, to preserve the mass balance. In both cases, the bubble wake then causes the velocities to rise again in a similar way, causing dynamic movements of the free surface.

In addition, Figure 3.12 shows that the free surface also experiences waves formation when the flow develops further (i.e. when the second bubble is approaching the free surface). Indeed, small-scale velocity fluctuations generate dynamic larger waves at the free surface. Such fluctuations will then alter significantly the flow pattern in the proximity of the interface, with stronger upwards/downwards currents which affect the overall hydrodynamics. Nonetheless, it is noted that this case is significantly smaller than a common system such as the experimental case presented later. It is expected that effects of the bubble rising on the free surface and of the latter on the column hydrodynamics are less pronounced for larger columns.

## Bubble break-up

As mentioned before, one of the issues of the fictitious DBM boundary condition for the top surface, is that higher shear stresses at this boundary result in higher break-up rates. This effect is clearly shown in Figure 3.13, highlighting the differences between the classic DBM and the DBM-FT as a result of the surface-induced bubble break-up caused by the fictitious high shear rates in the classic DBM.

Interestingly, break-up of a bubble can happen when a bubble is still in the domain (for instance when the bubble is crossing the top boundary but not yet fully removed), placing the small daughter bubble back in the domain with strong effects on the hydrodynamics, as can be discerned from the large velocity vectors in Figure 3.13. Here, the bubble breaks in two smaller daughters placing the smaller one in the domain, with consequences on the hydrodynamics at the top boundary. The novel free surface implementation does not


Figure 3.12: 2D projection of the velocity field of the DBM-FT showing waves formation, after several bubbles of the train reached the surface.
experience numerical break-up in the proximity of the surface, resulting in a much smoother velocity profile. Moreover, from the top view the effect of the side holes is clearly visible, which also generate much stronger downwards currents in the corners. As a final comment, a probable alternative to a free surface would be to simply restrict break-up in the top region of the DBM close to the surface, as the effect of the hydrodynamics on a larger system is expected to be negligible.

### 3.4.2 Bubble swarms

Having validated the use of the free surface implementation, it can be applied to a larger bubble column scenario. The DBM has been validated in the past with the experimental data of Deen [71], which is a representative scale for this type of models.

## Numerical setup

The experimental data consist of a $15 \times 15 \times 45 \mathrm{~cm}$ rectangular column filled with water. Air bubbles, with an equivalent diameter of 4 mm are injected with a superficial gas velocity of $4.9 \mathrm{~mm} \mathrm{~s}^{-1}$ from 49 nozzles placed in a square pitch (distance between injection points
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Figure 3.13: Top view of the velocity field in the proximity of the top boundary in two subsequent time steps: a) classic DBM and b) DBM-FT.
6.25 mm ). An additional air layer is set on top of the liquid height for the DBM-FT simulation (reaching a total column height of 60 cm , with a liquid height of 45 cm ). The simulation is carried out for 200 s and time averaged data are obtained, discarding the first 20 s of simulation.

The numerical setup has been already extensively described in the past (e.g. by Darmana et al. [8] and Lau et al. [15]) and a summary of the parameters is given in Table 3.2 and Table 3.3.

Table 3.2: Numerical settings for the Deen case [10].

| Setting | Value | Units |
| :--- | :--- | :--- |
| $\Delta t$ - flow | $1 \times 10^{-3}$ | s |
| $\Delta t$ - bubble | $5 \times 10^{-5}$ | s |
| Averaging window | $20-200$ | s |
| Grid size | 0.005 | m |

Table 3.3: Simulation parameters for the Deen case [10].

| Parameter | Value | Units |
| :--- | :--- | :--- |
| $\rho_{l}$ | 1000 | $\mathrm{~kg} \mathrm{~m}^{-3}$ |
| $\rho_{g}$ | 1.25 | $\mathrm{~kg} \mathrm{~m}^{-3}$ |
| $\mu_{l}$ | $1 \times 10^{-3}$ | Pa s |
| $\mu_{g}$ | $1.8 \times 10^{-5}$ | $\mathrm{~Pa} \mathrm{~s}^{-1}$ |
| $\sigma$ | $7.3 \times 10^{-2}$ | $\mathrm{~N} \mathrm{~m}^{-1}$ |
| Domain | $0.15 \times 0.15 \times 0.45$ | m |
| Superficial gas velocity | 0.0049 | $\mathrm{~m} \mathrm{~s}^{-1}$ |



Figure 3.14: Snapshots of the DBM-FT simulations of Deen's case. a) startup ( $t \approx 11 \mathrm{~s}$ ) and b) developed flow ( $t \approx 75 \mathrm{~s}$ ).

## Free surface behaviour

Figure 3.14 shows snapshots of Deen's case computed with the DBM-FT model with a free surface at the startup and when the flow is fully developed. The startup is characterized by a dynamic behaviour of the surface, first rising as bubbles are injected and with clear waves formation following the meandering of the bubble plume. As the flow develops, the region in the proximity of the surface becomes more homogeneous and the surface stabilizes. The surface itself remains mostly within one cell layer, with small waves formed due to bubbles removal.

Due to the injection of gas volume, the liquid height rises, which is visible in Figure 3.15a. The boundary for the classic DBM case is a fixed wall, which is located at a fixed height of


Figure 3.15: (a) Time averaged continuous phase fraction and location of the DBM top boundary wall; (b) bubble holdup in the column over time.


Figure 3.16: Time averaged axial liquid velocity in the center of the column and at three different heights: a) 0.15 m, b) 0.25 m and c) 0.35 m .

45 cm . The liquid height in the DBM-FT is located in the same position at startup, but due to the injection of bubbles it moves to an height of $\approx 45.75 \mathrm{~cm}$, thus rising about $1.6 \%$ (or approximately two computational cells in the presented numerical setup).

The bubble holdup in the column and its temporal evolution, shown in Figure 3.15b, follows a very similar trend between the two cases, showing that the free surface has, as expected, a small influence on the system holdup and its temporal fluctuations. There is an initial spike due to the startup of the system in both cases, and than a stabilization at about $1.6 \%$ (exactly $1.59 \%$ for the DBM-FT and $1.62 \%$ for the DBM).


Figure 3.17: Time averaged axial liquid velocity fluctuations in the center of the column and at three different heights: a) 0.15 m, b) 0.25 m and c) 0.35 m .


Figure 3.18: Time averaged axial bubble velocity in the center of the column and at three different heights:a) 0.15 m, b) 0.25 m and c) 0.35 m .

## Liquid velocities

The time averaged axial liquid velocities are shown in Figure 3.16. At the height of 15 cm the model results do not differ, as the free surface is relatively far and its effect is unlikely to be present deep in the column. Both models clearly overestimate the liquid velocity at this height, as also reported in the literature by Lau et al. [5]. At the height of 0.25 m , still both models agree well with each other and this time very well with the experiments. A larger difference is found at the height of 0.35 m , where the influence of the boundary condition is more pronounced. Both models underestimate the liquid axial velocity compared to the experiments. Interestingly, the free surface case flattens the liquid velocity profile, as already was noticed for the single bubble case in Figure 3.11. Indeed, the general effect of the free surface is to dampen velocities in magnitude, avoiding the formation of steeper circulation patterns.

Interestingly, the axial velocity fluctuations are captured well by both models, as visible in Figure 3.17. Most probably, the effect of the free surface on these fluctuations is only visible at a closer proximity, and the influence of the interface is only visible in the macro-scale


Figure 3.19: Total numbers (natural logarithm) of break-ups and coalescence occurring in the DBM-FT (left) and the classic DBM (right, the domain ends at the height of 1). a) Natural logarithm of the total number of coalescence events and b) natural logarithm of the total number of breakups.
circulation patterns, presented in Figure 3.16.

## Bubble velocity

The time averaged axial bubble velocities are shown in Figure 3.18. Noticeably, the bubble velocity is overestimated particularly at the walls. Both models show similar predictions of the bubble velocity until the top ( 35 cm ). The largest discrepancies between experiments and simulations are at the side walls. One cause of the mismatch could be identified in the lift model: this would lead to an inaccurate prediction of the plume width and in turn influence the bubble velocity profiles. Another reason, especially for the profiles close to the bottom, is that the plume is narrow and less bubbles pass from the sides, meaning more statistical data might be necessary for accurate time averaging.

## Coalescence and break-up rates

It has been mentioned that the presence of the fictitious boundary condition in the classic DBM to mimic the free surface overestimates the break-up rates at the top of the column as a consequence of the unphysically higher shear rates due to the liquid being diverted to the sides of the column.

In Figure 3.19 it is visible how, while coalescence is virtually unaffected by the presence of the free surface, break-up shows a large difference between the cases of the classic DBM and new DBM-FT. Indeed, coalescence happens mostly in the center of the plume at the bottom of the column, where bubbles are smaller and closer to each other leading to more


Figure 3.20: Shear rates $\left(\left[\mathrm{s}^{-1}\right]\right)$ at the top for a) the classic DBM and b) the novel DBM-FT.
frequent collisions and thus coalescence. On the other hand, break-up occurs mostly for larger bubbles when larger stresses are present. Visibly, in the case of the DBM a layer of break-up occurs in the proximity of the top boundary.

The shear rate can be written as the magnitude of the rate of strain tensor:

$$
\begin{equation*}
\dot{\gamma}=\sqrt{\frac{1}{2}(\dot{\gamma}: \dot{\gamma})} \tag{3.15}
\end{equation*}
$$

where the rate of strain tensor is:

$$
\begin{equation*}
\dot{\gamma}=\left(\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right) \tag{3.16}
\end{equation*}
$$

Figure 3.20 shows the shear rate at the top of the column for both the classic DBM and the DBM-FT case, indeed demonstrating higher shear rates and increased break-up rates for the classic DBM.

### 3.5 Conclusions

The hybrid DBM-FT model has been developed and thoroughly validated with a variety of verification cases and the experimental results of Deen [71]. The kinematic and dynamic conditions of the free surface are respected, and the numerical representation of the surface is very stable even for highly deformed structures as seen for the Rayleigh-Taylor instability case.

The effect of the treatment of the free surface both for single bubbles and Deen's case is clearly observed in the immediate proximity of the free surface, where reduced shear rates and velocity magnitudes are observed for the novel free surface implementation in the DBMFT model. Despite these observations, the general effect of the free surface on the overall hydrodynamics is pronounced only in the top part of the column, where it influences the overall circulation patterns, and particularly the bubble break-up rates.

Concluding, the novel DBM-FT implementation for the free surface can be used as a good starting point for further studies where the free surface has a larger impact, as for instance for narrow columns. In addition, because of the nature of Front-Tracking compared to Volume of Fluid methods (particularly the avoidance of numerical coalescence), it can be applied when studying foams, perhaps including the relevant merging physics with the top surface. In addition, large bubbles in heterogeneous flow regimes can be transferred to Front-Tracking bubbles (similarly to Li et al. [31] for VOF) in order to better capture shape changes and avoid typical problems of Euler-Lagrange models when bubbles become much larger than the grid.


## Euler-Lagrange modeling of bubbles

 FORMATION IN SUPERSATURATED WATER *Phase transition, and more specifically bubble formation, plays an important role in many industrial applications, where bubbles are formed as a consequence of prevailing chemical reactions, such as in electrolytic processes or fermentation. Predictive tools, such as numerical models, are thus required to study, design and optimize these processes. This chapter aims at providing a meso-scale modeling description of gas-liquid bubbly flows including heterogeneous bubble nucleation using a Discrete Bubble Model (DBM), which tracks each bubble individually and which has been extended to include phase transition. The model is able to initialize gas pockets (as spherical bubbles) representing randomly generated conical nucleation sites, which can host, grow and detach a bubble. To demonstrate its capabilities the model has been used to study the formation of bubbles on a surface as a result of supersaturation. Higher supersaturation results in a faster rate of nucleation, which means a larger number of bubbles in the column. A clear depletion effect could be observed during the initial growth of the bubbles, due to insufficient mixing.

[^3]
### 4.1 Introduction

Phase transition as a consequence of supersaturation occurs in a variety of natural and industrial processes. A well-known example is opening a bottle of soda: the sudden change in pressure creates a local supersaturation and bubbles form on the surface of the bottle. Another mechanism to obtain local supersaturation is when a reaction produces gas in excess. Relevant industrial applications are in electrolytic processes where gas (such as $\mathrm{H}_{2}$ in the electrolysis of brine) bubbles are formed on the electrodes [34, 35], carbonated beverages [97], molten polymers [98] and even bubbles in oil reservoirs [99]. Computational Fluid Dynamics (CFD) models describing the hydrodynamics of a system where bubbles are formed are thus very relevant for industry, but their capabilities are often too limited in practice.

Eulerian-Eulerian models typically include a gas generation term as a boundary condition and information about the bubble sizes can be obtained through the implementation of a nucleation rate in a Population Balance Model (PBM) [36]. Examples of the use of these models can be found in the context of electrochemical reactions, where gasses are produced on electrodes. For instance, Liu et al. [100] used the Two Fluid Model to simulate the electrochemical oxidation of $p$-methoxyphenol, while El-Askary et al. [101] simulated the production of hydrogen in an electrochemical cell. On the other hand, detailed Direct Numerical Simulations (DNS) models are limited by their computational cost. Liu et al. [37] used a Volume of Fluid (VOF) model to simulate a single gas bubble growing in the water electrolysis process. In their study, they noted the strong analogy between boiling and bubble formation in supersaturated liquids. Many studies have been carried out investigating boiling flows, especially using VOF [102, 103] and Lattice-Boltzmann methods [104], but a comprehensive overview goes out of scope of this work. Regarding supersaturation, DNS methods have been applied for instance by Liu et al. [37], but it is possible to even find detailed Molecular Dynamics (MD) simulations of nano-bubbles nucleation by Weijs et al. [105].

In the framework of multi-scale modeling, for instance presented by [4], the meso-scale remains important to close the gap between the large- and micro-scales. In literature, to the knowledge of the author, not many authors have studied bubble nucleation at the meso-scale. Mandin et al. [106] introduced a Lagrangian tracking for a vertical electrode, but the gas injection was modeled based on a given mass flow rate. Nierhaus et al. [107] used a two-way coupled Euler-Lagrange model to study hydrogen bubble formation in a rotating electrode configuration. In their work they applied at the gas inlet a pre-defined bubble size distribution obtained from experimental data. In their group, they subsequently improved the model: first, van Parys et al. [108] introduced a model of bubble growth on a surface by supersaturation, and thereafter, van Damme et al. [109] extended the model with nucleation sites, although the detachment radius was fixed in their simulations. More recently, Hreiz et al. [110] used the Euler-Lagrange model of ANSYS Fluent to simulate a vertical electrode. They treated the nucleation sites as injection points, recognizing in their work that a more sophisticated approach for bubble nucleation/injection in the system is required to capture the nucleation dynamics. The novelty of this work lies in a novel nucleation algorithm which considers discrete nucleation sites with distinct properties, and links it to the hydrodynamics of the Euler-Lagrange model and to the classical nucleation theory, as an improvement of the work by van Damme et al. [109]. This model enables improving the fundamental understanding on bubble nucleation rates at the meso-scale, obtaining information on bubble sizes, nucleation
rates and growth rates.
The aim of this work is thus to develop an Euler-Lagrange model to simulate bubbly flows at the meso-scale where phase transition via supersaturation occurs. In the following sections, the developed model and the numerical setup will be described and verified. Then, results of a number of demonstration simulations on bubble formation due to supersaturation by heterogeneous nucleation are described to illustrate the model's capabilities.

### 4.2 Model description

The Discrete Bubble Model (DBM) is an Euler-Lagrange type CFD model, based on the work of Delnoij et al. [14], subsequently expanded and improved by Darmana et al. [8] and Lau et al. [15]. Newton's laws of motion are used to track each individual bubble, while accounting for bubble-bubble interactions (collisions, coalescence and breakup), mass transport and in this work also phase transition. A detailed description of the model will be given in the following sections. For more details the interested reader is referred to the cited works [14, 8, 15].

### 4.2.1 Liquid dynamics

The fluid flow is described by the volume-averaged Navier-Stokes equations:

$$
\begin{gather*}
\frac{\partial}{\partial t}\left(\rho_{l} \alpha_{l}\right)+\nabla \cdot \rho_{l} \alpha_{l} \mathbf{u}=\dot{M}  \tag{4.1a}\\
\frac{\partial}{\partial t}\left(\rho_{l} \alpha_{l} \mathbf{u}\right)+\nabla \cdot\left(\rho_{l} \alpha_{l} \mathbf{u u}\right)=-\alpha_{l} \nabla p+\alpha_{l} \rho \mathbf{g}+\nabla \cdot \alpha_{l} \boldsymbol{\tau}_{l}+\boldsymbol{\Phi} \tag{4.1b}
\end{gather*}
$$

where $\mathbf{u}$ is the fluid velocity, $\alpha_{l}$ denotes the liquid fraction, $\boldsymbol{\Phi}$ represents the momentum coupling between the liquid and the discrete gas phase and $\dot{M}$ the volumetric mass exchange rate. Note that, compared to Chapter 3.2.1, here the continuity equation (Equation 4.1a) is written in the compressible form with the addition of a mass transfer term. In this equation, $\boldsymbol{\tau}$ represents the stress tensor, which has been described in Chapter 3.2.1 for Newtonian fluids and includes the contribution of the LES sub-grid scale turbulent viscosity.

### 4.2.2 Bubble dynamics

With Newton's laws of motion, each bubble is tracked accounting for the different forces acting on it. The motion of the bubbles can be described with:

$$
\begin{gather*}
\rho_{b} V_{b} \frac{d \mathbf{v}}{d t}=\sum \mathbf{F}-\left(\rho_{b} \frac{d V_{b}}{d t}\right) \mathbf{v}  \tag{4.2a}\\
\frac{d \mathbf{x}_{b}}{d t}=\mathbf{v} \tag{4.2b}
\end{gather*}
$$

where $\mathbf{v}$ represents the bubble velocity and $\mathbf{x}_{b}$ its position in the 3D domain. The following forces on the bubbles are accounted for: buoyancy, drag [6, 7], lift [86], virtual mass [87] and wall-interactions [88], as given by Equation 4.3:

$$
\begin{equation*}
\sum \mathbf{F}=\mathbf{F}_{G}+\mathbf{F}_{P}+\mathbf{F}_{D}+\mathbf{F}_{L}+\mathbf{F}_{V M}+\mathbf{F}_{W} \tag{4.3}
\end{equation*}
$$

An overview of the different closure relations used for the forces is given in Table 3.1. These closures were selected following the work of Lau et al. [15] and have been used in several works, within our group $[15,8,111]$ as well as others [112, 81, 113]. The interphase two-way coupling is performed through a polynomial mapping in order to map quantities between the Eulerian grid and the Lagrangian bubbles. The chosen technique is a clipped fourth-order polynomial following the work by Deen et al. [3].

An important aspect is the volume change due to the interphase mass transfer. This is accounted for as:

$$
\begin{equation*}
\rho_{b} \frac{d V_{b}}{d t}=\dot{m} \tag{4.4}
\end{equation*}
$$

It is relevant to note that the virtual mass force should account for the contribution of the changing volume of the bubble, $\rho C_{V M} d V_{b} / d t(\mathbf{u}-\mathbf{v})$, as described by Magnaudet and Eames [114]. This contribution is important even when the relative velocity does not change with time, if the bubble is shrinking or growing. In the present work, this contribution has been neglected as the main purpose is the demonstration of the nucleation model. Moreover, the fastest rate of volume change happens when the bubble is still attached to the surface. In this case, forces are not calculated, as will be explained further in section 4.2.5, which allows to safely exclude this term for these bubbles. However, when the bubble is freely rising in the column, the contribution becomes of the same order of magnitude as the drag force for the fastest growing bubbles, which implies that this term should not be omitted and has to be included in future works, despite the fact that the majority of the bubbles are not growing as fast.

More details on the gas-liquid mass exchange rate will be given in the following sections.

## Bubble interactions

As mentioned in the previous section, bubble collisions, coalescence and breakup have been taken into account in the model. The position, velocity and size of each bubble is already available as it is obtained during the simulation, allowing for an easy detection of binary encounters with other bubbles or with the wall. The collision model used in this work is based on the hard-sphere approach of Hoomans et al. [89] and its adaptation from Delnoij et al. [14], where collisions are event-based and are considered as perfectly elastic. To speed up the calculation routines, a neighbor list concept as described by Darmana et al. [8] is used. When bubbles are colliding (assuming bubbles $i$ and $j$ collide, as visible in Figure 4.1), the tangential velocity component ( $\mathrm{v}_{i}^{T}$ ) remains unchanged, while the normal velocity component after collision $\left(\mathrm{v}_{i}^{N *}\right)$ is calculated as:

$$
\begin{equation*}
\mathrm{v}_{i}^{N *}=2 \frac{m_{i} \mathrm{v}_{i}^{N}+m_{j} \mathrm{v}_{j}^{N}}{m_{i}+m_{j}}-\mathrm{v}_{i}^{N} \tag{4.5}
\end{equation*}
$$

When the collision is evaluated, the size change of the bubble as a result of mass transfer needs to be accounted for. In the cases considered in this chapter, the supersaturation of the liquid sometimes results in faster rates of bubble growth than the velocity of the bubble itself. Two bubbles that are slowly moving apart could still collide if their sizes are growing fast. To


Figure 4.1: Schematic representation of the collision process for two bubbles of the same mass (here depicted in 2D for clarity).
accurately resolve these situations, the bubble size rate of growth $\dot{R}$ has been included in the impulse calculation for the collision [8].

In addition to elastic collisions, bubbles can coalesce and merge into a bigger one when in contact for enough time. Many theories and models exist for bubble coalescence (see Lau et al. [15]). In this work, the film drainage model as implemented by Darmana et al. [8] is used. Two colliding bubbles trap a thin film of liquid between them, which can drain over time. If the two gas elements are in contact for sufficiently long time, it will completely drain allowing coalescence. This can be modelled with:

$$
\begin{equation*}
t_{\text {contact }} \geq t_{\text {drainage }} \tag{4.6}
\end{equation*}
$$

Prince and Blanch [115] calculated the drainage time as:

$$
\begin{equation*}
t_{\text {drainage }}=\sqrt{\frac{d_{e q}^{3} \rho_{l}}{128 \sigma}} \ln \frac{\theta_{0}}{\theta_{f}} \tag{4.7}
\end{equation*}
$$

where $\theta_{0}$ and $\theta_{f}$ represents respectively the initial and final film thickness during the drainage process, which are equal to $1 \times 10^{-4} \mathrm{~m}$ and $1 \times 10^{-8} \mathrm{~m}$ respectively [8]. The contact time of the two bubbles is calculated through the correlation proposed by Sommerfeld et al. [18], assuming that it is proportional to a deformation distance divided by the normal component of the absolute relative velocity of the two bubbles, as described by Equation 4.8:

$$
\begin{equation*}
t_{\text {contact }}=\frac{C_{\mathrm{co}} d_{\mathrm{eq}}}{2\left|\mathrm{v}_{i}^{N}-\mathrm{v}_{j}^{N}\right|} \tag{4.8}
\end{equation*}
$$

The deformation distance is in essence the distance that the two centers of mass cover starting from the sum of the two radii (zero deformation, perfect spheres) when bubbles deform. Since deformation is difficult to quantify, it is calculated as a fraction of the equivalent
diameter. Indeed, the coalescence constant $\left(\mathrm{C}_{\mathrm{co}}\right)$, which is set to a value of 0.5 , represents the deformation distance normalized by the effective bubble diameter and should be treated as a calibration parameter. For a detailed description of the deformation process, the reader is referred to the work of Sommerfeld et al. [18]. When both the film drainage and contact time are calculated, with Equation 4.6 it is possible to distinguish between simple elastic collision or coalescence, i.e. at the step of Figure 4.1a. In the latter eventuality, the resulting bubble will have a volume, or mass as it is considered as incompressible, equal to the sum of the two parents.

Bubbles rising in a liquid can also break as a consequence of various factors, such as turbulent fluctuations, viscous shear stress, surface instabilities etc. [90]. The break-up model implemented in the DBM is based on the work of Lau et al. [15]: this model assumes that break-up occurs when the inertial forces acting on the bubble (which deform the bubble) are larger than the surface tension force. Based on a force balance, a critical Weber number is used as a criterion for the break-up of spherical bubbles:

$$
\begin{equation*}
\mathrm{We}=\frac{\rho_{l} \overline{\delta u^{2}(d)} d_{\mathrm{eq}}}{\sigma} \geq 12 \tag{4.9}
\end{equation*}
$$

where $\overline{\delta u^{2}(d)}$ represents the mean square velocity difference at the distance of the bubble diameter [15]. The break-up is considered to be binary, forming only two daughter bubbles with a size taken from a $U$ shaped daughter size distribution. The resulting bigger bubble is assigned the parent's original position while the smaller is randomly placed around the other, at a distance of 1.1 times the sum of their radii, preventing overlap and immediate coalescence of the two daughter bubbles (see Lau et al. [15]).

### 4.2.3 Species transport and mass transfer

The Discrete Bubble Model includes the species transport equations accounting for mass transfer and chemical reaction. A transport equation for each species is implemented on the same Eulerian grid as:

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\alpha_{l} \rho_{l} Y_{l}^{j}\right)+\nabla \cdot\left(\alpha_{l}\left(\rho_{l} \mathbf{u} Y_{l}^{j}-\Gamma_{\mathrm{eff}}^{j} \nabla Y_{l}^{j}\right)\right)=\dot{M}+\alpha_{l} S^{j} \tag{4.10}
\end{equation*}
$$

where $Y_{l}^{j}$ represents the mass fraction of component $j$ in the liquid phase, $S^{j}$ is its source/sink term accounting for chemical reactions, $\dot{M}$ represents the net volumetric mass transfer rate between the phases and $\Gamma_{\text {eff }}$ is the effective dispersion coefficient, calculated as:

$$
\begin{equation*}
\Gamma_{\mathrm{eff}}^{j}=\rho_{l} \mathcal{D}_{l}^{j}+\frac{\mu_{T}}{\mathrm{Sc}_{T}^{j}} \tag{4.11}
\end{equation*}
$$

In Equation 4.11, the turbulent Schmidt number is approximated to $\mathrm{Sc}_{T}^{j}=1$ [111]. Equation 4.10 is solved for $N_{S}-1$ components. The last component, usually the solvent (e.g. water), is evaluated by enforcing the summation equation:

$$
\begin{equation*}
\sum_{j=1}^{N_{S}} Y_{l}^{j}=1 \tag{4.12}
\end{equation*}
$$

The physical properties of the mixture are calculated as the weighted average of each specie. The interphase mass transfer rate is a function of the concentration difference between the bubble (assumed to be composed entirely of one gas, namely $\mathrm{CO}_{2}$, thus neglecting evaporation of the liquid) and the liquid. This has been expressed by [8] as:

$$
\begin{equation*}
\dot{m}_{b}^{j}=k_{l}^{j} A_{b} \rho_{l}\left(Y_{l}^{j *}-Y_{l}^{j}\right) \tag{4.13}
\end{equation*}
$$

The mass transfer coefficient is determined by a Sherwood relation valid for spherical gas bubbles [64]:

$$
\begin{equation*}
\mathrm{Sh}=2+0.6415\left(\operatorname{ReSc}^{j}\right)^{1 / 2} \tag{4.14}
\end{equation*}
$$

The gas side mass fraction is calculated from the Henry constant:

$$
\begin{equation*}
Y_{l}^{j *}=H^{j} Y_{b}^{j} \frac{\rho_{b}}{\rho_{l}} \tag{4.15}
\end{equation*}
$$

The transport equation is discretized implicitly (with a semi-implicit source term for the reaction) on the Eulerian grid and the resulting linear system is solved using a biconjugate gradient method implemented in the scientific library PETSc [93, 94].

### 4.2.4 Verification

The hydrodynamics of the DBM has been validated in the past by Lau et al. [15], with the use of experimental data from a square bubble column, performed by Deen [71]. On the other hand, the species solver has been modified since Darmana et al. [8] and a verification with benchmark analytical cases is required to assess the numerical validity of the results. A few unidirectional verification cases have been performed, as will be detailed in the following sections.

## 1D convection-diffusion

In this case, a unidirectional flow in the domain is considered where the concentration of the component of interest is initially zero. The density is assumed constant. A flow from one side (where the mass fraction is $Y_{l}=1$ ) is started and diffusion takes place. Equation 4.10 simplifies to:

$$
\begin{equation*}
\frac{\partial c}{\partial t}+u \frac{\partial c}{\partial x}=\mathcal{D} \frac{\partial^{2} c}{\partial x^{2}} \tag{4.16}
\end{equation*}
$$

The analytical solution for this system has been derived by Ogata and Banks [116] as:

$$
\begin{equation*}
\frac{c}{c_{0}}=\frac{1}{2}\left[\operatorname{erfc}\left(\frac{x-u t}{2 \sqrt{\mathcal{D} t}}\right)+\exp \left(\frac{u x}{\mathcal{D}}\right) \operatorname{erfc}\left(\frac{x+u t}{2 \sqrt{\mathcal{D} t}}\right)\right] \tag{4.17}
\end{equation*}
$$

In Figure 4.2a it is shown that the grid resolution plays an important role (due to the well known numerical diffusion) but the solver approaches very well the analytical solution at sufficiently high number (200 in this case) of grid elements. As visible from Figure 4.2b, the error reduces linearly when increasing the number of grid sizes.


Figure 4.2: Comparison of the DBM species solver with the analytical solution for a unidirectional convection-diffusion flow, for different grid resolutions. (a) Analytical vs simulations data: the analytical solution is represented by the black line. (b) L2-norm relative error vs grid elements

## Batch reaction

In order to verify the correct implementation of the semi-implicit discretization for the source/sink term and mass transfer, a simple reaction $A \rightarrow B$ is implemented with a first and a second order kinetics, assuming an ideally mixed batch reactor. In this case, Equation 4.10 simplifies to:

$$
\frac{d c}{d t}=R=\left\{\begin{array}{lll}
-k_{R} c & 1^{s t} & \text { order reaction }  \tag{4.18}\\
-k_{R} c^{2} & 2^{n d} \text { order reaction }
\end{array}\right.
$$

where $k_{R}$ represents the reaction rate. Integration of Equation 4.18 yields to the analytical solutions:

$$
c= \begin{cases}c_{0} \exp \left(-k_{R} t\right) & 1^{s t} \text { order reaction }  \tag{4.19}\\ \frac{1}{1 / c_{0}+k_{R} t} & 2^{\text {nd }} \text { order reaction }\end{cases}
$$

As shown in Figure 4.3, the DBM results match very well with the analytical solutions.

### 4.2.5 Phase transition

## Theoretical overview

An important concept is supersaturation: a liquid is (locally) supersaturated when the concentration $c$ is higher than the equilibrium concentration $c_{s}$, which can be expressed, for instance, by Henry's law as done in Equation 4.15. A relevant parameter, called the supersaturation ratio, is introduced as [117]:


Figure 4.3: First (top line) and second (bottom line) order reactions in a batch reactor: comparison with the analytical solutions.

$$
\begin{equation*}
\zeta=\frac{c}{c_{s}}-1 \tag{4.20}
\end{equation*}
$$

It indicates that, for phase transition to occur, $\zeta>0$. Equilibrium between the two phases exists when this ratio is equal to 0 .

The mechanism of a gas bubble formation has been a topic of investigation for many years [118]. Two different macro classes are generally distinguished: homogeneous and heterogeneous nucleation. In their review, Jones et al. [118] identifies four different types of bubble nucleation mechanisms:

Type I: The classical homogeneous nucleation, i.e. the spontaneous creation of a bubble in the liquid bulk. This mechanism is characterized by the high energy requirements to form a new gas-liquid interface and the necessity to have enough gas molecules in close proximity to each other. For these reasons, only a system which exceeds a supersaturation ratio of 100 is able to form bubbles, which is extremely large. For example, for common drinks like soda and champagne, $\zeta$ typically ranges from 2 to 5 , which would mean it is impossible to have Type I nucleations for such systems [117, 97].

Type II: The classical heterogeneous nucleation. This mechanism assumes that the new interface is created in small cavities or imperfections at a solid surface (such as a wall or suspended impurities). However, a new interface still has to be created, so that supersaturation levels comparable with homogeneous nucleation are required.

Type III/IV: Pseudo-classical and non-classical nucleation respectively. These two types represent the vast majority of the nucleation events in liquids with low supersaturation. Both mechanisms account for a pre-existing gas pocket, for instance as a consequence of another type of nucleation event (e.g. type II) or simply because of the inability of the liquid to fully fill cavities on a surface. The difference between these two types lies in the geometry of the cavity. It is worth mentioning that the energy requirement for both
types is respectively low and zero, meaning that type IV is the one responsible for the long term cycle of bubble production in carbonated drinks. In this case, the production of bubbles will continue until the critical radius, increasing as a consequence of the depletion of gas in the liquid, reaches a value equal to the radius of the cavity meniscus and thus nucleation stops.

As introduced in the previous paragraph, the size of the nucleation site is crucial in describing the formation and growth of a bubble for the case of the most common mechanism type IV. Only nucleation sites with a radius larger than a critical value [118] (related to the Laplace pressure) can host a growing bubble. This radius represents the minimum size for a bubble to be able to grow by mass transfer, without dissolving back into the liquid, and is defined as:

$$
\begin{equation*}
R_{c}=\frac{2 \sigma}{p_{s} \zeta} \tag{4.21}
\end{equation*}
$$

where $\sigma$ and $p_{s}$ represent the surface tension coefficient and the saturation pressure of the gas respectively. In addition, there is a second property influencing bubble formation: the depth of the nucleation site with respect to its width/radius. As mentioned before, while pouring the (supersaturated) liquid into a vessel, flask or glass, a liquid front will move across the solid surface and encounter holes and gaps. If the liquid manages to reach the bottom of this hole before any liquid reaches the other side, gas will be expelled from this site turning it into a nucleation site for type II nucleation. If, however, this liquid does not manage to reach the lowest point in time, gas will become trapped within this site and facilitate type III or IV nucleation depending on the value of $R_{c}$ at that moment in time. The last property of the surface influencing the nucleation process is the hydrophobicity of the substrate. Water based substances moving across a hydrophilic substrate will have a very shallow contact angle. This will result in these liquids to favour following the contours of the substrate, leaving less gas pockets (nucleation sites) in their wake.

The implementation of phase transition in the DBM can be divided into three different parts: initialization, nucleation and detachment. Once a bubble is detached, it will be resolved as a standard Euler-Lagrange simulation as described in the previous sections.

## Initialization

Nucleation cavities present on all substrate samples have a variety of shapes and sizes. Due to the limitations on complexity on the boundary only rudimentary shapes can be set as nucleation sites. For this reason it was opted to simply represent all nucleation sites as small conical cavities due to their simple geometry and the more available literature, thus making them a good starting point on which to further expand in later works using more complex geometries (rounded sites, elongated crevices, etc.), if deemed necessary. All nucleation sites are distributed randomly across the nucleating boundary wall (see Figure 4.4) with a site radius ( $R_{\text {site }}$ ) taken from a Gaussian distribution. The depth $(d)$ is taken as a random value ( $0.5 R_{\text {site }}<d<1.5 R_{\text {site }}$ ). This has been selected to represent a general surface. To describe actual real surface, experimental data to correlate properties such surface roughness to the number of nucleation sites is necessary. An experimental setup has been constructed


Figure 4.4: Top down view of the $x-y$ plane containing randomly distributed nucleation sites. The blue circles represent the actual size of the nucleation site, whereas the red circles are representing the expected maximum growth.
(based on the work by Enríquez et al. [117]), to obtain data on the nucleation site density from real surfaces, described in Chapter 5. The sites are placed in such a way that the minimum distance between each site is 1.5 times the maximum expected growth to prevent overlap of nucleating bubbles.

As was noted in the review by Jones et al. [118], only cavities containing a gas pocket are able to form bubbles in fluids with a low to moderate supersaturation ratio (see Section 4.2.5, type III and IV). In order for such a cavity to hold any gas, it needs to be entrapped by the moving liquid closing the cavity mouth before all of the gas has been pushed out by the moving liquid front, or alternatively to host a type I or II nucleation event. In a study investigating this phenomena, Bankoff [119] linked the entrapment to the contact angle of the approaching liquid, noting that a highly wetting liquid $(\theta \approx 0)$ will always lead to the full expulsion of any gas present in the cavity. The simple condition presented relies on the liquid's surface tension and capability of keeping a highly rounded cap. This cap will, under the right conditions (Equation 4.22), entrap gas at the bottom of a cavity with a cone angle $\phi$.

$$
\begin{equation*}
2 \phi>\theta \tag{4.22}
\end{equation*}
$$

This condition, however, assumes that the cavity walls are completely smooth and thus may differ from similarly sized cavities during nucleation experiments when the contact-angle of the liquid is very close to the half angle of the cavity.

When the DBM is initialized, the condition given by Equation 4.22 is used to determine whether a given cavity holds a gas pocket or not. This pocket is formed at the exact moment when the liquid front reaches the opposite side of the site mouth: it is thus possible to define the exact entrapped gas volume as shown by Tong et al. [120]. This gas volume $V_{g}$ (Equation 4.23) can subsequently be used to calculate the gas pocket radius of curvature $R_{p}$, for the entrapped gas within the cavity (Equation 4.24). An artificial bubble attached to the


Figure 4.5: Visualized parameters for Equations 4.23 and 4.24, redrawn from Tong et al. [120]
surface is thus generated, with a volume of gas equal to the gas pocket. The radius of the generated bubble is thus calculated from the volume assuming spherical shape and it is thus not equal to the radius of curvature. This artificial bubble serves as a place-holder for the gas pocket, basically behaving like an embryo bubble for the subsequent nucleation phase.

$$
\begin{gather*}
V_{g}=\frac{\pi R_{\text {site }}^{3}}{3} \frac{\sin \left(\beta_{b}-2 \phi\right)\left[\frac{\tan (\phi)}{\tan \left(\beta_{b}-\phi\right)}\right]^{2}}{\sin (\phi) \sin \left(\beta_{b}-\phi\right)\left[1-\frac{\tan ^{2}(\phi)}{\tan ^{2}\left(\beta_{b}-\phi\right)}\right]^{2 / 3}}  \tag{4.23}\\
R_{p}=\frac{1}{\pi} \frac{3 V_{g}}{\frac{\cos ^{3}\left(\beta_{s}-\phi\right)}{\tan (\phi)}+\left[2-3-\sin \left(\beta_{s}-\phi\right)+\sin ^{3}\left(\beta_{s}-\phi\right)\right]} \tag{4.24}
\end{gather*}
$$

The dynamic contact-angle $\beta_{d}$ is a property of the liquid-substrate pair, as well as the liquid-cavity contact angle of the gas embryo $\beta_{s} . \beta_{d}$ has been imposed equal to $90^{\circ}$, to avoid hydrophilicity/hydrophobicity effects. Due to very limited data in this field, the inter cavity contact angle is difficult to be estimated for liquids which are not highly wetting. It was therefore decided to choose an average value of $30^{\circ}$ for all liquids until more detailed information becomes available.

## Nucleation

During each time step all nucleation sites not currently nucleating bubbles are checked for their ability to perform nucleation. This is accomplished by firstly interpolating the dissolved gas phase concentration from the Eulerian grid to the nucleation site. Thus, a local supersaturation ratio is calculated at the center of the nucleation site, which allows the calculation of the critical radius, as defined in Equation 4.21. A bubble equal to the gas pocket embryo will be created at the nucleation point if the critical radius is greater than the radius of curvature of the site, calculated through Equation 4.24. This bubble is artificially kept in place during the nucleation and growth, until its detachment. Any nucleation site not able to perform a nucleation event due to a local insufficient supersaturation will be skipped until the
amount of dissolved gas at the nucleation site becomes large enough to enable nucleation, for instance as a consequence of local fluctuations. While the bubble is attached to the surface, it is subjected to mass transfer (as described in Section 4.2.2), thus growing until it is ready to detach.

## Detachment

Bubble detachment occurs when the forces pulling the bubble upwards overcome the surface force keeping the bubble anchored to the site. Several forces play a role in this process, but research is still ongoing to describe their different effects on the detachment. In this chapter, the simple approach by Fritz [121] is used: a force balance between buoyancy and surface force allows to obtain a critical radius for detachment, usually called the Fritz radius ( $R_{f}$ in Equation 4.25).

$$
\begin{equation*}
R_{f}=\left(\frac{3}{2} \frac{\sigma R_{\text {site }}}{\left(\rho_{l}-\rho_{g}\right) g}\right)^{\frac{1}{3}} \tag{4.25}
\end{equation*}
$$

Upon reaching this radius, the bubble will detach and it will start rising in the column. The process of detachment is treated in the DBM as a breakup: a volume of gas equal to the cavity volume is left attached to the surface ready to nucleate a new bubble while the remaining gas is the newly formed bubble that is free to rise in the column.

It is important to note that the Fritz radius represents a good approximation of the detachment size when no other forces are present, or in other words if the bubble and the liquid around are completely stagnant. If shear flow, for instance, or other types of flow are present, then the detachment would occur at a different size (perhaps earlier, as shown for instance by Mirsandi et al. [122]). On the other hand, the system under consideration does not have such strong cross-flows and using the Fritz radius is a considered as a safe approximation.

## Limitations and assumptions

Finally, a few remarks on the limitations of the current implementation of heterogeneous bubble nucleation. The state-of-the-art detachment criterion, based on the Fritz radius, does not account for the many other relevant phenomena that might play a role. For instance, shear flow or even collisions of nucleating bubbles with neighboring bubbles are not considered in the calculations, as well as possible coalescence with neighboring nucleating bubbles (while they remain considered for freely rising bubbles as described in section 4.2.2). The initialization of the nucleation sites is currently done in such a way that this will never happen, while for a real case scenario this should be included in the model. Moreover, the initial volume of the gas pocket is initialized as a spherical bubble, of which the radius is used as a detachment criterion. Compared to a conical cavity, the assumption of a spherical bubble might not result in the correct radius calculation for the detachment. In addition, our simulations now rely on fictional parameters for the nucleation sites properties (i.e. a random Gaussian distribution of site radii). However, these parameters will depend upon the surface material, the liquid and gas properties etc. These parameters need to be adjusted to obtain physical results for a real surface, as will be further discussed in the following chapter.

### 4.2.6 Summary of the implementation

At the DBM initialization, a surface is initialized with assigned nucleation sites, with random position, radius ( $R_{\text {site }}$ ) taken from a Gaussian distribution and depth ( $d$ ) assigned as explained in Section 4.2.5. Equation 4.22 is used to check if a gas pocket is formed, of which the gas volume is calculated through Equation 4.23 while its radius of curvature ( $R_{p}$ ) is computed from Equation 4.24. If the local critical radius, defined in Equation 4.21, is larger than the radius of curvature, an artificial bubble with equal volume as the cavity is generated, functioning as the bubble embryo and kept attached to the wall. Such bubble will grow, until reaching a size which allows the detachment. This size is called the Fritz radius, as defined in Equation 4.25. At the moment of detachment, the embryo bubble remains attached to the surface with a volume equal to the cavity volume, while the remaining gas is treated as a breakup, with a new detached bubble which can rise in the column.

### 4.3 Results

### 4.3.1 Numerical setup

The considered domain is a cube box with a length of 15 cm described by a Eulerian grid of $30 \times 30 \times 30$ grid nodes. The liquid is water at standard conditions ( $\rho_{l}=1000 \mathrm{~kg} \mathrm{~m}^{-3}$, $\sigma=0.073 \mathrm{~N} \mathrm{~m}^{-1}$ and $\mu_{l}=10^{-3} \mathrm{~Pa} \mathrm{~s}$ ). The dissolved gas is $\mathrm{CO}_{2}$, which is initially perfectly mixed in the liquid bulk with different mass fractions, corresponding to different initial supersaturation ratios. The typical time step is 1 ms for both the species and the flow solvers while bubble movements are computed using time steps 20 times smaller. A total of 1300 nucleation sites is randomly generated with a size taken from a Gaussian distribution with a mean of 0.5 mm and a standard deviation of 0.3 mm , chosen to obtain a relatively dense surface coverage. Out of these nucleation sites, a total of 592 gas pockets (active sites) are formed, following the procedure detailed in Section 4.2.5.

### 4.3.2 Analysis of the nucleation process

A snapshot of the bubble nucleation, growth and detachment is shown in Figure 4.6. At the beginning, the gas pockets are represented as a bubble with equal volume attached to the surface. As a consequence of mass transfer, the pockets (bubbles) start growing, until a bubble reaches a diameter equal to the Fritz radius and detaches (leaving behind the gas pocket volume), as visible in Figure 4.6b. After some time, most of the sites reach a pseudosteady state in which the system is continuously forming bubbles. This pseudo-steady state, where the supersaturation in the liquid is reducing as the concentration of dissolved gas starts depleting as a consequence of the bubble formation, is also visible in terms of average bubble sizes in the column (see Figure 4.7). The first peak (slowly shifting to the right) represents the gas pockets volumes, growing because of mass transfer. When the detachment of bubbles starts, the distribution tends to become wider and flatter, because of the presence of large bubbles rising in the column and small nuclei growing on the surface.

The initial growth of bubbles attached to the surface also affects the concentration profiles in the column, where the supersaturated liquid starts desaturating closer to the surface (see Figure 4.8a) as a consequence of the mass transfer of dissolved gas in the liquid towards the growing bubbles. Indeed, a depletion zone can be observed, which is slowly extending


Figure 4.6: Snapshots of the bubble nucleation process on a surface for supersaturated water with $\mathrm{CO}_{2}$ with $\zeta \approx 5.7$ as initial supersaturation. (a) Initial gas pockets volumes. (b) First detachment event. (c) Pseudo-steady state.
upwards. As soon as bubbles start detaching, this zone gets perturbed, as visible in Figure 4.8b. Channel-like structures of lower concentration areas represent the wake of bubbles rising, which meanwhile still grow because of mass transfer. This is a transition regime, which ends when swarms of bubbles detach steadily from the surface inducing more mixing in the system, as visible in Figure 4.8c.

### 4.3.3 Effect of the supersaturation ratio

The initial supersaturation ratio has a large influence, not only because it changes the amount of gas that can be transferred to the gas phase (and thus directly the mass transfer rate), but also because it affects properties such as the critical radius (defined in Equation 4.21) that controls the nucleation process. When the supersaturation is increased, bubbles grow much faster on the surface, detaching earlier. The critical radius is also smaller, which implies that more nucleation sites are active. This is clearly visible in Figure 4.9, showing the bubble size distributions in the column for different supersaturation ratios. At the lowest initial supersaturation, the nucleation process is still in its early stages, corresponding to the situation where bubbles are still growing on the surface, while for larger ratios (Figure 4.9c and Figure 4.9 d ) the surface is already bubbling and a wider bubble size distribution has been established. For the highest supersaturation ratio the bubble size distribution has shifted


Figure 4.7: Bubble size distribution in the column for a supersaturation ratio $\zeta \approx 5.7$
slightly to larger diameters, which can be attributed to two effects: i) bubbles grow much faster on the surface, increasing the number of large bubbles in the column compared to the number of small bubbles on the surface; ii) the bubbles can grow larger because of increased mass transfer and bubble coalescence (a higher bubble number density increases the bubble encounter frequency). It is worth mentioning that a time span of 20 s seems rather unrealistic for an initial supersaturation of about 2.3 to not have detached any bubble yet, but this is related to the nucleation sites density and the relatively small selected radii of the original gas pockets, requiring the bubbles to grow for a relatively long time span before the first bubble is detached. This work is the first step in the integration of a nucleation model in the DBM. Selection of the model parameters can be improved when more experimental data become available. As bubbles detach faster, more of them will be present in the column at the same time, as can be discerned from Figure 4.10, showing the total number of bubbles in the column as a function of time. Indeed, the total number of bubbles in the column is much smaller for the smallest supersaturation, while at the same time it takes much more time to develop a steady rate of bubble formation. On the other hand, the depletion of concentration starts to become pronounced for the highest supersaturation, where bubbles are quickly formed, but where the number of bubbles is already decreasing, corresponding to the decrease in liquid


Figure 4.8: Concentration profiles of $\mathrm{CO}_{2}$ in the liquid phase in a plane in the middle of the column for an initial supersaturation $\zeta \approx 5.7$. Concentration ranges from red (lower) to blue (higher).
concentration.

### 4.3.4 Effect of the surface properties

In this work, the surface nucleation properties have been randomly generated. Real surfaces may have different properties, which can be determined from dedicated measurements. In order to put into context how the system will respond to a certain variation in the nucleation properties, a sensitivity analysis of nucleation site parameters has been performed. The numerical setup as described in section 4.3.1, with a starting supersaturation of $\zeta \approx 5.7$ (initial mass fraction of $\mathrm{CO}_{2} Y_{0, \mathrm{CO}_{2}}=0.015$ ) has been taken as the base case, while in three other cases the total number of sites (Case 1), the mean nucleation site radius $R_{\text {site }}$ (Case 2) and the standard deviation of the nucleation site radii distribution (Case 3) has been varied. A list of varied parameters for each case is summarized in Table 4.1.

From Figure 4.11a it can be observed that the number of bubbles in the column is drastically reduced for Case 1, as a consequence of the lower number of nucleation sites. Indeed, out of the predefined 200 sites, a total number of 131 gas pockets is available for nucleation. This slows down the nucleation process considerably, which affects the occurrence of all bubble


Figure 4.9: Bubble size distribution in the column for different initial supersaturation ratios at $t=20 \mathrm{~s}$.


Figure 4.10: Number of bubbles in the column over time, at different initial $\mathrm{CO}_{2}$ concentrations.

Table 4.1: Description of sensitivity analysis cases

| Case | Description | Parameters |
| :--- | :--- | :--- |
|  |  | $\mathrm{N}_{\text {site }}=1300$ |
| Base Case | $\zeta \approx 5.7$, case described in section 4.3.1 | $\mathrm{R}_{\text {mean }}=0.5 \mathrm{~mm}$ |
|  |  | $\mathrm{~s}=0.3 \mathrm{~mm}$ |
| Case 1 | Decreased number of nucleation sites | $\mathrm{N}_{\text {site }}=200$ |
| Case 2 | Decreased mean radius of radii distribution | $\mathrm{R}_{\text {mean }}=0.25 \mathrm{~mm}$ |
| Case 3 | Decreased standard deviation of radii distribution | $\mathrm{s}=0.2 \mathrm{~mm}$ |

sizes, as seen in the bubble size distribution shown in Figure 4.11b. Since more bubbles are still growing attached to the surface, the bubble size distribution becomes more similar to the one of lower supersaturation, with a clear bimodal peak due to the presence of a considerable amount of bubbles still growing at the surface. On the other hand, the effect of the change in the standard deviation of the nucleation sites (Case 3) is not as influential, and results in a similar bubble size distribution as the base case. Unless the site radius distribution is generated with a very wide distribution, the site radius distribution is of less importance for the nucleation process.

Changing the mean radius however (Case 2) shows a considerable effect in the number of bubbles produced. The reason for this particular increase lies in the number density of nucleation sites. Indeed, when they are generated with a smaller average radius, more sites can be fitted on the surface, leading to a larger number of nucleating bubbles. The difference in size does not induce a difference in trends, which can be seen to match well with the Base Case and Case 3. However, it is visible that in Case 2 the detachment phase starts slightly earlier compared to the base case. This is related to the Fritz radius, which is proportional to the cube root of the nucleation site radius, allowing bubbles to detach earlier when the site has a smaller size. Although the number of bubbles changes, the bubble size distribution does not; this is because the size is dominated by bubbles rising in the column which are mostly


Figure 4.11: (a) Number of bubbles in the column over time, varying surface parameters. (b) Bubble size distribution in the column at $t=40 \mathrm{~s}$.
determined in size by the degree of supersaturation, while for Case 1 the majority of bubbles are still attached to the nucleation sites.

As visible from this short sensitivity analysis, surface properties are able to influence the number of nucleated bubbles and in some cases the instantaneous bubble size distribution. For this reason, it is important to stress again the importance of dedicated measurements to be able to mimic real surfaces.

### 4.4 Conclusions and outlook

This work has discussed the integration of heterogeneous bubble nucleation into a Discrete Bubble Model. An algorithm has been proposed and implemented to study the formation of bubbles on a solid surface as a result of supersaturation, assuming random conical nucleation sites. This chapter serves as a demonstration of the capabilities of the DBM as a meso-scale model: it is possible to gain relevant understanding on relatively large swarms of bubbles with a sufficient level of detail, successfully performing as the gateway between Direct Numerical Simulations (DNS, very detailed but limited to a handful of bubbles) and large-scale EulerEuler (fast and large scale, but no details on individual bubbles).

A clear initial regime is visible where bubbles are slowly growing while remaining attached to the surface, with the formation of a depletion layer close to the bottom surface. As soon as bubbles start reaching the Fritz radius, and thus detach, they introduce a more vigorous mixing which breaks the depletion layer. An increase in the initial supersaturation not only decreases the time span of this first growing regime, but also increases the total number of bubbles in the system and their sizes. For higher supersaturation ratios, the total number of bubbles is clearly decreasing in time, as a consequence of the fast depletion of the dissolved gas in the system.

A sensitivity analysis of surface properties has been performed. The nucleation sites number density has a clear effect both in the number of bubbles and in the bubble size distribution. Fewer sites will form less bubbles and will not mix the system leading to an overall slower phase transition process. On the other hand, decreasing the average site radius will lead to a higher number of bubbles as a consequence of the changed site density, while also slightly accelerating the detachment process because of the smaller average Fritz radius.

Despite its interesting capabilities, this model is not yet complete. Firstly, other effects for detachment, as for instance shear flows, have to be included. Moreover, interactions between bubbles that are still attached to the surface could lead to a potential early detachment after a collision or a coalescence event between two bubbles attached to neighboring nucleation sites, increasing the bubble formation rate. The effect of depletion should be studied further, as well as the fact that a bubble attached to the surface will experience lower mass transfer rates as a consequence of the lower available interfacial area. The latter two phenomena have been studied experimentally for single bubbles by Moreno Soto et al. [123] and Enríquez et al. [124] respectively, and could represent a relevant topic for future research at the meso-scale. In addition, experimental validation determining nucleation model parameters of actual surfaces is of extreme importance and has been started following the work of Enríquez et al. [117].

To conclude, the similarities with boiling flows have been already highlighted in literature [37]. The model here presented could be expanded to a boiling case, where similar simulations can be performed for instance at different Pr numbers.


# Experimental study of $\mathrm{CO}_{2}$ bubble formation ON A SURFACE IN SUPERSATURATED WATER 

In this chapter, an experimental study is described to better understand the processes involved in the nucleation of multiple bubbles at different substrates, where the generated experimental data can be used to calibrate the parameters of the heterogeneous bubble nucleation model described in Chapter 4. A dedicated experimental setup consisting of two interconnected tanks has been constructed. In the larger tank, $\mathrm{CO}_{2}$ is dissolved under pressure in water, while the pressure is released in a controlled environment in the second tank, where images of nucleating bubbles can be taken with a camera. A Digital Image Analysis technique has been developed and validated in order to analyze the growing bubbles.The experiments showed a consistent outcome compared to the modeling results of Chapter 4: an initial wave of equally sized small bubbles grows over time into a flatter and wider bubble size distribution, as a consequence of detachment, coalescence and nucleation events. In addition, a higher supersaturation ratio is found to be responsible for the formation of more bubbles, but with smaller sizes due to the reduced critical radius. The effect of a larger pore size surface is negligible, as bubbles nucleate on smaller cavities than the steel pores. The bubbles show a consistent growth rate with the analytical solution of Epstein and Plesset (1950) but with a much slower mass transfer, because of the combined effect of the presence of the surface and local depletion. The nucleation model of Chapter 4 has been applied and it has been shown that it is able to predict qualitatively the experimental bubble size distribution, with a limited effect of surface properties apart from the site radius. In order to see the widening of the distribution, a distribution in the Sh number is required, to mimic depletion/competition effects, which needs to be studied in more detail in further works.

[^4]
### 5.1 Introduction

The formation of gas bubbles occurs often in natural and industrial processes as a consequence of supersaturation or superheating. While the opening of a soda bottle or the boiling of water represent perhaps the easiest examples from everyday life, several industrial processes are also affected by the formation and growth of gas bubbles, as for instance in electrolysis [34, 35], molten polymers [98] and even bubbles in oil reservoirs [99].

As shown in Chapter 4, CFD based models represent an indispensable tool for the design and optimization of such processes. On the other hand, they require input parameters, such as the size and density of nucleation sites, which require an analysis and understanding of nucleation on a real surface.

Literature studies regarding the understanding of the physics of nucleation can be split into two different fields: supersaturation, where excess gas is dissolved in a liquid compared to its equilibrium, and superheating, where excess heat is stored in a liquid compared to its equilibrium. In both cases, bubbles (of gas or vapor respectively) are formed in the liquid in order to lower the local concentration/temperature and restore equilibrium.

Most research has been put into understanding the growth rate of bubbles from a microscopic point of view, tracking between a single and a handful of bubbles simultaneously on very well defined surfaces ( $[127,128]$ ). The achieved results are, for the most part, in agreement with the expected analytical solutions when bubbles grow solitary. However, it has been noted in Chapter 4 and from the work by Moreno Soto et al. [123] that bubbles which are growing in pairs or groups will compete for the available gas and grow slower. Consequently, this also affects their sizes when detaching from the surface or when coalescing each other, as there is not as much space to grow compared to the single case.

While still about a single microbubble, Frank et al. [129] investigated the detachment and growth of a bubble in different fluids (Newtonian and non-Newtonian) with Particle Image Velocimetry, showing promising results to connect with their Lattice Boltzmann approach. In the works of Enríquez et al. [117], Dietrich et al. [130], van der Linde et al. [131] and Moreno Soto et al. [123], an experimental setup with very well defined nucleation sites on surfaces has been used to study the growth of a single or a few microbubbles. Their fundamental work shows in rich detail the nucleation and growth process under diffusive conditions.

On the other hand, there is a gap in the literature regarding the nucleation of gas bubbles in relatively large numbers on a porous substrate. Most of the literature is more focused on gaining a total number of bubbles per unit time (nucleation rate) rather than dedicating attention to the surface parameters found in Chapter 4 (i.e. the size and density of nucleation sites), such as in the work of Lubetkin and Blackwell [132] where they used the sound of bubbles bursting on the top surface to quantify the nucleation rates.

The aim of this chapter is thus to bridge this gap and experimentally investigate the nucleation of (larger) groups of bubbles in order to provide the link between the CFD model described in Chapter 4 and real surfaces, understanding the influence of surface properties on the process of bubble formation. This will be done by recording images of nucleating $\mathrm{CO}_{2}$ bubbles from supersaturated water and processing these images with Digital Image Analysis (DIA), to create an account of the evolution of the site distribution of nucleating, growing and detaching bubbles. In the following sections, the principles of nucleation will be recapped,
the constructed experimental nucleation setup will be described, the developed DIA technique described and verified, and the experimental results of the formation of bubbles on real porous steel surfaces investigated.

### 5.2 Theoretical overview

A more comprehensive description of supersaturation and the formation of bubbles in a supersaturated liquid has been already given in Chapter 4. Nonetheless, a few relevant parts are hereby repeated for the sake of completeness.

### 5.2.1 Supersaturation

A liquid is (locally) supersaturated when the concentration is higher than the equilibrium concentration, which can be expressed, for instance, by Henry's law. A relevant parameter, called the supersaturation ratio, is introduced as [117]:

$$
\begin{equation*}
\zeta=\frac{c}{c_{s}}-1 \tag{5.1}
\end{equation*}
$$

which is an indication of the quantity of excess gas that is dissolved in the liquid compared to its equilibrium concentration ( $c_{s}$, the saturation concentration). Thus, for phase transition to occur, the ratio has to be higher than the equilibrium, thus $\zeta>0$. Equilibrium between the two phases exists when this ratio is equal to 0 .

### 5.2.2 Mechanism of bubble formation

The mechanism of a gas bubble formation has been a topic of investigation for many years [118]. It is nowadays accepted in the literature that the predominant mechanism for bubble formation is heterogeneous nucleation, where bubbles form on pre-existing gas cavities present on a solid surface (see type III/IV in Chapter 4). The size of the cavity, the so-called nucleation site, is important to establish whether a growing bubble can be hosted. A critical radius (related to the Laplace pressure) is recognized by Jones et al. [118] as shown in Equation 5.2, which represents the minimum size for a bubble to be able to grow by mass transfer, without dissolving back into the liquid.

$$
\begin{equation*}
R_{c}=\frac{2 \sigma}{p_{s} \zeta} \tag{5.2}
\end{equation*}
$$

In this equation, $\sigma$ and $p_{s}$ represent the surface tension coefficient and the saturation pressure of the gas respectively.

The bubble on the site grows until the buoyant forces pulling on the bubble are able to overcome the surface tension anchoring the bubble to the surface. At this point, the bubble detaches and starts rising in the liquid. Fritz [121] derived an expression (see Equation 5.3) for the detachment radius, usually called the Fritz radius, by writing a force balance between said buoyancy and surface tension:

$$
\begin{equation*}
R_{f}=\left(\frac{3}{2} \frac{\sigma R_{\text {site }}}{\left(\rho_{l}-\rho_{g}\right) g}\right)^{\frac{1}{3}} \tag{5.3}
\end{equation*}
$$

As explained in Chapter 4, the Fritz radius is a good approximation of the detachment radius when the liquid is quiescent, but does not account for several other factors such as shear flow. On the other hand, the experimental system in consideration does not present strong flows and thus it is considered as a reasonable assumption.

### 5.3 Experimental Setup

The constructed experimental setup is based on the setup used by Enríquez et al. [117]. A saturated solution of a gas and liquid (e.g. water-carbon dioxide) is prepared and then supersaturation is induced by a controlled release of the pressure. Below a description of the setup and its major characteristics is provided.

### 5.3.1 Vessels configuration

The system consists of two interconnected 316L stainless steel vessels manufactured by METAL machinebouwers b.v. (Nijverdal, the Netherlands). The largest of the two (shown in Figure 5.1a) holds approximately 7 liters of liquid and has the sole purpose of preparing a water solution saturated with carbon dioxide. Hence, it is hereby referred to as the mixing vessel. The top plate covering the tank has openings for both the gas and the liquid and a magnetic couple (Macline mrk16, Premex Reactor AG), required in order to rotate the gas injection propeller (BR-3, Premex Reactor AG) within the tank. The magnetic stirrer is required in order to mix the gas and the liquid and decrease the preparation time of the saturated solution, following the work of Enríquez et al. [117]. Figure 5.2 illustrates the propeller's work: the shaft is hollow, allowing gas to pass through and exits at the blades, forming bubbles and increasing the gas-liquid mixing, which allows preparing a saturated solution in about 1 hour.

The saturated solution is then flowing in the smaller tank (measurement vessel, Figure 5.1b), which holds approximately 1.5 liters of liquid and is placed below the level of the mixing vessel. The measurement vessel has three sight glasses installed giving visual


Figure 5.1: Depiction of the two vessels.


Figure 5.2: Depiction of the gas injection propeller. Adapted from Enríquez et al. [117].
access to the inside. The configuration allows for a flexible placement of the illumination and visualization of the experiments, as will be explained further below.

Both vessels are equipped with a level sensor (FTL31; Endress+Hauser) to ensure the amount of liquid in between two experiments is equal within the error of the valve/sensor. As temperature can greatly affect the solubility of gasses in liquids a temperature sensor (TMP31; Endress+Hauser) is placed in both tanks. Two equal pressure sensors (PMP11; Endress+Hauser) are present to monitor the tank pressure, which is extremely important as described in the next section.

### 5.3.2 Pressure control

The setup makes use of Henry's law, which states that the amount of dissolved gas in a liquid solution is proportional to its partial pressure above the liquid. The so-called Henry's constant, which is the proportionality coefficient, represents the solubility of the given gas in the given liquid. Thus, when the mixing tank is filled with gas under pressure and left for a sufficiently long time, the system can be considered at equilibrium and the gas-liquid solution is saturated. The alteration of the (partial) pressure (for instance by a sudden release of part of the gas) brings the system into a supersaturated state, thus initiating the bubble nucleation process, as it is for instance when opening a bottle of sparkling water.

The two vessels are designed for a maximum operating pressure of 8 barg, which allows for a wide range of supersaturation by controlling the pressure release. To ensure a smooth transition while releasing pressure, a small buffer tank is placed on top of the measurement vessel. In addition, a needle valve is used to release the pressure more slowly and achieve a better control.

### 5.3.3 Substrate and substrate holder

Inside the measurement vessel, a substrate is placed where bubbles are forming and analyzed through Digital Image Analysis (see Section 5.4).


Figure 5.3: Depiction of the 3D-printed sample holder in the vertical position.

Two porous steel plates with different pore sizes ( $40 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$ ) are used as different substrates in this work, in order to capture the effect of the surface pore sizes on the nucleation rates. In order to correlate the camera resolution with the actual dimensions, a $2 \times 2 \mathrm{~cm}$ square is drawn on the substrate with a black marker. This coating has the additional effect of reducing reflections, which is advantageous for the Digital Image Analysis processing, but it will probably also (slightly) change the surface properties. The detailed effect of the surface properties is considered out-of-scope of this work, as the most likely affected surface properties of unmarked steel (e.g. gas-liquid-solid contact angle or surface energies) are not measured either.

The substrate is kept in position vertically by a 3D-printed holder made of ABS plastic, illustrated in Figure 5.3. This solution allows for a cheap and easily adaptable design of the holder, giving the possibility to achieve various configurations. In this chapter, only the vertical positioning is discussed.

### 5.3.4 Experimental procedure

The selected gas-liquid combination is $\mathrm{CO}_{2}$-water, as it represents a convenient choice due to the high solubility of $\mathrm{CO}_{2}$ in water ( $\sim 1.6 \mathrm{~g}_{\mathrm{CO}_{2}} \mathrm{~kg}_{\mathrm{H}_{2} \mathrm{O}}^{-1}$ ), allowing for a shorter mixing period compared to other gases in order to reach saturation and shorter degassing times [117].

## Saturated solution preparation

The first step is the preparation of the saturated solution in the mixing vessel. Initially, the system is completely flushed from the bottom with $\mathrm{CO}_{2}$, in order to purge any other gas. At the end of the purging, all exit valves are closed and the pressure is increased to 1 barg, in order to maintain a $\mathrm{CO}_{2}$ atmosphere.

With both tanks purged and pressurized, the connection between them is closed in order to separate the two sections. Then, the water inlet is opened and the tank is filled until the level switch activates. It is important to note that, during this operation the pressure increases (liquid volume is entering the vessel). In order to avoid backflow of gas into the liquid lines (which are at about 4 barg), the exit valve from the mixing vessel is opening regularly in order to keep the pressure at 1 barg.

Once the tank is full, the $\mathrm{CO}_{2}$ line is opened for about 2 minutes (still with the pressure regulation described above), in order to strip the liquid of any other dissolved gas (i.e. nitrogen and oxygen). Then, at the end of this procedure, the vessels are both pressurized with $\mathrm{CO}_{2}$ at about 6.5 barg. Finally, the motor is started, the propeller is set in motion and the solution is left to be saturated for approximately 1 hour.

## Measuring procedure

When the solution is ready, the connection between the two tanks is opened and the liquid is transferred to the measuring tank. Once full, the two sections are separated again and the solution is left to settle for a couple of minutes while the camera and illumination are set. Then, the pressure is reduced by the desired amount using the needle valve, which is subsequently closed again while bubbles start to form on the substrate.

The optimal configuration to take images was experimentally found to be when two LED lights are illuminating the side sight glasses, with a diffuser plate to achieve an even illumination. An Imager pro HS 4M camera (LaVision GmbH), with a resolution of $2016 \times$ 2016 pixels and a Nikkor 200 mm macro lens is placed in front of the front sight glass and is used in order to take images of the growing bubbles on the substrate, for about 30 minutes at intervals of $2 / 5$ minutes. As will be later described, the first image is taken before the pressure release in order to have a reference background image for background removal.

After the experiment is performed, the liquid is drained from the measurement vessel after releasing fully the pressure. It is important to note that the mixing vessel is larger, in order to be able to perform multiple experiments with the same solution and shorten waiting times. For this reason, after the measurement vessel is completely empty, it is flushed with $\mathrm{CO}_{2}$, brought back at the same pressure of the mixing vessel and refilled accordingly for another experiment.

### 5.4 Digital Image Analysis

The bubble properties, namely bubble sizes, positions, numbers etc., can be acquired through Digital Image Analysis (DIA) following a number of image manipulation steps. A description and verification of the developed method is provided in the next sections.

### 5.4.1 Algorithm

The DIA algorithm is written in Python [133] (version 3.8.5) making use of the Open Source libraries NumPy [134] (version 1.20.0), OpenCV [135] (version 4.5.1.48) and scikitimage [136] (version 0.18.1).

The bubble detection, shown in Figure 5.4, is divided in three different parts: large bubbles ( $35-50$ pixels), medium bubbles ( $20-35$ pixels) and small bubbles ( $4-20$ pixels). The reason for this is that the technique for bubble recognition/labelling works best for a specific range of sizes, which is too narrow to cover all the sizes observed in the experiments. The first steps of the detection are the preparation of the image: first the background is subtracted (using a background image taken beforehand), the rotation is adjusted (if required) and the figure is cropped to the borders of the marked area, as visible in step 1 of Figure 5.4.


Figure 5.4: Image processing sequence to detect bubbles. The cropped area is smaller than an actual image for illustration purposes.

Then, the actual bubble detection routines start. First, the large bubbles are detected with their own parameters and then removed from the image, to avoid duplicates and interference (step 2 and 3 in Figure 5.4). Then, the same procedure is applied to the medium size bubbles, with different parameters, which are subsequently also removed from the image. Finally, the small bubbles are detected with their own procedure (step 4) and the three data sets of detected bubbles are combined to obtain the final result (step 5).

In Figure 5.5, the detection sequence for the small bubbles, after the removal of large and medium bubbles, is shown. As mentioned, the large and medium bubbles follow a different detection procedure from the small bubbles. Since the bubbles are extremely small in resolution ( 4 to 20 pixels radius), noise removal is challenging, as the noise from the porous steel reflections is of the same size as the bubbles. While background removal helps, noise is not entirely removed because the subtracted background and the image have slight deviations (usually to the pixel level) due to the camera vibrating while taking pictures as a consequence of the internal heat removal fan. The remaining noise influences the detection of the bubbles (especially with the smallest) because it has the same intensity of the bubble edges. On the other hand, the illumination from both sides of the setup results in brighter sides of the bubble


Figure 5.5: Image processing sequence to detect small bubbles after large and medium size bubbles have been removed. Magnification of the same experimental image shown in Figure 5.4.
edges. Thus, the image is heavily thresholded in order to intensively remove the noise while leaving only two parallel contours (the sides of the bubble edges). With the DIA, the two contours from the filtered image are identified. Then, their centroids are detected, and if they are close enough and on a horizontal line (within a few pixels margin) they are selected as a circle. The diameter of the circle is then calculated as the distance between the leftmost and rightmost points of the two contours and the circle center as the middle point of said line. In order to avoid overlaps with neighboring circles with contours close enough to be mistaken for a circle, the contours are all sorted from left to right and processed in such order.

While this procedure can be applied safely for small bubbles, for larger bubbles it results in several false circles detection without additional pre-processing steps. In Figure 5.6, the detection sequence for large and medium bubbles is illustrated. First, the noise from the porous steel reflections has again to be removed or reduced. Thus, a few steps are taken to reduce noise: i) a median blur filter is applied to smoothen the image, ii) the image is thresholded and iii) small objects (sometimes including small bubbles) are removed as noise. The final outcome is shown in Figure 5.6 at step 1.

After this, the edges of the bubbles are highlighted with the edge detection algorithm proposed by Canny [137] and implemented in the OpenCV library of Python, as shown in Figure 5.6 at step 2. This algorithm makes use of an additional series of internal filtering steps and uses the intensity gradient of the image in order to identify edges. This step is necessary in order to aid the subsequent circle detection step. Indeed, since the experimental bubbles are round by nature, a circle detection algorithm has been used to detect them. This is the Hough Circle Transform algorithm of OpenCV, which has been used widely in the literature to detect circles (or ellipses) in images [138]. The Hough circle transform implemented in Open $C V$ is relatively robust to identify circles, but unfortunately not as much when it comes to determine their sizes, constantly making errors especially when the bubble size is very close to the transition region (e.g. between large and medium). For this reason, once the bubble is identified with the Hough transform, it is passed to the same algorithm used for the small bubbles in order to detect its size properly.


Figure 5.6: Image processing sequence to detect large and medium sized bubbles from the preprocessed image. The cropped area is smaller than an actual image for illustration purposes.

### 5.4.2 Verification

The performances of the DIA have been verified with artificially generated images and with experimentally obtained images.

## Single bubble verification

A single bubble from an experimental image has been selected as representative of experimental bubbles for all the three sizes, namely one bubble of 10 pixels in radius, one of 34 pixels in radius and one of 45 pixels in radius. All three of them are then resized using the built-in function of OpenCV in the range of 10-50 pixels, in order to check for the correctness of the radius detection with a single bubble.

As visible from Figure 5.7, all three bubbles resized in all sizes are detected within a $1 / 2$ pixel accuracy, which is a very good result accounting for the fact that bubbles are not perfectly spherical and even the human eye has a $1 / 2$ pixel margin in the determination of the radius. In addition, sometimes the edge of the bubble is not sharply terminating between one pixel and another, resulting in a another source of inaccuracy.

From the images, it is also visible that the 10 pixel bubble is the one that, at increased bubble sizes, deviates the most. This is because the bubble is not very resolved (as it is small) and thus the resizing process introduces noise at the interface, which then adversely influences the accuracy of the DIA. Despite this, it can be seen that the bubble sizes are recognized well in the size range relevant for this work.

## Generated bubble images

From experimental images, 470 bubbles have been manually labelled, measured in size and extracted as a single bubble image. Then, the extracted bubbles are binned and used to generate an artificial bubble image with an imposed bubble size distribution (e.g. a Gaussian distribution of radii). For the generation of the artificial image, a true empty experimental image of the background surface is used on which the extracted bubbles are randomly placed.

A number of 100 images with 100 bubbles each, totalling 10000 bubbles, are generated imposing a Gaussian distribution of radii with average 30 pixels and standard deviation 7.5 pixels. The DIA algorithm is then used to detect the bubbles, with a considerable accuracy,


Figure 5.7: Detected vs generated radius for a single bubble resized across the $10-50$ pixel size range, with three different experimentally obtained bubble images of radius $R_{b u b}$.
of which an example is shown in Figure 5.8. A number of 9478 bubbles are detected with a mean radius of 29.08 pixels. The error is still considered within the margin of accuracy of the human eye, as the labelled images are measured visually and do introduce a source of inaccuracy. In addition, out of the 9478 detected bubbles, an average of 1 detection error (detected but not existing bubble) every 2 to 3 images reduces the overall hit rate to about $94 \%$, which is considered a good result for the objective of this work.

To conclude, Figure 5.9 shows the generated bubble size distribution against the histogram of the detected bubbles' probability density function normalized to 1 . It is visible that the shape and mean of the distribution is captured by the detection, but with considerable undershoots and overshoots in some of the bins. This is attributed to the somewhat limited number of bubbles used for the generation (470), which introduces a systematic error if their size is measured incorrectly by the human eye. Nonetheless, it is clear that the developed DIA is able to determine the bubble size distribution with a good margin of accuracy, thus it is possible to move further to the analysis of experimental bubble images.


Figure 5.8: Generated vs detected for an artificially generated image with 100 bubbles with a Gaussian distribution. The colors represent the large sized bubbles (green), the medium sized bubbles (purple) and the small sized bubbles (red).


Figure 5.9: Comparison between the generated and detected bubble size distribution.

## Experimental bubble images

When using an actual experimental image, bubbles do not have the same characteristics but present differences not only in their sizes but also in illumination and focus. This is the part that makes the DIA algorithm less robust, as it requires fine-tuning of the detection parameters (e.g. the Hough circle transform parameters and threshold levels) to obtain a better detection.


Figure 5.10: (a) Detected bubbles from an experimental image and (b) detected bubble radii distribution.

Table 5.1: Experimental image detection verification.

|  | Detected | Missed | Wrong |
| :---: | :---: | :---: | :---: |
| Large | 30 | 0 | 0 |
| Medium | 85 | 6 | 3 |
| Small | 30 | 22 | 0 |
| Total | 145 | 28 | 3 |

With a relatively good (slightly out of focus) experimental image, it is possible to obtain about $83.5 \%$ of correctly detected bubbles over the total ( $137 / 170$ bubbles). Indeed, as visible in Figure 5.10, not all bubbles are correctly detected with a few bubbles that are missed and 3 wrongly detected ghost (i.e. not existing) bubbles. In Table 5.1 an overview of the total bubbles is presented.

The somewhat larger missing rate compared to the artificially generated images holds especially for the small bubbles (about $78 \%$ of the total miss), which are difficult to see even for the human eye. This should not be considered as an error, but rather as a limitation of the current setup which could be improved by using a higher resolution camera or a lens with higher magnification. On the other hand, missing a few small bubbles does not alter the findings of this chapter. The actual error (or inaccuracy) at the bubble size detection is much smaller, as only 5 ( $3 \%$ ) of the bubbles are incorrectly detected in their size.

## Final considerations

It is thus possible to fine-tune the DIA parameters in order to obtain $85 \%$ correct detection. On the other hand, in order to keep a consistent error between images of the same data set (experiment time evolution), where the conditions are more or less the same but the size of the
bubbles changes drastically, it is better to slightly reduce the accuracy of a late time image (by missing a few bubbles more) but increasing drastically the accuracy of the early time image (where bubbles are smaller, hence more difficult to detect). This is difficult to determine $a$ priori, but rather is depending on the conditions of the experimental dataset and is found by trial-and-error.

### 5.5 Results

The constructed experimental setup and the verified DIA technique have been used to perform experiments on two different porous steel substrates. The results of the time evolution, bubble growth and a comparison with the nucleation model developed in Chapter 4 are illustrated in the following sections.

### 5.5.1 Time evolution

Bubbles grow over time as a consequence of mass transfer induced by supersaturation. Figure 5.11 shows the development of the bubble size distribution over time for a supersaturation ratio of 0.16 on the surface with a pore size of $40 \mu \mathrm{~m}$. Similar to what was observed in the modeling results of Battistella et al. [84], first (at a time of 2-5 minutes) there is a very narrow bubble size distribution where the bubbles attached to the surface grow more or less parallel to each other. As soon as the first bubbles start detaching or coalescing with each other and bubbles start growing again, the bubble size distribution widens and flattens.

## Number of bubbles

The same effects are visible also on the total number of bubbles over time. As shown in Figure 5.12, the total number of bubbles is decreasing over time. This can be attributed to a few effects: i) when a bubble detaches, the subsequent one is too small to be immediately visible (camera resolution is limiting), ii) coalescence between two close bubbles without immediate detachment locally reduces the supersaturation and no bubble is formed on the original site immediately after detachment and iii) sometimes bubbles simply do not grow again on the same spot after detachment, probably as a consequence of local supersaturation levels being depleted (see Moreno Soto et al. [123]).

While depletion will be discussed in the following section, the limitation of the camera resolution becomes clear when comparing the total number of bubbles detected at a time of $t=2 \mathrm{~min}$ with that at a time of $t=5 \mathrm{~min}$. The total number of bubbles seems to increase from 2 min to 5 min , but this is attributed to the fact that some of the bubbles are too small to be detected at 2 min , but are detected at 5 min due to bubble growth.

## Bubble growth

As pointed out by Enríquez et al. [117], the analytical solution for a spherical bubble in an unbounded liquid (assuming a constant bulk concentration) predicts that the bubble radius $R_{b}$ increases according to $\sqrt{t}$. The differential equation describing the radius of such a bubble growing purely due to diffusion in an unbounded liquid is written as formulated by Epstein and Plesset [126]:


Figure 5.11: Bubble size distribution development over time for the surface with a pore size of $40 \mu \mathrm{~m}$ and supersaturation $\zeta=0.16$.

$$
\begin{equation*}
\frac{d R_{b}}{d t}=\mathcal{D} \beta\left(\frac{1}{R_{b}}+\frac{1}{\sqrt{\pi \mathcal{D} t}}\right) \tag{5.4}
\end{equation*}
$$

where $\beta=\left(c_{0}-c_{s}\right) \rho_{l} / \rho_{g} M W, \mathcal{D}=1.97 \times 10^{-9} \mathrm{~m}^{2} \mathrm{~s}^{-1}$ is the diffusion coefficient of $\mathrm{CO}_{2}$ in water, $\rho_{l}=1000 \mathrm{~kg} \mathrm{~m}^{-3}$ is the liquid density, $\rho_{l}=10.191 \mathrm{~kg} \mathrm{~m}^{-3}$ is the gas density at the experimental conditions (at $P_{s}$ ) and $M W=44.01 \times 10^{-3} \mathrm{~kg} \mathrm{~mol}^{-1}$ is the molecular weight of $\mathrm{CO}_{2}$. The bulk $\left(c_{0}\right)$ and saturation $\left(c_{s}\right)$ concentrations are calculated from the Henry constant ( $k_{H}=3.79 \times 10^{-7} \mathrm{~mol} \mathrm{~kg}^{-1} \mathrm{~Pa}^{-1}$ and from the pressure before the run and after the drop ( $P_{0}=6.4$ bar and $P_{s}=5.5 \mathrm{bar}$ ).

To simplify the system, it is convenient to rewrite the equation in terms of dimensionless variables $R^{*}=R_{b} / R_{0}$ where $R_{0}$ is the initial bubble size and $x^{*}=\sqrt{\left(2 \mathcal{D} \beta / R_{0}^{2}\right) t}$ is the square root of the dimensionless (Fourier) time. With these variables, a simplified (asymptotic) solution to Equation 5.4 is found as:


Figure 5.12: Total number of bubbles detected over time for the surface with a pore size of $40 \mu \mathrm{~m}$ and supersaturation $\zeta=0.16$.

Table 5.2: Experimental bubble cases.

| Case | Description |
| :---: | :---: |
| $a$ | solitary bubble |
| $b$ | solitary until $t \sim 15 \mathrm{~min}$ |
| $c$ | solitary after $t \sim 15 \mathrm{~min}$ |

$$
\begin{equation*}
R^{*} \approx\left[\gamma+\left(1+\gamma^{2}\right)^{1 / 2}\right] x^{*} \tag{5.5}
\end{equation*}
$$

where the constant $\gamma$ is calculated as $\gamma=\sqrt{\beta / 2 \pi}$. In addition, this solution is valid for an unbounded spherical bubble in a liquid, but the effect of the surface has to be taken into account. Enríquez et al. [124] provided a correction to the asymptotic solution in order to account for the reduced effective area through which gas can diffuse as a consequence of the surface. The solution proposed by them is thus:

$$
\begin{equation*}
R^{*} \approx\left[\gamma+\left(1 / 2+\gamma^{2}\right)^{1 / 2}\right] x^{*} \tag{5.6}
\end{equation*}
$$

Table 5.2 shows three different selected experimental bubble cases from the experiment described in Section 5.5.1 to investigate their growth.

Figure 5.13a shows the two asymptotic solutions compared to the experimentally observed bubble growth for a somewhat solitary bubble on the surface (case $a$, see Table 5.2). It is very well visible that the bubble growth is not in line with the two asymptotic solutions, even with the one by Enríquez et al. [124] which accounts for the slower mass transfer as a consequence of the reduced area because of the presence of the substrate. It is nonetheless found that the


Figure 5.13: Size of the bubble over time a) growth of bubble $a$ compared to the theoretical prediction and b) comparison of different selected bubbles (cases $a, b$ and $c$ as explained in Table 5.2). The values of $m$ refer to the slopes of the shown curves.
bubble growth is proportional to the square root of time, as expected, but with a much lower proportionality than expected (see Figure 5.13b).

Several possible explanations have been examined for this discrepancy:
i Effect of the non-spherical shape of the bubble
ii Effect of convection/advection
iii Effect of local depletion of $\mathrm{CO}_{2}$
The first effect, the non-sphericity of the bubble shape, has been investigated analytically using a spherical cap model depending on the contact angle. As was also shown by Dietrich et al. [130] for a sessile droplet dissolving purely by diffusion, the expectations are that the Sherwood number remains in the order of $\mathrm{Sh}_{d}=1$ for a reasonable span of contact angles, and the maximum reduction of mass transfer has been found to be about $5 \%$ of the analytical solution for a sphere, thus not accounting for the large difference found in the experimental work of this thesis. This is also confirmed by comparing with the adapted asymptotic solution of Enríquez et al. [124], as already mentioned.

The second effect has been shown to be present in the form of natural convection in the dissolution of a sessile droplet in Dietrich et al. [130] and responsible for the depletion between consequent bubbles in Moreno Soto et al. [123]. On the other hand, intuitively convective effects are expected to enhance the mass transfer rate.

Thus, the last effect is considered responsible for the observed reduced rate of mass transfer compared to the analytical solution by Epstein and Plesset [126]. As has been shown by Moreno Soto et al. [123], local depletion effects are responsible for the slowing down of the growth of subsequent bubbles from the same site, as well as for the reduced growth rate of two bubbles growing in the immediate vicinity. Thus, as we are accounting for a rather


Figure 5.14: Total number of bubbles over time for different supersaturation ratios for the surface with a pore size of $40 \mu \mathrm{~m}$.
large number of bubbles on the same surface, the effect of local depletion and stratification of the $\mathrm{CO}_{2}$ concentration on the surface can reasonably expected to be there. On the other hand, more insights should be collected in future works.

The proportional growth to the square root of time is also visible (partially) for other bubbles, as shown in Figure 5.13b. It is quite noticeable that the bubbles in their solitary portion do follow the square root of time linearly with a proportionality constant $(m)$ which is more or less the same for all three bubbles. On the other hand, they do deviate when there is competition for $\mathrm{CO}_{2}$ when the bubble is close to other bubbles at the surface. This is visible for bubble $c$ until it a time of $t \sim 15 \mathrm{~min}$ and for bubble $b$ after a time of $t \sim 15 \mathrm{~min}$, when they are no longer solitary but rather close to other bubbles. Here the behaviour starts to change, as competition starts to play a role. This was also noticed in the work of Enríquez et al. [117] where two bubbles growing side by side influence each other and the growth rate is slower.

### 5.5.2 Effect of supersaturation

The increase of supersaturation results in a net increase in the total number of bubbles formed (see Figure 5.14). This is consistent with the nucleation model presented by Battistella et al. [84], as an increase in supersaturation enables more nucleation sites to grow a bubble. Indeed, the ability to grow a bubble is directly related to the critical radius (see Equation 5.2) which is in turn decreasing with increasing values of supersaturation.

An additional effect of the supersaturation is the change of the mean bubble size. It was shown in Chapter 4 that a larger driving force makes bubbles grow faster and detach earlier. Unfortunately, the moment of detachment is not captured with the current configuration, since the very fast phenomenon of bubble detachment occurs virtually instantaneously, while the camera records images with a 5 min time span to accommodate the much slower bubble


Figure 5.15: Average bubble size per image for different supersaturation ratios for the surface with a pore size of $40 \mu \mathrm{~m}$.
growth process. On the other hand, the bubble size is readily available from the Digital Image Analysis, although a limited number of bubbles (only $\sim 10$ for the smallest supersaturation ratio) gives a somewhat limited statistical representation.

In Figure 5.15, the average bubble size (in millimeters) is shown. The dataset which gives more insight is probably the largest supersaturation ratio, as more bubbles are observed providing better statistics. It is visible that the average bubble size keeps increasing, as bubbles grow on the surface. Interestingly, despite the lower numbers which do not show a consistent statistical overview, the average bubble size for the lower supersaturation is in general higher. Although counterintuitive, due to the smaller supersaturation ratio only sites with a higher critical radius are able to grow a bubble, meaning on average bubbles with a larger radius are the only one able to be formed.

### 5.5.3 Effect of surface porosity

The results presented before were obtained using a porous steel with a pore size of $40 \mu \mathrm{~m}$. To investigate the effect of the surface properties additional experiments were carried out with a metal plate with a larger average pore size $(100 \mu \mathrm{~m})$. First of all, it is important to underline that the larger pore size results in a coarser surface (more rough and corrugated), which is not coated very well with the black marker, thus resulting in a considerably larger noise, degrading drastically the DIA performances (see Figure 5.16).

Interestingly, the change in surface has a limited effect on the bubble count and the average bubble size. This can be discerned from Figure 5.17, where the change in the total number of bubbles and the average bubble radius is perfectly in line with the change in the supersaturation (note: the two cases have a slight variation of the supersaturation ratio, due to pressure/temperature control in the experiments). The results are similar to what was

(a) $40 \mu \mathrm{~m}$

(b) $100 \mu \mathrm{~m}$

Figure 5.16: Comparison of the noise produced by using a porous steel substrate with a: a) fine pore size $(40 \mu \mathrm{~m})$ and b$)$ coarse pore size $(100 \mu \mathrm{~m})$.


Figure 5.17: Comparison of the a) number of bubbles and b) average bubble radius between a coarse $(100 \mu \mathrm{~m})$ and a fine $(40 \mu \mathrm{~m})$ surface. Note that the supersaturation ratios are different ( 0.092 for the coarse and 0.16 for the fine.)
observed before: the number of bubbles is indeed decreasing over time (the first increase is due to the DIA not detecting the smallest nucleating bubbles) and the total number of bubbles is lower on the coarse surface as a consequence of the smaller supersaturation. The bubble size seems slightly bigger at the beginning, but the subsequent decrease could be associated with a decrease in DIA accuracy due to the noise.

A possible explanation for why there is a rather limited effect of the surface roughness lies in the nature of the nucleation sites. When investigating the bubble size, it was noticed that the average bubble size is in the order of $400 \mu \mathrm{~m}$. Using the Fritz radius as calculated with Equation 5.3 and assuming the detachment size is in this order of magnitude, it is possible to calculate the average pit radius, which corresponds to about $6 \mu \mathrm{~m}$ with $\sigma=0.069 \mathrm{Nm}^{-1}$ (accounting for the presence of $\mathrm{CO}_{2}$ [117]). This means that the used nucleation sites are not the pores of the steel but rather smaller crevices and cavities which are independent on the pore size.

### 5.5.4 Comparison with the model simulations

As described in Chapter 4, a nucleation model has been implemented in the DBM. For the comparison with the presented experimental data, the nucleation model has been separated from the Euler-Lagrange framework of the DBM by means of i) not tracking the bubbles once they detach (remove the Lagrangian part) and ii) imposing a bulk concentration instead of calculating the flow-field and species transport (remove the Euler part). In addition, immediate coalescence of bubbles is imposed when bubbles touch each other, as an infinite contact time is assumed. A random surface is generated with the maximum number of bubbles as the case described in Section 5.5.1. The average site radius and the standard deviation are deduced through fitting in order to mimic the bubble size distribution from the experiments.

A mass balance for all bubbles is solved as:

$$
\begin{equation*}
\rho_{b} \frac{d V_{b}}{d t}=k_{l} a \rho_{l}\left(Y_{l}-Y_{l}^{*}\right) \tag{5.7}
\end{equation*}
$$

where the saturation mass fraction $\left(Y_{l}^{*}\right)$ is calculated from Henry's coefficient $\left(k_{H}=\right.$ $3.79 \times 10^{-7} \mathrm{~mol} \mathrm{~kg}^{-1} \mathrm{~Pa}^{-1}$ at $21^{\circ} \mathrm{C}$ ) and the mass transfer regime is assumed to be totally diffusive. The mass transfer resistance inside the gas bubble is considered negligible as it is much smaller than the liquid phase resistance.

As visible in the comparison between Figure 5.18 and Figure 5.19, the model is able to describe the evolution of the bubble size distribution, although not entirely the widening of the distribution at $t=40 \mathrm{~min}$. This best fit of the model has been chosen as a representation for the subsequent discussion, and it has been obtained with normally distributed nucleation sites with a mean radius of $\mu=30 \mu \mathrm{~m}$ and a standard deviation of $\sigma=10 \mu \mathrm{~m}$. In addition, the height of the nucleation sites has been fixed to a value of $H=2 R_{0}$ and the Sherwood number has been adapted in order to account for the slower mass transfer rates (found in Section 5.5.1) to a mean value of $\mathrm{Sh}=0.4$ and also normally distributed with a standard deviation of $\sigma=0.1$ in order to mimic different grow rates for different bubbles as a consequence of competition and local depletion.

## Effect of the site radius

The radius of the nucleation site has a very pronounced effect on the bubble size distribution: it determines the Fritz radius, and thus the maximum size the bubble can reach.

In addition, the model explained in Chapter 4 assumes that a certain variability (i.e. a normal distribution of nucleation site radii) is present, as it is visible in the images at a time of $t=2 \mathrm{~min}$ that bubble sizes differ already at the very early stages. Interestingly, the effect of the standard deviation in the nucleation site radius is not very pronounced, as shown in the comparison in Figure 5.20, where the distribution at a time of $t=40 \mathrm{~min}$ is shown for the case with a standard deviation of $\sigma=10 \mu \mathrm{~m}$ and the case with a uniform site distribution. Moreover, despite the absence of a distribution in site radii, the small variability of the bubble size at a time of $t=2 \mathrm{~min}$ is maintained, most probably as a consequence of the induced differences in mass transfer rates.

On the other hand, the mean value for the nucleation site radii has a great effect on the evolution of the bubble size distribution. In Figure 5.21 the distribution at a time of $t=40 \mathrm{~min}$ is shown for three different site radii (without distribution). A smaller site causes a much


Figure 5.18: Bubble size distribution (in mm ) development over time for the experiment.
earlier detachment of the bubble, while at a larger nucleation site the attached bubble can reach a size that is not observed in the experiments because of the increased Fritz radius.

## Effect of the site depth

The nucleation sites also have an associated depth. In the model of Chapter 4, this has been assumed as distributed randomly and with equal probability between 0.5 and 1.5 the nucleation site radius. To connect with the experiments, where inactive sites are not visible, assuming a contact angle of $\beta=90^{\circ}$, the site depth has been varied from $H=1.1 R_{0}$ to $H=5 R_{0}$, as a depth equal to the site radius will impose that no gas pocket can be formed (geometrically, see Chapter 4 for further details).

Figure 5.22 shows the net effect of the site depth. It is very well visible that the model is not very sensitive to the site depth, unless a very shallow depth $\left(H \leq R_{0}\right)$ is used where no gas pocket is formed, which is not the case here as this is not visible from the experiments.


Figure 5.19: Bubble size distribution (in mm ) development over time: model predictions.

## Sherwood number

Although the presence of coalescence is able to widen the bubble size distribution, the actual width is due to different bubble growth rates. Indeed, a normally distributed Sherwood number has been introduced and fitted in order to mimic the effect of local depletion/competition, as it was seen that some bubbles exhibited slower grow rates due to the presence of neighboring bubbles. This has a large effect on the width of the bubble size distribution, as some bubbles simply lag behind while others grow faster.

Figure 5.23 shows the effect of the induced distribution of Sherwood numbers. If no distribution is included ( $\mathrm{Sh}=0.4$ ), then a front of bubbles is growing with some bubbles at higher sizes because they coalesced before. The distribution does not widen and flatten, because bubbles grow more or less at the same rate. In conclusion, it is very important to underline that further studies on the effect of local depletion/slower mass transfer rates is


Figure 5.20: Comparison of bubble size distribution (in mm ) at a time of $t=40 \mathrm{~min}$ for a) the case with a standard deviation of nucleation site radii of $\sigma=10 \mu \mathrm{~m}$ ) and b) no distribution of nucleation site radii.


Figure 5.21: Comparison of bubble size distribution (in mm) at a time of $t=40 \mathrm{~min}$ for a) the case with a nucleation site radius of $R_{0}=10 \mu \mathrm{~m}$ ); b) site radius of $R_{0}=30 \mu \mathrm{~m}$ ) and c) site radius of $R_{0}=50 \mu \mathrm{~m}$ ).


Figure 5.22: Comparison of bubble size distribution (in mm ) at a time of $t=40 \mathrm{~min}$ for a) the case with a nucleation site depth of $H=1.1 R_{0}$ ); b) site depth of $H=2 R_{0}$ ) and c) site depth of $H=5 R_{0}$ ).


Figure 5.23: Comparison of bubble size distribution (in mm ) at a time of $t=40 \mathrm{~min}$ for a) a fixed Sherwood number $\mathrm{Sh}=0.4$ and b ) a normally distributed Sherwood number $\sigma=0.1$ with mean $\mu=0.4$.


Figure 5.24: Comparison of the total number of bubbles over time for the model predictions and the experimental findings, for the best fit case shown in Section 5.5.4.
required to understand the underlying physics.

## Final considerations

In conclusion, the model is able to describe the bubble size distribution at the surface after a tuning of several nucleation parameters. On the other hand, several parameters have not been considered here, such as the contact angle between the surface and the gas liquid interface and the effect of the change of surface tension due to the colored marker.

An additional effect which is of extreme importance is the depletion effect on the formation of subsequent bubbles. To obtain the experimental bubble size distribution and the correct number of bubbles (see Figure 5.24), it is important to switch off subsequent bubble nucleations in the model from the same site. This is also observed in the experiments, where only a handful of sites are seen growing a bubble right after another one has detached. To conclude, this needs further investigation in future works.

### 5.6 Conclusions and outlook

This chapter discussed the experimental work performed to investigate bubble nucleation and growth caused by supersaturation on porous steel surfaces, and compared the results with simulations using the nucleation model from Chapter 4. An experimental setup has been built in order to obtain a supersaturated water-carbon dioxide solution under pressure. When the pressure is released, the solution becomes supersaturated and experimental images of growing bubbles on a surface could be taken.

A Digital Image Analysis technique has been adapted and validated for the specific surface, both with artificially generated and experimentally obtained images. The DIA is able to effectively detect bubbles and their sizes, although attention has to be given to accurate noise removal from the reflecting steel surface. In addition, the DIA requires manual finetuning of the parameters (thresholds and Hough transform parameters) in order to perform
accurately, making it not very robust when changing settings. A future work is dedicated to the implementation of a deep learning DIA, which could potentially solve this problem.

Corresponding to the model simulations described in Chapter 4, a clear initial growing stage is visible where a front of bubbles grow more or less equally. When coalescence and detachment events start taking place, the bubble size distribution flattens and widens, as more bubbles of different size are in different stages of growth. In addition, the total number of bubbles decreases over time, as a consequence of coalescence, depletion and the limitation of the camera resolution, making bubbles in the very early stages of growth undetectable.

The growth rate of bubbles over time corresponds to the well-known analytical proportionality to the square root of time, but with a much lower mass transfer compared to the analytical solution by Epstein and Plesset [126]. This has been attributed partially to the effect of the surface reducing the effective area for mass transfer and also to local depletion effects.

Supersaturation is shown to have two main effects: a) a larger number of bubbles grow at higher supersaturation because of the increased number of sites able to grow a bubble (the critical radius is smaller) and $b$ ) the average bubble size is smaller as a consequence of the smaller critical radius allowing smaller bubbles to grow. A change in average pore size of the surface, on the other hand, does not seem to have a pronounced effect on the nucleation process. This is attributed to the nucleation sites being smaller than the pore size in both cases, meaning inner cavities and crevices of the corrugated surface are used rather than the whole pore.

A simplified version of the nucleation model of Chapter 4 has been setup in order to investigate the performance of the model and the obtained experimental data. The model is able to describe the evolution of the bubble size distribution with a limited effect of site properties, apart from the site radius, determining the detachment Fritz radius. It is of great importance to include a certain variability (normally distributed) of the Sherwood number, to account for bubbles growing at different rates because of the presence of neighboring bubbles.

To conclude, further studies should be dedicated to further investigate this depletion/competition effect and how local depletion can cause bubbles to delay/stop nucleating from the same site. In addition, more research can be dedicated to investigate nucleation at different surfaces and to the understanding of all the possible effects of surface properties. For instance, surfaces with controlled nucleation sites (as was shown in Enríquez et al. [117]) could be used, as well as studies on the effect of contact angle and wetting dynamics.

## 6

## Epilogue

Previous chapters focused on three blind spots identified in the state-of-the-art when it comes to simulating bubbly flows for different applications at the meso-scale with Euler-Lagrange models: i) the behavior of bubbles in non-Newtonian liquids and their drag coefficient; ii) accurate sharp tracking of the free surface in Euler-Lagrange models and iii) heterogeneous bubble nucleation due to phase transfer. In this chapter, the relevant conclusions are presented and it shown how these features can be integrated in larger scale simulations. The DBM can be a useful tool to simulate bubbly flows, but much more need to be done. First, for each of the three topics studied in this thesis, it is necessary to continue the work started, in order to expand our fundamental understanding. For example, preliminary calculations at a larger scale show the influence of the liquid rheology, which should be further investigated. In addition, the extension to larger scales cannot be done without the optimization of the parallel capabilities of the DBM. To conclude, the DBM can be used for other challenges, such as the development of closures for higher scale models.

## Conclusions

Industrial processes often involve bubbles, and bubbly flows, which present a challenge due to the complex interactions between the hydrodynamics and mass transport with chemical reaction. Examples of complex systems involving the formation of bubbles are bubble column reactors, fermentors (bio-reactors) and electrolytic processes as water splitting for hydrogen production.

In order to improve the fundamental understanding of these complex systems, Computational Fluid Dynamics has proven to be a valuable tool to simulate, understand and aid the design and optimization of industrial processes, especially when limited experimental data are available. In this framework, the use of more detailed models such as the EulerLagrange Discrete Bubble Model (DBM) proves to be useful in providing insights in the bubble dynamics while including relevant physical phenomena. In addition, with the increase of computer power, it is foreseeable that the industrial scale can be achieved with what is nowadays considered a meso-scale model.

In particular, the focus of this thesis is dedicated to the investigation of three aspects, which are relevant for many different processes involving bubbly flows with the aim of further improving the capabilities of the Euler-Lagrange Discrete Bubble Model (DBM). The three challenges identified in this thesis are: i) the analysis of the behaviour and the derivation of a drag coefficient closure for bubbles rising in non-Newtonian power-law liquids (as for instance in an industrial fermentor); ii) the inclusion of a sharp and accurate interface between the top gas freeboard and the liquid in Euler-Lagrange models for bubbly flows and iii) the heterogeneous nucleation of bubbles as a consequence of local supersaturation, as for instance in electrolytic processes. The main findings of this thesis are summarized below:

- In Chapter 2, a Front-Tracking detailed model has been used to show that the drag coefficient of single bubbles rising in non-Newtonian power-law fluids can be captured well with a correlation for the drag coefficient originally derived for Newtonian fluids when using a modified Reynolds number to account for the non-Newtonian apparent viscosity. In addition, it was found that the non-Newtonian rheology acts on the bubble shape and rise velocity, where bubbles rising in shear-thickening fluids become more spherical and rise slower.
- In Chapter 3, a Front-Tracking Free Surface was incorporated in the Discrete Bubble Model to simulate the interface between the liquid and the top gas freeboard. The chapter shows an extensive validation of the implementation, which shows great stability even at high deformations. This numerical representation of the free surface improves the prediction of break-up rates close to the surface, compared to the fictitious fixed boundary conditions often adopted before.
- In Chapter 4, a heterogeneous nucleation model has been implemented in the DBM, assuming conical nucleation sites as cavities, to simulate bubble formation as a consequence of supersaturation. A clear first wave of bubbles slowly growing attached to the substrate is visible, with the formation of a depletion layer, while the bubble size distribution widens and flattens as soon as bubbles start to detach and grow further in
the column and coalescence starts occurring. A higher number of bubbles is visible at higher supersaturation ratios, with a faster bubble growth.
- In Chapter 5, a dedicated experimental setup is presented, where a supersaturated solution is prepared and bubbles can form on a specific substrate material. In addition, a Digital Image Analysis technique has been presented and validated, in order to accurately detect growing bubbles attached to the surface. A clear wave is visible at the beginning of the nucleation process, corresponding with the model results. In addition, the mass transfer rate is found to be following the expected square root dependency on time, but with a much slower rate than the theoretical one for spherical bubbles with pure diffusive growth. The widening and flattening of the bubble size distribution has to be attributed to local differences in the mass transfer rate for each of the bubbles, probably as a consequence of competition/local depletion effects.


## Outlook

This thesis laid the foundations of some relevant building blocks for the simulation of a variety of processes involving bubbly flows using a deterministic Discrete Bubble Model. Nonetheless, this is just the start of several interesting possibilities offered by such a model. Below a few examples are described.

## Large-scale non-Newtonian simulations

The developed drag closure is the start of two different lines of work. On the one hand, the Front-Tracking model can be used further to develop closures. As it is shown by Roghair et al. [7], the Front-Tracking technique is an authoritative tool to develop a closure for a swarm of bubbles: indeed, the presence of other bubbles influences the drag coefficient of the swarm. In addition, the non-Newtonian rheology is known to give place to alignment, clustering and preferential paths for the bubbles, as a consequence of the viscosity changes. Moreover, the inclusion of more complex types of fluid is relatively straightforward, allowing to investigate the effect of visco-elastic liquids (as polymers) and other complex rheologies, as long as they can be accounted for in the continuous phase description used in the FT model.

On the other hand, the developed closure (without swarm effects) has already been implemented in the DBM, opening the path for the investigation of large-scale effects of the non-Newtonian rheology. A preliminary calculation is performed with a column twice the size of the column used by Deen [71]: the numerical setup is a rectangular column of $30 \times 30 \times 90 \mathrm{~cm}$ with injection of 4 mm bubbles from the bottom through 196 nozzles placed in a square at the center, with a superficial gas velocity of $4.9 \mathrm{~mm} \mathrm{~s}^{-1}$ (for an overview of other parameters of the Deen case see Table 3.2 and Table 3.3). This already results in an order of $O\left(10^{4}\right)$ bubbles, slowing down the simulation considerably but still within reasonable limits. In this preliminary study the effect of the non-Newtonian rheology is introduced in the DBM, by simulating a Newtonian liquid with a viscosity of $10^{-2} \mathrm{~Pa}$ and two power-law liquids with a consistency index $K=10^{-2} \mathrm{~Pa} \mathrm{~s}^{n}$ and flow behaviour index $n=1.1$ for the shear-thickening case and $n=0.9$ for the shear-thinning case.

This exercise shows a number of interesting effects of the liquid rheology on the behaviour of the rising plume. The first effect is that the number of bubbles decreases at the same time


Figure 6.1: Time averaged axial liquid velocity profiles at three different heights in the column: a) 30 cm , b) 50 cm and c) 70 cm .
$t=100 \mathrm{~s}$ of simulation while increasing the flow behaviour index. The number of bubbles decreases from $\approx 19000$ for $n=0.9$, to $\approx 16000$ for the newtonian case and $\approx 15000$ for $n=1.1$. This is probably related with the change in viscosity, which changes the residence time and alters the flow behaviour (e.g. in the shear-thickening case, bubbles are slowed down and might be closer to each other resulting in more coalescence events).

The change in viscosity alters the time-averaged lateral profiles of the axial liquid velocity as well (see Figure 6.1). Although this case is only preliminary (averaging time should be longer than 100 s , to average the plume meandering and a grid convergence analysis has to be performed), it shows how the flow behaviour is affected by the rheology. In particular, the shear-thickening case shows a narrower plume, visible also from the narrower liquid velocity profile. On the other hand, it counterintuitively shows a somehow faster liquid velocity in the center of the column, which should be further investigated.

To conclude, it is interesting to note that the viscosity profile shows macro-scale circulation patterns following the flow, as visible in Figure 6.2. In this figure, an instantaneous snapshot of the viscosity profile for the shear-thickening case shows how the circulation pattern clearly follows the motion of the bubbles. Indeed, as expected, bubbles induce shear while rising and higher viscosity regions are found where the liquid flow circulates back creating a vortex. These preliminary calculations show how the liquid rheology influences the large scale dynamics of bubbles, which is a relevant topic for further studies.

## Free surface dynamics

The Free Surface technique developed in this thesis can be further extended and used for several other types of studies. For instance, a dedicated coalescence model can be included for bubbles merging with the top surface, with the inclusion of a bubble transition algorithm from the discrete Lagrangian phase to the Front-Tracking model, similar to the model by Li et al. [31]. Additionally, foaming can be studied if no merging is included.

## Supersaturation

The studies on supersaturation presented both in the DBM's nucleation model and with the dedicated experimental setup, can be further expanded. The model can account for different surfaces and should be improved with local depletion effects obtained from the experiments. The effect of the contact angle can be of interest, together with the further extension to


Figure 6.2: Instantaneous snapshots of a) bubble positions; b) velocity profile and c) viscosity profile for the shear-thickening $n=1.1$ case.
different systems where bubble formation occur, such as electrolytic processes. Moreover, nucleation on impurities present in the liquid bulk can be accounted for.

A preliminary simulation has been carried out using the column twice the size of the one by Deen [71] with a simple fermentation reaction implemented as a demonstration case. The reaction is approximated as first order glucose fermentation reaction (with a purely demonstrative kinetics) which produces $\mathrm{CO}_{2}$, which is then escaping the system through the nucleation of gas bubbles. As shown in Figure 6.3, even at this scale the layering and stratification of the concentration of $\mathrm{CO}_{2}$ in the liquid can be discerned, which clearly has an impact in the early stages of the reaction where mixing is minimal. Of course, this simple numerical experiment should be taken as the base for further development of the DBM towards the simulation of industrial processes: the actual kinetics of fermentation or electrolysis can be implemented and effects such as the mixing induced by the bubble circulation, the effect of phase transition or the surface coverage can be further investigated.

To conclude, further development and use of the experimental setup can be performed. Preliminary calculations within the research group showed the applicability of deep learning techniques to Digital Image Analysis, which is promising to improve the robustness of the data analysis. In addition, further experiments with different surfaces should be performed to continue this line of study, especially concerning depletion effects affecting the growth of bubbles attached to the substrate.

## Development of closures for larger scale models

The DBM provides as a result of the computation the position, size and velocity of all individual bubbles, allowing for accurate tracking of bubble collision events. This deterministic description can be used to aid the formulation of closures for larger scale models, such as the Euler-Euler model with Population Balance Modeling (PBM). In such systems, a transport


Figure 6.3: Snapshot of the $\mathrm{CO}_{2}$ mass fraction in the early stages of nucleation during fermentation showing a clear depletion layer at the bottom surface.



Figure 6.4: Depiction of the different mechanisms usually included for the collision frequency kernels in PBM modeling. Adapted from Falzone et al. [140].
equation for the number density function (in principle a function of the bubble size and time) is introduced and solved [139] with various methods, such as the Conditional Quadrature Based Method of Moment (CQMOM) in OpenFOAM by Buffo et al. [139].

In the population balance equation, a generation term due to discontinuous events, as coalescence and break-up, is introduced. The so-called kernel for coalescence includes a statistical description of the coalescence process, which usually is a function of the collision frequency. Normally, different mechanisms are accounted for to estimate the collision frequency, such as turbulence, eddy capture, buoyancy effects, wake entrapment, shear flows etc (see Figure 6.4). The DBM has great potential to verify model assumptions, develop closures for the kernels for these specific situations and in the understanding of the interactions (usually approximated as additive). Moreover, bubbles can collide as a consequence of more than one mechanism, which is currently not accounted for in the traditional population balance kernels.

## Other plans

To conclude, a careful future development of the DBM has to go towards the optimization of the parallel capabilities of the solver, in order to increase the potential size of the system and reach actual industrial scale. The DBM can be extended to include different reactions and be dedicated to the study of a process, such as the study of electrolytic processes, where bubbles form on electrodes, using the nucleation model of the DBM or an industrial bio-reactor where fermentation forms bubbles. In any case, the DBM has shown its potential to include different phenomena and can bridge the gap between very detailed simulations (DNS) and large-scale Euler-Euler simulations, and the current development is going towards reaching a larger scale in shorter times, making the DBM even more valuable.
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