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Chapter 1 

Introduction 

1.1.  The position of solar energy 

With the rapid growth of the world population, the energy demand continues to 

increase. Nowadays, most of the energy is provided by fossil fuels by burning coal, oil, 

or natural gas. These substances are non-renewable, and combustion emits carbon 

dioxide and other greenhouse gases, leading to climate change. A realistic solution to 

prevent this situation from getting out of control is to make a transition to renewable 

energy sources such as solar, wind, or hydropower. These energy sources are 

sustainable, less polluting, and, more importantly, inexhaustible. Given the abundance 

of resources and available knowledge to convert it into electricity, solar energy is a 

promising option. Figure 1.1 provides a brief view of the energy reserves available on 

the earth, which demonstrates the dominant position of solar energy among all 

renewable and non-renewable energy sources. The total sum of recoverable energy 

from all the reserves is around 1% of the solar energy supplied to the earth surface by 

the sun. Moreover, the solar energy (23,000 TWy/y) supplied to the total surface (land 

and water) of the earth is more than one thousand times larger than the global energy 

consumption (18.5 TWy/y in 2015). Evidently, solar energy is much more than enough 

to meet all energy needs for the lifetime of the solar system, but the challenge lies in 

the development of economically viable technologies for its harnessing. 
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Figure 1.1. Energy reserves on earth (OTEC: Ocean Thermal Energy Conversion). The renewable and non-

renewable energy reserves as of the year 2015. Figure reproduced from reference [1]. 

 

1.2.  Perovskite solar cells 

The use of solar irradiance requires photosensitive materials that absorb light and 

generate excitons or electron-hole pairs. In order to generate electricity, electron-hole 

pairs need to separate and start to flow. So far, significant efforts have been made to 

find and adjust materials that can capture solar energy with higher efficiency at a 

competitive production cost. Some of the most researched ones include crystalline 

silicon (Si), cadmium telluride (CdTe), copper indium gallium selenide (CIGS), gallium 

arsenide (GaAs), conductive organic materials, and metal halide perovskites (MHPs). 

So far, traditional silicon-based solar cells are the market standard. This is mainly due 

to their long-term stability, relatively high power conversion efficiency (PCE), and 
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competitive price. Silicon-based solar cells are the most widely solar cells for 

residential use, and the majority of the solar cells produced at present are crystalline 

silicon solar cells. However, the production of silicon-based solar cells involves 

complex energy-intensive processes. This prompted researchers to look for alternative 

photoactive materials with lower energy costs and easier manufacturing processes. 

Among various choices, MHPs show great potential to become the next-generation 

solar cell material. Perovskite solar cells were first manufactured in 2009, with a PCE 

of 3.8%, showing a significant improvement in efficiency in the last decade, reaching a 

PCE higher than 25% now (see Figure 1.2). 

  

Figure 1.2. Record power conversion efficiencies (PCEs) for different solar cell materials. Data Source: PCEs 

evolution of MHPs solar cell before 2015 are from Park [2], other data from National Renewable Energy Laboratory 

(NREL) [3]. 

 

MHPs are attractive in photovoltaic applications for many reasons, for example, the 

low-cost solution manufacturing processes [4], the earth-abundant compositions [5], 

the adjustable band gap [6, 7], the long carrier diffusion length [6, 8], the high 

absorption coefficient [6, 9], and the low charge recombination rate [10]. A perovskite 

solar cell (PSC) is a photovoltaic device where the MHPs is used as the active light-
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harvesting layer. Typically, the device consists of selective transport layers for 

electrons and holes and an absorber layer sandwiched between them. The structure 

follows a heterojunction concept. Figure 1.3 shows a scheme of a typical perovskite 

solar cell. However, for the MHPs used in the active light-harvesting layer MHPs, the 

toxicity of lead and solvents used in the manufacturing process is a problem. In 

addition, MHPs also encounter various stability problems, which including thermal 

instability [11, 12], phase instability [13, 14], photoinduced halide segregation [15, 16], 

photochemical instability [17, 18], and instability towards moisture [19, 20] and oxygen 

[21, 22]. To tackle these instability issues of MHPs, many methods have been proposed, 

including tuning the final film/precursor composition [23, 24], reducing the 

dimensions [25, 26], surface post-treatment [27, 28], and heterojunction control [29, 30]. 

This thesis will focus on the compositional engineering for both film and precursor, 

and the dimensional engineering with the overall aim of improving the stability of 

MHPs and the devices made of them. 

 

Figure 1.3. A typical structure of a perovskite solar cell. The active halide perovskite absorber layer is sandwiched 

between the transport layers for electrons (ETL) and holes (HTL). 

 

1.3.  Metal halide perovskites 

The crystalline perovskite material named after the Russian mineralogist Lev A. 

Perovski has been known for more than a century. The calcium titanate CaTiO3 was 

discovered in the Ural Mountains of Russia in 1839 by Gustav Rose. Perovskites have 
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a typical structure of AMX3, where A and M are cations, and X is an anion (see Figure 

1.4a). Within the perovskite structure, materials can be formed in several possible 

symmetries, such as cubic (α), tetragonal (β), and orthorhombic (γ). In the ideal cubic 

structure, the materials consist of octahedra formed by [MX6]4-, where M takes a central 

position, and X is located at the vertices of the octahedra. The A-site cation is located 

in the cuboctahedral cavity formed by eight [MX6]4- octahedra. 

As a member of the perovskite materials family, MHPs have the same general 

formula, with several possible choices of the A cation, either organic or inorganic. The 

metal atom M is usually Pb or Sn, and X is a halide (I, Br, or Cl). The ionic components 

of MHPs are shown in Figure 1.4a. To predict the compatibility of ions within the 

perovskite structure, we can analyze the structure with the empirical rule known as 

Goldschmidt's tolerance factor [31], which quantifies how the ion size affects crystal 

structure and stability. This applies to all perovskite materials, including MHPs. The 

tolerance factor t is given by Equation 1.1, 

𝑡 =
𝑟𝐴 + 𝑟𝑋

√2(𝑟𝑀 + 𝑟𝑋)
  (1.1) 

where rA, rM, and rX are the ionic radii of the ions at the A, M, and X sites. A tolerance 

factor of 1 indicates an ideal fit that stabilizes the cubic structure. In general, 

perovskites form in the range of t  = 0.8 - 1.0. Octahedral tilting can occur if t < 0.8 with 

a small A cation, leading to less symmetric tetragonal or orthorhombic structures. For 

larger A cations with t > 1, the corresponding perovskites are less stable and difficult 

to be formed (see Figure 1.4b). 
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Figure 1.4. (a) Schematic illustration of an AMX3 perovskite and typical elements occupying the different positions 

in the structure. Figure reproduced from reference [32]. (b) Tolerance factors of lead iodide perovskite. Site cations 

with tolerance factors of 0.8-1.0 form stable photoactive perovskites (filled circles). Above or below this range, a 

photoinactive solid (hollow circle) will be formed. The abbreviations are MA = methylammonium, FA = 

formamidinium, IA = imidazolium, EA = ethylammonium, GA = guanidinium. Figures reproduced from reference 

[33, 34]. 

 

1.4.  Stabilizing MHPs by compositional engineering 

In detail, for different ions, the tolerance factors t of FA, MA, and Cs-based lead iodide 

perovskites are in the range 0.8~1.0. However, the ionic radii mismatch with the 

cuboctahedral cavity resulting in the different phases for the perovskite. There are 

several phases (α-, β-, γ-, and δ-phase) of perovskites depending on their exact 

composition and the temperature. The crystal structures of these phases are shown in 

Figure 1.5a and the structural phase transitions of different MHPs as a function of 

temperature are illustrated in Figure 1.5b. For FAPbI3, X-ray diffraction (XRD) data 

shows a tetragonal β-phase below 130 K, a cubic phase above 450 K, and a hexagonal 

δ-phase in between [13]. Thus, FAPbI3 exists as the photoinactive nonperovskite 

hexagonal δ-phase at room temperature and will undergo a high-temperature phase 

transition to the photoactive cubic α-phase. For MAPbI3, XRD data show a distinct 

orthorhombic γ-phase below 160 K, a cubic α-phase above 330 K, and a tetragonal β-

phase in between [35]. Thus, MAPbI3 exists in a photoactive tetragonal β-phase at room 

temperature [36, 37]. Although MAPbI3 exhibits a photoactive phase at ambient 
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temperature, it suffers a rapid decomposition when exposed to light and air [21, 22]. 

For CsPbI3, a photoinactive orthorhombic δ-phase is stable at room temperature. Upon 

heating, this transforms into a photoactive cubic α-phase near 645 K, while upon 

cooling, the perovskite does not return to the δ-phase immediately. The cubic α-phase 

distorts initially to a tetragonal β-phase followed by a further change to the 

orthorhombic γ-phase at 510 K, which persists down to 325 K [38]. For the lead-free 

perovskite CsSnI3, two higher-symmetry structures are observed at room temperature: 

a photoinactive orthorhombic δ-phase and a photoactive orthorhombic γ-phase. When 

heated above 425 K, the δ-phase transforms to a cubic α-phase. It was demonstrated 

by thermal analysis and XRD that during cooling, the α-phase first deforms to a 

tetragonal β-phase at 426 K [39, 40]. With further cooling, the β-phase converts back to 

the γ-phase at 351 K [41, 42]. 

As shown by the phase variation above, except for MAPbI3, the perovskites 

considered in this thesis, including FAPbI3, CsPbI3, and CsSnI3, will be in the 

photoinactive δ-phase at room temperature. This means that the photoactive phase at 

room temperature will undergo a structural transition at ambient conditions from a 

perovskite to a nonperovskite structure. This intrinsic structural instability is regarded 

as phase instability. The transition from perovskite to nonperovskite structure has been 

observed in ambient conditions for all these three perovskites. Because of the distinct 

electronic properties of the nonperovskite structure, i.e. large and indirect band gaps 

[41, 43-45], the unwanted phase transition is detrimental to the light absorption 

properties, leading to decreased solar cell efficiency and reduced stability of MHPs 

solar cells. 

Compositional engineering through mixing cations or anions has been widely 

reported to be effective in suppressing the undesirable phase transition. Several 

experiments demonstrated that exchanging or mixing A, M, or X ions is an effective 

way to improve their intrinsic structural stability [46-51]. For instance, mixing organic 

A-site cation (MA+) [48] or/and inorganic cation (Cs+) [52] has been reported to 

improve the stability of the FAPbI3 perovskite. Partial substitution of I- with Br- (X-site 

anion) improved the phase stability of the CsPbI3 perovskite [53, 54], although at the 
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cost of degrading the light-harvesting capacity due to the increased band gaps. Partial 

substitution of Pb2+ (M-site cation) with other metal ions (Sn2+ or Mn2+) has also been 

suggested as a possible way to improve the stability of CsPbX3 perovskites [25, 52]. 

Moreover, crystal size or dimensionality reduction, which help perovskite convert to 

a more symmetric crystal structure, have been suggested as the reason for these 

stabilization effects. 

 

Figure 1.5. (a) Atomic structure of AMX3 (A = Cs, FA, MA, M = Pb, Sn, and X = Br, I) polymorphs. It should be 

noted that the nonperovskite δ-phase of FAPbI3 and CsPbI3 (or CsSnI3) are different, with a hexagonal structure for 

FAPbI3. (b) The phase variations of FAPbI3, MAPbI3, CsPbI3, and CsSnI3 at various temperatures. 
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1.5.  Stabilizing MHPs by tuning the dimension 

Larger A site organic cations have been incorporated into perovskite-like structures 

since the first successful attempt in the year 2015 [55]. This category of perovskites is 

called 2D perovskites, including the Ruddlesden-Popper phase [56], Hybrid Dion-

Jacobson phase [57], and alternating cations in the interlayer space perovskites [58], 

which have different stoichiometries and superstructures compared to the 3D 

perovskites. Compared to 3D perovskites, 2D perovskites show greater stability 

against ambient environments (e.g., heat, light, and humidity), as well as an oriented 

structure and dense packing [59, 60]. However, the quantum well induced by the 

insulated large A-cation between layers in 2D perovskites is harmful for the carrier 

transportation, thus detrimental for the corresponding device performance [61-63]. 

Apart from tuning the dimension of MHPs from 3D to 2D by incorporating a large 

A-cation, we next point out another important way to stabilize MHPs. The emergence 

of all-inorganic perovskite quantum dots (QDs), also called nanocrystals (NCs), 

provided an implemented solution for this dilemma, reducing crystallite size of MHPs 

from bulk with large grains to the low dimensional quantum dots (QDs). Importantly, 

the phase stability of perovskites is largely improved due to the significant 

contribution from the surface energy and the protection from organic passivation 

ligands [64-70]. Thus, tuning perovskites from bulk to QDs could benefit the stability 

of hybrid inorganic perovskite caused by the mismatch of ions. Moreover, compared 

with the bulk counterpart, the increased exciton binding energy of QDs resulting from 

geometry and quantum confinement, excitons are more abundant in these nano-sized 

semiconductor crystals, leading to enhanced radiative recombination and a high 

theoretical photoluminescence quantum yield (PLQY) [71]. In this thesis, we will 

investigate the stability of Sn-Pb alloyed perovskite and the effect of doping with alkali 

cation. 

The surface chemistry of perovskite QDs is complex in the presence of capping 

ligands on the surface [66, 72-75]. To date, most of the perovskite QDs synthesized are 

primarily based on long-chain ligands. Usually, long-chain amines in combination 

with a long-chain acid have been used as ligands in the synthesis of perovskite QDs. 
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In this base-acid pair, the proton is transferred from the acid to the amine, leading to 

the formation of an ammonium cation (R-NH3+), which then takes the place of surface 

A-cation positions on the QDs surface, while the halide or carboxylate attaches on the 

surface or occupies the halide position, maintaining charge neutrality [76-78]. The 

prototypical example in the synthesis process of perovskite QDs is the oleylamine–

oleic acid pair. With the ionic character of perovskite QDs, the surfaces are typically 

dynamically stabilized with either an oleylammonium halide or an oleylammonium 

oleate [76], as shown in Figure 1.6. The surface ligands also have a large diffusion 

coefficient, which implies highly dynamic ligand binding, with a fast exchange 

between the bound and free states. Such dynamics is likely the origin of the ease of 

halide exchange [79, 80] and ligand loss upon purification of perovskite QDs [81-83]. 

Therefore, a thorough understanding of the surface ligands binding and surface 

dynamics is essential for further improvement of the stability of perovskite QDs. This 

thesis will investigate the stability of Sn-Pb alloyed perovskites and the doping effect 

with alkali cation. 

 

Figure 1.6. Illustration of the typical structure of perovskite QDs capped with organic ligands on the surface.  
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1.6.  Stabilizing MHPs by precursor solution engineering 

One of the main advantages of perovskite solar cells is that MHP films can be deposited 

through a low-cost and energy-saving simple solution process [84-86]. However, the 

simplicity of the synthesis of MHPs does not mean that the physicochemical processes 

are also simple. Therefore, understanding the precursor-solution chemistry and the 

reaction kinetics is essential in controlling the formation of a homogeneous, defect-free 

photoactive layer for efficient solar cells [87-89]. 

The synthesis processes of MHPs involve the solvation/de-solvation and 

complexation equilibria of all participating species as solvated precursors, nucleation, 

and evolution through various intermediate phases [90-95]. The solvents are acting to 

dissolve the precursors, forming iodoplumbate complexes, which facilitate perovskite 

film formation [87, 95, 96]. By changing experimental conditions in the solution 

deposition, the composition and microstructure of MHPs can be largely tuned. 

Microstructure control is still a challenge in practice, and a wide range of 

manufacturing techniques have been explored to meet this challenge. The processing 

parameters directly affect crystallization processes, which have a significant impact on 

the microstructure of the MHPs films and will be key for improving the stability of 

MHPs. 

As an example, methylammonium lead iodide (MAPbI3) can be formed by 

dissolving two precursor salts, methylammonium iodide (MAI) and lead(II) iodide 

(PbI2), in a solvent solution (typically dimethylformamide: DMF [91, 97] and dimethyl 

sulfoxide: DMSO [90, 97]) and mixing them together, as shown in Equation 1.2, 

MAI (solvent) + PbI2 (solvent) → MAPbI3  (1.2) 

According to the processing conditions and the category of precursors and solvents, 

widely used deposition techniques can be divided into two methods, namely “one-

step deposition" and "two-step deposition" (sequential deposition) (see Figure 1.7). 
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Figure 1.7. Illustration of possible molecular level interactions at the initial and intermediate phases before the onset 

of nucleation of MAPbI3 perovskites. (a) One-step method, where the precursors and solvents interreact in various 

molecular complexes, forming iodoplumbate and polynuclear iodoplumbate. L denotes the solvent. (b) Two-step 

method, where the evolution of Pb-I coordination can be monitored by the conversion from face to edge and to 

corner-shared PbIx octahedra. 

 

The one-step deposition starts with loosely dispersed atomic species in the solvent. In 

the one-step deposition, a precursor solution with a mixture of metal halide PbI2, 

organic halide MAI, and solvents is spin-coated on the substrate and followed by 

thermal annealing to induce nucleation and growth. From an atomistic view, the 

iodoplumbate [PbImLn]2-m (L= solvent, m is the number of iodide anions, and n is the 

number of solvent molecules) will first form. The number of iodine coordinated with 

Pb2+ increases until Pb2+ is fully coordinated. Then, the formation of polynuclear 

iodoplumbate starting from an iodoplumbate monomer is expected [98] (see Figure 

1.7a). In contrast, two-step deposition provides additional control over the process by 

depositing a thin film of PbI2 and then exposing it to an organic cation solution to form 

a perovskite in the second step. The solvation of a PbI2 layer is followed by several 

intermediate solvated phases, such as PbI2L and MA2Pb3I8L2. Several pathways are 

expected to compete in both processes due to the rich chemical species involved, as 

shown in Figure 1.7b. Therefore, determining the energetics of these species during the 
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evolution of the chemical bonding in iodoplumbates is an important first step in 

understanding the whole crystallization process of MHPs. This will be the focus of the 

last chapter of this thesis.  

1.7.  This thesis 

As summarized above, stability issues remain the main obstacle to practical large-scale 

applications of MHPs. Compositional engineering in both the final films and the 

precursors has been shown to be an effective way to improve the stability of MHPs. 

Although much progress has been made to improve the stability of halide perovskites, 

a comprehensive understanding of the atomistic mechanisms is still lacking. 

Composition engineering often results in changes in several physical and chemical 

properties. The complex interplay of several processes and properties is often difficult 

to study in experiments since common experimental techniques are tailored to 

investigate a particular process and/or properties of the materials and devices. While 

experimental studies offer a wide variety of insights into the perovskite films and 

precursors-solvent interactions at the macro and mesoscopic scales, the atomistic level 

of detail remains elusive. Computational modelling of materials is complementary to 

experiments and can be used to obtain atomic-scale insights into the materials. Among 

all computational methods, Density Functional Theory (DFT) and ab-initio Molecular 

Dynamics (AIMD) simulations are useful tools for looking into the atomistic structural 

details of materials and investigating dynamical properties under specific conditions 

that might not be feasible in experiments. This thesis aims to provide insights into the 

stabilizing effect of compositional engineering on MHPs in both the final film and 

precursor solutions from a computational perspective. 

In Chapter 2, we give a brief physical background of the computational tools, 

including DFT and AIMD used in this thesis. 

In Chapter 3, we start with tackling the challenge of phase instability. We explain 

the atomistic origins of the phase instability of some primary perovskites, like CsSnI3, 

CsPbI3, and FAPbI3. Furthermore, we reveal the underlying mechanisms for the 

improved phase stability of MHPs by computational engineering of either mixing 

cations or mixing anions. We investigate the electronic properties and relative bond 
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strengths in the different phases to explain how mixing ions affects phase stability. 

Four correlated factors, namely, the average metal-halide bond length, the overall 

bonding strength (including metal halide bonds and hydrogen bonds), the formation 

energies, and the Sn vacancy formation energy are identified to be responsible for the 

phase transition. 

In Chapter 4, based on the insights on the origin of the phase instability obtained 

in the Chapter 3, we identify the mixed-cation and mixed-anion RbyCs1-ySn(BrxI1-x)3 

perovskites, and suggest them as promising candidates for solar cell applications. In 

addition, by using binary alloying theory, we predict that mixing both anions and 

cations is beneficial for a highly homogeneous solid solution and improved film 

quality. 

We then extend our investigation from bulk perovskites to QDs, as the 

dimensional engineering will further improve the stability of alloyed and Sn-based 

perovskites. In Chapter 5, we investigate how additives affect the properties of 

perovskite QDs and improve the performance and stability of Sn-based perovskite 

QDs. We reveal the role of sodium doping by studying its interaction with surfaces of 

perovskites and surface ligands. We explain the mechanism for the enhanced 

photoluminescence of Sn-Pb perovskite QDs and propose future strategies to further 

enhance their stability. 

Next, to understand the effect of the compositional tuning of precursors solutions 

in affecting the perovskite crystallization process, in Chapter 6 we make a 

comprehensive investigation to understand the crystallization chemistry. Here, using 

MAPbI3 as an example, we study the complex evolution of the molecular species from 

the solution to the initial stage of the nucleation and determine the reaction pathways 

for the formation of a polynuclear iodoplumbate in different solvents environments. 

The advantage of the usage of DMF-DMSO binary solvents in the experiment is 

explained. The results obtained for formation enthalpies indicate that the formation of 

[PbI3Ln]1- iodoplumbate and its further coordination should be one of the key steps 

which determine the final crystallinity of MAPbI3. The DMF-DMSO binary solvent 
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shows slower formation of high-I coordinated iodoplumbates as compared to DMF, 

which benefits the crystallization of MAPbI3 with better crystallinity. 

Finally, in Chapter 7 we summarize our main conclusions and discuss directions 

for future research directions. 
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Chapter 2 

Computational Methods 

Several computational methods are used in this chapter, which are the foundation of 

computational modelling for MHPs. Firstly, the fundamental definitions and 

expressions valid for many-body systems are reviewed. Secondly, the fundamental 

principles of density functional theory (DFT) and its derivative DFT-1/2 are reviewed. 

Thirdly, the basics of ab initio molecular dynamics (AIMD), the simulation technique 

that allows us to investigate the dynamical behaviour of the perovskites, are treated. 

Finally, the ensemble and thermostat implemented for the AIMD simulations are 

introduced. 

2.1.  Electronic Hamiltonian 

In this thesis, we are interested in computing the various properties of MHPs via first-

principle simulations. The central theory that describes the properties of matter is 

rooted in the Schrödinger equation, which is the starting point of this section. 

2.1.1. Schrödinger equation 

The Schrödinger equation is central to quantum mechanics [99], and solving the 

Schrödinger equation can be viewed as the fundamental problem of quantum 

mechanics. In quantum mechanics, all possible information about a given system is 

contained in the system’s wave function Ψ. To obtain the wave function, one needs to 

solve the Schrödinger equation. The most general form is the time-dependent 

Schrödinger equation, which describes a system evolving with time. For systems in a 

stationary state, the time-independent Schrödinger equation is sufficient. In a many-

body system that contains N electrons and M nuclei, a simple form of the Schrödinger 

equation could be given as: 
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𝐻̂𝛹(𝐫1, 𝐫2, … 𝐫𝑁;  𝐑1, 𝐑2, …𝐑𝑀) = 𝐸̃𝛹(𝐫1, 𝐫2, … 𝐫𝑁;  𝐑1, 𝐑2, …𝐑𝑀)  (2.1) 

where 𝐫𝑖 and 𝐑𝑖 are the spatial coordinates of the electrons and nuclei, respectively, 𝐻̂ 

is the Hamiltonian operator, and 𝐸̃ represents the total energy of the system. Given a 

system with the electrons of mass m and nuclei of mass Mj , the Hamiltonian operator 

is then expressed as: 

𝐻̂ = −
ℏ2

2𝑚
∑∇𝑖

2

𝑁

𝑖=1⏟        
𝑇̂𝑒

−
1

4𝜋𝜖0
∑∑

𝑍𝑗𝑒
2

|𝐫𝑖 −𝐑𝑖|

𝑀

𝑗=1

𝑁

𝑖=1⏟              
𝑉̂𝑒𝑛

+
1

8𝜋𝜖0
∑

𝑒2

|𝐫𝑖 − 𝐫𝑗|

𝑁,𝑁

𝑖≠𝑗⏟          
𝑉̂𝑒𝑒

−
ℏ2

2
∑

∇𝑗
2

𝑀𝑗

𝑀

𝑗=1⏟      
𝑇̂𝑛

+
1

8𝜋𝜖0
∑

𝑍𝑖𝑍𝑗𝑒
2

|𝐑𝑖 − 𝐑𝑗|

𝑀,𝑀

𝑖≠𝑗⏟            
𝑉̂𝑛𝑛

 

(2.2) 

where the 𝜖0 is the permittivity of the free space, Zj is the atomic number of the jth 

nuclei, and e is the elementary charge. The five terms on the right of the equation define, 

in order, the kinetic energy of electrons 𝑇̂𝑒 , the electrostatic potential energy of 

electron-nucleus attraction 𝑉̂𝑒𝑛, the potential energy of electron-electron repulsion 𝑉̂𝑒𝑒, 

the kinetic energy of nuclei 𝑇̂𝑛, and the potential energy of nucleus-nucleus repulsion 

𝑉̂𝑛𝑛. 

2.1.2. Born-Oppenheimer approximation 

The Born-Oppenheimer approximation [100] could adiabatically decouple the wave 

function of a many-body system into its electronic and ionic components. The 

approximation is based on the fact that the motion of the nuclei is much slower than 

electrons, because atomic nuclei are much heavier than individual electrons. In this 

approximation method, one can consider the electrons moving in the field produced 

by the fixed nuclei. Thus for fixed positions of the atomic nuclei, one can solve the 

Schrödinger equation that describes the electron motion. For a given set of electrons 

moving in the field formed by a set of nuclei, one can find the lowest energy state 

(ground-state) of the electrons. As the repulsion between different nucleus is the 

classical interaction and is not germane to the problem of describing the electrons, one 

can incorporate the potential energy of nucleus-nucleus repulsion 𝑉̂𝑛𝑛 into 𝐸̃ as: 
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𝐸 = 𝐸̃ − 
1

8𝜋𝜖0
∑

𝑍𝑖𝑍𝑗𝑒
2

|𝐑𝑖 − 𝐑𝑗|

𝑀,𝑀

𝑖≠𝑗⏟            
𝑉𝑛𝑛

 
(2.3) 

By neglecting the kinetic energy of nuclei, the nuclear terms in Equation 2.2 are 

excluded. One could focus on the electronic part of the wave function and define an 

electronic Hamiltonian 𝐻̂𝑒 as: 

𝐻̂𝑒 = −
ℏ2

2𝑚
∑∇𝑖

2

𝑁

𝑖=1⏟        
𝑇̂𝑒

−
1

4𝜋𝜖0
∑∑

𝑍𝑗𝑒
2

|𝐫𝑖 − 𝐑𝑖|

𝑀

𝑗=1

𝑁

𝑖=1⏟              
𝑉𝑒𝑛

+
1

8𝜋𝜖0
∑

𝑒2

|𝐫𝑖 − 𝐫𝑗|

𝑁,𝑁

𝑖≠𝑗⏟          
𝑉𝑒𝑒

 
(2.4) 

Therefore, the electronic Schrödinger equation is reduced to 

𝐻̂𝑒Φ = 𝐸Φ (2.5) 

where Φ is the electronic wave function. The electronic wave function is a function of 

each of the spatial coordinates of all 𝑁 electrons, could be written as: 

Φ =  Φ(𝐫1, 𝐫2, … , 𝐫𝑁) (2.6) 

Essentially, the Born-Oppenheimer approximation reduces the complexity of 

electronic structure calculations by reducing the degree of freedom of the Schrodinger 

equation from 3M + 3N to 3N, directing from the total many-body Schrödinger 

equation to the electronic Schrödinger equation. However, with this simplification, the 

task of solving the electronic Schrödinger equation remains challenging. 

2.2.  Density functional theory 

Density functional theory (DFT) is derived from two powerful theorems formulated 

by P. Hohenberg and W. Kohn [101] in 1964, which provides the theoretical basis for 

the application of the electron density 𝜌(𝐫) instead of the many-body wavefunction to 

solve the Schrödinger equation. The wave function for any particular set of coordinates 

cannot be directly observed. The quantity that can (in principle) be measured is the 

probability that the 𝑁 electrons are at a particular set of coordinates, 𝐫1, 𝐫2, ⋯ , 𝐫𝑁. Then 

the electron density 𝜌(𝒓) at a particular position 𝒓 can be calculated from the many-

electron wave function in an 𝑁-electron system, 

𝜌(𝒓) = 𝑁∫⋯∫|Φ(𝐫1, 𝐫2, ⋯ , 𝐫𝑁)|
2 𝑑3𝑟2⋯𝑑

3𝑟𝑁 (2.7) 
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where |Φ(𝐫, 𝐫2, ⋯ , 𝐫𝑁)|
2 is the probability of finding an electron at position 𝒓 and the 

spin coordinates are not shown explicitly. The electron density is a function of only 

three coordinates regardless of the number of electrons. Compared with using the 

many-electron wave function, which depends on the 3N spatial coordinates for an N-

electron system, the electron density treatment remarkably reduces the complexity of 

solving the Schrödinger equation [102]. 

2.2.1. Hohenberg and Kohn theorems 

The two powerful theorems put forward by Hohenberg and Kohn (HK) include: i) For 

any non-relativistic system of N interacting electrons in an external potential 𝑉ext(𝐫), 

the ground-state density 𝜌0(𝐫) uniquely determines the potential 𝑉ext(𝐫) except for a 

constant shift. ii) For any number of electrons in any external potential, a universal 

energy functional 𝐸[𝜌] exists. The density that minimizes the functional 𝐸[𝜌] is the 

exact ground-state density 𝜌0(𝐫) and the global  minimum value of this functional is 

the exact ground-state energy: 

𝐸[𝜌0(𝐫)] = ⟨Φ0|𝐻̂𝑒|Φ0⟩ (2.8) 

A corollary to the first statement is that the ground-state density uniquely determines 

the non-degenerate ground-state wave function Φ0 . It means there is a one-to-one 

relationship between Φ0  and the ground state density 𝜌0  of an 𝑁 -electron system. 

Therefore, all properties of the system are completely determined, given only the 

ground-state density. A corollary to the second statement is that the functional 𝐸[𝜌] 

alone is sufficient to determine the exact ground-state energy and density. 

The HK theorems enable us to focus on the ground-state density 𝜌0(𝐫), rather than 

on the much more complicated many-particle ground-state wave function. However, 

besides proving the existence of 𝐸[𝜌], the HK theorems do not provide any guidance 

on constructing this energy functional. 

2.2.2. Kohn-Sham equation 

One year later in 1965, Kohn and Sham proposed a method to calculate 𝜌0(𝐫) using the 

variational properties of DFT [103]. This method provides means for practical 

calculations. Kohn and Sham proposed that the ground-state density of the many-
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particle system is equal to that of some noninteracting system. This leads to 

independent-particle equations for the noninteracting system, which can be 

considered exactly solvable with all the difficult many-body terms incorporated into 

an exchange-correlation functional of the density. For an auxiliary system of 

noninteracting particles, the single-particle Schrödinger equation is written as: 

[−
ℏ2

2𝑚
∇2 + 𝑉𝑆(𝐫)]𝜙𝑖(𝐫) = 𝜖𝑖𝜙𝑖(𝐫)  (2.9) 

where 𝑉𝑆(𝐫) is an effective local potential acting on an electron at point 𝐫, and 𝜖𝑖 is the 

orbital energy of the Kohn-Sham single-electron wave function 𝜙𝑖(𝐫) at point 𝐫. The 

electron density of the non-interacting system is then given by: 

𝜌𝑆(𝐫) =∑|𝜙𝑖(𝐫)|
2

𝑖

  (2.10) 

In fact, it can be shown that 𝜌𝑆(𝐫) equals to the ground state density of the real system 

𝜌0(𝐫) if the effective potential is set in the following way: 

𝑉𝑆(𝐫) = −∑
𝑍𝑗

|𝐫 − 𝐑𝑗|𝑗

+∫𝑑𝐫′
𝜌(𝐫)

|𝐫 − 𝐫′|
+
𝛿𝐸𝑋𝐶[𝜌(𝐫)]

𝛿𝜌(𝐫)
 (2.11) 

The first term on the right of the equation is the interaction potential of electron-

nucleus pairs. The second term is the Hartree potential, which causes the classical part 

of the electron-electron interaction energy (the electrostatic repulsion). The last term is 

the exchange-correlation potential, which is defined as the functional derivative of the 

exchange-correlation energy 𝐸𝑋𝐶[𝜌(𝐫)] to the electron density. By putting 𝑉𝑆(𝐫) into 

Equation 2.9, one can get the so-called Kohn-Sham equation. 

2.3. Exchange and correlation functionals 

The Kohn-Sham method is a mature quantum theory, based not only on electron 

density, but also on stringent exchange-correlation (XC) functionals. Therefore, it is 

difficult to evaluate the reliability of the Kohn-Sham method and its derivative theories 

without special consideration of the exchange-correlation functionals used. So far, 

various exchange-correlation functionals have been developed based on different 

physical models. Local Density Approximation (LDA) is a simple, effective, and 
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feasible approximation [104]. This approximation assumes the electron density can be 

treated locally as a uniform electron gas, which could be written in the following way: 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌(𝐫)] = ∫𝜌(𝐫)𝜀𝑋𝐶[𝜌(𝐫)] 𝑑

3𝐫  (2.12) 

where 𝜀𝑋𝐶 is the XC energy per electron of the uniform electron gas at point 𝒓. Even 

though the LDA seems like a coarse approximation, calculations based on LDA have 

provided quite accurate results for many cases. For example, the LDA gives ionization 

energies of atoms, dissociation energies of molecules and cohesive energies with a fair 

accuracy [105]. The LDA also gives bond lengths and the geometries of molecules and 

solids typically with remarkable accuracy of 1% [106]. However, when predicting band 

gaps of semiconductors, one has to be careful because the LDA is known to 

underestimate the band gap [105]. 

While the LDA is based on an ideal uniform electron gas model, the real problem is 

often not the case. The electron density of atomic and molecular systems is not uniform, 

and the LDA no longer meets the needs of computational researchers. In order to solve 

the problem of LDA and improve the accuracy of these type of calculations, it is 

necessary to consider the inhomogeneity of the electron density. The best-known class 

of functional after the LDA is the Generalized Gradient Approximation (GGA), which 

uses information about the local electron density and the electron density gradient 

[104]. The GGA functional can be described as: 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌(𝐫)] = ∫𝜌(𝐫)𝜀𝑋𝐶𝐹𝑋𝐶[𝜌(𝐫), ∇𝜌(𝐫)]𝑑

3𝐫  (2.13) 

where 𝐹𝑋𝐶 is known as the enhancement factor, a dimensionless parameter considering 

the gradient dependency, and 𝜀𝑋𝐶 is the exchange-correlation energy density derived 

from the LDA formalism. In contrast to LDA, the GGA functional does not have a 

uniquely justifiable form and could be chosen to satisfy various physical constraints. 

However, it is impossible to simultaneously satisfy every constraint, such that the 

functional form is usually (but not always) selected according to the nature of the 

system under consideration. This leads to a variety of parameterizations of GGA 

grounded on the choice of 𝐹𝑋𝐶. Among different choices, the Perdew and Wang (PW91) 
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[107] and Perdew, Burke and Enzerhof (PBE) [108] are the most used functionals. The 

PBE functional, which used in this thesis, could be expressed as: 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌(𝐫)] = ∫𝜌(𝐫)𝜀𝑋𝐶𝐹𝑋𝐶[𝑟𝑠, 𝜁, 𝑠]𝑑

3𝐫  (2.14) 

where 𝑟𝑠 is the local Seitz radius, 𝜁 is the relative spin polarization, and s is defined as 

the scaled dimensionless reduced density gradient, 

𝑠 =
|∇𝜌(𝐫)|

2(3𝜋2)
1
3𝜌(𝐫)

4
3

  (2.15) 

Many variations to the functional form of 𝐹𝑋𝐶 in Equation 2.15 have been proposed to 

improve the accuracy of PBE functional for some specific cases. For instance, PBEsol 

[109] recovers the second-order density gradient expansion for the uniform electron 

gas limit in the exchange term and better describes geometries for solids and surfaces. 

2.4.  DFT-1/2 method 

The DFT-1/2 method (often also denoted LDA-1/2 or GGA-1/2) is a semi-empirical 

approach which attempts to correct the DFT self-interaction error in local and semi-

local exchange-correlation functionals for extended systems, by defining an atomic 

self-energy potential that cancels the electron-hole self-interaction energy. This 

method, introduced by Ferreira et al. [110], is based on the much older Slater half-

occupation scheme for molecules [111] (also known as the transition state method). 

Slater’s original method consists in carrying out a self-consistent calculation with half 

an electron removed from the system, and taking the eigenvalue of the half-filled state 

as an estimate for the ionization energy. The addition of the DFT-1/2 self-energy 

potential to the DFT Hamiltonian has been found to greatly improve band gaps for a 

wide range of semiconducting and insulating systems. This approach was formalized 

in the Janak’s theorem: 

𝜕𝐸(𝑓𝛼)

𝜕𝑓𝛼
= 𝜖𝛼(𝑓𝛼)  (2.16) 

where E(fα) is the total energy of the system and fα is the occupation of state α (between 

0 and 1), and εα is the eigenvalue of the state. The success of the half-occupation 
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scheme is grounded on the 𝜖𝛼(𝑓𝛼)  is almost precisely linear for many cases. The 

introduction of a half-ionization state of individual atoms is done by removing 1/2 

electron of occupied levels that contribute to the top of the valence bands. In this 

method, the atomic self-energy potential VS is expressed as. 

𝑉𝑆 ≃ 𝑉(𝑓𝛼 = 0) − 𝑉(𝑓𝛼 = −1/2)  (2.17) 

where 𝑉(𝑓𝛼 = 0)  and 𝑉(𝑓𝛼 = −1/2)  are the all-electron potentials obtained in the 

neutral and 1/2-ionized states. In order to avoid the Coulomb tail (of 1/2 electron) 

penetrating into the neighbouring atoms, the self-energy potentials should be trimmed 

with a cutoff function Θ(𝑟). 

Θ(𝑟) = {
(1 − (

𝑟

𝑟𝑐
)8)3     𝑟 ≤ 𝑟𝑐

0                         𝑟 ≤ 𝑟𝑐

 
 (2.18) 

The cutoff radius rc is the only parameter introduced in the method and is determined 

variationally by choosing the value which maximizes the band gap. 

2.5.  Ab initio molecular dynamics 

Ab initio molecular dynamics (AIMD) is an important technique for the realistic 

simulation of complex molecular systems [112]. With AIMD, it is possible to 

investigate the phenomena that are difficult, expensive, or even currently deemed 

infeasible for experiments. The molecular dynamics (MD) method is a very powerful 

computational technique for studying many-body systems. The purpose of MD 

simulations is to study the time evolution of a number of properties. The properties 

are calculated by time averages of a certain quantity, which is equivalent to ensemble 

averages (this is the so-called ergodic hypothesis). The main problem in any molecular 

dynamics project is how to describe the interactions between atoms. In classical 

molecular dynamics simulations, the potentials are determined in advance, and the 

entire interaction is split into many-body contributions, including electrostatic, non-

electrostatic, short-range, long-range, bonded, and non-bonded terms. However, using 

predefined potentials between atoms implies serious drawbacks because the 

parameterization of the interactions between different atoms in a chemically complex 

system is a very difficult task. The emergence of AIMD schemes can enable simulations 
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of complex systems without relying on any adjustable parameters. The main idea of 

the AIMD method is grounded on the on-the-fly computation of forces through 

accurate electronic structure calculations. In general, the AIMD concept can be 

employed in conjunction with any electronic structure method, which leads to various 

methods including, for example, Ehrenfest Molecular Dynamics [113-115], Born-

Oppenheimer molecular dynamics (BOMD) [112], Hartree–Fock Molecular Dynamics 

[116], and Car–Parrinello Molecular Dynamics (CPMD) [117]. Despite the variety of 

techniques, this term is nowadays usually used as a synonym of BOMD, and we will 

use it with this meaning in the rest of the thesis. 

In Born-Oppenheimer molecular dynamics (BOMD), the static electronic structure 

problem is solved in each molecular dynamics step, given a fixed set of classical point-

particle nuclear positions at that instant of time. In other words, the time-independent 

Schrödinger equation is solved for the electrons, concurrently propagating nuclei 

through classical molecular dynamics.  

The resulting BOMD method is defined by: 

𝑀𝐼𝐑̈𝐼(𝑡) = −∇𝐼Ψ0(𝐫;𝐑)
    𝑚𝑖𝑛 {⟨Ψ0(𝐫; 𝐑)|𝐻̂𝑒𝑙|Ψ0(𝐫; 𝐑)⟩} (2.19) 

From a first glance, solving Equation 2.19 looks like a formidable task. A standard 

solution for ordinary differential equations in all molecular dynamics methods is the 

finite difference approach. Given the molecular positions and velocities at time t, the 

positions and velocities at a later time t + ∆t are obtained to a sufficient degree of 

accuracy. The choice of the time interval, ∆t, also known as timestep, depends on the 

propagation algorithm, but usually, it is determined by the fastest motion of the system. 

Many algorithms apply the finite difference method, and among them, the most 

widely used one to integrate the equations of motion is the Verlet algorithm, and it is 

used in the AIMD simulations in this thesis. 

2.6.  Thermodynamic ensembles 

The core of equilibrium statistical mechanics is the theory of equilibrium ensembles. 

As mentioned above, an ensemble is a set of microscopic states distributed in the phase 

space according to a certain probability density. The thermodynamic ensembles 
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usually used in molecular simulations are the microcanonical (NVE), the canonical 

(NVT), the isothermalisobaric (NPT) ensembles [118]. The N, V, T, and P means the 

number of particles, volume, temperature, and pressure, respectively. In this thesis, all 

ab initio calculations are performed by using the canonical ensemble, thus I will focus 

on present it in the next paragraph. 

The canonical ensemble offers a statistical microscopic description of a system at 

constant number of particles, N, volume, V and temperature, T. The probability density 

in the canonical ensemble is deduced from that of the microcanonical ensemble. The 

system has a fixed volume and is in contact with a much larger system called bath. As 

a result of the interaction with bath, the energy E of the system will fluctuate. The 

probability density of this ensemble is the Boltzmann (canonical) distribution: 

𝜌𝑖,𝑁𝑉𝑇 =
1

𝑄(𝑁, 𝑉, 𝑇)
exp(−𝛽𝐸𝑖)            for  𝑖 = 0,1,2,…  (2.20) 

where 𝑄(𝑁, 𝑉, 𝑇) = ∑ 𝑒−𝛽𝐸𝑖𝑖  is the canonical partition function, and β = 1/kBT. The 

classical analogues of Equations 2.21 and 2.22 are: 

𝜌𝑁𝑉𝑇({q𝑖}, {p𝑖}) =
1

𝑄(𝑁, 𝑉, 𝑇)

1

ℎ3𝑁𝑁!
𝑒−𝛽𝐻({q𝑖}, {p𝑖})  (2.21) 

and 

𝑄(𝑁, 𝑉, 𝑇) = ∫
𝑒−𝛽𝐻({q𝑖}, {p𝑖})

ℎ3𝑁𝑁!
𝑑3𝑁q𝑖𝑑

3𝑁p𝑖
Γ

  (2.22) 

Finally, the canonical ensemble is connected with macroscopic thermodynamics via 

the Helmholtz energy (Equation 2.23). 

𝐴 = −𝑘𝐵𝑇𝑙𝑛(𝑄𝑁𝑉𝑇)  (2.23) 

2.7.  AIMD simulation condition 

The regulation of the temperature is vital for AIMD simulations in the canonical 

ensemble, which can be controlled by means of a thermostat. There are many methods 

for temperature control, including constraint methods, extended system methods, and 

stochastic methods. All of these methods introduce a thermostat which is an algorithm 

for simulations at a constant temperature. The thermostat can be considered as the 

equivalence of the bath in the real system, and the behaviour of the simulated system 
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should not depend on the details of the bath or thermostat, respectively. In this thesis, 

the Nosé-Hoover thermostat [119, 120] are employed for temperature control during 

the equilibration of the systems because it is usually used for simulations that 

employing the canonical (NVT) ensemble. What follows is a short explanation of the 

Nosé-Hoover thermostat. The Nosé-Hoover thermostat is a deterministic algorithm 

that follows the idea of the extended system method. In the beginning, Nosé 

introduced a bath with the degree of freedom s, with the system under study 

exchanges energy. Hence, a Hamiltonian is postulated to describe the system 

(Equation 2.24). 

𝐻 =∑
p𝑖
2

2𝑚𝑖𝑆2
𝑖

+Φ(q) +
𝑝𝑠
2

2𝑄
+ 𝑔𝑘𝑇𝑙𝑛 𝑠  (2.24) 

where the first term is the kinetic energy and the second term is the potential energy 

of the system under study. The last two terms correspond to the degree of freedom s, 

where 𝑝𝑠 is a conjugate momentum of s, 𝑄 is considered the "mass" for the motion of s, 

and T is the temperature of the bath. The parameter 𝑔 is equal to the number of degrees 

of freedom of the physical system. 
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Chapter 3 

Atomistic and Electronic Origin of Phase 

Instability of Metal Halide Perovskites 

The excellent optoelectronic properties of metal halide perovskites (MHPs) have attracted 

extensive scientific interests and boosted their application in optoelectronic devices. Despite 

their attractive optoelectronic properties, their poor stability under ambient conditions remains 

the major challenge, hindering their large-scale practical applications. In particular, some 

MHPs undergo spontaneous phase transitions from perovskites to nonperovskites. 

Compositional engineering via mixing cations or anions has been widely reported to be effective 

in suppressing such unwanted phase transitions. However, the atomistic and electronic origins 

of the stabilization effect remain unexplored. Here, by using DFT calculations, we provide 

insights for the undesired phase transition of pristine perovskites (FAPbI3, CsPbI3, and CsSnI3) 

and reveal the mechanisms of the improved phase stability of the mixed compounds CsxFA1-

xPbI3, CsSnyPb1-yI3, and CsSn(BrzI1-z)3. We identify that the phase transition is correlated with 

the relative strength of the M-X bonds as well as that of the hydrogen bonds (for hybrid 

compositions) in perovskite and nonperovskite phases. The phase transition can be suppressed 

by mixing ions, giving rise to either an increased bond strength for the perovskite or a decreased 

bond strength in their nonperovskite counterparts, or suppressed vacancy defect formation for 

Sn-Pb mixed perovskites. Our results present a comprehensive understanding of the 

mechanisms for the phase instability of MHPs and provide design rules for engineering phase-

stable perovskite compositions.  

 

This chapter is based on the publication: J Jiang, F Liu, I Tranca, Q Shen, S Tao, “Atomistic and Electronic 
Origin of Phase Instability of Metal Halide Perovskites”, ACS Applied Energy Materials, 2020, 3, 11548-
11558. 
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3.1.  Introduction 

Metal halide perovskites (MHPs) are solution-processed semiconducting materials 

with the general formula AMX3, where A is monovalent cations 

[A = CH3NH3+ (methylammonium, MA+), CH(NH2)2+ (formamidinium, FA+) or Cs+; 

M = Pb2+ or Sn2+; X = I−, Br− or Cl−] [121, 122]. This class of materials has attracted 

extensive research interest in the scientific community, owing to their application in 

efficient and low-cost photovoltaics [43, 123, 124], as well as for light emission [25, 125], 

photodetectors [126, 127], and lasing [128, 129]. Within only 10 years, the power 

conversion efficiency (PCE) of perovskite solar cells (PSCs) has drastically increased 

from 3.8% in 2009 up to 25.5% in 2020 [3, 130]. Although the efficiency of perovskite 

solar cells is quite high, their instability issues remain the main obstacles to the large-

scale applications. 

One of the instability issues is the intrinsic structural instability of some pristine 

perovskites. These include, for example, FAPbI3, CsPbI3, and CsSnI3. They undergo 

structural transitions at ambient conditions from a perovskite structure to a 

nonperovskite structure. At room temperature, both CsSnI3 and CsPbI3 have two 

coexisting polymorphs (γ- and δ-phases) that belong to the Pnma space group and 

exhibit an orthorhombic structure [14, 131]. For FAPbI3, there are also two existing 

phases (α- and δ-phases). The α-phase has a cubic symmetry and the δ-phase has a 

hexagonal structure [132, 133]. The transition from a perovskite to a nonperovskite has 

been observed in ambient conditions for all these three perovskites; the size of FA+ is 

slightly too large, while that of Cs+ is slightly too small, thus approaching the limits of 

the tolerance factor of AMI3 with an optimal range within 0.8-1.0 [134]. Because of the 

distinct electronic properties of nonperovskites, that is, large and indirect band gaps 

[41, 43-45], the unwanted phase transition is detrimental to the light absorption 

properties, therefore leading to a decreased solar cell efficiency and reduced stability 

of perovskite solar cells. 

Several experiments demonstrated that exchanging or mixing A, M, or X ions is an 

effective way to improve their intrinsic structural stability [46-51]. For instance, mixing 

the organic A-site cation (MA+) [48] and/or inorganic cation (Cs+) [52] has been 



Stabilizing Metal Halide Perovskites by Computational Compositional Engineering 

31 
 

reported to improve the stability of the FAPbI3 perovskite. Partial substitution of I- with 

Br- (X-site anion) improved the phase stability of the CsPbI3 perovskite [53, 54], 

although at the cost of degrading the light-harvesting capacity because of the increased 

band gaps. Partial substitution of Pb2+ (M-site cation) with other metal ions (Sn2+ or 

Mn2+) has also been suggested as a possible way to improve the stability of CsPbX3 

perovskites [25, 52]. The crystal size or dimensionality reduction helped perovskites to 

convert to a more symmetric crystal structure and is suggested as the reason for these 

stabilization effects. Besides experimental reports, many theoretical studies were also 

carried out to understand the phase instability issues. Most of the proposed 

mechanisms focused on the size of the ions [34], and their compatibility with each other 

(tolerance factors) [13], the mobility of inorganic ions [135], and the effect of the 

rotation dynamics of the organic cations [136]. However, the underlying atomistic and 

electronic origin of the phase transition and why mixing of ions can suppress the phase 

instability is not yet fully understood. Answering these questions is not only 

fundamentally important but also essential to develop strategies for ultimate stable 

perovskite materials to meet commercial standards for the long-term stability of 

perovskite optoelectronic devices. 

Here, we provide answers to these questions by using a combination of DFT 

calculations and experimental stability tests. We study four pristine perovskites 

(CsPbI3, CsSnI3, CsSnBr3, and FAPbI3) and their alloys, and demonstrate that alloying 

A, M, or X ions can suppress the undesired phase transition. We carefully analyze the 

evolution of their formation energies, atomistic structure, and chemical bonding 

character and strength for both the perovskite and nonperovskites. Four correlated 

factors, namely, the average M-X bond length, the overall bonding strength (including 

M-X bond and hydrogen bonds), the formation energies, and the Sn vacancy formation 

energy are identified to be responsible for the phase transition. We first explain why 

mixing Cs and FA or I and Br stabilizes CsxFA1-xPbI3 and CsSn(BrzI1-z)3 perovskites, 

respectively. We further discover a new mixed Sn and Pb perovskite composition, 

CsSn0.75Pb0.25I3, which is subsequently validated by experiments to be exceptionally 

stable, maintaining its black phase more than 6 months in ambient conditions. 
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Figure 3.1. Schematic illustration of the suppressed phase transition from perovskites to nonperovskites via mixing 

ions (A = Cs, FA; M = Pb, Sn; X = I, Br). The presented structures here are a (1×1×2) supercell of the δ-

phase nonperovskite (left) and a unit cell of the γ-phase perovskite for CsMX3 (right). 

 

3.2.  Methods 

3.2.1.  Computational methods and structural models 

Structure optimizations were performed using DFT as implemented in the Vienna ab-

initio simulation package (VASP) [137]. The PBEsol functional [109] was used. The 

projector-augmented wave (PAW) pseudopotentials [138, 139] were used to treat semi-

core electronic states, with the Cs[5s25p66s1], Pb[6s26p25d10], Sn[5s25p24d10], I[5s25p5], 

Br[4s24p5], C[2s22p2], N[2s22p3] and H[1s1] electrons being treated as valence states. For 

CsMX3 (CsPbI3, CsSnI3, and CsSnBr3) and its alloys, a 2 × 1 × 1 supercell for the -phase 

(perovskite phase for CsMX3) and a 1 × 1 × 2 supercell for the δ-phase (nonperovskite 

phase for CsMX3) were used, respectively (Figure 3.1). For FAPbI3 and its alloys, the 2 

× 2 × 2 (cubic phase) and 1 × 1 × 2 supercells were used for the -phase (perovskite 

phase for FAPbI3) and δ-phase (nonperovskite phase for FAPbI3), respectively (Figure 

A.1).  

To select a functional used in this work, we tested PBE [108], PBEsol [109], and 

SCAN-rvv10 [140]. From Table A.1-S3, the PBEsol functional gives the most accurate 

lattice parameters for all perovskites compared with experiments, while PBE generally 
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overestimates the lattice parameters and SCAN-rvv10 severely underestimates the 

lattice parameters of inorganic perovskites and nonperovskites. Therefore, the PBEsol 

functional was used for all the calculations in this work. During the structural 

optimization, the positions of all atoms, and the shape and the volume of the unit cell 

were allowed to relax (ISIF = 3). All space groups of pure perovskites or pure 

nonperovskites were preserved after geometry optimization. For the alloys, most of 

the structures maintained their initial space groups except for a few cases. These are 

the nonperovskite Sn-Pb alloys, which will be further discussed in the Results and 

discussion section. An energy cutoff of 500 eV and 6 × 4 × 6, 4 × 10 × 2, 4 × 4 × 4, and  

8 × 8 × 4 k-point meshes were used for -CsMX3, δ-CsMX3, α-FAPbI3, and δ-FAPbI3 to 

achieve energy and force convergence of 0.01 meV and 20 meV/Å, respectively. 

To study the mixed compounds, we have considered seven [CsSn(BrzI1-z)3, z = 0, 

1/6, 1/3, 1/2, 2/3, 5/6 and 1] and five [CsxFA1-xPbI3, x = 0, 1/4, 1/2, 3/4, 1; CsSnyPb1-

yI3, y = 0, 1/4, 1/2, 3/4, 1] compositions by interchanging the type and number of X, 

A , and M ions in the simulation cells, respectively. Owing to a large number of 

possible configurations of the mixed halide X (22, 139, 252, 139 and 22 possible 

configurations for z = 1/6, 1/3, 1/2, 2/3, and 5/6, respectively) and the mixed M cation 

(5, 10, and 5 possible configurations for y = 1/4, 1/2, and 3/4, respectively), we have 

calculated only two possible configurations for each, namely, two extreme cases with 

maximum and minimum formation energies selected by the strategy illustrated in our 

previous publication [141]. Previous observations from experiments show that FA 

cations are disordered at a finite temperature in the α-FAPbI3 phase [142]. The reported 

FAPbI3 perovskite configuration with a tilted FA cation in a 1 × 1 × 1 cell is 

energetically favourable [143, 144]. To take these two effects into account, we tested 

eight configurations of the 2 × 2 × 2 α-FAPbI3 perovskite and four configurations of 1 

× 1 × 2 δ-FAPbI3 nonperovskites (in the order of increasing degree of the FA disorder), 

respectively (see Figure A.2 and A.3). We used the most stable configuration for the 

perovskite and nonperovskite FAPbI3 as a starting point to study the mixed 

perovskites. For mixing A cation, 3, 6, and 3 possible configurations were calculated 

for the CsxFA1-xPbI3 perovskite (using a supercell 2 × 2 × 2) for x = 1/4, 1/2, and 3/4, 
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respectively; 2, 4, and 2 possible configurations were considered for the CsxFA1-xPbI3 

nonperovskite for x = 1/4, 1/2, and 3/4, respectively. The details are shown in 

Supporting Information in Figures A.4-S9. Overall, when Cs cations occupy positions 

along the (1 1 1) direction of the 2 × 2 × 2 CsxFA1-xPbI3 perovskite supercells, the FA 

cations tend to be more disordered, leading to a more stable configuration. The energy 

differences in different configurations of the CsxFA1-xPbI3 nonperovskite are relatively 

small (compared to those of the perovskite phase) and show no clear trends. 

3.2.2. Calculations of formation energy 

The formation energy of pure perovskite AMX3 is defined as ∆𝐻 = 𝐸AMX3 − 𝐸AX − 𝐸MX2, 

where 𝐸AMX3, 𝐸AX, and 𝐸MX2 are the total energy of AMX3, AX, and MX2, respectively. 

For the mixed perovskites, because of different precursors and synthesis routes, the 

expressions can differ. The formation energy of CsxFA1-xPbI3 is defined as ∆𝐻 =

𝐸CsxFA1−xPbI3 − 𝑥𝐸CsI − (1 − 𝑥)𝐸FAI − 𝐸PbI2, where 𝐸CsxFA1−xPbI3, 𝐸CsI, 𝐸FAI, and 𝐸PbI2 are 

the total energy of CsxFA1-xPbI3, CsI, FAI, and PbI2, respectively. The formation energy 

of CsSnyPb1-yI3 is defined as ∆𝐻 = 𝐸CsSnyPb1−yI3 − 𝐸CsI − 𝑦𝐸SnI2 − (1 − 𝑦)𝐸PbI2 , where 

𝐸CsSnyPb1−yI3, 𝐸CsI, 𝐸SnI2, and 𝐸PbI2 are the total energy of CsSnyPb1-yI3, CsI, SnI2, and 

PbI2, respectively. The formation energy of CsSn(BrzI1-z)3 is defined as ∆𝐻 =

𝐸CsSn(BrzI1−z)3 − 𝑧𝐸CsBr − (1 − 𝑧)𝐸CsI − 𝑧𝐸SnBr2 − (1 − 𝑧)𝐸SnI2 , where 𝐸CsSn(BrzI1−z)3 , 

𝐸CsBr, 𝐸CsI, 𝐸SnBr2, and 𝐸SnI2 are the total energy of CsSn(BrzI1-z)3, CsBr, CsI, SnBr2, and 

SnI2, respectively. A negative value of ΔH represents the favourable formation of the 

perovskite compounds: the more negative the ΔH, the easier the formation of the 

corresponding compound. The configurations of CsI, FAI, PbI2, and SnI2 used for 

formation energy calculations are listed in Figure A.10. 

3.2.3. Crystal orbital hamilton population analysis 

The partial density of states (pDOS) and the crystal orbital hamilton population 

(COHP) [145-147] analysis were computed with the Lobster code [148], via 

transformation of the plane wave functions obtained by VASP into a localized basis set 

(STO). The pDOS provides information on the probability to find an electron with 
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energy E in atomic orbitals. Related to the pDOS, the COHP allows partitioning of the 

electron density distribution into bonding, nonbonding, and antibonding interaction 

domains. The -COHPij(E) is defined as: 

−COHP𝑖𝑗(𝐸) = 𝐻𝑖𝑗∑c𝑖
𝑛c𝑗
∗𝑛𝛿(𝐸 − 𝐸𝑛)

𝑛

  (3.1) 

where Hij represents the Hamiltonian matrix element between atomic orbitals φi and 

φj, and ci and cj are the coefficients of these atomic orbitals in the molecular orbital ψn 

(ψn = ∑ c𝑖
𝑛𝜑𝑖𝑖 ). A positive value for -COHPij(E) symbolizes a bonding electronic 

interaction between the atomic orbitals i and j, while a negative value describes an 

antibonding interaction. A value of zero is associated with a nonbonding interaction. 

The integrated value of COHPij(E), named integrated COHP (ICOHP), is a good 

indication and usually used to measure the bond strength. The ICOHP was also proven 

to be very powerful in analyzing the phase stability [149], magnetism [150], and 

catalytic reactivity [151-153] of solid-state materials. To be consistent with -COHPij(E), 

we use the -ICOHP thereafter for convenient analysis, that is, a straightforward 

comparison of the positive values. It is commonly believed that the electronic states 

near the Fermi level often play an important role in affecting the nature of bonding 

relevant to the phase transitions [154]. Therefore, in this study, we closely investigate 

the -ICOHP from -4.5 eV up to the Fermi level (Figure 3.2), which can be expressed as: 

−ICOHP𝑖𝑗 = −∫ COHP𝑖𝑗(𝐸)d𝐸
𝐸𝐹

−4.5

  (3.2) 

The more positive -ICOHP means the stronger bond strength. It should be noted that 

-ICOHP in this work is an average value of all metal-halide bonds per the AMX3 

formula unit; for perovskites containing the organic cation FA, the NH…I hydrogen 

bonding is also included. 
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Figure 3.2. Comparison of pDOS and COHP analyses of FAPbI3 in the form of the perovskite and nonperovskite: 

(a, c) pDOS and (b, d) orbital resolved COHP (pCOHP). The COHP plots are normalized by each AMX3 formula 

unit. 

3.2.4. Chemical bonding in AMX3 perovskites 

To investigate the underlying reason for the unwanted phase transition in MHPs, we 

analyze the nature of the chemical bonding of the typical perovskite and nonperovskite. 

Figure 3.2 shows a direct comparison of pDOS and COHPs of FAPbI3 in the forms of 

the perovskite and nonperovskite, giving the bonding and antibonding characters and 

indicating which atomic orbitals are involved in the relevant chemical bonding. As 

frequently reported in the literature [44, 155-158], the metal-halide characters dominate 

the conduction band and valance band band edges. In both phases, four pairs of 

bonding and antibonding interactions including I(s)Pb(p), I(s)Pb(s) and I(p)Pb(s), 

I(p)Pb(p) (shown in Figure 3.2b, d) form as a result of the hybridization of s and p 

orbitals of the metal cation and halide anion. It should be noted that, in the case of 

organic cations, they also form hydrogen bonds with the halide, for example, the FA-I 

bonding in FAPbI3 perovskites also contributes to the bonding state. This pattern does 

not hold for all-inorganic perovskites, where Cs cation characters are almost absent in 

the orbital-resolved COHP of CsSnI3 (Figure A.11), implying that the inorganic A-site 
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cation does not participate in covalent bonding. Therefore, for all-inorganic 

perovskites, we only focus on the metal-halide interactions. As previous studies [159, 

160] show that the phase transition behavior of a particular material can very often 

find its origin in the electronic levels, in our case we will investigate the relevant 

bonding from the COHPs near the Fermi level (shaded in Figure 3.2). Usually, a 

dominant antibonding near a Fermi level associates with the phase instability. 

However, the COHP characters of both phases are of similar nature, where bonding 

and antibonding states appear in a similar energy range and originated from the same 

pairs of orbitals: I(s)Pb(p), I(s)Pb(s) and I(p)Pb(s), I(p)Pb(p). For a more straightforward 

comparison, we use integrated COHP (ICOHP) as a measure of the strength of overall 

interactions and we systematically investigate the bond strength differences between 

perovskites and nonperovskites. 

3.2.5. Mixing thermodynamics 

To assess the thermodynamic stability of mixed perovskites (solid solution), we 

evaluated the free energy of mixing (ΔF) [131, 161] for each composition according to 

the expression: 

ΔF = ΔH − TΔS (3.3) 

where ΔH and ΔS are the enthalpy of mixing and entropy of mixing, respectively, and 

T is the absolute temperature. According to Schelhas et al., [162] the enthalpy of mixing 

could be approximately given by the change in the internal energy (ΔU), which  is the 

difference between the total energy of the mixed halide perovskite with respect to the 

total energy of the constituents. Thus, the enthalpy of mixing of the mixed perovskite 

could be approximately given as: 

H = ΔU = 𝐸mixed−perovskite−𝑥Ecomponent 1 −(1−𝑥)𝐸component 2 (3.4) 

where Emixed-perovskite, Ecomponent 1, and 𝐸component 2 are the total energies of mixed 

perovskite, component 1, and component 2, respectively. The entropy of mixing is 

calculated in the homogeneous limit according to the formula: 
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ΔS = −kB[xln x + (1 − x)ln(1 − x)] (3.5) 

where kB is the Boltzmann constant. 

3.2.6. Formation energy calculation of Sn vacancy 

We calculate the formation energies of Sn vacancy of CsSnyPb1-yI3 perovskite (y = 0.25, 

0.5, and 0.75). As references, we also calculate the same formation energy of pristine 

CsSnI3. The details of the computational procedure are as follows. The formation 

energy of Sn vacancy have been calculated by using a 2 × 2 × 1 supercell, as given 

in Equation 3.6. 

ΔEvac [CsSnyPb1-yI3] = Etot [Snvac] – Etot [perovskite] + μ[Sn] + Ef (3.6) 

where Etot [Snvac] and Etot [perovskite] are the total energies of the perovskite with and 

without Sn vacancy, respectively, and μ[Sn] and Ef are the chemical potential of Sn and 

Fermi energy, respectively. The μ[ion] is assumed to be the same for all perovskites. 

This approximation is valid because in our experiments the important parameters (e.g., 

precursor concentration, the source of ions, and synthesis temperature) during 

synthesis process of these perovskites are kept the same. The Ef is assumed to be 

similar or with negligible difference for CsSnyPb1-yI3 and CsSnI3 [25]. 

We define the relative formation energy as Ref [163]. The suppression of Sn 

vacancy formation by mixing Sn and Pb is quantitatively evaluated by eq 3.7: 

ΔΔEvac = ΔEvac [Sn-Pb] – ΔEvac [Sn] (3.7) 

Where ΔEvac [Sn-Pb] is the formation energy of Sn vacancy in Sn and Pb mixed 

perovskite, and ΔEvac [Sn] represents the one of the pure CsSnI3 perovskite. 

3.2.7. Synthesis of CsSn1-yPbyI3 quantum dots 

All chemicals were used as received without further purification. 0.74 g of SnI2 (99%, 

Wako Pure Chemicals, Japan) and 0.2-0.5 g of PbI2 (99%, Sigma-Aldrich, USA) were 

mixed into 2.5 mL of tri-n-octylphosphine (TOP, 97%, Sigma-Aldrich, USA) to prepare 

a TOP-SnI2-PbI2 stock solution. The mixture was vigorously stirred on a hot plate at 

90 °C for about 3 h. In a 50 mL three-neck flask, 0.12 g of Cs2CO3 (99.9%, Sigma-Aldrich, 
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USA), 0.4 mL of oleic acid (≥65.0%, Wako Pure Chemicals, Japan), and 0.4 mL of 

oleylamine (70%, Sigma-Aldrich, USA) were added into 12 mL of octadecene (90%, 

Sigma-Aldrich, USA). The mixture was degassed at 100 °C for 3 h with vigorous 

stirring and then heated to 120 °C under a nitrogen atmosphere until the solution 

became clear (the temperature was monitored using a Sanyo mercury thermometer, 

Japan). The temperature was then set at 160 °C followed by the quick injection of the 

above-prepared TOP-SnI2-PbI2 solution. About 5 secs after the injection, the reaction 

was quenched by the immediate immersion of the flask into an ice bath. QDs were 

precipitated by adding 25 mL of methyl acetate (MeOAc, anhydrous 99.5%, Sigma-

Aldrich, USA), followed by centrifugation at 4000 rpm for 3 min. The supernatant was 

discarded, and the QD precipitate was dispersed in hexane. The detailed synthetic 

recipes for obtaining perovskites with various mixed Pb and Sn compounds are 

summarized in Table A.4. 

 

3.3.  Results and discussion 

3.3.1. Suppression of the phase transition by mixing Cs and FA in CsxFA1−xPbI3 

For both pure FAPbI3 and pure CsPbI3 perovskites, the formation energies of the 

nonperovskite are more negative when compared with those of the perovskite (Figure 

3.3a), indicating that the perovskite phase is unfavourable. Upon mixing Cs and FA, 

the difference in formation energies of the perovskite and nonperovskite become 

smaller. A critical point appears near x = 0.25, where the difference reaches a minimum, 

which is in agreement with the experimental observation that the better stability of the 

perovskite CsxFA1−xPbI3 solid-state alloys was observed with x roughly in the range of 

0.2 ≤ x ≤ 0.3 [13, 164]. 
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Figure 3.3. (a) Formation energy (H), (b) -ICOHP, and (c) free energy of mixing (ΔF) of perovskite and 

nonperovskite CsxFA1−xPbI3. The lines are included to guide the eye. All these -ICOHP and ΔF are calculated by 

using the most stable structure, that is, with the most negative H. It should be noted that the cubic phase of CsPbI3 

for the perovskite is used here to compare consistently with the FAPbI3 perovskite phase. 

 

To understand the changes in formation energy, we study in detail the atomistic 

structures of both the perovskite and nonperovskite. As shown in Figure 3.4, for 

FAPbI3, the average bond length of the perovskite is equal to the nonperovskite (3.22 

Å), which indicates a similar metal-halide bond strength in the perovskite and 

nonperovskite. With the introduction of 25% Cs, the local geometry within the PbI6 

octahedral and the average bond length of metal-halide bonds in the perovskite 

become slightly smaller than those in the nonperovskite (3.17 vs 3.20 Å), indicating a 

slight stabilization effect when a small amount of Cs is introduced in FAPbI3. This is in 

good agreement with the experimental observations, the phase stability of FAPbI3 is 

enhanced with 25% Cs doping [13, 164]. 
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Figure 3.4. Comparison of structures of perovskite and nonperovskite CsxFA1−xPbI3. Atomistic structure and bond 

lengths of corresponding Pb-I bonds in angstroms of (a) perovskite FAPbI3, (b) perovskite Cs0.25FA0.75PbI3, (c) 

nonperovskite FAPbI3, and (d) nonperovskite Cs0.25FA0.75PbI3, respectively. The purple, light blue, brown, light pink, 

dark grey, and dark yellow spheres denote I, N, C, H, Pb, and Cs atoms, respectively. 

 

The trends in the formation energies and the structures could be explained by -ICOHP 

of the perovskite and nonperovskite in Figure 3.3b and data set in Table A.5. The -

ICOHP is a measurement for the strength of a chemical bond between a pair of atoms, 

with a larger -ICOHP signifying a stronger bond. From Figure 3.3b, we observe that 

with the increasing concentration of Cs, the -ICOHPs of both phases decrease. This is 

because the interaction of the FA cation with I anions also contributes significantly to 

the -ICOHP, which decreases with the increase in the Cs concentration of the alloys. 

Compared to all the compositions from Figure 3.3b, the smallest difference in -ICOHP 

of the perovskite and nonperovskite is observed for pure CsPbI3, where the -ICOHP of 

the perovskite is very slightly larger than that of the nonperovskite (3.52 vs 3.50). This 

agrees with the instability of the perovskite CsPbI3 structure. The differences become 

larger upon alloying FA with Cs. The largest differences in -ICOHP between the 

perovskite and nonperovskite were observed at 75% of FA, that is, 25% Cs (4.56 vs 

4.21), indicating that the difference between the overall bonding strength of the 

perovskite and nonperovskite reaches a maximum.  
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We note that although the -ICOHP of the pure FAPbI3 perovskite is larger than that of 

nonperovskite (4.98 vs 4.67), the difference between the two (0.31) is slightly smaller 

than that of Cs0.25FA0.75PbI3 (0.35). We explain this by the stronger FA-I bond 

(characterized by -ICOHP) in the perovskite phase than that in the nonperovskite 

phase (0.89 vs 0.87, in Table A.5). This means that the FA-I hydrogen bond plays a vital 

role in the phase stability of Cs and FA mixed compounds. To better understand the 

role of the FA-I hydrogen bond in the phase stability of CsxFA1-xPbI3, we summarize 

the NH…I bond lengths with different Cs concentrations in Figure 3.5. Typically, the 

length of NH…I hydrogen bonds between -NH2 groups and the iodide atoms of the 

[PbI6] framework fall in the range of <3.00 Å [134]. From Figure 3.5, the average bond 

length of all hydrogen bonds in perovskite and nonperovskite FAPbI3 are 2.85 and 2.77 

Å, respectively. Upon mixing Cs into FAPbI3, the change of the average hydrogen bond 

length follows two distinct trends for 25% Cs and for those of higher percentages, that 

is, 50 and 75%. Adding 25% Cs into FAPbI3 leads to the formation of a stronger 

perovskite phase (average bond length of 2.80 Å) as well as a weaker nonperovskite 

phase (average bond length of 2.89 Å). This stabilizes the Cs0.25FA0.75PbI3. However, 

adding more Cs have the opposite effect (2.85 Å for the perovskite and 2.61 Å for the 

nonperovskite with 50% Sn; 2.85 Å for the perovskite and 2.73 Å for the nonperovskite 

with 75% Sn), giving rise to a destabilization effect. This confirms the experimental 

observation that about 25% Cs is optimum to stabilize the FAPbI3 perovskite.  
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Figure 3.5. NH…I bond lengths in the perovskite and nonperovskite of CsxFA1-xPbI3 (x = 0, 0.25, 0.5, and 0.75).  

 

We note that while our DFT calculations indicate the relative stability of the perovskite 

of the mixed Cs and FA compared to the nonperovskite at 0 K, they cannot account for 

the temperature effect. To better represent the thermodynamics of these alloys, we also 

calculated the free energy of mixing (ΔF) to determine the mixing thermodynamics of 

the involved perovskite alloys. The negative value of ΔF indicates the favour of mixing. 

In Figure 3.3c, the ΔF are all negative except at the Cs0.25FA0.75PbI3 nonperovskite, 

indicating more favourable mixing of the perovskite phase than mixing of the 

nonperovskite phase. 

Taking all analyses mentioned above (the energies, the atomic structures and the 

bonding strength of the M-X bonds, and FA-I hydrogen bonds), we argue that the 

mixed compositions of CsxFA1-xPbI3, in particular with relatively low concentration of 

Cs (25%), the perovskite structure is more favourable compared with their 

nonperovskite counterparts; therefore, they are less likely to undergo the phase 

transition from perovskites to nonperovskites. 
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3.3.2. Suppression of the phase transition by mixing Br and I in CsSn(BrzI1-z)3 

From Figure 3.6a, the formation energies of perovskite and nonperovskite CsSnI3 are 

almost the same, while those of perovskite CsSnBr3 is much negative compared with 

those of the nonperovskite, indicating that the perovskite phase of CsSnI3 is metastable 

and that of CsSnBr3 is stable. Upon mixing Br and I, the formation energies of 

CsSn(BrzI1-z)3 show a unique trend with a critical point at z = 1/3, which is also shown 

in our previous work [141]. When z > 1/3, all formation energies of the perovskite are 

more negative than those of the nonperovskite, indicating the perovskite being more 

stable than the nonperovskite. 

 

Figure 3.6. (a) Formation energy, (b) -ICOHP, and (c) free energy of mixing of perovskite and nonperovskite 

CsSn(BrzI1-z)3. The lines are included to guide the eye. 

 

The trends in the energies are also reflected by the trends in the structures in Figure 3.7. 

Generally, the average Sn-X bond length in the perovskite is shorter than that in the 

nonperovskite. For CsSnI3, the average Sn-X bond length in the perovskite is shorter than that 

in the nonperovskite (3.11 vs 3.17 Å). With the increasing concentration of Br, the average bond 

length of the perovskite decreased more obviously than that of the nonperovskite, leading to 

much stronger bonds in the perovskite than in the nonperovskite (3.04 vs 3.14 Å for CsSnBrI2). 

Therefore, the phase transition is less likely to occur. The introduction of more Br to even 100% 

also makes the Sn-X bonds much stronger in the perovskite than in the nonperovskite. 

The bonding analysis shows similar trends to those of the energies and the 

structures. Figure 3.6b and Table A.6 show that -ICOHPperovskite decreases slightly with 

the increasing percentage of Br, while -ICOHPnonperovskite decreases drastically in the 

range of z ≤ 1/3 and then remains constant at a higher Br concentration. As a result, 
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the difference in the -ICOHPs of the perovskite and nonperovskite first increases 

sharply in the range of z ≤ 1/3 and then maintains a large difference in the range of 

1/3 < z < 1. Indeed, previous experimental results agree with our theoretical analysis, 

where the perovskite black phase (γ-phase) becomes more stable and the transition to 

the nonperovskite is less likely with the increasing Br percentage in CsSn(BrzI1-z)3. The 

transition point is formed when the concentration of Br is being around 1/3 [165, 166]. 

For both the perovskite and nonperovskite, the free energy of mixing (ΔF) is negative 

(Figure 3.6c) upon mixing Br and I, being favourable for mixing. 

 

Figure 3.7. Comparison of structural properties of perovskite and nonperovskite CsSn(BrzI1-z)3. Crystal structure 

and bond lengths of Sn-X bonds (in units of Å) of (a) perovskite CsSnI3, (b) perovskite CsSnBrI2, (c) nonperovskite 

CsSnI3, and (d) nonperovskite CsSnBrI2, respectively. 

 

3.3.3. Experimental observation of the phase transition in CsSnyPb1-yI3 

While the stabilization effect of mixing A cations (Cs and FA) [13, 164] and X anions 

(Br and I) [165, 166] of MHPs is widely characterized experimentally, mixing of M 

cations (e.g., Sn and Pb) is less studied. Herein, we synthesized a group of colloidal 

CsSnyPb1-yI3 quantum dots (QDs). Figure 3.8 shows photographs of solutions of 

CsSnyPb1-yI3 (y = 0, 0.25, 0.5, 0.75, and 1) QDs taken at different periods of time. By 
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comparing these images, the stability of the mixed colloidal QDs can be compared to 

those of pure CsSnI3 and pure CsPbI3 QDs. When exposed to air, the reference as-

synthesized CsSnI3 and CsPbI3 QDs are the ones that are first degraded, evidenced by 

the change of color from black to yellow or orange; CsSnI3 has the poorest stability 

(degraded in 10 min), followed by CsPbI3 (turned orange before 80 days). A much 

improved stability was found for all mixed QDs, CsSnyPb1-yI3 (y = 0.25, 0.5, 0.75), where 

the CsSn0.75Pb0.25I3 QDs are the most stable, maintaining their black colour throughout 

170 days observation period. At this stage, the CsSn0.25Pb0.75I3 QDs already converted 

into the nonperovskite, and the CsSn0.5Pb0.5I3 QDs also partially transformed into the 

nonperovskite. To understand the improved phase stability of CsSnyPb1-yI3, especially 

the case of CsSn0.75Pb0.25I3, we perform a series of theoretical analyses as we have done 

above for mixing A cations and X anions.  

 

Figure 3.8. Photographs taken at different periods for solutions of the as-synthesized CsSnyPb1-yI3 QDs (y = 0, 0.25, 

0.5, 0.75, and 1 from left to right) stored in ambient air. All samples were dispersed in hexane. 
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3.3.4. Suppression of the phase transition by mixing Sn and Pb in CsSnyPb1-yI3 

The formation energies of the perovskite are less negative than those of the 

nonperovskite for both CsPbI3 and CsSnI3 (Figure 3.9a), indicating that the perovskite 

phase is unfavourable. For Sn-Pb mixed compounds, the difference in formation 

energies of the perovskite and nonperovskite decreases and reaches the minimum 

difference with 75% Sn. This is a consequence of the faster decrease in the formation 

energies of the perovskite compared with those of the nonperovskite counterpart with 

an increasing amount of Sn. The trend in the energies implies that upon mixing Sn 

with Pb, the perovskite is more favourable with the increasing percentage of Sn. 

 

Figure 3.9. (a) Formation energy, (b) -ICOHP, and (c) free energy of mixing for perovskite and nonperovskite 

CsSnyPb1-yI3. The lines are included to guide the eye. 

 

We also compared the atomistic structures of CsPbI3 and Sn-Pb mixed compounds, 

using CsSn0.75Pb0.25I3 as an example in Figure 3.10. The average Pb-I bond length of 

perovskite CsPbI3 is shorter than that of the nonperovskite (3.18 vs 3.22 Å). Upon 

mixing 75% Sn with Pb, the average Pb-I bond length of the perovskite decreases while 

that of the nonperovskite remains the same (3.16 vs 3.22 Å). The trends of the formation 

energy and bond length are also found in the chemical bonding analysis in Figure 3.9b. 

With 75% Sn, the difference of -ICOHP is the smallest among all alloys and also smaller 

than pure CsPbI3 (Figure 3.8b and Table A.7). From Figure 3.9c, the free energy of 

mixing is negative upon mixing Sn and Pb for both the perovskite and nonperovskite, 

thus favouring the mixing.  
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Figure 3.10. Comparison of structures of perovskite and nonperovskite CsSnyPb1-yI3. Atomistic structure and bond 

lengths of Pb-I bonds (in units of Å) of (a) perovskite CsPbI3, (b) perovskite CsSn0.75Pb0.25I3, (c) nonperovskite CsPbI3, 

and (d) nonperovskite CsSn0.75Pb0.25I3, respectively. 

 

From above, we found that the increasing Sn concentration tends to stabilize the mixed 

perovskites, with CsSn0.75Pb0.25I3 being the most stable. However, we are not able to 

explain the fact that the CsSn0.75Pb0.25I3 is more stable than CsSnI3, because the trend in 

energies we established for other compositions is not applicable here. Considering the 

unique defect chemistry of Sn perovskites, that is, oxidation of Sn2+ to Sn4+ 

spontaneously occurring and often being facilitated by defects [167], we therefore 

deduce that the Sn vacancy may play an important role in stabilizing the mixed Sn-Pb 

perovskites. We therefore next calculate the defect formation energies of Sn vacancy 

(VSn) in CsSnyPb1-yI3 (y = 1, 0.75, 0. 5, and 0.25), as shown in Figure 3.11. We find that 

the VSn defect formation energy of Sn-Pb mixed perovskites is significantly higher than 

that of CsSnI3 by about 0.3 to 1.0 eV. This means that the formation of VSn is greatly 

suppressed upon mixing of Sn and Pb, helping them to maintain the perovskite phase 

of the mixed compounds. 

In summary, both the energy analysis mentioned above for the pristine/mixed Sn-

Pb perovskites and the elevated Sn vacancy defect formation energy in their defective 
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structures point to the same conclusion of the mixed compounds being stabilized, 

agreeing with our experimental findings. We note that the stability of perovskite QDs 

can also be affected by the surface ligands [75, 168]. Nevertheless, the agreement of our 

theoretical validation and experimental tests indicates that the general trends found in 

the stability of such perovskite QDs are also valid for the bulk perovskites and vice 

versa. 

 

Figure 3.11. Calculated defect formation energies of VSn in CsSnyPb1-yI3 (y = 1, 0.75, 0.5, and 0.25). The value of 

CsSnI3 is set to zero for comparison. 

 

3.4.  Conclusions 

By using DFT calculations, we systematically study the phase stability of several pure 

and mixed MHPs. We first reveal the atomistic and electronic origin of the phase 

transition from the perovskite to nonperovskite for some of the pure perovskites using 

FAPbI3, CsPbI3, and CsSnI3 as examples and then investigate why mixing the A or M 

or X ion can suppress such undesired transitions. We find that the relative bond 

strength of the perovskite phase compared with their nonperovskite phase is an 

important parameter, which can be understood by analyzing the bond length, bond 

strength (-ICOHP), formation energies and/or free energy of mixing, and the Sn 

vacancy formation energy. By mixing A or M or X ions, the phase stability can be 
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improved by increasing the stability of the perovskite phase or destabilizing the 

nonperovskite phase, which will result in a suppressed phase transition from the 

perovskite phase to the nonperovskite phase. 

When mixing Cs and FA in CsxFA1−xPbI3, the perovskite phase of the mixed 

perovskite is slightly more stabilized compared with the nonperovskite phase, leading 

to an overall better phase stability of the perovskite phases. The composition of 25% 

Cs (75% FA) is the most stable in the perovskite phase because of a drastic decrease in 

the hydrogen bond strength in the nonperovskite. Upon mixing Br into CsSnI3, the 

perovskite phase of mixed perovskites become more stable than that of nonperovskites 

when the Br concentration is larger than 1/3. This is because the introduction of Br 

makes much stronger Sn-X bonds in the perovskite compared with those in the 

nonperovskite and therefore suppresses the transition from the perovskite to the 

nonperovskite. When mixing Sn and Pb in CsSnyPb1-yI3, the combination of a 

stabilization effect found in the perovskite phase and the retarded Sn vacancies 

suppresses the undesired degradation in the Sn-Pb mixed compositions. We verify that 

the most stable compound is CsSn0.75Pb0.25I3, in agreement with our experimental 

findings where CsSn0.75Pb0.25I3 is extremely stable, maintaining its black phase for more 

than half a year in ambient conditions. 

In conclusion, we identify that phase transitions of MHPs from the perovskite to 

the nonperovskite are correlated with the relative strength of the M-X bonds as well as 

hydrogen bonds (for hybrid compositions) and with the role of vacancy defects (in the 

case of Sn-containing perovskites). Using several well-known compositions as 

examples, we demonstrate that the phase stability of these perovskites can be tuned 

and optimized by mixing ions, which gives rise to either an increased bond strength of 

perovskites and/or a decreased bond strength in their nonperovskite counterparts or 

suppressed defect formation, that is,  in the case of Sn-Pb mixed compounds. Insights 

from this study, therefore, set the fundamental basis for the design of phase-stable 

mixed perovskites. 
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Chapter 4 

Stabilizing Lead-Free All-Inorganic Tin 

Halide Perovskites by Ion Exchange 

 

 

 

Because of its thermal stability, lead-free composition and nearly ideal optical and electronic 

properties, the orthorhombic CsSnI3 perovskite is considered promising as a light absorber for 

lead-free all-inorganic perovskite solar cells. However, the susceptibility of this three-

dimensional perovskite toward oxidation in air has limited the development of solar cells based 

on this material. Here, we report the findings of a computational study which identifies 

promising RbyCs1-ySn(BrxI1-x)3 perovskites for solar cell applications, prepared by substituting 

cations (Rb for Cs) and anions (Br for I) in CsSnI3. We show the evolution of the material 

electronic structure as well as its thermal and structural stabilities upon gradual substitution. 

Importantly, we demonstrate how the unwanted yellow phase can be suppressed by substituting 

Br for I in CsSn(BrxI1-x)3 with x  1/3. We predict that substitution of Rb for Cs results in a 

highly homogeneous solid solution and therefore an improved film quality and applicability in 

solar cell devices. 

 

 

 

This chapter is based on the publication: J Jiang, C K Onwudinanti, R A Hatton, P A Bobbert, S Tao, 
“Stabilizing Lead-Free All-Inorganic Tin Halide Perovskites by Ion Exchange”, Journal of Physical 
Chemistry C, 2018. 122, 17660-17667. 
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4.1.  Introduction 

Organic-inorganic hybrid halide perovskite solar cells (PSCs) have attracted strong 

attention in the past few years and are becoming one of the most promising types of 

emerging thin-film solar cells [169-173]. In less than a decade, the power conversion 

efficiency (PCE) of PSCs has increased from 3.8% in 2009 to more than 25% now [3, 

174]. Despite the high efficiency of PSCs, two challenges currently hinder their 

upscaling toward practical applications [131]. One issue is the long-term instability of 

PSCs, which is mainly caused by the intrinsic thermal instability of hybrid perovskite 

materials [175-180]. Encouragingly, it has been demonstrated recently that mixing the 

cations or replacing the organic cation with an inorganic cation can improve thermal 

stability and photostability (e.g., substituting FA for MA in MAPbI3, Rb for Cs in 

CsSnI3 and Cs for MA in MAPbI3; MA stands for CH3NH3, and FA stands for 

NH2CHNH2) [131, 164, 181]. The other concern is the well-documented toxicity of lead 

(Pb), which is particularly problematic because lead halide perovskites decompose 

into lead compounds that have significant solubility in water [182]. Consequently, an 

intensive research effort focused on finding air-stable lead-free perovskites suitable as 

the light-harvesting semiconductor in PSCs is now underway [176, 183-186]. 

Among the various alternatives to lead, tin (Sn) is regarded as a promising 

substitute, because Sn-based hybrid perovskites have been shown to exhibit 

outstanding electrical and optical properties, including high charge carrier mobilities, 

high absorption coefficients and low exciton binding energies [187-189]. Theoretical 

predictions by Even et al. [155] and Chiarella et al. [190] also confirmed the promising 

properties of Sn perovskites, such as suitable band gaps and favourable effective mass. 

However, Sn-based perovskites also have drawbacks, which have limited their 

application in efficient PSCs [169, 189, 191-194]. The primary challenge is the 

susceptibility of tin toward oxidation from the +2 to the +4 oxidation state upon 

exposure to ambient air, which, in the case of CsSnI3, ultimately results in the 

formation of Cs2SnI6, whose relatively weak light absorption across the visible 

spectrum is undesirable for a photoabsorber [188, 195-198]. Consequently, to date there 

has been much less research effort directed at the advancement of tin halide PSCs than 
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their lead analogues, and their PCE has remained below 10% [192, 193]. Recently, a 

PCE as high as 9.0% in PSCs was achieved using single-crystalline FASnI3, made by 

mixing a small amount of two-dimensional (2D) Sn perovskites with three-

dimensional (3D) FASnI3 in which the organic FA molecules are oriented randomly 

[199], an approach that promises further improvement. 

As compared to hybrid organic-inorganic Sn perovskites, all-inorganic Sn 

perovskites could have the advantage of improved thermal stability while maintaining 

favourable optical and electronic properties for photovoltaic (PV) applications [200, 

201]. For example, -CsSnI3 is a p-type semiconductor with a high hole mobility [187, 

202], a favourable band gap of ~1.3 eV, a low exciton binding energy, and a high optical 

absorption coefficient [41, 44]. There have been a few attempts to fabricate solar cells 

using γ-CsSnI3 as a photoactive layer, but their maximum efficiency was still low. In 

2012, Chen et al. [203] first used CsSnI3 to fabricate a Schottky contact solar cell which 

achieved a PCE of 0.9%. In 2014, Kumar et al. [204] achieved a PCE of 2.02% by forming 

the perovskite from solution under Sn-rich conditions, using SnF2 as the source of 

excess Sn, an approach that reduces the density of Sn vacancy defects. In 2016, Wang 

et al. [185] achieved a PCE of 3.31%. By removing the electron-blocking layer in a 

simplified inverted solar cell architecture and using the additive SnCl2 instead of SnF2, 

Marshall et al. [188] achieved the highest PCE to date of 3.56%, together with 

exceptional device stability under continuous illumination without device 

encapsulation. However, the PCE of -CsSnI3 based solar cells is still significantly 

lower than those of their hybrid organic-inorganic Sn and Pb perovskite counterparts, 

primarily because of the lower open-circuit voltage. The most important challenges are 

therefore to develop ways to increase the open-circuit voltage and to stabilize tin halide 

perovskites toward oxidation in air. The oxidation instability manifests as a phase 

transition from the photoactive black orthorhombic () phase to a photoinactive 2D 

yellow (δ) phase upon exposure to water vapor, which spontaneously converts to the 

weakly absorbing one-dimensional Cs2SnI6 [188], leading to difficulties in controlling 

the morphology and quality of the perovskite film. 
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In Pb halide perovskites, the strategy of mixing cations or anions has been widely 

used to improve the stability and PV performance of PSCs [35, 79, 179, 205-208]. In 

contrast, explorations of the mixing of cations and anions in all-inorganic Sn-based 

perovskites are scarce [33, 131, 209, 210]. Recently, the electronic structure variation of 

-CsSnI3 by mixing A-site cations (e.g., mixing Cs and Rb) has been investigated by 

Jung et al. [131] However, the relative stability of the structures as compared to the δ-

phase was not investigated. To our knowledge, the amalgamated effect of exchange of 

both the A-site metal cation and the halide anion in completely inorganic tin 

perovskites has not been investigated. 

In this paper, we present a theoretical study of the impact of cation and anion 

mixing (Rb/Cs cation exchange and Br/I anion exchange) in all-organic -CsSnI3 using 

the DFT-1/2 method (the LDA-1/2 version) [110, 211-213], taking into account the 

spin-orbit coupling (SOC) effect. We focus on the evolution of the electronic properties 

as well as the thermal and structural stabilities when substituting Br for I and Rb for 

Cs in γ-CsSnI3. We predict that 3D perovskites with the composition RbyCs1-ySn(BrxI1-

x)3, where 0 ≤ x,y ≤ 1, are direct band gap semiconductors with band gaps in the range 

1.3-2.0 eV. Importantly, our results indicate that substitution of Br for I in CsSnI3 can 

prevent the unwanted -to-δ phase transition, evidenced by the favourable formation 

energies of the -phase over the δ-phase. In addition, calculations of the free energy of 

mixing and the prediction of phase diagram demonstrate that further substitution of 

Rb for Cs in CsSn(BrxI1-x)3 can improve the mixing thermodynamics, which is expected 

to improve the film-forming properties. Our predicted trends in the thermodynamic 

stability and band gaps provide a guideline to develop more efficient and stable lead-

free all-inorganic perovskites for PSCs. 
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Figure 4.1. Top (a-c) and side (d-f) views of the cubic (α, Pm3m), orthorhombic (γ, Pnma), and yellow phase (Y, Pnma) 

of ASnX3 (A = Cs, Rb and X = Br, I). 

 

4.2.  Computational methods and structural models 

The initial structure optimizations are performed using DFT as implemented in the 

Vienna ab-initio simulation package (VASP) [137, 214]. The PBE functional within the 

generalized gradient approximation is used [108]. The outermost s, p, and d (in the case 

of Sn) electrons are treated as valence electrons, whose interactions with the remaining 

ions are modeled by pseudopotentials generated within the PAW method [138, 139]. 

Figure 4.1 shows the crystal structures and cells used in the DFT calculations. Unit cells 

with 20 atoms (four ASnX3 units) are used for all structures using a 1 × 1 × 1 cell for the 

 and δ-phases and 2 × 2 × 1 supercells for the -phase. In the structural optimization, 

the positions of the atoms as well as the cell volume and cell shape are all allowed to 

relax by setting ISIF = 3. An energy cutoff of 500 eV and 4 × 4 × 8, 6 × 4 × 6 and, 4 × 10 

× 2 k-point meshes (α, , and δ-phase structures, respectively) are used to achieve an 

energy and force convergence of 0.1 meV and 2 meV/Å, respectively. The subsequent 

electronic structure calculations were performed using an efficient approximate quasi-
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particle DFT method, namely, the DFT-1/2 method. The DFT-1/2 method stems from 

Slater’s proposal of an approximation for the excitation energy, a transition-state 

method [111, 215], to reduce the band gap inaccuracy by introducing a half-

electron/half-hole occupation. Teles et al. [110, 211-213] extended the method to 

modern DFT and particularly to solid-state systems. Recently, we successfully applied 

this method in predicting accurate band gaps of metal halide perovskites [156]. The 

computational effort is the same as for standard DFT, with a straightforward inclusion 

of SOC when coupled with VASP. In this work, we extend the use of the DFT-1/2 

method with the same settings (CUT values of 2.30, 3.34, and 3.76 for Sn, I, and Br, 

respectively, with half-ionized p orbitals) to alloys of CsSnI3 when mixing Cs with Rb 

and I with Br. The physical insights of why Sn p and halide I or Br p orbitals are both 

half-ionized are demonstrated in Figure B.1. 

We calculated the free energy [131, 161] of mixing for each composition according 

to the expression: 

ΔF = ΔU − TΔS (4.1) 

where ΔU and ΔS are the internal energy and entropy of mixing and T is the absolute 

temperature. The internal energy of mixing of RbxCs1−xSnX3 is then calculated via the 

formula: 

𝑈 = 𝐸RbxCs1−xSnX3 − 𝑥𝐸RbSnX3 − (1 − 𝑥)𝐸CsSnX3 (4.2) 

where 𝐸RbxCs1−xSnX3, 𝐸RbSnX3, and 𝐸CsSnX3  are the total energies of RbxCs1−xSnX3, RbSnX3, 

and CsSnX3, respectively. 

The internal energy of mixing of ASn(BrxI1-x)3 is calculated using the formula 

𝑈 = 𝐸ASn(BrxI1−x)3 − 𝑥𝐸ASnBr3 − (1 − 𝑥)𝐸ASnI3 (4.3) 

where 𝐸ASn(BrxI1−x)3, 𝐸ASnBr3, and 𝐸ASnI3 are the total energies of ASn(BrxI1-x)3, ASnBr3, 

and ASnI3, respectively. 

The entropy of mixing is calculated in the homogeneous limit according to the 

formula 

ΔS = −kB[xln x + (1 − x)ln(1 − x)] (4.4) 

where kB is the Boltzmann constant. 
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We plot the phase diagram by using the generalized quasi-chemical 

approximation (GQCA) [161, 216] code developed by Walsh et al. [161] to further 

investigate the thermodynamic properties of -ASnX3. The phase diagram offers 

insight into the critical temperature for mixing and into the stability of the solid 

solution for typical temperatures at which perovskites are synthesized. 

On the basis of the size of the cells for calculations, we have considered seven 

(ASn(BrxI1-x)3, x = 0, 1/6, 1/3, 1/2, 2/3, 5/6, and 1) and five (RbyCs1-ySnX3, y = 0, 1/4, 

1/2, 3/4, and 1) concentrations of A cations and X anions, respectively. For the -phase 

structures, all possible configurations (2, 4, and 2 for y = 1/4, 1/2, and ¾, respectively) 

of substituting Rb for Cs were considered. Owing to the large number of possible 

configurations of substituting Br for I (22, 139, 252, 139, and 22 possible configurations 

for x = 1/6, 1/3, 1/2, 2/3, and 5/6, respectively), we have considered only two possible 

configurations for each concentration of Br, namely, the two extreme cases with most 

negative and least negative H. From Figure B.2 and Table B.1, the formation energy 

of configuration 3 is the most negative, whereas that of configuration 7 is the least 

negative. This indicates that the Br ions tend to sit as close as possible to each other 

and to form as many bonds as possible with Sn ions. We use this strategy to select two 

extreme configurations for all other Br-I alloys considered in this work. 

 

4.3.  Results and discussion 

Before studying the mixing of A cations and X anions in ASnX3, we first performed 

calculations for the four pure compounds: CsSnI3, CsSnBr3, RbSnI3, and RbSnBr3. The 

calculated lattice parameters of orthorhombic () ASnX3 are shown in Table 1. Those of 

other polymorphs including cubic α, tetragonal , and δ-phase structures are listed in 

Table B.2. The optimized lattice parameters are in good agreement with experiments, 

with a slight overestimation of lattice constants by about 1%, and with other theoretical 

results (differences within 0.1%) [41, 131, 210, 217-220]. It should be noted here that the 

predicted lattice parameters of -CsSnI3 and -CsSnI3 in our previous work are smaller 

because of the use of LDA, which slightly underestimates the lattice parameters [156]. 
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In this work, Perdew, Burke, and Ernzerhof (PBE) is used, resulting in a slight 

overestimation of lattice parameters. Consequently, the predicted band gap of -CsSnI3 

(1.36 eV) in this work (will be discussed in the next paragraph) is slightly higher 

compared to that of previous work (1.34 eV) [156]. 

The calculated band gaps of -CsSnI3 and -CsSnBr3 are 1.36 eV and 1.72 eV, 

respectively, in excellent agreement with reported experimental measurements [210] 

(1.27 eV and 1.75 eV) and GW0 calculations [220] (1.34 eV and 1.83 eV). There are no 

experimental reports known to us of the band gap of either RbSnI3 or RbSnBr3. Only 

theoretical results from HSE06 for -RbSnI3 and PBE for α-RbSnBr3 are found to be 1.41 

and 0.57 eV, respectively [131, 221]. Our predicted band gap for -RbSnI3 is 1.55 eV. 

Substituting Br for I in -RbSnI3 further increases the band gap to 2.01 eV. 

It is worth noting that although CsSnBr3 is reported to have the α structure at room 

temperature, the actual atomic arrangement at finite temperature (due to the dynamic 

disorder of the ions in the lattice) [222] resembles that of the -phase. Consequently, it 

is not surprising that predicted band gaps using α structures are always significantly 

smaller than those measured experimentally [131, 155, 223, 224]. Therefore, in this 

work we always report band gaps calculated using -phases. RbSnI3 has been reported 

to exist in a nonperovskite 2D δ-phase structure owing to the small cationic size of Rb+ 

[41, 218]. Nevertheless, for comparison with the alloys RbyCs1-ySnI3, the band gaps of 

RbSnI3 in a 3D -phase are also predicted. In addition, all band gaps of α structures are 

also provided in the Supporting Information in Table B.2 and Figure B.3 for 

comparison. The calculated effective masses of the electrons and holes at G point for -

ASnX3 are given in Table B.3. 
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Table 4.1. Lattice constants (in Å) obtained by DFT, band gap energies Eg (in eV) obtained with the DFT-1/2 method 

including spin-orbit coupling, compared to experimental data and theoretical predictions based on hybrid and GW 

methods. a: ref. [41], b: ref. [131], c: ref. [210], d: ref. [220]. 

Material 

Lattice 

constants 

(this work) 

Lattice 

constants 

(experimental) 

Lattice 

constants 

(other 

theoretical 

work) 

Eg 

DFT-1/2 

+ SOC 

Eg 

(experi-

mental) 

Eg 

 

+SOC 

-CsSnI3 
8.99, 12.52, 

8.63 

8.69, 12.38, 

8.64 a 

8.94, 12.52, 

8.69 b 
1.36 1.27 c 

1.34  

(GW0) d 

-RbSnI3 
8.91, 12.28, 

8.47 
- 

8.93, 12.28, 

8.47 b 
1.55 - 

1.13 

(HSE06) b 

-CsSnBr3 
8.36, 11.79, 

8.22 
- - 1.72 - 

1.83 

(GW0) d 

-RbSnBr3 
8.38, 11.55, 

7.98 
- - 2.01 - - 

 

 

Figure 4.2 shows the computed band gaps for the -phases of ASn(BrxI1-x)3 and RbyCs1-

ySnX3 perovskites, while the band gaps of the other structures are shown in Figure B.4. 

In general, the band gap increases with increasing percentage of Br in ASn(BrxI1-x)3 and 

increasing percentage of Rb in RbyCs1-ySnX3. From Figure 4.2a and Table B.4, generally 

the band gaps change because of the variations in both volume and lattice distortion. 

However, the changes in cell volume have more pronounced effects on the band gaps 

than the changes in lattice distortion, that is, octahedral tilting. The reduction of the 

cell volume is responsible for the widening of the band gap in ASn(BrxI1-x)3 or RbyCs1-

ySnX3 solid solutions with an increased Br or Rb percentage. For the band gap 

variations with the same Br or Rb percentage in ASn(BrxI1-x)3 or RbyCs1-ySnX3 solid 

solutions, there is no certain relationship found between the degree of lattice distortion 

(i.e. the degree of octahedral tilting, which is the tilting angle difference |θ̅|) [172] 

and band gaps. 
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It is well-known that for single-junction, the Shockley−Queisser limit suggests 

optimal band gap ranges of 0.9-1.6 eV for achieving a maximum PCE [189, 225]. The 

semiconductors with wide band gap (e.g., 1.6-2.0 eV) are ideal in conjunction with 

narrow band gap semiconductors in forming the multi-junction solar cells [226]. The 

band gaps of CsSn(BrxI1-x)3 are completely in the optimal range (1.30-1.55 eV) for 

single-junction PSCs. When substituting Rb for Cs in CsSn(BrxI1-x)3, the band gaps of 

RbSn(BrxI1-x)3 increase by 0.2-0.3 eV as compared to their Cs counterparts, making 

RbSn(BrxI1-x)3 (x > 1/3) ideal as a wide band gap material for tandem solar cells in 

conjunction with narrow band gap semiconductors such as Si or CsSn(BrxI1-x)3. The 

changes in band gap when mixing Rb and Cs cations are much smaller than those 

when mixing I and Br. This is true for all values 0 ≤ y ≤ 1 and also for different 

structures with a fixed y. The band gaps of RbyCs1-ySnBr3 (1.71 eV to 2.01 eV) are in the 

ideal range for the conjunction components of tandem solar cells, while the band gaps 

of RbyCs1-ySnI3 (1.36 eV to 1.55 eV) are in the optimal range for single-junction solar 

cells, respectively. 

 

 

Figure 4.2. Calculated band gaps of (a) -ASn(BrxI1-x)3 and (b) -RbyCs1-ySnX3 perovskites. The dashed lines are 

guides to the eye. 
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In addition to the band gap, another key property for the application of mixed 

inorganic perovskites in PSCs is their structural stability. CsSnI3 has two coexisting 

polymorphs (the γ and δ-phases) at room temperature, which both belong to the Pnma 

space group. Although both phases have similar free energies and stable phonon 

modes, a transition from the black γ phase to the yellow δ-phase has been observed in 

ambient conditions [40, 41, 131]. Oxidation of Sn2+ to Sn4+ spontaneously occurs after 

the transformation of the γ phase to the δ-phase [167]. 

Because of the different crystal structure and electronic properties of the δ-phase 

(i.e., a 2D structure and an indirect band gap of 2.6 eV), the unwanted phase transition 

from  to Y can considerably decrease the efficiency of a solar cell [43, 164, 167, 188, 

227]. In addition, the δ-phase will spontaneously react with O2 when exposed to air, 

resulting in Cs2SnI6 with a face-centered cubic (FCC) structure [195, 197]. Therefore, 

we focus here on the evolution of the stability of the γ- and δ-phases upon gradual 

substitution of Br for I and Rb for Cs. The results of our calculations for other structures 

are given in Figure B.5. 

The formation energy of ASnX3 is defined as ΔH = EASnX3− EAX − ESnX2, where EASnX3, 

EAX and ESnX2 are the total energies of ASnX3, AX and SnX2, respectively. Here, a 

negative value of ΔH represents favourable formation of ASnX3 perovskites. The more 

negative ΔH, the more stable the corresponding structure. It can be clearly seen in 

Figure 4.3 that all perovskites considered exhibit good thermal stability, with large 

negative ΔH values. Figure 4.3 also shows the effect of ion mixing on the stability of 

the -phase with respect to the δ-phase. 

For CsSnI3 the formation energies of the - and δ-phases are the same. However, 

with the increase of Rb concentration, the structural instability of RbyCs1-ySnI3 becomes 

an increasingly pronounced. Consequently, upon exposure to air, the rate at which the 

perovskite oxidizes is predicted to increase with increasing Rb concentration [167]. The 

substitution of Rb for Cs seems to facilitate the formation of the δ-phase, as now 

evidenced by the more negative formation energy of the δ-phase than the -phase. It 

should be mentioned that the formation energies are both negative for RbSnI3 in both 

- and Δ-phases. However, the formation energy of the δ-phase is relatively more 
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negative, indicating that the δ-phase is more favourable than the -phase. Indeed, the 

instability of the -phase is in agreement with the experimental observation of RbSnI3 

only existing in a 2D yellow phase [167]. On the contrary, for CsSnBr3, the formation 

energy of the δ-phase is much less negative than that of the -phase (by 0.06 eV), 

indicating that the -phase is more stable than the δ-phase. The substitution of Rb for 

Cs results in a slight decrease (to 0.04 eV) in the energy differences between the two 

phases, with the -phase still being favored. 

The formation energies of mixing Cs and Rb in RbyCs1-ySnI3 or RbyCs1-ySnBr3 

follow a perfect linear relation (Figure 4.3b), indicating favourable mixing 

thermodynamics. However, substitution of Br for I (Figure 4.3a) shows an unusual 

trend as a function of x: the curves show first a decrease and then an increase, with a 

valley point at x = 1/3 in both CsSn(BrxI1-x)3 and RbSn(BrxI1-x)3. When x < 1/3, the most 

negative H of the -phase for each concentration is relatively more positive than or 

nearly equal to the most negative H of the δ-phase, which indicates that the δ-phase 

is favored over the -phase. When x = 1/3, the most negative H of the -phase is 

clearly more negative than the most negative H of the δ-phase, whereas the least 

negative H of the -phase is almost equal to the most negative H of the δ-phase. 

When x  1/3, all H of the -phase for each concentration are more negative than those 

of the  

δ-phase, which means that the -phase is stabilized. For RbyCs1-ySnI3 or RbyCs1-ySnBr3, 

mixing Cs and Rb does not change the stability of the -phase with respect to the  

δ-phase (Figure 4.3b). For RbyCs1-ySnI3 the δ-phase is always favored when mixing Rb 

and Cs, whereas for RbyCs1-ySnBr3 the opposite is true. We conclude that the addition 

of Br to RbyCs1-ySnI3 tends to stabilize the favourable -phase and suppress the 

transformation to the δ-phase. The critical Br concentration is about one-third. This 

prediction calls for an experimental validation. 
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Figure 4.3. Formation energy (H) of (a) ASn(BrxI1-x)3 and (b) RbyCs1-ySnX3 perovskites for the - and δ-phases. 

Because of the large number of possible configurations for each substitution concentration x of Br in ASn(BrxI1-x)3, 

we only show in (a) the results for the two configurations with the most negative and least negative H. 

 

As shown in Figure 4.3, very different trends are observed for mixing of cations (Rb 

and Cs) and anions (I and Br) in -CsSnI3. For a deeper insight, we have investigated 

the different mixing thermodynamics by calculating the Helmholtz free energy of 

mixing. Details of the calculations can be found in the Computational methods and 

structural models section. Results of these calculations are shown in Figure B.6. On the 

basis of the Helmholtz free energies, we plot the phase diagram for -ASnX3 by using 

the GQCA [161] code, as shown in Figure 4.4. 

For CsSn(BrxI1-x)3, the critical temperature is 291 K (see Figure 4.4a), indicating that 

the mixing of anions (I and Br) is favourable at room temperature (300 K). However, 

for RbSn(BrxI1-x)3 at 300 K, a miscibility gap is found in the composition region between 

x1 = 0.33 and x2 = 0.70 (see Figure 4.4b). The pure compounds RbSnI3 and RbSnBr3 are 

not miscible inside the miscibility gap under equilibrium conditions, leading to the 

formation of two phases with Br concentrations x1 and x2. Meanwhile, the alloy has 

spinodal points at the compositions x′1 = 0.40 and x′2 = 0.62 at room temperature. Thus, 

in the intervals x1 < x < x′1 and x′2 < x < x2 a metastable phase can occur, showing small 

fluctuations in composition. The predicted critical temperature (the temperature above 

which the solid solution is stable for any composition) is 312 K, which is significantly 

lower than the critical temperature of 343 K predicted for the MAPb(BrxI1-x)3 perovskite 

[161]. This indicates that, although mixing of Br and I is not favored slightly below (for 
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CsSn(BrxI1-x)3) or around (for RbSn(BrxI1-x)3) room temperature, the phase segregation 

in these alloys is less significant than that in MAPb(BrxI1-x)3 perovskites. 

A uniform mixture can be synthesized either through control of the deposition 

kinetics or by annealing above the critical miscibility temperature. The uniform 

mixture tends to segregate below the critical temperature, but this segregation is a very 

slow process [161]. The inclusion of smaller cations often provides an improvement, 

overcoming kinetic barriers and changing the local critical temperature. For example, 

smaller cations such as Cs and Rb were introduced in (FA/MA)Pb(I/Br)3, and were 

shown to have a positive effect on the structural and photostability of state-of-the-art 

PSCs [175, 177, 180, 228]. Indeed, we predict that mixing of Rb and Cs in RbyCs1-ySnX3 

is very favourable at room temperature. For RbyCs1-ySnBr3 and RbyCs1-ySnI3, the phase 

diagrams show that mixing of cations (Rb and Cs) is favourable at temperatures above 

118 K and 137 K, respectively (see Figures 4.4c and d). Our prediction of the critical 

miscibility temperature of 137 K of RbyCs1-ySnI3 is in good agreement with the result 

of 140 K calculated by Jung et al. [131] The slight difference of the predicted critical 

temperature could be caused by the small variation in energies per cell due to the 

differences in computational settings (energy cutoff value, k-point grid, version and 

implementation of VASP codes) in DFT calculations. The critical temperatures of 

mixing of Rb and Cs in RbyCs1-ySnX3 are much lower than those of mixing of Br and I 

in ASn(BrxI1-x)3. Therefore, additional mixing of Cs and Rb in ASnIxBr1-x is predicted to 

bring down the critical temperature for mixing of Br and I below room temperature, 

suppressing phase segregation and resulting in better material quality for PV 

applications. 
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Figure 4.4. Predicted phase diagrams of (a) -CsSn(BrxI1-x)3, (b) -RbSn(BrxI1-x)3, (c) -RbyCs1-ySnBr3 and (d) -RbyCs1-

ySnI3 solid solutions. The purple and pink lines are binodals and spinodals, respectively. The dashed horizontal 

lines indicate room temperature (300 K). In (b), the gap between the horizontal line and the critical miscibility 

temperature is the miscibility gap in -RbSn(BrxI1-x)3. A thermodynamically stable solid solution can only be formed 

in the white region. 

 

4.4.  Conclusion 

In summary, the effects of cation (Cs and Rb) and anion (I and Br) mixing in all-

inorganic tin halide perovskites have been investigated with DFT-based calculations. 

Using standard DFT for structure optimization and the DFT-1/2 method with SOC for 

band structure calculations, we studied the evolution of the structural, thermodynamic, 

and electronic properties as a function of the extent of substitution of Rb for Cs and Br 

for I. We predict that CsyRb1-ySn(BrxI1-x)3 perovskites have direct band gaps in the 

range of 1.3-2.0 eV. The alloys with high I and Cs concentrations are well suited for 

highly efficient single-junction PSCs, whereas those with high Rb and Br 

concentrations are suitable as wide band gap materials for tandem PSCs. Importantly, 
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we found that substitution of Br for I can suppress the unwanted -to-δ phase 

transition. The critical concentration for stabilization of the -phase with respect to the 

δ-phase in CsyRb1-ySn(BrxI1-x)3 is x = 1/3. Furthermore, phase diagrams based on the 

free energy of mixing show that a solid solution of Br and I is thermodynamically 

possible around and slightly above room temperature for CsSn(BrxI1-x)3 and 

RbSn(BrxI1-x)3, respectively. Finally, substitution of Rb for Cs to ASn(BrxI1-x)3 is 

predicted to decrease the critical temperature to well below room temperature, 

enabling the formation of highly homogeneous solid solutions for improved solar cell 

performance. Our predictions regarding the stabilization of the -phase and the use of 

five elements in RbyCs1-ySn(BrxI1-x)3 as an efficient and stable light absorber for PSCs 

call for experimental exploration. 
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Chapter 5 

The Role of Sodium in Stabilizing Tin-

Lead (Sn-Pb) Alloyed Perovskite 

Quantum Dots 

Narrow-band gap CsSnxPb1-xI3 perovskite quantum dots (QDs) show great promise for 

optoelectronic applications owing to their reduced use of toxic Pb, improved phase stability, and 

tunable band gaps in the visible and near-infrared range. The use of small ions has been proven 

beneficial in enhancing the stability and photoluminescence quantum yield (PLQY) of 

perovskite QDs. The introduction of sodium (Na) has succeeded in boosting the PLQY of 

CsSn0.6Pb0.4I3 QDs. Unfortunately, the initial PLQY of the Na-doped QDs undergoes a fast 

degradation after one-day storage in solution, hindering its practical applications. Using 

density functional theory (DFT) calculations and ab-initio molecular dynamics (AIMD) 

simulations, we study the effect of the Na ion on the strength of surface bonds, defect formation 

energies, and the interactions between surface ligands and perovskite QDs. Our results suggest 

Na ion enhances the covalent bonding of the surface tin-iodine bonds and forms strong ionic 

bonding with the neighboring iodine anions, thus suppresses the formation of I and Sn 

vacancies. Furthermore, the Na ion also enhances the binding strength of the surface ligands 

with the perovskite QDs surface. However, according to our AIMD simulations, the enhanced 

surface ligand binding is only effective on a selected surface configuration. While the position 

of Na ion remains intact on a CsI-terminated surface but diffuses vigorously on MI2-terminated 

surface. As a result, the positive effect of Na vanishes with time, explaining the relatively short 

lifetime of the experimentally obtained high PLQYs. Our results indicate that engineering the 

surface termination of the QDs could be the next step to maintain the favourable effect of Na 

doping for a high and stable PLQY of Sn-Pb QDs. 

This chapter is mainly based on the publication: J Jiang, F Liu, Q Shen, S Tao. “The Role of Sodium in 
Stabilizing Tin-Lead (Sn-Pb) Alloyed Perovskite Quantum Dots”, Journal of Materials Chemistry A, 
2021, 9, 12087-12098. 
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5.1. Introduction 

Semiconductors with near-infrared absorption and emission attracted tremendous 

attention for broad applications, including biological labeling, optical communication, 

and photovoltaics [229-231]. The metal-halide perovskites, as a new class of 

optoelectronic materials, have been developed rapidly because of their excellent 

photophysical properties and great success in photovoltaics [126, 232-237]. Among 

various types of AMX3 perovskites (A = Cs+, CH3NH3+, and CH3(NH2)2+; M = Pb2+, 

Sn2+, Cu2+, Ge2+, and Mn2+; X = Cl-, Br-, and I-), ASnI3 perovskites attracted specific 

attention owing to their narrower optical band gaps (1.2~1.4 eV), allowing strong 

response in the near-infrared spectral region [238-240]. The alloying Sn with Pb at M-

site leads to the formation of an unusual band gap, which is lower than that of the 

pure-Sn and -Pb perovskites, making the mixed Sn/Pb perovskites more attractive for 

the applications in high-efficiency tandem solar cells [232, 241-245]. Additionally, 

mixing Sn and Pb is beneficial for stabilizing the fragile Sn-perovskite cubic phase and 

retarding the oxidation of Sn2+ to Sn4+ [37, 241, 246-249]. As a result, the alloyed Sn-Pb 

perovskite solar cells already showed enhanced phase stability and improved power 

conversion efficiency, making them attractive for various optoelectronic applications 

[250-253]. 

Reducing crystallite size to the nanometer scale, for example, quantum dot (QD) 

dimension, further improves their phase stability because of the large contribution of 

surface energy and the protection by organic passivation ligands [64-70, 254]. 

Moreover, the increased exciton binding energy of QDs results from geometry and 

quantum confinement compared with the bulk counterpart. Thus, excitons are more 

dominant than free carriers in these nano-sized semiconductor crystals, leading to the 

enhanced radiative recombination and therefore a high theoretical PLQY [71]. The 

synthesis of pure Sn or Sn-Pb alloyed perovskite QDs with reasonable luminescence 

efficiency is challenging. Even a slight incorporation of Sn in Pb host would cause 

dramatic degradation of their radiative recombination, which usually leads to 

extremely low PLQYs of 0.3~3% [255, 256]. The presence of charge traps and 
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recombination centers in these Sn-contained QDs are believed to be the reasons for 

luminescent inefficiency [257, 258]. It is generally accepted that the Sn vacancy defects 

are held accountable because of their low formation energy [41]. However, previous 

computational studies suggested that Sn vacancies do not introduce deep-level traps 

inside the band gap. Hence, they are unlikely to produce such devastating 

consequences [68, 202, 259]. Another possible contribution to trap states in Sn-Pb 

alloyed QDs may come from surface halide vacancies, which will create under-

coordinated metal ions. This resembles those cases in previous Pb-based perovskites 

where surface halide vacancies have been identified as the major defects negatively 

impacting their electronic properties [260-266]. However, from the viewpoint of 

electronic structure, this is not the primary reason as deep-level states only present in 

those Cl-based perovskites, while in Br- and I-perovskites, the deficiency in surface 

halogen atoms will only introduce shallow defect levels [260, 267].  

Recent studies suggest that the formation of Sn vacancy and the oxidation of Sn2+ 

to Sn4+ are responsible for the overall degradation in Sn-contained perovskite [199, 268]. 

Namely, the spontaneous oxidation starting from a bond breaking of Sn-I, the under-

coordinated Sn2+ can be easily oxidized to Sn4+. This accelerates the formation of Sn 

vacancies and finally converts the perovskite to the nonperovskite phase [65, 141, 246, 

258]. This indicates that the optimization of these defect-intolerant nanocrystals would 

require a significant suppression of the Sn vacancy formation and the oxidation of Sn2+ 

to Sn4+. A high PLQY of CsSnI3 QDs, 59%, was achieved by using the kinetically 

controlled ion-exchange method by Yang et al. [269] They first synthesized the highly 

stable CsPbBr3 QDs and then by introducing SnI2 precursor obtained the CsSnI3 QDs 

with less defect and good structural stability. This demonstrates again the importance 

of the defect suppression in Sn-containing perovskite QDs. Meanwhile, tailoring the 

QDs synthesis route (with ion-exchange reaction) [269, 270], co-doping [271, 272], or 

inducing different ligands [74, 273, 274] has been investigated to improve the stability 

of perovskite QDs and increase the PLQY. For Sn-contained QDs, the stronger 

interaction between ligands and the surface has been proven with a stabilization effect 

[275-278]. Overall, the prerequisite of retrieving near-infrared emission for these Sn-
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contained QDs is to enhance the bonding strength between the Sn2+ and I- ions and 

passivation effect of surface ligands. 

Doping of semiconductors has been proven to be a powerful tool to alter structural 

and optoelectronic properties for both traditional semiconductors and perovskite 

nanocrystals [50, 52, 279-284]. Encouragingly, the lanthanide series (e.g. Yb3+ and Ce3+) 

was successfully doped into lattices of wide band gap perovskite QDs, which 

demonstrated enhanced optical and electric properties, leading to remarkably high 

PLQY above 100% [285-288]. However, such effect seem to be less effective in low band 

gap perovskite QDs. For instance, mixing Br into CsPbCl3 QDs caused a rapid drop in 

PLQY [286]. Very recently, we found that ultra-low Na doping effectively improves 

optoelectronic properties of the Sn-Pb alloyed QDs, boosting PLQY from ~0.3% to 28% 

(see Figure 5.1) [173]. The X-ray photoelectron spectroscopy (XPS) analyses suggest 

that the Na dopant potentially enhances the chemical bonding of Sn2+ and I- with 

surrounding ions thus suppresses the formation of trapping states. However, the 

PLQY of the Na-doped QDs undergoes a fast degradation from ~28% to 4% within 24 

hours at room temperature. The atomistic origin of the improved luminescence 

efficiency of the Na doped Sn-Pb alloyed QDs, and their subsequent degradation 

mechanisms remain unclear. 

 

Figure 5.1. Near-infrared emission from Sn-Pb alloyed perovskite QDs was achieved for the first time by Na doping. 
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In this work, combining DFT calculations and AIMD simulations, we study the effect 

of the Na ion on the strength of surface bonds, defect formation energies, and the 

interactions between surface ligands and perovskite QDs. We find that Na dopant 

preferentially occupies the surface interstitial site, leading to the strengthened ionic 

bonding of Na with the surrounding I- ions and enhanced covalent bonding of the Sn2+ 

with I- ions in [SnI6]4- octahedra. Both consequences suggest that the incorporation of 

Na effectively suppresses the formation of I and Sn vacancies. Furthermore, the 

binding energy of ligands with perovskites increases upon Na doping, resulting in a 

stronger passivation effect of the ligands and thus stabilizing the Sn-Pb perovskite QDs. 

The high mobility of exotic Na dopant on MI2-terminated surface is observed from 

AIMD simulations, indicating that the Na ion could not stabilize itself in one out of the 

two surface terminations, causing the rapid decrease of PLQY. 

 

5.2.  Methods 

5.2.1. Density functional theory calculation 

Structural optimizations of all structures were performed using DFT implemented in 

the Vienna ab initio simulation package (VASP) [137]. The Perdew-Burke-Ernzerhof 

(PBE) functional within the generalized gradient approximation (GGA) was used [108]. 

The outermost s, p, and d (for Pb and Sn) electrons were treated as valence electrons, 

whose interactions with the remaining ions were modeled by pseudopotentials 

generated within the projector-augmented wave (PAW) method [138, 139]. During the 

structural optimization, all ions were allowed to relax. An energy cutoff of 500 eV and 

a k-point scheme of 6 × 6 × 1 were used to achieve energy and force convergence of 

0.01 meV and 20 meV Å-1, respectively. 

5.2.2. Ab Initio molecular dynamics simulation 

Ab initio molecular dynamics (AIMD) simulations were executed by using a canonical 

ensemble (NVT) with a Nosé−Hoover thermostat at 300 K [289, 290], as implemented 

in the VASP code. The PAW method was employed to describe the core-valence 

interaction, and the PBE exchange-correlation functional was used. The kinetic cutoff 
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energy of 400 eV was used for plane wave expansion. The energy and force 

convergence parameters were set at 0.01 meV and 20 meV Å-1, respectively. A single 

k-point sampled at the Γ only was used to speed up the computations. The total 

simulation time of each calculation is 6 ps with a time step of 2 fs. 

5.2.3. Chemical bonding analysis 

An in-depth analysis of the chemical bonding was carried out to understand the 

chemical bonding for Na-doped perovskites. The main interest of the bond is those 

between Sn cation and I anion. The strength of the chemical bonding is investigated by 

analyzing both the covalent and ionic bondings. The covalent contribution can be 

analyzed by the bond order, which correlates with the electron density value at a bond-

critical point (saddle-points of electron density along the bond paths). The larger the 

bond order value, the stronger a covalent bond. The ionic contribution of a bond can 

be characterized by net atomic charge, which quantifies the charge transfer between 

atoms. The positive net atomic charge of an atom indicates losing electrons, and the 

negative one indicates gaining electrons. The bond order and net atomic charge 

calculations were carried out by DDEC6 charge partitioning implemented in the 

Chargemol code [291-294]. 

5.2.4. Structural models 

The incorporation of Na+ at different locations on the surface and the bulk of QDs was 

investigated by using CsSn0.6Pb0.4I3 surface models with the top and bottom surfaces 

being the [1 0 0] facets terminated by CsI and MI2 (M = Sn or Pb) layer, respectively 

(Figure 5.2). The surfaces were modeled using slab models consisting of (2 × 2) cells in 

the x and y direction and 5 repeating units (20 Cs atoms, 12 Sn atoms, 8 Pb atoms, and 

60 I atoms) with a vacuum of 15 Å in the z-direction. The dipole correction along the 

z-direction is considered. It should be noted that when using a quantum dot model [82, 

295, 296], a global view of the morphology of the perovskite QDs surfaces and their 

interaction with ligands can be obtained. The surface structures, especially the surface 

bonds show slightly different length and strength due to the quantum confinement 

effect [297, 298]. However, such QDs models are computationally expensive because 
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of the need to simulate a large number of atoms. Therefore, slab models are often used 

as an alternative, which is proven to be effective in correctly capturing the qualitative 

trends in such confinement effects [299, 300]. The usage of slab models to investigate 

the properties of perovskite QDs has also led to many successes in previous works [275, 

278, 301, 302].  

To understand the surface ligand effect to the QDs, the slab model used above 

were passivated by oleylammonium (C18H35NH3+: OLA) or oleate (C18H33O2-: OA) on 

CsI or MI2 termination, respectively. To validate our ligand slab model, we also 

calculated the ligand density and compared it with experiment data (Table C.1) [303]. 

For DFT and AIMD simulations, atoms away from the ligand side (three repeating MI6 

octahedral layers) have been fixed to mimic the bulk nature. The rest of the atoms, 

including the OLA and OA on top of the surface were optimized. All structural models 

are visualized by using VESTA [304]. 

5.2.5. Vacancy formation energy  

For Na doping, we replace one Cs+ cation with Na+. We calculate the formation 

energies of I and Sn vacancies at the CsI-terminated surface and MI2-terminated 

surface (M: Sn or Pb) of this structure. As references, we also calculate the same 

formation energy of unmodified CsI- and MI2-terminated surfaces. The details of the 

procedure are as follows. The defect formation energy of an ion (I anion, Sn cation, or 

Pb cation) is defined as: 

ΔEvac [ion] = Etot [ion-vac] – (Etot [surface] – μ[ion]) + qEFermi  (5.1) 

where Etot [ion-vac] and Etot [surface] are the total energies of the surfaces with and 

without ion vacancy, respectively, and EFermi and μ[ion] are the Fermi energy and the 

chemical potential of the ion, respectively. The EFermi and μ[ion] is assumed to be the 

same for all perovskites. This approximation is valid because, in our experiments [173], 

the important parameters (e.g., precursor concentration, the source of ions, and 

synthesis temperature) during the synthesis process of these perovskites are kept the 

same. 
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We define the suppression of ion vacancy formation [163, 283] due to the 

introduction of Na+, as: 

ΔΔE𝑣𝑎𝑐 = ΔEvac [ion] [Na] – ΔEvac [ion][ref]  (5.2) 

where ΔEvac [ion] [Na] is the formation energy of an ion defect in the presence of Na, 

and ΔEvac [ion][ref] represents one of the unmodified CsI-terminated surfaces or 

unmodified MI2-terminated surfaces. 

5.2.6. Ligand binding energy 

The binding energy (Eb) of the ligands to the QDs surface is computed as: 

Eb = (Etot − Eper − Elig)/S  (5.3) 

where Etot is the energy of the slab model passivated with ligands, Eper the energy of 

the slab model without the ligand, and Elig the energy of the ligand, and S is the surface 

area of the interfaces. The more negative the Eb, the stronger the binding strength 

between the ligand and the QDs. 

5.2.7. Charge displacement curve 

The binding of perovskites and ligands will cause the charge redistribution at the 

interface. To analyze the charge redistribution, the charge density difference ρ is 

calculated by: 

∆𝜌 = ∆𝜌𝑡𝑜𝑡 − ∆𝜌𝑝𝑒𝑟 − ∆𝜌𝑙𝑖𝑔 
 (5.4) 

where ρtot, ρper, and ρlig denote the charge density of the optimized perovskite/ligand 

structure, the separated perovskite slab, and the separated ligand layer, respectively. 

To investigate the charge redistribution between the ligand and the perovskite, the 

plane-averaged charge density difference Δρavg(z) is defined as: 

∆𝜌avg(𝑧) = ∫ 𝑑𝑥𝑑𝑦∆𝜌 =∑∆𝑥𝑖∆𝑦𝑖∆𝜌𝑖,𝑗
𝑖𝑗∑(𝑧)

 
 (5.5) 

the positive and negative signals of Δρavg(z) represent electron accumulation and 

depletion along the z-direction, respectively. Then, the charge displacement curve ΔQ, 
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which can be used to determine the direction of the charge transfer, is given by 

integrating Δρavg(z) along z-direction as follows: 

∆Q = ∫∆𝜌avg(𝑧)𝑑𝑧

𝑧

0

 
 (5.6) 

the negative value of ΔQ represents that the electrons are transferred along the positive 

direction of the z-axis, and the positive value corresponds to the electron transfer along 

the negative direction of the z-axis. 

5.2.8. Diffusion coefficient 

The mean square displacement (MSD) function, which increases linearly with time in 

gaseous or liquid phase system with free motion of atoms, is used to calculate the 

diffusion coefficient (D): 

𝐷 =
1

6𝑁
lim
𝑡→∞

𝑑

𝑑𝑡
∑⟨[𝑟𝑖(𝑡) − 𝑟𝑖(0)]

2⟩

𝑁𝛼

𝑖=1

  (5.7) 

where ⟨·⟩ represents an average over all the guest molecules, ri(t) and ri(0) denote the 

position vector of the analyte molecule i in space at time t and its initial position, 

respectively. These calculations are executed by using VASPKIT code [305]. 

5.2.9. Experiments 

We synthesized the undoped and Na-doped CsSn0.6Pb0.4I3 colloidal QDs and executed 

the X-ray photoelectron spectroscopy (XPS) characterization to analyze the surface 

environment of QDs. For the colloidal synthesis of undoped and Na-doped 

CsSn0.6Pb0.4I3 QDs [173], 0.75 g of SnI2 (99%, Wako Pure Chemicals, Japan) and 0.25 g 

of PbI2 (99%, Sigma-Aldrich, USA) were mixed into 2.5 mL of tri-n-octylphosphine 

(TOP, 97%, Sigma-Aldrich, USA). The mixture was vigorously stirred on a hot plate at 

90 °C for about 2 h. In a 50 mL three-neck flask, 0.07 g of Cs2CO3 (99.9%, Sigma-Aldrich, 

USA), 0.4 mL of oleic acid (≥ 65.0%, Wako Pure Chemicals, Japan), and 0.4 mL of 

oleylamine (70%, Sigma-Aldrich, USA) were mixed into 12 mL of octadecene (90%, 

Sigma-Aldrich, USA). The mixture was heated at 100 °C with vigorous stirring under 

vacuum for 30 min and then heated to 120 °C under nitrogen until the solution became 
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clear. For Na doping, after the complete dissolution of Cs2CO3, the solution was first 

cooled down to room temperature and 0.06~0.13 g of sodium acetate trihydrate was 

added. The solution was then again heated to 120 °C under nitrogen for 20 min until 

the Na salt was completely dissolved. For both undoped and Na-doped synthesis, the 

temperature was raised to 165 °C followed by quick injection of the above prepared 

TOP-SnI2-PbI2 solution. About 5 secs after injection, the reaction was quenched by 

immediate immersion of the flask into an ice bath. After cooling, the crude solution 

was transferred to centrifuge tubes and to each tube three volumes of methyl acetate 

(MeOAc, anhydrous 99.5%, Sigma-Aldrich, USA) were added to precipitate the QDs, 

followed by centrifugation at 4000 rpm for 2 min. The supernatant was discarded and 

the QD precipitate was dispersed in hexane. X-ray photoelectron spectroscopy (XPS) 

data were accumulated on a photoelectron spectrometer, JPS-90MX (JEOL, Ltd., Japan). 

 

5.3. Results and discussion 

5.3.1. Enhancing the surface Sn-I bonding strength 

We first determine the possible atomistic locations of Na+ in the QDs. Figure 5.2 depicts 

the three possible locations of Na in the QDs, where the Na+ is found to be more stable 

on surfaces than in bulk by 0.2 to 0.3 eV. On both CsI- and MI2-terminated surfaces, 

Na+ preferentially occupies the interstitial site, rather than an A site. This is not 

unexpected considering the large difference in ionic radii of Na+ and Cs+ as well as the 

small size of Na+. In fact, previous studies also indicated Na+  prefers to occupy an 

interstitial site in hybrid Pb perovskites [135, 163]. 

Further zooming into the surface modification by Na, we found evident changes 

in surface atomic structure as well as charge redistribution at the surface layers of 

CsSn0.6Pb0.4I3 perovskite. We found that the incorporation of Na does not affect the 

surface Pb-I bond strength because the bond order is kept constant as 0.55. As the Sn2+ 

plays a more important role than Pb2+ in the stability of the QDs (see the Introduction 

section), we thus focus our study on the changes of the bonding state of the surface 

Sn2+ ions (Figure 5.3a, b). We observe that the Sn-I bonds at the surface layer with Na 

are on average shorter than those without Na (one is shorter by 0.07Å and the other 
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slightly longer by 0.01Å). Further chemical bonding analysis reveals an overall 

stronger covalent bonding between the Sn and the surface I atoms upon the 

incorporation of the Na dopant (Figure 5.3c, Figure C.1, and Table C.2). For example, 

we see that the bond order of the Sn-11/I-52 bond has been increased from 0.60 to 0.66. 

Such enhancement is also reflected in the electron localization function (Figure 5.3e, f), 

where the electron cloud around the Sn2+ ion and I- ion is more delocalized, a sign of a 

stronger covalent bonding in the Na-doped perovskite compared to the pristine one. 

The strengthened chemical bonding between the surface I and the Sn may originate 

from the newly formed strong Na-I ionic bonding on the subsurface layer, which 

induces a noticeable decrease in the covalent bond between the subsurface I- and the 

central Sn2+ ions (as evidenced by the decreased bond order in pairs such as  

Sn-11/I-50 and Sn-11/I-54). Overall, the introduction of Na+ induces charge 

redistribution, which is favourable for the formation of stronger covalent bonding of 

the surface Sn-I bonds. 

 

Figure 5.2. DFT optimized structures of Na-doped CsSn0.6Pb0.4I3 perovskite. In all structures, one Na ion (the yellow 

sphere) substitutes one Cs cation. (a-c) Side views and (d-f) top views of Na in bulk, at MI2-terminated surface, and 

CsI-terminated surface (M: Pb or Sn). The (a) structure gives the highest energy. Using this as a reference, (b) has 

an energy of -0.22 eV, and (c) has an energy of -0.26 eV. The yellow, purple, grey, and blue spheres denote the Na+, 

I-, Pb2+, and Sn2+ ions, respectively. 
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Figure 5.3. Atomistic view of the CsI-terminated surfaces of CsSn0.6Pb0.4I3 perovskite: (a) the clean (pure-CsI) and 

(b) Na-doped (Na-CsI). The atom numbers are from the visualized model by using VESTA. The structure details 

with atomic coordinate can be found in Supplemental Information. (c) Average net atomic charges of the surface I- 

and Sn2+ ions with and without incorporation of Na. (d) Comparison of the average bond order of surface Sn-I 

bonds with and without incorporation of Na. Electron localization function of the surface I- and Sn2+ ions (e) without 

and (f) with the incorporation of Na. The arrows and dots indicate the magnitude of the electron delocalization 

around the Sn2+ and I-. (g) Formation energies of the Sn and I vacancies (on top layer) in the pristine and Na-doped 

CsSn0.6Pb0.4I3 perovskites. 

We now analyze the impact of the incorporation of Na on the ionic bonding of the 

surrounding I- and Sn2+. Overall, the ionic charge of I- ions adjacent to Na dopant has 

increased, while that of the Sn2+ ions remain almost unchanged (see Figure 5.3d). The 

ionic charge of I-51 is increased from -0.53 to -0.55, and that of I-50 is increased from -

0.53 to -0.56. Consequently, a stronger chemical bonding of I- with Na+ than that with 
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Cs+ will be formed. The I- with more atomic charges will form an enhanced ionic 

bonding with the neighboring Sn cations, which is expected for retarding the 

formation of Sn4+. We also observe similar trends for the MI2-terminated surface, and 

the details can be found in Figure C.2 and Table C.3. 

To investigate the effect of the chemical bonding change on the behavior of defects, 

we then calculated the formation energies of I and Sn vacancies. We found that in the 

presence of Na, formation energies of those nearby I vacancies have increased 

significantly: by 0.48 eV on the CsI-terminated surface (Figure 5.3g) and by 0.89 eV on 

the MI2-terminated surface. This increased vacancy formation energy of the subsurface 

I- ions can be attributed to their stronger interaction with Na dopant, as evidenced by 

both increased ionic and covalent interactions (the increased ionic charge on I- ions and 

the larger bond order of Na-I than that of Cs-I, in Figure C.1 and Table C.2). Such 

enhanced bonding with neighboring atoms helps to suppress the diffusion of these 

anions [163]. For those I- ions sitting at the top layer of CsI-terminated surface, we also 

found a high vacancy formation energy by 0.31 eV. This observation is also consistent 

with our earlier conclusion that the surface I- ions form a stronger covalent bonding 

with the subsurface Sn2+ ions upon incorporating Na dopant. Previews studies showed 

that iodine vacancy does not create deleterious deep-level trap states within the band 

gap [260, 306]. However, we consider the suppression of I vacancies can be important 

for these Sn-containing perovskites. This is because I vacancies would exacerbate the 

problem of Sn4+ by exposing more uncoordinated Sn atoms, which are more 

susceptible to oxidation. As for Sn vacancy, we found their formation energies are also 

moderately increased on both CsI- and MI2-terminated surfaces by 0.11 eV and 0.44 eV, 

respectively, indicating that Na doping is also effective in suppressing the formation 

of these surface Sn vacancies. The increased formation energy of the Sn vacancy is a 

result of their enhanced chemical bonding with surrounding I- ions, as discussed above. 

To summarize, we have shown that Na dopant enhances the chemical stability of 

Sn2+ and suppresses the formation of I and Sn vacancies. Both effects potentially retard 

the oxidation of Sn2+ to Sn4+ and the subsequent degradation of the perovskite 
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compound, therefore improve the optoelectronic properties of these Sn-containing 

perovskites. 

5.3.2. Enhancing the ligand passivation effect 

Surface ligand binding strength is another crucial factor contributing to the overall 

stability of perovskite QDs. The perovskite compounds will be significantly affected 

by the ligands due to the highly ionic and environmentally sensitive characters. We 

therefore speculate the stability of the Sn-Pb alloyed perovskite QDs is related with the 

strength of chemical bonding between ligands and the surface. To examine this, we 

calculated the ligand binding energy (Eb) to evaluate the bond strength of ligands and 

CsSn0.6Pb0.4I3 QD surface, including the CsI and MI2-termination. The scheme of these 

two terminations are shown in Figure 5.4a. The ligand type information is 

experimentally affirmed in our previews work [173], therefore, we built the 

CsSn0.6Pb0.4I3 surface models that are capped with positive charged OLA and 

negatively charged OA, shown in Figure 5.4b. The ligands density of our model is 1.24 

ligand/nm2, which is close to the experimental results of Rossini et al. obtained by 

using solid-state NMR spectroscopy [303].  

It is necessary to further explore the surface termination of CsSn0.6Pb0.4I3 QDs 

owing to the different surface elemental compositions. Thus, we checked the surface 

composition by using XPS, as shown in Table C.4. The surface I/Cs chemical 

stoichiometric ratio is 2.65, which is smaller than the ratio in chemical formula I/Cs = 

3. This implies that the CsSn0.6Pb0.4I3 surface is mixed with both terminated surfaces 

but more CsI- than MI2-termination. Thus, the two major terminations are both 

considered thereafter, to study the surface ligand binding. 
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Figure 5.4. (a) Idealized models of the surface termination of the as-synthesized CsSn0.6Pb0.4Br3 QDs. Both surfaces 

are capped by cationic and anionic organic ligands at the outermost layer. (b) The considered cationic OLA and the 

anionic OA ligands in this study. 

 

To investigate the effect of Na on the ligand binding strength, the Eb were calculated 

for different binding modes of CsSn0.6Pb0.4I3 surfaces and ligands without and with Na 

incorporation, which schematically illustrates in Figure 5.5. The ligands are assumed 

to attach or substitute the exposed Cs, Pb, Sn, or I surface atoms. For CsI-terminated 

surface, four surface ligand configurations were considered: OLA attaches to I and OA 

attaches to Cs; OLA substitutes Cs; OA substitutes I; OLA substitutes I and OA 

substitutes Cs, shown in Figure 5.5a and b from left to right. For MI2-terminated 

surface, four configurations were constructed too, that is: OLA attaches to A cation and 

OA attaches to Pb; OLA attaches to A cation and OA attaches to Sn; OLA and OA both 

attach to A cation; OA substitutes I, shown in Figure 5.5c and d from left to right. 
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Figure 5.5. Schematic illustration of CsSn0.6Pb0.4I3 QDs with a CsI-terminated surface (a) without and (b) with Na 

incorporation; MI2-terminated surface (c) without and (d) with Na incorporation. Four different passivated 

configurations for CsI-terminated surface are named as OA-Cs_OLA-I, OLA*, OA*, and OA*_OLA* from left to 

right. Similarly, four configurations for MI2-terminated surface are OA-Pb_OLA-I, OA-Sn_OLA-I, OLA-Cs_OA-A, 

and OA* from left to right. The * indicates the substitution of surface ion. 

The calculated Eb are all more negative after Na doping, regardless of the surface 

termination and ligand interaction mode (see Figure 5.6). For the CsI-terminated 

surface, the OLA attached to I and OA attached to Cs configurations show the smallest 
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binding strength, while the OLA substituting Cs and OA substituting I show the 

largest (see Figure 5.6a). This suggests that the ligands prefer to substitute the surface 

ions rather than (OA substituting I and OLA substituting Cs) being physisorbed on the 

surface and interacting with the ions with opposite charge. For MI2-terminated surface, 

the interaction mode of OLA attached to A cation and OA attached to Pb 

configurations show the smallest binding strength, while the OLA attached to A cation 

and OA attached to Sn configuration being the largest (see Figure 5.6b). Overall, our 

results show that the binding strength between surface and ligands are highly sensitive 

to the local atomic structure of the QDs. The incorporation of Na enhances the binding 

strength of the ligands with the perovskite surface, regardless of surface configurations. 

To investigate the genericity of alkali doping, we also studied the possible doping site 

and binding energy of all other alkali cations (see Table C.5 and Figure C.6), and the 

results show that only Na+ has such a positive effect. These results further elucidate 

the unique role of Na+ in enhancing the stability of the CsSn0.6Pb0.4I3 QDs. We attribute 

the positive effect of Na+ to the ionic size. The Na+ is with an apropos ionic size that 

could occupy the surface interstitial site and causing the stronger interaction with 

neighboring ions, enhancing the ligand binding strength. 

 

Figure 5.6. Binding energies of all ligand configurations of (a) CsI- and (b) MI2-termination, respectively. The blue 

bar and yellow bar denote the original surface and the Na-incorporated surface, respectively. 
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To shed light on the enhanced ligand binding strength, we selected the configuration 

with the largest binding strength in each termination to analyze the charge transfer 

between ligand and perovskite.  We define Δρavg as the plane-averaged charge density 

difference and ΔQ as the charge displacement curve along the z-direction (see 

Supporting Information for the details). The results of charge transfer at two different 

terminations are displayed in Figure 5.7. We found that the charge variations mainly 

occur at the interface region between surface and ligands in both slab models. For the 

CsI-terminated surface shown in Figure 5.7a, electrons are transferred from the ligand 

side to the perovskite layer in both undoped and Na-doped systems. The calculated 

ΔQ presented in Figure 5.7c confirms this charge transfer behavior by the presence of 

a significant positive peak at the perovskite side but negative peaks at the side of the 

ligand. Moreover, an enhanced positive peak at the perovskite side and the reduced 

negative peaks at the ligand side are observed after Na doping. This means a stronger 

charge transfer occurs at the surface after incorporating the Na, which indicates a 

stronger interaction between ligand and perovskite. For MI2-terminated interface, a 

similar pattern is observed, where electrons are depleted near the ligands and 

accumulated at the exposed perovskite surface (see Figure 5.7b). The calculated ΔQ 

also suggests the electron transfer from the ligands to the perovskite. The reduced 

negative peak at the interface and enhanced positive peak in the perovskite side after 

the Na incorporation in Figure 5.7d indicate stronger interaction between ligand and 

perovskite. Our analysis confirms that incorporating Na at surfaces of perovskites 

strengthens the interaction of ligand and perovskite by charge transfers from one to 

the other side. 
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Figure 5.7. Plane-averaged charge density difference ∆𝜌 of the ligand-perovskite interfaces on (a) CsI- and (b) MI2-

terminated surface without and with doping. Charge displacement ∆Q of the ligand-perovskite interface on (c) CsI- 

and (d) MI2-terminated surface without and with doping. The orange (+) and blue (-) spheres represent the 

depletion and accumulation of charges, respectively. The arrows represent the direction of the electron transfer. 

The inserted structure diagram is the Na-doped CsI- and MI2-terminated surfaces. 

 

5.3.3. Interface dynamics on different terminations 

The surface ligands binding is considered to be closely related to the thermal effect [76]. 

We thus also investigate the dynamics of the ligands on perovskite QD surfaces and 

the role of Na by using ab-initio molecular dynamics (AIMD) simulations at room 

temperature 300 K. The configurations with the largest binding strength in each 

termination are used as the starting point for the MD simulations. The temperature 

evolution during simulation time (see Figure C.3) and the log (MSD) versus log (time) 

(see Figure C.4) indicating the diffusivities of the systems reached equilibrium. 

Figure 5.8a and b show the mean square displacement (MSD) of all the diffusive 

ions in undoped and Na-doped systems. After incorporating the Na, the MSD for CsI-

terminated surface is reduced, while slightly increased for MI2-terminated surface. 

This difference suggests the incorporation of Na ions has a different effect on two 

terminations. Therefore, we zoom into the dynamics of specific ions. By tracking the 
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dynamic positions of the tail-end N atom in OLA (NOLA), O atom in OA (OOA) and Na, 

we obtain the diffusion coefficient of these ions (Figure 5.8c and d). On the CsI-

terminated surface, the NOLA and OOA have an overall lower diffusion coefficient with 

Na than without during the simulation and as well as at the end of 6 ps AIMD 

simulation (3.47 × 10−5 cm2/s vs. 5.13 × 10−5 cm2/s for NOLA and 4.23 × 10−5 cm2/s vs. 

1.12 × 10−4 cm2/s for OOA), see Figure 5.8c. In contrast, at the MI2-terminated surface, 

the NOLA and OOA have an overall higher diffusion coefficient during the AIMD 

simulation after Na incorporation (Figure 5.8d) as well as at the end of 6 ps AIMD 

simulation (1.22 × 10−4 cm2/s vs. 9.38 × 10−5 cm2/s for NOLA and 8.35 × 10−5 cm2/s vs. 

6.64 × 10−5 cm2/s for OOA). It is worth noting that a large contract is found in the 

diffusion coefficients of Na: that on CsI-terminated is much smaller than that on MI2-

terminated surface during AIMD simulation. The same is true for the final diffusion 

coefficient after 6 ps is two magnitudes smaller (3.34 × 10-6 cm2/s vs. 1.48 × 10−4 cm2/s). 

 

Figure 5.8. Mean-square displacement (MSD) of ligands and surface ions movement in (a) CsI and (b) MI2-

terminated surface without and with Na doping. Diffusion coefficient of different ions on (c) CsI- and (d) MI2-

terminated surfaces without and with Na doping. 
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Figure 5.9 illustrates the snapshots of four models in the AIMD simulations. For the 

undoped models in Figure 5.9a and b, the ligand and CsI-terminated perovskite have 

closely interacted while the ligand in MI2 terminated perovskite pulls the ions away 

from the surface, indicating the degradation of perovskite. After doping the Na to the 

surface of perovskite, the CsI-termination maintains a stable binding interaction with 

ligands, while the degradation in the MI2-termination is not mitigated as the Sn and 

adjacent I ions are pulled up by the OA, leading to the formation of Sn vacancy. 

Furthermore, we found that the Na is less mobile in the CsI-terminated model than 

in MI2 terminated model. This is evidenced by the time-dependent location 

distribution density analysis that the Na+ is almost stationary on the CsI-terminated 

surface but diffuses violently on the MI2-terminated surface (see Figure C.5). The 

different diffusive behavior of Na+ on different terminations can be explained by the 

comparison of net atomic charge of Na+ and adjacent I ions in two terminations (see 

Figure C.6). We found that the Na+ and adjacent I ions contain a larger amount of net 

charges, indicating the formation of a stronger ionic bond between Na and I ions in 

CsI-termination than in MI2-termination, which manifests the much smaller Na+ 

mobility at CsI-termination. 

   

Figure 5.9. Snapshots of the interfaces after 6000 fs AIMD simulation of CsI- and MI2-terminated surfaces without 

and with Na doping. 
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5.4.  Conclusions 

To understand the role of Na ion in CsSn0.6Pb0.4I3 perovskite QDs with enhanced 

photoluminescence and its subsequent photoluminescence degradation, we 

investigate the strength of surface bonds, defect formation energies, and the interaction 

of surface ligands and perovskite surfaces by first-principles DFT and MD calculations. 

Our results indicate that the Na doping has the following effects: First, Na ion prefers 

to locate at the surface and occupies the interstitial site. This enhances covalent 

bonding of the surface Sn-I bonds and ionic bonding of Na+ with the neighboring Sn 

cations, therefore improves the chemical stability of Sn2+ and suppresses the formation 

of I and Sn vacancies. Second, Na ion strengthens the ligand-QDs surface binding and 

the two together passivate the surface dangling bonds of the QDs. Finally, AIMD 

simulations show Na ion on the CsI-terminated surface tends to suppress the diffusion 

of surface ligands but does the opposite on the MI2-terminated surface. The latter leads 

to the detachment of ligands and the perovskite surface layer, therefore fast 

degradation of the MI2-terminated surface. The above results indicate that the 

combination of the Na doping and CsI-termination of the QDs may result in the best 

improvement in maintaining a long lifetime of high photoluminescence efficiency. 

Therefore, we foresee the surface termination engineering could offer a breakthrough 

in improving the efficiency and the lifetime of perovskite QDs for near-infrared 

applications. Moreover, in addition to the detrimental effect of Sn oxidation, the origin 

of the relative low PLQY in infrared emitting CsSn0.6Pb0.4I3 QDs could also be 

attributed to the constituents assembled imperfectly during the reaction process, 

which induced the structural defects and challenging to eradicate only by adjusting 

the synthetic factors (e.g. reaction temperature and duration, and stoichiometry of 

reactants). We anticipate that tailoring synthesis route, such as co-doping, or 

introducing different ligands may improve the stability of the Sn-Pb alloyed perovskite 

QDs further, meriting further experimental and theoretical study.
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Chapter 6 

The Role of Solvents in the Formation of 

Methylammonium Lead Triiodide 

Perovskite 

 
 

Metal halide perovskites (MHPs) are gaining increasing attention as low-cost, high-performance 

semiconductors for optoelectronics. In particular, their solution processing is compatible with the large-

scale manufacturing of thin-film devices, including solar cells and light-emitting diodes. Understanding 

the coordination chemistry in precursor-solvent solution and atomistic mechanisms of film formation is 

of great importance for optimizing the optoelectronic properties of the final films. Using the 

methylammonium lead triiodide (MAPbI3) as an example, we study the complex evolution of the 

molecular species from the solution to the initial stage of the crystallization by using a combination of 

density functional theory (DFT) calculations and ab-initio molecular dynamics (AIMD) simulations. 

We focus on the widely employed solvents DMSO and DMF, analyze the structures and energies of the 

iodoplumbate complexes in the form of simple complex of [PbImLn]2-m and polymeric iodoplumbates of 

([PbImLn]2-m)x. Based on the calculated formation enthalpies, we propose reaction schemes of MAPbI3 

formation in DMSO, DMF and DMSO-DMF binary solvent and explain the advantages of the binary 

solvent. Our findings indicate unbalanced reaction energies at several elementary reaction steps in either 

DMF (formation of [PbI4Ln]2− being highly favourable) or DMSO (formation of PbI5 being retarded).  

Mixing a small amount of DMSO in DMF gives rise to a better balance in the energies and, therefore, 

potentially better equilibria in the overall crystallization process and better quality of the final perovskite 

films. Our results provide insights into the role of the solvents in tuning the energetics of the first steps 

of the perovskite formation and an important basis for precursor-solvent engineering for improved 

perovskite films. 
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6.1.  Introduction 

Metal halide perovskites (MHPs) are among the most studied materials in the last 

decade due to their promising optoelectronic properties, which enable highly efficient 

solar cells and light-emitting diodes [6, 9, 233, 307]. The impressive progress in 

achieved power conversion efficiency (PCE) has established the success of MHPs and 

consolidated their popularity among photovoltaic materials [3]. The MHPs are made 

by simple solution-processed deposition techniques by mixing a metal-halide 

precursor with a halide salt in a solution. For instance, methylammonium iodide (MAI) 

is added to a lead iodide (PbI2) solution in coordinating solvents. From the mixture, 

colloidal particles form first and then produce a MHPs film by solvent evaporation. 

However, in contrast to the simplicity of the synthesis, the physicochemical processes 

during the synthesis are very complex. The synthesis involves the solvation/de-

solvation and complexation equilibria of all participating species at solvents-

precursors, nucleation, and it evolves through various intermediate phases in the two-

step method [90, 92, 94], and/or iodoplumbate complexes in the one-step method [87, 

91, 95]. 

Using MAPbI3 as an example, various complexes could be formed in a solution, 

depending on the type and the concentration of ions (MA+ cations and I− anions) or 

solvents (L) near the Pb metal ions. When I− anions together with MA+ cations are 

added to the PbI2 solution, competition in binding can be observed between I- and 

solvent molecules to the Pb2+ cation. The I− anion and solvent will coordinate around 

the central Pb2+ cation, forming iodoplumbate complexes, i.e., [PbI2Ln], [PbI3Ln]1−, 

[PbI4Ln]2−, [PbI5Ln]3−, and [PbI6Ln]4− [92, 98, 308-311]. During the iodoplumbates 

formation reaction, a small amount of I- is adequate to replace the position of solvent 

molecules, thus induce the formation of iodoplumbate species [98, 309]. Indeed, 

iodoplumbate complexes, such as [PbI3Ln]- and [PbI4Ln]2- can be stabilized in the 

presence of large excess iodide ions [98, 308]. The higher I coordinated iodoplumbate, 

such as [PbI5Ln]3− and [PbI6Ln]4− are less often directly observed in experiments. 

However, their presence cannot be excluded, and it is speculated to play an important 

role in the final steps of the formation of MHPs [92, 309-311]. 
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Besides the simple iodoplumbates discussed above, polymeric iodoplumbates 

were proposed to be formed using simple iodoplumbates, such as [PbI2Ln], [PbI3Ln]1−, 

or [PbI4Ln]2− monomers as building blocks [98, 312]. The atomistic structure, electronic 

and optical property of the polymeric species during the MHPs formation has been 

extensively investigated [87, 98, 312]. Oleksandra and co-workers [98, 312] propose the 

formation of polynuclear, i.e., formation of ([PbImLn]2-m)x from [PbI2L4], is essential in 

the formation of MHPs. It has been proposed that the polymeric iodoplumbates in the 

form of ([PbImLn]2-m)x most likely occur when a high concentration of lead-iodide are 

used in the precursor solutions [98, 312]. However, an atomistic scale evolution for the 

molecular complex remains unclear, and the crystallization pathways at various 

synthesizing conditions remain highly debated.  

Another important factor that impacts the coordination chemistry of MHPs is the 

type of solvents. The most commonly used solvents are dimethylformamide (DMF) 

[91, 97] and dimethyl sulfoxide (DMSO) [90, 97]. The usage of binary solvent, one as 

the basic solvent and another as co-solvent, i.e., coordinative additives, is also widely 

used in the synthesis of MHPs [88, 92, 313-315]. The additives are believed to play an 

important role in controlling the crystallization process of perovskite films and thus 

their quality. Among various co-solvents, DMSO is the most used ones in combination 

with DMF [92, 314, 316]. It has been proposed from experiments that the use of DMSO-

DMF binary solvent could retard the crystallization by forming MAI-PbI2-DMSO 

complexes, thus slowing down the nucleation rate of MHPs and therefore leads to 

higher quality final films [84, 316, 317]. However, the atomistic origin of such effects 

and evolutions relevant complexes involved in the crystallization is challenging to 

obtain in experiments due to the limitations in the tempo spatial resolutions. 

The atomistic simulation is a powerful tool to investigate the fundamental aspects 

of chemical processes during crystallization at an atomic scale. However, due to the 

complexity of the species involved, theoretical studies are only emerging. Clancy et al. 

[318] theoretically investigated the relative stability of precursors in solution, and 

showed that the Mayer bond order could predict the solubility of the lead halide 

precursors in the solvent. Rothlisberger and colleagues [319] used metadynamics to 
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investigate the nucleation of MHPs, mimicking a one-step synthesis route. Recently, 

Angelis et al. [308, 310] have studied the formation of high-I-coordinated 

iodoplumbates. They concluded that a large amount of MAI is needed for the 

formation of iodine-rich iodoplumbates [308]. This implies the difficulty in the 

formation of [PbI5Ln]3− and [PbI6Ln]4−, which are considered necessary for the 

formation of high-quality perovskite films [97, 311, 320-324]. To our knowledge, the 

conversion from the low-I-coordinated iodoplumbates (i.e., PbI2) to high-I-coordinated 

iodoplumbates and their conversion to polymeric iodoplumbates is not systematically 

studied yet. Also, the highly dynamic formation process of the iodoplumbate 

complexes can be significantly affected by the A-cations as well as the type of solvents, 

the interplay of which have not been investigated either. 

In this work, using MAPbI3 and two commonly employed solvents (DMF and 

DMSO) as an example, we investigate the evolution of the iodoplumbates in solutions 

using a combination of DFT and AIMD simulations. We obtain information on 

structures and reaction enthalpies of elemental reaction steps from low to high-I-

coordinated complexes and investigate how solvents impact the overall reaction 

pathways. We start the commonly used solvents, DMF and DMSO, and study the 

impact of the co-solvent DMSO in DMF, by constructing a binary DMF-DMSO model.  

By analyzing the changes in the structures and energetics of elementary steps, we 

discuss the advantages of the binary solvent over that of the DMF and DMSO alone. 

Our work provides an atomistic understanding of the first steps of the crystallization 

of MHPs and forms a basis for further investigation of more complex perovskite 

systems or longer time scale simulations to model complete crystallization processes. 

 

6.2.  Methods 

6.2.1. Density functional theory calculations 

All DFT calculations were performed in the Kohn–Sham framework, using the 

Amsterdam Density Functional package (version ADF 2019.302) [325, 326]. Geometry 

optimizations were done using the Perdew-Burke-Ernzerhof (PBE) functional [108]. A 

combination of Herman-Skillman numerical atomic orbitals (NAOs) with Slater type 
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Triple-zeta (TZP) basis sets were used for heavy atoms (Pb and I), whereas for C, N, H, 

O, and S atoms, a Double-zeta (DZP) basis sets were used. The cores 1s−4d, 1s−4p, and 

1s−2s were kept frozen, respectively, for Pb, I, and S, to speed up the calculations. 

Vibrational frequencies were obtained with the optimized configurations through 

numerical differentiation of the analytical gradient. The harmonic level approximation 

was applied to ensure that the optimized structures are located at global or local 

minima on the potential energy surface [327-329]. The enthalpies were calculated at 

298.15 K and 1 atm from the bond energies and vibrational frequencies by using a 

standard thermochemistry relation described by Bickelhaupt et al. [330, 331]. The 

solvents were simulated with both implicit solvation models (the COSMO dielectric 

continuum solvation scheme) [332] and explicit solvent molecules. The use of the 

hybrid implicit-explicit models were proven to be useful to describe the precursor 

chemistry of halide perovskites in previous publications [308, 310, 318, 333]. 

6.2.2. Ab Initio molecular dynamics simulation 

Ab-initio molecular dynamics (AIMD) simulations were also performed to study the 

dynamics of precursor-solvent interactions by using the CP2K code [334, 335]. The 

QUICKSTEP, the electronic structure part of CP2K, uses the combined Gaussian and 

plane-wave (GPW) method to calculate forces and energies. The GPW method is based 

on the Kohn-Sham formulation of DFT and employs a hybrid scheme combining 

Gaussian and plane wave functions. The Born-Oppenheimer molecular dynamics 

(BOMD) simulations were executed by using a canonical ensemble (NVT) with a 

Nosé−Hoover thermostat [290] at temperature 353 K (typical temperature for the spin-

coating procedure in experiments) [313, 315, 336-338]. All simulations made use of DFT 

at the PBE level with double-zeta basis sets (DZVP-MOLOPT for Pb, I, S, O, C, N, H) 

[339] and Goedecker-Teter-Hutter (GTH) pseudopotentials [340] with a 500 Ry density 

cut-off. A single k-point sampled at the Γ was used to speed up the computation. The 

total simulation time of each calculation is 30 ps with a time step of 1 fs. 
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6.2.3. Structural models 

To calculate the formation enthalpy of the iodoplumbates with increased I 

coordination, models [PbImLn]2-m (m = 2, 3, 4, 5, 6; n = 6) for simple complex and 

[(PbImLn)2-m]2 (m = 2, 3, 4; n = 6-m) for polymeric iodoplumbates were used, where m 

is the number of coordinated I-, L is the solvent molecules, and n is the number of 

solvents. We noted that a Pb ion could be fully coordinated with six iodine ions and/or 

solvent molecular. While for a fully coordinated iodoplumbate complex, more solvent 

molecular does not directly coordinate with the center Pb ion. The scheme of the 

formation of both simple and polymeric iodoplumbates are shown in Figure 6.1. In 

order to ensure charge neutrality, the number of MA+ cations included in the models 

equals to the number of the access I- ions (m-2 for simple complex and 2m-4 for 

polymeric iodoplumbates). For AIMD simulations, the homogeneous mixture of ions 

with fixed loading: 6 [PbI3]-, 6 MA+, and 18 solvents were constructed, with lattice 

parameters of 14.5 Å to keep the mass concentration of the precursor-solvent at ~2.8 

g/mL. The calculated molar concentration of MAI / PbI2 blend in DMSO or DMF is 

2.6M (M = mol/L). The calculated molar concentration of MAI / PbI2 blend in DMF is 

equivalent to 1.82 M as a practical concentration, according to the second-order 

polynomial fitting of the results obtained by Zhang et al. [341], which is similar to the 

experiment concentration of 1.64 M (see Figure D.1). In the DMF-DMSO binary 

solvents model for DFT calculations, we incorporated 1 DMSO in DMF-DMSO binary 

solvent models (DMSO:DMF = 1:5) and use DMF as the implicit solvent. While for 

AIMD simulations of binary solvents model, we induced 2 DMSO, resulting in the 

ratio of DMSO:DMF = 1:8. The atomic structures and key parameters of DMSO and 

DMF are shown in Table D.1. 

 

6.3.  Results and discussion 

6.3.1. Formation enthalpies of iodoplumbates  

To gain insights into the formation of iodoplumbate, we considered from low to high 

I-coordination, i.e. from [PbI2L6] to [PbI6L6]4- in this study. As illustrated in Figure 6.1 

(top), the conversion from low I-coordinated iodoplumbate (i.e., [PbI2L6]) to high I-
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coordinated iodoplumbate ([PbI3L6]1- [PbI4L6]2-, [PbI5L6]3-, and [PbI6L6]4-) involves a 

reaction that requires or releases energy. It should be noted that the negative charge 

on the coordination sphere due to the access I- is compensated by adding positively 

charged MA+ ions in our simulations. The formation enthalpy of each step is calculated 

using the Equations 6.1 - 6.4 as following: 

[PbI2L6] + MAI → [PbI3L6]1- + MA+  (6.1) 

[PbI3L6]1- + MA+ + MAI → [PbI4L6]2- + 2MA+  (6.2) 

[PbI4L6]2- + 2MA+ + MAI → [PbI5L6]3- + 3MA+  (6.3) 

[PbI5L6]3- + 3MA+ + MAI → [PbI6L6]4- + 4MA+  (6.4) 

To study the formation of polymeric iodoplumbate, we centred on investigating the 

formation of iodoplumbates dimers [PbI2L4]2, ([PbI3L3]1-)2, and ([PbI4L2]2-)2 from the 

simple iodoplumbates from above, [PbI2L6], [PbI3L3]1-, and [PbI4L2]2-, respectively, as 

shown in Figure 6.1 (bottom). The formation enthalpy of the polymeric iodoplumbates 

is evaluated by using Equations 6.5 – 6.7, as following: 

[PbI2L4] + [PbI2L4] → [PbI2L4]2  (6.5) 

[PbI3L3]1- + [PbI3L3]1- → ([PbI3L3]1-)2  (6.6) 

[PbI4L2]2- + [PbI4L2]2- → ([PbI4L2]2-)2  (6.7) 

The formation enthalpy for all steps with respect to different solvents are summarized 

in Figure 6.1. A negative formation enthalpy indicates that the corresponding 

iodoplumbates formation reaction is favourable. We first look at the step-by-step 

formation of iodoplumbate from low to high I-coordination. For DMF, the reaction of 

all steps are favourable, evidenced by the negative formation enthalpies. Especially, 

the formation enthalpy from [PbI3L6]1- to [PbI4L6]2- is -0.72 eV, which is much more 

negative (about 0.5 eV) than other steps, indicating a rapid formation of [PbI4L6]2-. For 

DMSO, the formation enthalpies are all negative (in the range of about -0.4 to -0.5 eV), 

except for the step from [PbI4L6]2- to [PbI5L6]3-, which is close to 0 (-0.07 eV). This 

indicates the formation of [PbI5L6]3- in the solvent-precursor solution become 

unfavourable. When mixing a small amount of DMSO in DMF, i.e., using a DMF-
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DMSO binary solvent, we observe interesting changes in the reaction energetics 

compared to DMF or DMSO, respectively. While the formation enthalpies of all steps 

are negative, that from [PbI3L6]1- to [PbI4L6]2- become relatively small, being -0.19 eV, 

compared to -0.72 eV and -0.48 eV for DMF and DMSO, respectively. This indicates 

that conversion from [PbI3L6]1- to [PbI4L6]2- becomes relatively difficult, i.e., relatively 

slower coordination reactions. It is worth noting that the conversion of [PbI4L6]2- to 

[PbI5L6]3- become more likely, evidenced by the much more negative reaction enthalpy 

for DMF-DMSO binary compared to DMF or DMSO. 

  

Figure 6.1. Schematic illustration of the iodoplumbate complexes formation: top images are for the simple 

iodoplumbate complexes, and bottom images are for polymeric iodoplumbate complexes. Formation enthalpy (in 

eV) of each step using DMF, DMSO, and DMF-DMSO binary as solvents are shown with values in blue, red, and 

black, respectively. The reaction enthalpies shown in the scheme are calculated by averaging four data points from 

supporting information in Table D.2, D.3, D.5, D.6, D.8, and D.9. The calculations were done using a hybrid explicit-

implicit solvent model using solvent DMF as an example. For clarity, the solvents molecules are not shown in the 

scheme. 

 

To gain insight into the underlying mechanisms of the significant changes in 

reaction energies from [PbI3L6]1- to [PbI4L6]2- and from [PbI4L6]2- to [PbI5L6]3- by using 

DMF-DMSO binary, we analyze the atomistic structures of the relevant complexes. No 

significant changes nor general trends in the average Pb-I bond or Pb-O bond were 

found from [PbI2L6]1- up to [PbI5L6]3- (see Figure D.2). We, however, observe an 

interesting interaction pattern in hydrogen bonds, NH…O, between N-H bonds of MA+ 
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cation and the O atom of the solvents in Figure 6.2. The number of NH…O hydrogen 

bonds in DMF or DMSO increase from [PbI2L6]1- to [PbI3L6]1- and to [PbI4L6]2- but 

decrease at [PbI5L6]3-. The increase can be explained by the fact more MA+ are added 

during the reaction from low to high I-coordinated complexes. Such increase is 

especially significant with a net increase of 2 from [PbI3L6]1- to [PbI4L6]2-, explaining 

the largely negative reaction energies (-0.72/-0.48 eV for DMF/DMSO) compared to 

the reactions before and after this step. However, the trend is interrupted at [PbI5L6]3- 

and the number of NH…O is decreasing instead of increasing. This causes less negative 

reaction energies (-0.21/-0.07 eV for DMF/DMSO) at this step, because more (weaker) 

NH…I hydrogen bonds are formed instead of (stronger) NH…O bonds in [PbI5L6]3- (see 

Figure D.3). In contrast, for DMF-DMSO binary solvents, the number of NH…O 

hydrogen bonds does not change from [PbI3L6]1- to [PbI4L6]2- and then increases from 

[PbI4L6]2- to [PbI5L6]3-. The consequence of this is the formation energy of [PbI4L6]2- 

become less negative (-0.19 eV vs -0.72/-0.48 eV) and that of [PbI5L6]3- become more 

negative (-0.47 eV vs -0.21/-0.07 eV). These findings show the importance of A-cation 

MA+ and the unique role of NH…O hydrogen bonds in the formation energies of 

iodoplumbates monomers, a factor that has not been considered in previous studies. 

From the energies shown in Figure 6.1 (bottom), most polymeric complexes can be 

formed in DMF (evidenced by the negative formation enthalpies) with one exception: 

the formation energy of ([PbI3L3]1-)2 being almost zero, -0.03 eV. Another important 

trend is that the energies of DMSO are all more positive than those in DMF, in 

particular, the formation energy of ([PbI3L3]1-)2 is as high as 0.39 eV. The overall trend 

can be readily explained by the solvent coordination power of these two solvents with 

a general trend of DMSO > DMF [310, 322, 342-346]. Indeed, the atomistic structure in 

Figure D.4 show the two [PbI3L3]1- monomers cannot or only weakly interact with each 

other in DMSO because of the strong coordination/interactions of DMSO molecules 

with Pb2+, giving rise to the largely positive reaction energy of 0.39 eV. A higher 

likelihood of forming polynuclear complexes can be expected for solvents with weaker 

coordination ability, such as DMF, because the solvent with weak coordination can be 

replaced more easily by the I- in the adjacent monomer (see Figure D.4).  The DMF-
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DMSO binary solvent gives values in between the DMF and DMSO for [PbI2L4]2 and 

([PbI4L2]2-)2, but brings down the value for ([PbI3L3]1-)2 to below zero (-0.10 eV). 

 

Figure 6.2. The number of NH…O hydrogen bonds for [PbI2L6], [PbI3L6]1-, [PbI4L6]2-, and [PbI5L6]3- in DMSO and 

DMF, respectively. Typically, the length of NH…O hydrogen bond is shorter than 2.0 Å [347]. The value shown in 

the figure is averaged from all NH…O hydrogen bonds of two iodoplumbate configurations considered (Table D.4, 

D.7, and D.10). 

 

From the analysis of the reactions of the simple and polymeric iodoplumbate, we can 

construct a combined reaction scheme in Figure 6.1 and analyze the effect of the 

solvents. For DMF, the step-by-step reaction from low to high-I-iodoplumbate are all 

favourable, especially the formation from [PbI3L6]1- to [PbI4L6]2-, indicating a rapid 

formation of [PbI4L6]2-. Polymeric complexes such as [PbI2Ln]2 and ([PbI4L3]2-)2 can be 

formed except for the ([PbI3L3]1-)2. The overall energy pathway indicates a rapid 

conversion from low to high-I-coordinated PbIx complex. For DMSO, all reaction 

energies at each step, including the formation of simple and polymeric complex, have 

become more positive compared to those in DMF. In particular, the step from [PbI4L6]2- 

to [PbI5L6]3- become much more difficult with a reaction energy of close to 0 (-0.07 eV). 

This indicates the formation of high-I-coordinated complexes, such as [PbI5L6]3- is 
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hindered. When mixing a small amount of DMSO in DMF, the reaction energies of all 

reaction steps fall nicely in a range of -0.50 to -0.10 eV, slowing down the fast 

conversion from [PbI3L6]- to [PbI4L6]2- in DMF and speeding up the difficult conversion 

from [PbI4L6]2- to [PbI4L6]2- in DMSO. Such balanced energetics can potentially lead to 

better equilibria among all reaction steps and therefore better final perovskite films. 

Our analysis is in agreement with several experimental findings that point to the fact 

when mixing DMSO in DMF, the formation of MAI-PbI2-DMSO complexes slows 

down the overall nucleation rate and therefore leads to higher quality final film [84, 

316]. 

6.3.2. Formation dynamics of MHPs with different solvents 

The thermodynamics investigation above indicates that the energetics of monomer 

starting from [PbI3Ln]1- are different from one solvent to another, indicating their 

importance in determining the overall thermodynamics and as well as the kinetics of 

the formation of MHPs. We next investigate the dynamical evolution [348-352] of the 

relevant complexes starting from [PbI3Ln]1- (to reduce computational cost) by using ab-

initio molecular dynamics (AIMD) simulations. All simulations were done for 30 ps at 

a typically spin-coating temperature 353 K [313, 315, 336-338]. The trajectory of the 

initial 5 ps in each simulation is discarded for the data analysis because of the relatively 

large temperature and energy oscillation (see Figure D.5). 

Figure 6.3 illustrates the snapshots of the beginning and the end of the frames in 

the AIMD simulations. For the DMF, we observe quickly formation of high-I-

coordinated iodoplumbate such as [PbI4Ln]2- and [PbI5Ln]3- within only 30 ps, and face 

sharing polymeric complexes, indicating a relatively fast nucleation rate. In contrast, 

in DMSO, we only observe a small amount of corner-sharing polymeric complexes, 

with the majority of the species preserving the feature of starting monomer [PbI3Ln]1-. 

Moving to the DMF-DMSO binary, we find a large block of PbIx complex that are 

centred by face-shared and fully-coordinated iodoplumbate and surrounded by some 

corner-sharing [PbI3Ln]1-. We speculate such complex is a starting point for the 

formation of 3D perovskite structure (fully coordinated PbIx complexes that are 

cornered shared with each other). Indeed, Rothlisberger et al. [319, 353] demonstrated 



Chapter 6: The Role of Solvents in the Formation of Methylammonium Lead Triiodide Perovskite  

100 
 

a slow transition from edge-sharing octahedra to the corner-sharing octahedra after 

hundreds of nanoseconds using metadynamics. This explains the reason we do not 

observe a full transition to 3D perovskites in our simulations (due to the short time 

scale and the limited size of our simulation cell). The quantitative trends are however 

well captured in our simulations. 

To zoom in to the atomistic details of the simulations from Figure 6.3, we plot in 

Figure 6.4 the g(r) and cumulative radial distribution functions int[g(r)] for Pb-I and 

Pb-O bonds in different solvents. The g(r) of Pb-I shows that the iodine mainly interacts 

with Pb at the typical Pb-I bond distance of slightly longer than 3.0 Å, which agrees 

with the results from Angelis et al. [354] by using Car–Parrinello molecular dynamics 

(CPMD) simulations for two-step formation of MAPbI3. The int[g(r)] of Pb-I shows that 

the average coordination number of iodine to the Pb is between 3 and 4 for DMSO and 

DMF, and larger than 4 for the DMF-DMSO binary solvent. This trend is supported by 

the trend seen in Pb-O bonds, where the number of the Pb-O coordination, being about 

0.2, is the smallest in the binary solvent, with DMF being 1 and DMSO being 0.5, 

respectively. This analysis supports the findings above that the use of DMF-DMSO 

binary solvent promotes the growth of high I-coordinated iodoplumbate. 
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Figure 6.3. Snapshots of the initial and final state of the homogeneous mixture of ions after 30 ps AIMD simulation 

for (a) DMF, (b) DMSO, and (c) DMF-DMSO binary solvents, respectively. The homogeneous mixture of ions are 

with fixed loading: 6 [PbI3]-, 6 MA+, and 18 solvents. The snapshots are shown with 2 × 2 supercells, and the frame 

in the bottom left of each mixture exhibits the unit cell for executing the AIMD simulations. 
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Figure 6.4. Radial distribution function g(r) (left) and cumulative radial distribution functions int[g(r)] (right) of (a) 

Pb-I, and (b) Pb-O for DMF, DMSO, and DMF-DMSO binary solvents, respectively. 

 

6.4.  Conclusions 

In summary, to understand the coordination chemistry in MHPs precursor solutions, 

we study the interactions of perovskite precursors with solvents by combining DFT 

and AIMD calculations. We construct a reaction scheme for the crystallization of 

MAPbI3 at the early stage by combining reactions that form simple and polymeric PbIx 
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complexes and analyze the effect of the commonly used solvents, DMF, DMSO as well 

as DFM-DMSO binary solvents. For DMF, the step-by-step reaction from low to high 

I-iodoplumbate are all favourable. In particular, the conversion from [PbI3L6]1- to 

[PbI4L6]2- is highly favourable, indicating a rapid formation of [PbI4L6]2-. Polymeric 

complexes, for instance, the [PbI2Ln]2 and ([PbI4L3]2-)2 can also be formed. The overall 

energetics of all elementary reaction steps indicates a rapid reaction from low to high 

I-coordinated PbIx complex. For DMSO, due to its high ability to coordinate with 

solvents, all reactions have become less favourable than those in DMF. In particular, 

the step from [PbI4L6]2- to [PbI5L6]3- become difficult. When using DMSO as an additive 

for DMF, the reaction energies are well balanced, where the reaction from [PbI3L6]- to 

[PbI4L6]2- is slower compared to the fast conversion in DMF, and the conversion from 

[PbI4L6]2- to [PbI4L6]2- is promoted compared to the difficult conversion in DMSO. The 

balanced energetics potentially lead to better equilibria among all reaction steps and 

therefore better final perovskite films. 

The results from AIMD simulations confirm our observations obtained from DFT. 

In DMF, while high-I-coordinated PbIx complex quickly forms, they exhibit face-

sharing configuration. For DMSO, the reaction is much slower, and the majority of the 

species remain unreacted. The mixture of DMF and DMSO in a binary solvent 

promotes not only high-I-coordinated iodoplumbate but also PbIx complex with a 

corner-sharing feature, which can be served as a nucleation center to form 3D 

perovskites. 

Our results provide insights into the role of precursors and solvents in the 

thermodynamics and kinetics of perovskite formation. The detailed atomistic analysis 

offers a unique and experimentally inaccessible insight regarding the early stages of 

the perovskite crystallization and provide an important basis for future work on more 

complex perovskite compositions and/or a complete crystallization process.
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Chapter 7 

Conclusions and Outlook 

7.1.  Conclusions 

This thesis focuses on a computational study of the compositional engineering, 

including the precursors and solvents, the chemical compositions and dimensionality 

of the final films with the aim of improving the stability of MHP halide perovskites 

and their devices.  

In Chapter 3, we provide insights into the unwanted phase transition of three 

pristine perovskites (FAPbI3, CsPbI3, and CsSnI3) and reveal the mechanisms of the 

improved phase stability of the mixed compounds (CsxFA1-xPbI3, CsSnyPb1-yI3, and 

CsSn(BrzI1-z)3) by using DFT calculations. We identify that phase transitions of MHPs 

from the perovskite to the nonperovskite phase are related to the relative strength of 

the metal-halide bonds as well as hydrogen bonds (for hybrid compositions), and the 

role of vacancy defects (in the case of Sn-containing perovskites). We demonstrate that 

the phase stability of several well-known perovskite compositions can be optimized 

by mixing ions, which gives rise to either increased bond strengths of the perovskites 

and/or decreased bond strengths in their nonperovskite counterparts or suppressed 

defect formation, in the case of Sn-Pb mixed compounds. Insights obtained from this 

study provide a comprehensive understanding of the mechanisms for the phase 

instability and provide design rules for engineering phase-stable perovskite 

compositions. 

Inspired by the results from Chapter 3, we further design new perovskite 

compositions. Here, we aim to avoid the toxic element Pb by replacing Pb with Sn. 

Although Sn is one of the most promising alternatives, the stability of Sn-based 

peorvskites is far from ideal. Here, we identify in Chapter 4 a promising RbyCs1-
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ySn(BrxI1-x)3 perovskite for solar cell applications, prepared by mixing cations (Rb for 

Cs) and anions (Br for I) in CsSnI3. We studied the evolution of the structural, 

thermodynamic, and electronic properties as a function of the percentages of the 

substitution of Rb for Cs and Br for I. We show that CsyRb1-ySn(BrxI1-x)3 perovskites 

have direct band gaps in the range of 1.3-2.0 eV. The alloys with high I and Cs 

concentration are well suited for highly efficient single-junction PSCs, while those with 

high Rb and Br concentration are suitable as wide band gap materials for tandem PSCs. 

Importantly, we found that substitution of Br for I can improve the phase stability, 

suppressing the unwanted phase transition from the perovskite to the nonperovskite 

structure. CsyRb1-ySn(BrxI1-x)3 prefers the perovskite phase when x > 1/3. Moreover, 

substitution of Rb for Cs enables the formation of highly homogeneous solid solutions 

for improved solar cell performance.  

In Chapter 5, we extend our investigation from bulk perovskites to quantum dots 

(QDs), using the dimensional engineering strategy. This is motivated by the fact that 

reducing the 3D perovskite grains down to 0D QDs shows great potential in stabilizing 

the perovskite phase. Here, using Sn-Pb alloyed QDs as an example, we investigate 

how additives affect the properties of perovskite QDs and improve the performance 

and stability of Sn-based QDs. The role of sodium additive in stabilizing CsSn0.6Pb0.4I3 

perovskite QDs was studied by calculating the strength of the surface bonds, defect 

formation energies, and the interaction of surface ligands with perovskite surfaces by 

DFT and AIMD simulations. The results suggest that Na ions enhance the covalent 

bonding of the surface tin-iodine bonds and form strong ionic bonding with the 

neighbouring iodine anions, thus suppressing the formation of I and Sn vacancies. 

Furthermore, the Na ions also enhance the binding strength of the surface ligands with 

the perovskite QDs surface. Nevertheless, according to AIMD simulations, the 

enhanced surface ligand binding is only effective on a specific surface configuration. 

The Na ions remain fixed on a CsI-terminated surface, but they diffuse vigorously on 

a MI2-terminated surface. Correspondingly, the positive effect of Na vanishes with 

time, explaining the relatively short lifetime of the experimentally obtained high 

photoluminescence quantum yield (PLQY). From these results, we propose that the 
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surface termination engineering of the QDs could be the next step to maintain the 

favourable effect of Na doping for a high and stable PLQY of Sn-Pb QDs. 

Finally, improving the stability of perovskites final film can be done by 

engineering the growth conditions of MHPs. Therefore, in Chapter 6 we perform a 

comprehensive investigation to understand the crystallization chemistry and the 

impact of the precursors and solvents engineering. Here, using MAPbI3 as an example, 

we study the complex evolution of the molecular species from the solution to the initial 

stage of the nucleation and determine the reaction pathways for the formation of 

polynuclear iodoplumbates in different solvents. For DMF, the step-by-step reactions 

from low to high-I-iodoplumbate are all favourable, especially the formation from 

[PbI3L6]1- to [PbI4L6]2-, indicating a rapid formation of [PbI4L6]2-. Polymeric complexes 

including [PbI2Ln]2 and ([PbI4L3]2-)2 can be formed in DMF but fails for ([PbI3L3]1-)2. The 

formation path in DMF indicates an overall rapid reaction from a low to a high I-

coordinated PbIx complex. For DMSO, all reactions, including the simple and 

polymeric complex formation, become more difficult than in DMF. Particularly, the 

conversion from [PbI4L6]2- to [PbI5L6]3- becomes much more difficult. This indicates 

that the formation of the high-I-coordinated complex (e.g. [PbI5L6]3-) is suppressed. 

When using a DMF-DMSO binary solvent, the reaction from [PbI3L6]- to [PbI4L6]2- is 

slower as compared to the fast conversion in DMF, while the conversion from [PbI4L6]2- 

to [PbI5L6]3- is easier as compared to the difficult conversion in DMSO. The balanced 

energetics gives rise to better equilibrium among all reaction steps and therefore 

potentially better final perovskite films. The results from AIMD simulations starting 

from a [PbI3Ln]1- monomer further confirmed our observations from DFT calculations. 

In DMF, while high-I-coordinated PbIx quickly forms, a face-sharing configuration is 

exhibited. For DMSO, the reaction is much slower, where the majority of the species 

remain unreacted. The mixture of DMF and DMSO in a binary solvent promotes not 

only high-I-coordinated iodoplumbate but also PbIx complexes with corner-sharing 

feature, which can serve as a nucleation center to form 3D perovskites. Our work 

provides an atomistic understanding of the first steps of the crystallization of MHPs 
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and forms a basis for further investigation of more complex perovskite systems or 

longer time scale simulations to model complete crystallization processes.  

 

7.2.  Outlook 

Although several compositional engineering solutions were explored in this thesis, our 

efforts are in no way exhaustive.  Below, some future directions are discussed, 

including aspects of both materials engineering as well as computational methodology 

advances. 

For the compositional engineering of MHPs, all simulations in this thesis were 

done for single-crystalline bulk systems. However, experimental absorber layers in 

perovskite solar cells (PSCs) often have polycrystalline structures, thus involving grain 

boundaries [355]. These grain boundaries will greatly influence the long-term stability 

of the PSCs, because they are shown to be sensitive to thermal stress [356-358] and 

environmental species such as water [359-361]. Additionally, this thesis mainly 

focused on compositions with binary cations or anions. The extension to trinary ion 

compositions is very much relevant, as FA-MA-Cs triple cation perovskite show 

considerably improved stability [43, 362]. Further improvement of the stability of 

MHPs could also be realized through surface and/or interface post-treatment with 

chemical modification to alleviate lattice strain and minimize vacancy defects, 

including dimensional control (e.g. quantum dots or quasi-2D perovskites) and 

heterojunction control (interface between perovskite and HTL/ETL).  

For the Sn-Pb perovskite QDs, the PLQY is still much lower than for other 

perovskite QDs, because Sn suffers from oxidation, drastically increasing the defect 

density and decreasing PLQY and stability. Therefore, further investigations for 

improving both the stability and the PLQY are highly desired. First, ligand engineering 

by introducing new ligands could be a promising strategy. Second, tailoring the Sn-Pb 

perovskite QDs by doping with other elements, for instance, rare-earth elements, could 

be tried. In this thesis, perovskite QDs are studied using the slab model. Although the 

slab model has been widely accepted for studying QDs, a quantum dot model that 

considers the surface structures of a 3D QD structure would be useful. There are recent 
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investigations [82, 363] of perovskite QDs by using the quantum dot model. However, 

most of these studies rely on AIMD simulations, which are computationally expensive 

and therefore limit the model size and the timescale.  

Regarding the engineering of the precursor solution of MHPs, future efforts could 

be directed towards the computational screening of novel solvents. These can include 

the investigation of other binary solvents beyond DMF-DMSO and extending the 

studies from MAPbI3 to other perovskites, either organic or inorganic MHPs, such as 

FAPbI3, CsPbI3. Furthermore, investigations of the effect of anti-solvents and the 

mechanism of the newly developed ionic liquid method [364, 365] are also of great 

interest.  

In this thesis, the compositional engineering of MHPs was investigated using 

mostly by DFT calculations and sometimes AIMD simulations. However, the MHPs 

are highly dynamic, and several dynamical processes during the fabrication 

(nucleation and crystallization), in the final films (lattice vibrations, cation rotations), 

and during degradation in a working device (ion migration, defect reactions, light-

induced segregation) occur at various time scales. All these processes have important 

implications for the PSC stability. Therefore, future study could benefit from long-time 

scale Molecular Dynamics simulations, e.g., using Classical MD by making use of 

ReaxFF, and the Density Functional based Tight Binding (DFTB) method. In particular, 

the Reactive MD method is powerful in investigating the dynamical and reactive 

processes (including the various defects and their exchange) for large systems and/or 

long time scales. This will provide opportunities to study the grain boundaries of 

polycrystalline MHPs, perovskite QDs with larger size and heavier ligands, and the 

crystallization process of MHPs.
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Appendix A 

Supplemental Information for 

Chapter 3 

 

 

 

Lattice constants (in Å) of nine pure perovskites and nonperovskite phases obtained by PBE, 

PBEsol, and SCAN-rvv10 functionals compared to experimental data; detailed synthetic 

recipes for obtaining various Pb/Sn ratios for CsSn1-yPbyI3; structure model of δ-FAPbI3 and  

α-FAPbI3; structure models for 2 × 2 × 2 α-FAPbI3 and 1 × 1 × 2 δ-FAPbI3 with different FA 

orientations by increasing the degree of FA disorder; structure models for the 2 × 2 × 2  

CsxFA1-xPbI3 perovskite and CsxFA1-xPbI3 nonperovskite with different Cs alignments;  

2 × 2 × 2 α-FAPbI3 perovskite comparison with reference; structure models of CsI, FAI, PbI2, 

and SnI2; pDOS and COHP of CsSnI3 in the form of perovskite and nonperovskite; ICOHP of 

metal-halide bonding (also with FA-I bonding for CsxFA1-xPbI3) near the Fermi level of 

perovskite and nonperovskite phases of CsSn(BrzI1-z)3, CsxFA1-xPbI3, and CsSnyPb1-yI3; and cell 

volumes of CsxFA1-xPbI3, CsSnyPb1-yI3, and CsSn(BrzI1-z)3 with different mixing percentages. 
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Table A.1. Lattice constants (in Å) of ten pure perovskite and nonperovskite phases considered in this work 

obtained by PBE functional compared to experimental data. a: ref [366], b: ref [367], c: ref. [368], d: ref. [14], e: ref. 

[41], f: ref. [219]. Lattice parameter mismatch percentage (in %) of this work compared with experimental values. 

Material Lattices constants 

 

(this work) 

Lattice constants 

 

(experimental) 

Lattice constant 

mismatched percentage 

(%) 

-FAPbI3 6.47 6.357 a 1.78 

δ-FAPbI3 8.72, 8.72, 7.95 8.622, 8.622, 7.945 b 1.14, 1.14, 0.06 

-CsPbI3 6.38 6.2894 c 1.44 

δ-CsPbI3 10.90, 4.88, 18.22 10.462, 4.799, 17.765 d 4.19, 1.69, 2.56 

-CsSnI3 8.99, 12.52, 8.63 8.69, 12.38, 8.64 e 3.45, 1.13, -0.12 

δ-CsSnI3 10.94, 4.82, 17.99 10.35, 4.76, 17.68 e 5.70, 1.26, 1.75 

-CsSnBr3 5.89 5.804 f 1.48 

-CsSnBr3 8.36, 11.79, 8.22 - - 

δ-CsSnBr3 10.02, 4.59, 17.12 - - 

 

Table A.2. Lattice constants (in Å) of ten pure perovskite and nonperovskite phases considered in this work 

obtained by PBEsol functional compared to experimental data. a: ref [366], b: ref [367], c: ref. [368], d: ref. [14], e: ref. 

[41], f: ref. [219]. Lattice parameter mismatch percentage (in %) of this work compared with experimental values. 

Material Lattices constants 

 

(this work) 

Lattice constants 

 

(experimental) 

Lattice constant 

mismatched percentage 

(%) 

-FAPbI3 6.37 6.357 a 0.2 

δ-FAPbI3 8.66, 8.66, 7.90 8.622, 8.622, 7.945 b 0.44, 0.44, -0.57 

-CsPbI3 6.23 6.2894 c -0.94 

δ-CsPbI3 10.42, 4.76, 17.68 10.462, 4.799, 17.765 d -0.40, -0.81, -0.48 

-CsSnI3 8.76, 12.25, 8.38 8.69, 12.38, 8.64 e 0.81, -1.05, -3.01 

δ-CsSnI3 10.40, 4.69, 17.59 10.35, 4.76, 17.68 e 0.48, -1.47, -0.51 

-CsSnBr3 5.75 5.804 f -0.93 

-CsSnBr3 8.23, 11.53, 7.92 - - 

δ-CsSnBr3 9.67, 4.47, 16.62 - - 
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Table A.3. Lattice constants (in Å) of ten pure perovskite and nonperovskite phases considered in this work 

obtained by SCAN-rVV10 functional compared to experimental data. a: ref [366], b: ref [367], c: ref. [368],  

d: ref. [14], e: ref. [41], f: ref. [219]. Lattice parameter mismatch percentage (in %) of this work compared with 

experimental values. 

Material Lattices constants 

 

(this work) 

Lattice constants 

 

(experimental) 

Lattice constant 

mismatched percentage 

(%) 

-FAPbI3 6.26 6.357 a -1.53 

δ-FAPbI3 8.66, 8.66, 7.90 8.622, 8.622, 7.945 b 0.44, 0.44, -0.57 

-CsPbI3 6.05 6.2894 c -0.38 

δ-CsPbI3 10.03, 4.61, 17.15 10.462, 4.799, 17.765 d -4.13, -3.94, -3.46 

-CsSnI3 9.17, 11.94, 7.22 8.69, 12.38, 8.64 e 5.52, -3.55, -16.44 

δ-CsSnI3 10.00, 4.52, 17.20 10.35, 4.76, 17.68 e -3.38, -5.04, -2.71 

-CsSnBr3 5.60 5.804 f -3.51 

-CsSnBr3 8.65, 11.29, 6.78 - - 

δ-CsSnBr3 9.17, 4.13, 16.60 - - 

 

Table A.4. The detailed synthetic recipes for obtaining various quantum dots (QDs) with compositions of CsSn1-

yPbyI3 (y = 0, 0.25, 0.5, 0.75, 1). 

QDs TOP (mL) SnI2 (mmol) PbI2 (mmol) 

CsPbI3 2.5 / 2 

CsSn0.25Pb0.75I3 2.5 2 0.9 

CsSn0.25Pb0.75I3 2.5 2 0.7 

CsSn0.75Pb0.25I3 2.5 2 0.45 

CsSnI3 2.5 2 / 

 

 



Appendix A: Supplemental Information for Chapter 3 

114 
 

 

Figure A.1. Structure models of (a) yellow δ-phase FAPbI3 and (b) black α-phase FAPbI3. The 1×1×2 δ-FAPbI3 and 

2×2×2 α-FAPbI3 supercells are used for the calculations presented in the main text. It should be noted that, for 

CsxFA1-xPbI3 perovskites, the nonperovskite structure of FAPbI3 and CsPbI3 are different. According to previous 

study [13, 164], in the range of 0 ≤ x ≤ 0.5, the δ phase with hexagonal structure is adopted; for 0.5 ≤ x ≤1, the δ-

phase with orthorhombic structure is chosen. For x = 0.5, we calculate the energies of δ-phase with both hexagonal 

and orthorhombic structures and adopt the one with the most negative energy. 

 

 

Figure A.2. Structure models for 2×2×2 α-FAPbI3 with different FA orientations (paralleled and tilted) by increasing 

degree of disorder of FA. The configuration with the most disordered distribution of tilted FA cations is the most 

stable one, highlighted by blue dashed line. 
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Figure A.3. Structure models for 1×1×2 hexagonal δ-FAPbI3 with different FA orientation by increasing degree of 

FA disorder. The configuration with the most disordered distribution of FA cations is the most stable one, 

highlighted by blue dashed line. 

 

 

 

Figure A.4. Structure models for 2×2×2 Cs0.25FA0.75PbI3 perovskite with different combination of Cs and FA cations. 

The most stable configuration is highlighted by blue dashed line. 
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Figure A.5. Structure models for 2×2×2 Cs0.5FA0.5PbI3 perovskite with different combination of Cs and FA cations. 

The most stable configuration is highlighted by blue dashed line.  

 

 

 

Figure A.6. Structure models for 2×2×2 Cs0.75FA0.25PbI3 perovskite with different combination of Cs and cations. 

The most stable configuration is highlighted by blue dashed line. 

 



Appendix A: Supplemental Information for Chapter 3 

117 
 

 

Figure A.7. Structure models for 1×1×2 hexagonal Cs0.25FA0.75PbI3 nonperovskite with different combination of Cs 

and FA cations. The most stable configuration is highlighted by blue dashed line. 

 

 

 

Figure A.8. Structure models for both 1×1×2 hexagonal Cs0.5FA0.5PbI3 and 1×1×1 orthorhombic Cs0.5FA0.5PbI3 

nonperovskite with different combination of Cs and FA cations. The most stable configuration is highlighted by 

blue dashed line. 
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Figure A.9. Structure models for 1×1×1 orthorhombic Cs0.75FA0.25PbI3 nonperovskite with different combination of 

Cs and FA cations. The most stable configuration is highlighted by blue dashed line. 

 

 

 

Figure A.10. Structure models of CsI, FAI, PbI2, and SnI2. The CsI model consists of 4 Cs atoms, and 4 I atoms, 

respectively. The FAI model consists of 4 C atoms, 8 N atoms, 20 H atoms, and 4 I atoms, respectively. The PbI2 

model consists of 1 Pb atom and 2 I atoms, respectively. The SnI2 model consists of 6 Sn atoms and 12 I atoms, 

respectively. To calculate the formation energy of the perovskites, their energies are normalized by each formula 

unit (AM or MX2). 
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Figure A.11. Comparison of partial Density of State (pDOS) and Crystal Orbital Hamilton Population analysis (-

COHP) of CsSnI3 in the form of perovskite and nonperovskite: (a) and (c) are pDOS, and (b) and (d) are orbital-

resolved -COHP. The -COHP plots are normalized by each AMX3 formula unit. 

 

Table A.5. The -ICOHP of metal-halide bond and FA-I interaction from -4.5 eV to EF for the perovskite and 

nonperovskite CsxFA1-xPbI3 (x = 0, 0.25, 0.5, 0.75, 1). The values are normalized by each AMX3 formula unit. 

CsxFA1-xPbI3 0 0.25 0.5 0.75 1 

-ICOHPperovskite I-Pb 3.69 3.67 3.65 3.65 3.52 

-ICOHPperovskite FA-I 1.29 0.89 0.54 0.24 0 

-ICOHPperovskite 4.98 4.56 4.19 3.89 3.52 

 

-ICOHPnonperovskite I-Pb 3.35 3.34 3.53 3.49 3.50 

-ICOHPnonperovskite FA-I 1.32 0.87 0.56 0.27 0 

-ICOHPnonperovskite 4.67 4.21 4.09 3.76 3.50 

 

-ICOHP difference 0.31 0.35 0.1 0.13 0.02 
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Table A.6. The -ICOHP of metal-halide bond from -4.5 eV to EF for the perovskite and nonperovskite CsSn(BrzI1-z)3 

(z = 0, 1/3, 1/2, 2/3, 1). These values are normalized by each AMX3 formula unit. 

CsSn(BrzI1-z)3 0 1/3 1/2 2/3 1 

-ICOHPperovskite X-Sn 3.22 3.10 3.08 3.02 2.98 

-ICOHPnonperovskite X-Sn 3.17 2.34 2.34 2.32 2.30 

-ICOHP difference X-Sn 0.05 0.76 0.74 0.70 0.68 

 

Table A.7.  The -ICOHP of metal-halide bond from -4.5 eV to EF for the perovskite and nonperovskite CsSnyPb1-yI3 

(y = 0, 0.25, 0.5, 0.75, 1). These values are normalized by each AMX3 formula unit. 

CsSnyPb1-yI3 0 0.25 0.5 0.75 1 

-ICOHPperovskite I-M 3.66 3.57 3.43 3.32 3.22 

-ICOHPnonperovskite I-M 3.50 3.40 3.32 3.24 3.17 

-ICOHP difference I-M 0.16 0.17 0.11 0.08 0.05 

 

Table A.8. Cell volume of CsxFA1-xPbI3, CsSnyPb1-yI3, and CsSn(BrzI1-z)3 for both phases of perovskite and 

nonperovskite. The unit is in Å3 and the values are normalized by each AMX3 formula unit. 

                 

Phase 

 

x/y/z 

CsxFA1-xPbI3 CsSn(BrzI1-z)3 CsSnyPb1-yI3 

perovskite nonperovskite perovskite nonperovskite perovskite nonperovskite 

0 260.44 255.64 224.96 214.25 233.09 218.97 

1/6 - - 219.46 208.56 - - 

1/4 247.62 247.42 - - 230.80 217.40 

1/3 - - 213.54 202.46 - - 

1/2 242.86 247.75 206.81 197.66 228.65 216.36 

2/3 - - 200.76 190.94 - - 

3/4 238.95 229.79 - - 226.93 215.05 

5/6 - - 194.45 183.79 - - 

1 241.97 218.97 188.06 179.25 224.96 214.25 
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Physical insights of why Sn p and halide I or Br p orbitals are both half-ionized; illustration of the 

selection strategy of ASn(BrxI1-x)3 to reduce computational effort; summary of lattice constants and band 

gaps (Eg) of polymorphs of ASnX3 (CsSnI3, RbSnI3, CsSnBr3 and RbSnBr3); band structures for CsSnI3, 

CsSnBr3, RbSnI3, and RbSnBr3 with the -phase and the -phase, respectively; effective masses for -

CsSnI3, -CsSnBr3, -RbSnI3, and -RbSnBr3; average tilting angles and cell volumes of -CsSn(BrxI1-

x)3, -RbSn(BrxI1-x)3, -RbyCs1-ySnBr3, and -RbyCs1-ySnI3; band gaps and formation energies of 

ASn(BrxI1-x)3 and RbyCs1-ySnX3 perovskites, including the -phase; and Helmholtz free energy of 

mixing of  and  polymorphs. 
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Figure B.1. Projected band structure of MASnI3. The potential of p orbital for I and Sn are represent by green and 

red circles, respectively. 
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Figure B.2. Eight possible configurations of -ASn(Br1/6I5/6)3. Dark yellow, purple, brown and grey spheres denote 

A, I, Br and Sn atom, respectively. 

 

 

Table B.1. Formation energy (H) of -ASn(Br1/6I5/6)3. 

            configuration 

 

1 2 3 4 5 6 7 8 

CsSn(BrxI1-x)3 H  -0.147 -0.157 -0.158 -0.131 -0.132 -0.134 -0.130 -0.131 
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Table B.2. Lattice constants (in Å) obtained by DFT, band gap energies Eg (in eV) obtained with the DFT-1/2 method 

including spin-orbit coupling, compared to experimental data and theoretical predictions based on hybrid and GW 

methods. α, β, γ and Y denote cubic, tetragonal, orthorhombic and yellow phase structures of ASnX3, respectively. 

a: ref. [41], b: ref. [217], c: ref. [131], d: ref. [218], e: ref. [219], f: ref. [210], g: ref. [220].  * The actual atomic arrangement 

at finite temperature resembles that of the -phase [222]. 

Material Lattice 
constants 

 
(this work) 

Lattice  
constants 

 
(experi- 
mental) 

Lattice  
constants 

 
(other  

theoretical  
work) 

Eg 
DFT-
1/2 

+ SOC 

Eg 

 

(experi-
mental) 

Eg 
 

+SOC 

-CsSnI3 6.28 6.21a 6.29 b 0.96 - 
0.96 

(GW0) g 

-CsSnI3 
8.76, 8.76, 

6.35 
8.72, 8.72, 

6.19 a 
8.77, 8.77, 

6.35 c 
- - - 

-CsSnI3 
8.99, 12.52, 

8.63 
8.69, 12.38, 

8.64 a 
8.94, 12.52, 

8.69 c 
1.36 1.27 f 

1.34 
(GW0) g 

δ-CsSnI3 
10.94, 4.82, 

17.99 
10.35, 4.76, 

17.68 a 
10.82, 4.82, 

18.12 c 
- - - 

-RbSnI3 6.25 - 6.25 c 0.73 - - 

-RbSnI3 
8.64, 8.64, 

6.32 
- 

8.65, 8.65, 
6.32 c 

- - - 

-RbSnI3 
8.91, 12.28, 

8.47 
- 

8.93, 12.28, 
8.47 c 

1.55 - 
1.13 

(HSE06) c 

δ-RbSnI3 
10.72, 4.78, 

17.54 
10.184, 4.747, 

17.309 d 
10.74, 4.78, 

17.51 c 
- - - 

-CsSnBr3 5.89 5.804 e - 1.27 1.75 f 
1.41 

(GW0) g 

-CsSnBr3 
8.24, 8.24, 

5.94 
8.195, 8.195, 

5.805 e 
- - - - 

-CsSnBr3 
8.36, 11.79, 

8.22 
- - 1.72 *1.75 f 

1.83 
(GW0) g 

δ-CsSnBr3 
10.02, 4.59, 

17.12 
- - - - - 

-RbSnBr3 5.86 - - 1.28 - - 

-RbSnBr3 
8.13, 8.13, 

5.92 
- - - - - 

-RbSnBr3 
8.38, 11.55, 

7.98 
- - 2.01 - - 

δ-RbSnBr3 
9.83, 4.56, 

16.54 
- - - - - 
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Figure B.3. Calculated band structures for CsSnI3, CsSnBr3, RbSnI3 and RbSnBr3 with  and α phase, respectively. 

The energy zero is set in both cases at the highest occupied state. VBM and CBM highlighted as thick solid lines. 

 

 

 

Table B.3. Calculated effective masses of the electrons and holes at G point (in units of the free-electron mass, m0) 

for -CsSnI3, -CsSnBr3, -RbSnI3, and -RbSnBr3, respectively. 

 𝑚e
∗ 

G-X 

𝑚h
∗  

G-X 

𝑚e
∗ 

G-Y 

𝑚h
∗  

G-Y 

𝑚e
∗ 

G-Z 

𝑚h
∗  

G-Z 

CsSnI3 0.30 -0.26 0.14 -0.11 0.34 -0.28 

CsSnBr3 0.39 -0.30 0.19 -0.14 0.41 -0.30 

RbSnI3 0.33 -0.32 0.20 -0.15 0.37 -0.34 

RbSnBr3 0.47 -0.38 0.27 -0.18 0.54 -0.42 

 

 

 

 

 

 



Appendix B: Supplemental Information for Chapter 4 

126 
 

Table B.4. Average tilting angles (θ̅ab and θ̅c), tilting angle differences (|θ̅|), and cell volumes of -CsSn(BrxI1-x)3, -

RbSn(BrxI1-x)3, -RbyCs1-ySnBr3, and -RbyCs1-ySnI3. Average tilting angles and cell volume are in units of degree (◦) 

and Å3, respectively. The θac and θb are defined by measuring the Sn−X−Sn bonding angles in the SnX6 octahedral 

frameworks for each unit cell within the ac-plane and along the b-axis, and then subtracting from 180°. 

 -CsSn(BrxI1-x)3 -RbSn(BrxI1-x)3 

 θ̅ac θ̅b |θ̅| Cell 

volume 

θ̅ac θ̅b |θ̅| Cell 

volume 

0 25.428 19.598 5.830 970.979 32.167 30.630 1.537 928.016 

1/6 24.796 24.140 0.656 945.451 32.767 32.790 0.023 902.175 

1/6 29.536 22.760 6.776 958.758 34.015 33.759 0.256 913.360 

1/3 23.303 20.728 2.575 918.412 33.099 31.713 1.386 878.321 

1/3 29.686 22.321 7.365 930.934 29.756 31.668 1.912 891.424 

1/2 23.129 17.994 5.135 895.255 33.953 28.824 5.129 854.566 

1/2 16.741 16.307 0.434 891.517 31.098 25.059 6.039 859.777 

2/3 24.812 18.551 6.261 871.471 34.798 30.105 4.693 830.100 

2/3 22.408 19.625 2.783 880.063 31.869 30.765 1.104 835.337 

5/6 20.526 14.659 5.867 836.809 29.392 25.774 3.618 800.621 

5/6 20.687 16.354 4.333 853.814 32.523 30.375 2.148 811.600 

1 20.151 16.093 4.058 810.643 29.650 29.379 0.271 772.000 

 -RbyCs1-ySnBr3 -RbyCs1-ySnI3 

0 20.151 16.093 4.058 810.643 25.428 19.598 5.830 970.979 

1/4 22.486 21.699 0.787 798.532 27.180 22.625 4.555 965.663 

1/4 22.784 17.764 5.020 801.584 25.703 16.620 9.083 966.851 

1/2 28.197 29.308 1.111 796.508 31.486 26.197 5.289 952.113 

1/2 28.889 25.230 3.659 792.599 28.963 24.719 4.244 955.349 

1/2 24.506 23.788 0.718 791.271 26.028 23.924 2.104 954.854 

1/2 25.662 17.847 7.815 796.170 27.774 18.709 9.065 958.224 

3/4 30.401 25.352 5.049 782.983 32.457 28.468 3.989 943.157 

3/4 26.678 26.165 0.513 783.281 29.723 26.004 3.719 944.904 

1 29.650 29.380 0.270 772.000 32.167 30.630 1.537 928.016 
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Figure B.4. Calculated band gaps of (a) ASn(BrxI1-x)3 and (b) RbyCs1-ySnX3 perovskites for the - and -phases, and 

all of them are direct band gap semiconductors. 

 

 

Figure B.5. Formation energy (H) of (a) ASn(BrxI1-x)3 and (b) RbyCs1-ySnX3 perovskites for the -, -, and δ-phases. 
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Figure B.6. Helmholtz free energy of mixing (ΔF) of solid solutions (alloys) of ASnX3 with - and -phases. At 0 K, 

all free energy of -ASnX3 are positive, indicating that the solid solutions prefer to separate into the constituent 

ASnX3. However, as temperature increases, the contribution of entropy become significant and the solid solutions 

gradually stabilize with a negative free energy of mixing.
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Comparison of ligand density with experimental data; atomistic view, bond length, bond order, and net 

charge of the CsI-terminated and MI2-terminated surface; surface atomistic composition from XPS data; 

temperature evolution, the plot of log (MSD) against log (time) of AIMD simulations; time-dependent 

location distribution density of Na ion; net atomic charges of the Na and adjacent I for ligand included 

models; and the comparison of the introduction of alkali cations (Li, Na, K, Rb, and Fr) with doping site 

and binding energy. 
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Table C.1. The comparison of ligand density with experimental data.  

 
1H NMR and calculation [303] Our model 

Total ligand density 1.70 1.24 

R-NH3+ ligand density a 1.00 0.62 

Oleate density 0.62 0.62 

a CsPbBr3 QDs with ammonium ligand dodecylammonium (DDA). The oleate densities are the 

same. 

The R-NH3+ ligand density and the total ligand density is lower than the measurement. The 

OLA ligand is longer than DDA in the reference paper, which indicates that the lower R-NH3+ 

ligand density in our work is reasonable. Thus, the feasibility of our model is validated. The 

unit of the ligand density is in ligand/nm2. 
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Figure C.1. Atomistic view of the CsI-terminated surface of CsSn0.6Pb0.4I3 perovskite (a) without and (b) with the 

incorporation of Na+ ions. 
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Figure C.2. Atomistic view of the MI2-terminated surface of CsSn0.6Pb0.4I3 perovskite (a) without and (b) with 

incorporation of Na+ ions. 
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Table C.2. Detailed information of bond length and bond order between atoms, and net atomic charge of each atom 

in Figure C.1 (CsI-terminated surface). 

Bond 

Length 

Sn11/I50 Sn11/I52 Sn11/I53 Sn11/I54 Sn11/I60 Sn12/I51 

undoped 3.15 3.01 3.15 3.15 3.15 3.14 

Na-doped 3.22 2.94 3.16 3.22 3.16 3.22 

 Sn12/I55 Sn12/I56 Sn12/I57 Sn12/I59 Cs(Na)/I50 Cs(Na)/I51 

undoped 3.01 3.14 3.14 3.14 Cs17/I50: 

4.00  

Cs17/I51: 

4.01  

Na-doped 3.02 3.22 3.16 3.16 Na/I50:  

3.18 

Na/I51:  

3.11 
 

Bond 

Order 

Sn11/I50 Sn11/I52 Sn11/I53 Sn11/I54 Sn11/I60 Sn12/I51 

undoped 0.44 0.60 0.44 0.44 0.44 0.44 

Na-doped 0.39 0.66 0.44 0.39 0.44 0.40 

 Sn12/I55 Sn12/I56 Sn12/I57 Sn12/I59 Cs(Na)/I50 Cs(Na)/I51 

undoped 0.60 0.44 0.44 0.44 Cs17/I50: 

0.10 

Cs17/I51: 

0.10 

Na-doped 0.58 0.40 0.44 0.44 Na/I50: 0.12 Na/I51: 0.14 

 

Net Atomic 

Charge 

Sn-11 Sn-12 I-50 I-51 I-52 I-53 I-54 

undoped 0.71 0.70 -0.52 -0.53 -0.55 -0.53 -0.53 

Na-doped 0.70 0.70 -0.56 -0.55 -0.48 -0.51 -0.56 

 I-55 I-56 I-57 I-58 I-59 I-60  

undoped -0.55 -0.53 -0.53 -0.59 -0.53 -0.53  

Na-doped -0.53 -0.55 -0.53 -0.56 -0.53 -0.51  
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Table C.3. Detailed information of bond length and bond order between atoms, and net atomic charge of each atom 

in Figure C.2 (MI2-terminated surface). 

Bond 

Length 

Sn1/I2 Sn1/I4 Sn1/I5 Sn1/I6 Sn2/I3 Sn2/I7 

undoped 3.14 2.95 3.14 3.14 3.14 2.96 

Na-doped 3.20 2.92 3.16 3.20 3.35 2.93 

 Sn2/I8 Sn2/I9 Sn2/I11 Cs(Na)/I6 Cs(Na)/I8  

undoped 3.14 3.14 3.14 Cs1/I6:  

4.08 

Cs1/I8: 

4.10  

 

Na-doped 3.35 3.10 3.10 Na/I6: 

3.20  

Na/I8: 

3.17  

 

 

Bond 

Order 

Sn1/I2 Sn1/I4 Sn1/I5 Sn1/I6 Sn2/I3 Sn2/I7 

undoped 0.47 0.61 0.47 0.47 0.46 0.59 

Na-doped 0.43 0.65 0.46 0.43 0.35 0.65 

 Sn2/I8 Sn2/I9 Sn2/I11 Cs(Na)/I6 Cs(Na)/I8  

undoped 0.46 0.46 0.46 Cs1/I6: 0.09 Cs1/I8: 0.08  

Na-doped 0.35 0.51 0.51 Na/I6: 0.12 Na/I8: 0.13  

 

Net Atomic 

Charge 

Sn-1 Sn-2 I-2 I-3 I-4 I-5 I-6 

undoped 0.71 0.72 -0.50 -0.50 -0.46 -0.50 -0.50 

Na-doped 0.69 0.69 -0.51 -0.51 -0.41 -0.51 -0.51 

 I-7 I-8 I-9 I-10 I-11 I-12  

undoped -0.48 -0.50 -0.50 -0.49 -0.50 -0.50  

Na-doped -0.39 -0.51 -0.51 -0.43 -0.51 -0.51  
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Table C.4. The surface atomistic composition of CsSn0.6Pb0.4I3 QDs excludes the ligands, showed by XPS. 

Element Cs Pb Sn I I/Cs 

Atomistic % 21.71 14.64 6.05 57.60 2.65 

 

 

 

Figure C.3. The simulated temperature of CsI-terminated surface model (a) without and (b) with Na doping, and 

MI2-terminated surface model (c) without and (d) with Na doping. These figures show that the simulations reach 

an equilibrium temperature of 300 K after about 200 fs. Therefore, the trajectory of the first 200 fs in each simulation 

is depleted for the data analysis. 
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Figure C.4. log (MSD) as a function of log (time) of for the diffusive ions in (a) CsI, (b) CsI-Na, (c) MI2, and (d) MI2-

Na surface models. The red line is the linear fit of the data (blue dots). 
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Figure C.5. Location distribution density plot of Na+ at (a) CsI- and (b) MI2-terminated surface during 6 ps AIMD 

simulation (top view, front view, and side view from left to right). 
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Figure C.6. Net atomic charges of the Na+ and adjacent I ion for CsI-terminated surface and MI2-terminated surface, 

respectively. The value of I is averaged from 4 adjacent atoms of Na. 

 

Effect of introducing other alkali cations 

Encouraged by the positive effect of Na doping, we also investigated the effect of 

introducing other alkali cations Li, Na, K, Rb, and Fr and made a comparison with Na. 

We first determined the possible atomistic locations of alkali cations in the QDs. Table 

C.5 summarizes the three possible locations of different alkali cations in the QDs. 

Similar to Na+, the Li+, K+, and Rb+ are found to be more stable on surfaces (Li+ on 

interstitial site, K+ and Rb+ on A site), while the Fr+ do not show preference of locating 

on the surface or in the bulk. Generally, the preference of locating on the surface 

decreases with the increased size of the ions. We then calculated the ligand binding 

energy with alkali cations doping on both CsI-termination and MI2-termination, and 

compared with the undoped configuration, see Figure C.7. The binding energies show 

that except for the Na+, all other alkali cations show a negative effect. The binding 

energies are significantly reduced on CsI-termination and moderately reduced on MI2-

termination. 
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Table C.5. The energy comparison of alkali cations doping at various location: in the bulk, on CsI-termination, and 

on MI2-termination, respectively. The energy in the bulk is set to 0 eV for comparison. 

             Energy (eV) 

Cation type 
Bulk CsI-termination MI2-termination 

Li 0 -0.27 -0.29 

Na 0 -0.22 -0.26 

K 0 -0.22 -0.15 

Rb 0 -0.14 -0.07 

Fr 0 0 -0.03 

 

 

 

Figure C.7. Binding energies of Li, Na, K, Rb, and Fr doping on (a) CsI- and (b) MI2-termination, respectively. The 

blue bar denotes the original surface. The green, yellow, violet, pink, and wine-red bars denote the Li, Na, K, Rb, 

and Fr-incorporated surfaces. The binding energies are calculated by using the most favourable ligands binding 

mode in each termination. For CsI-termination, the OLA substituting Cs and OA substituting I configuration is 

used, and for MI2-termination, the attaching mode of OLA attached to A cation and OA attached to Sn is used. 
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The correlation between theoretically calculated concentration and practical concentration; atomistic 

structure, donor number and boiling point of solvents; completed data of all the enthalpies and formation 

enthalpies for solvents with different configurations; Pb-I and Pb-O bond lengths; the optimized 

iodoplumbates configurations [PbI5L6]3- of DMF and DMSO; the optimized polymeric iodoplumbates 

(dimer) configurations; and temperature and energy oscillations during AIMD simulation. 
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Figure D.1. Correlation between theoretically calculated concentration and practical concentration. The solid dots 

are obtained from the results measured by Liu. et al.[341] The hollowed dot is the theoretical concentration using 

in this study for DMF solvent. The practical concentration is estimated as 1.82 M by fitting with the results from 

Ref. [341]. 

 

 

 

Table D.1. Donor number and boiling point of DMSO and DMF. Values are obtained from Ref [88]. 

 DMSO DMF 

 

  

Donor number 29.8 26.6 

Boiling point (°C) 189 153 
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Table D.2. The step-by-step formation enthalpy of different of DMF. 

              Configurations 
                                                 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L6] to [PbI3L6]1- -0.30 -0.20 -0.37 -0.13 -0.25 

[PbI3L6]1- to [PbI4L6]2- -0.53 -0.91 -0.70 -0.74 -0.72 

[PbI4L6]2- to [PbI5L6]3- -0.18 -0.23 0.02 -0.44 -0.21 

[PbI5L6]3- to [PbI6L6]4- -0.29 -0.24 -0.04 -0.50 -0.27 

 

 

Table D.3. The formation enthalpy of polymeric iodoplumbates of DMF. 

              Configurations 
                                                 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L4] to [PbI2L4]2 -0.33 -0.17 -0.24 -0.08 -0.20 

[PbI3L3]1- to ([PbI3L3]1-)2 -0.03 0.15 -0.21 -0.03 -0.03 

[PbI4L2]2- to ([PbI4L2]2-)2 -0.46 -0.51 -0.30 -0.35 -0.41 

 

 

Table D.4. The enthalpy of two considered configurations for DMF. 

                   Configurations 
 
Iodoplumbates 

Enthalpy (eV) 

1 2 average 

[PbI2L6] -397.27 -397.20 -397.24 

[PbI3L6]1- -436.93 -436.75 -436.84 

[PbI4L6]2- -476.81 -477.01 -476.91 

[PbI5L6]3- -516.34 -516.59 -516.47 

[PbI6L6]4- -555.98 -556.18 -556.08 
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Table D.5. The step-by-step formation enthalpy of different of DMSO. 

               Configurations 
                                                 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L6] to [PbI3L6]1- -0.36 -0.46 -0.51 -0.31 -0.41 

[PbI3L6]1- to [PbI4L6]2- -0.46 -0.49 -0.51 -0.44 -0.48 

[PbI4L6]2- to [PbI5L6]3- -0.10 -0.05 -0.12 -0.03 -0.07 

[PbI5L6]3- to [PbI6L6]4- -0.71 -0.31 -0.78 -0.24 -0.51 

 

 

Table D.6. The formation enthalpy of polymeric iodoplumbates of DMSO. 

               Configurations 
 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L4] to [PbI2L4]2 -0.10 -0.04 -0.07 -0.01 -0.05 

[PbI3L3]1- to ([PbI3L3]1-)2 0.50 0.48 0.30 0.28 0.39 

[PbI4L2]2- to ([PbI4L2]2-)2 -0.26 -0.15 -0.40 -0.29 -0.28 

 

 

Table D.7. The enthalpy of two considered configurations for DMSO. 

                   Configurations 
 
Iodoplumbates 

Enthalpy (eV) 

1 2 average 

[PbI2L6] -292.98 -292.83 -292.91 

[PbI3L6]1- -332.73 -332.68 -332.70 

[PbI4L6]2- -372.57 -372.56 -372.57 

[PbI5L6]3- -412.06 -411.99 -412.03 

[PbI6L6]4- -452.16 -451.69 -451.92 
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Table D.8. The step-by-step formation enthalpy of different of DMF-DMSO binary. 

Configurations 
                                                 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L6] to [PbI3L6]1- -0.60 -0.47 -0.52 -0.55 -0.53 

[PbI3L6]1- to [PbI4L6]2- -0.15 -0.24 -0.20 -0.19 -0.19 

[PbI4L6]2- to [PbI5L6]3- -0.69 -0.25 -0.64 -0.29 -0.47 

[PbI5L6]3- to [PbI6L6]4- -0.21 -0.67 -0.60 -0.28 -0.44 

 

 

Table D.9. The formation enthalpy of polymeric iodoplumbates of DMF-DMSO binary. 

Configurations 
                                                 
Reactions 

Formation enthalpy (eV) 

1-1 2-2 1-2 2-1 average 

[PbI2L6] to [PbI2L6]2 -0.23 -0.12 -0.22 -0.11 -0.17 

[PbI3L3]1- to ([PbI3L3]1-)2 -0.27 -0.09 -0.12 0.06 -0.10 

[PbI4L2]2- to ([PbI4L2]2-)2 -0.25 -0.21 -0.41 -0.36 -0.36 

 

 

Table D.10. The enthalpy of two considered configurations for DMF-DMSO binary. 

Configurations 
 
Iodoplumbates 

Enthalpy (eV) 

1 2 average 

[PbI2L6] -379.76 -379.84 -379.80 

[PbI3L6]1- -419.71 -419.66 -419.68 

[PbI4L6]2- -459.20 -459.25 -459.23 

[PbI5L6]3- -499.24 -498.85 -499.04 

[PbI6L6]4- -538.80 -538.87 -538.83 
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Figure D.2. Pb-I and (b) Pb-O bond lengths of [PbI2L6], [PbI3L6]1-, [PbI4L6]2-, and [PbI5L6]3- of DMF, DMSO, and DMF-

DMSO binary, respectively. 
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Figure D.3. The optimized iodoplumbates configurations [PbI5L6]3- of DMF and DMSO, respectively. There are 

more NH…I hydrogen bond formed (indicated by dashed circles). 

 

 

Figure D.4. The optimized polymeric iodoplumbates (dimer) configurations of [PbI2L6], [PbI3L6]1-, [PbI4L6]2-, and 

[PbI5L6]3- of DMF, DMSO, and DMF-DMSO binary, respectively. The ([PbI3L3]1-)2 are not formed (left), or not fully 

bonded with solvents (indicated by a dashed circle). 
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Figure D.5. These temperature and energy oscillations show that the simulations reach an equilibrium after about 

5000 fs. Therefore, the trajectory of the first 5000 fs in each simulation is depleted for the data analysis. 
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Summary 

 

Stabilizing Metal Halide Perovskites by Computational  

Compositional Engineering 

 

Metal-halide perovskites (MHPs) have attracted substantial attention in the past 

decade and have become one of the most promising candidates for photovoltaic 

technologies. Despite the extraordinarily high efficiency of perovskite devices, the race 

towards a viable photovoltaic technology is continuing because their stability issues 

remain the main obstacle to practical large-scale applications. Compositional 

engineering in both the final films and the precursors has been shown to be an effective 

way to improve their stability, as has been demonstrated by numerous experiments. 

Therefore, it is vital to gain a fundamental understanding of the underlying 

mechanisms. Atomistic and molecular simulations are ideal tools to study atomistic 

and molecular levels of details that often cannot straightforwardly be reached in 

experiments. This thesis aims to provide insights into the stabilizing effect of the 

compositional engineering on MHPs from a computational perspective. Several 

computational techniques are employed to achieve this goal, i.e., Density Functional 

Theory (DFT) and ab-initio Molecular Dynamics (AIMD) simulations. We demonstrate 

how computational tools can help to better understand the atomistic structure, 

electronic structure, phase stability, and the precursor chemistry of various halide 

perovskites. 

This thesis starts with a general introduction in Chapter 1, followed by an 

introduction of the used theoretical and computational methods in Chapter 2. Then in 

Chapter 3, we start tackling the challenge of phase instability of MHPs. We explain the 

atomistic origins of the phase instability of some primary perovskites, like CsSnI3, 
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CsPbI3, and FAPbI3. Furthermore, we reveal the underlying mechanisms for the 

improved phase stability of MHPs by computational engineering of the mixed 

compounds (CsxFA1-xPbI3, CsSnyPb1-yI3, and CsSn(BrzI1-z)3). We investigate the 

electronic properties and relative bond strengths in the different phases to explain how 

mixing ions affects phase stability. Four correlated factors, namely, the average metal-

halide bond length, the overall bonding strength (including metal halide bonds and 

hydrogen bonds), the formation energies, and the Sn vacancy formation energy are 

identified to be responsible for the phase transition. We demonstrate phase stability of 

several well-known compositions of perovskites could be adjusted and optimised by 

mixing ions, which gives rise to either increased bond strength of perovskite 

perovskites and/or decreased bond strength in their nonperovskite counterparts or 

suppressed defect formation, i. e.  in the case of Sn-Pb mixed compounds. 

In Chapter 4, based on the insights on the origin of the phase instability obtained 

in Chapter 3, we identify the mixed-cation and mixed-anion RbyCs1-ySn(BrxI1-x)3 

perovskites, and suggest them as promising candidates for solar cell applications. We 

studied the evolution of the structural, thermodynamic, and electronic properties as a 

function of the extent of substitution of Rb for Cs and Br for I. We predict that CsyRb1-

ySn(BrxI1-x)3 perovskites have direct bandgaps in the range of 1.3-2.0 eV. The alloys with 

high I and Cs concentration are well suited for highly efficient single-junction PSCs, 

while those with high Rb and Br concentration are suitable as wide bandgap materials 

for tandem PSCs. Importantly, we found that substitution of Br for I can improve the 

phase stability, with suppression of the unwanted phase transition from perovskite to 

nonperovskite structure. The stabilization of CsyRb1-ySn(BrxI1-x)3 prefer the perovskite 

phase with the concentration x > 1/3. In addition, by using binary alloying theory, we 

predict that mixing both anions and cations is beneficial for a highly homogeneous 

solid solution and improved film quality. Thus, the RbyCs1-ySn(BrxI1-x)3 is predicted as 

an efficient and stable light absorber for PSCs call for experimental exploration. 

Furthermore, we extend our investigation from bulk perovskites to quantum dots 

(QDs). Here, we investigate the role of additives in improving the performance and 

stability of Sn-based QDs. We then extend our investigation from bulk perovskites to 
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QDs, as the dimensional engineering will further improve the stability of alloyed and 

Sn-based perovskites. In Chapter 5, we investigate how additives affect the properties 

of perovskite QDs and improving the performance and stability of Sn-based QDs. We 

reveal the role of sodium additive doping in CsSn0.6Pb0.4I3 perovskite QDs by study the 

strength of surface bonds, defect formation energies, and the interaction of surface 

ligands and perovskite surfaces by DFT and AIMD simulations. We explain the 

mechanism for the enhanced photoluminescence of Sn-Pb perovskite QDs and 

propose strategies to further enhance their stability. These results suggest Na ion 

enhances the covalent bonding of the surface tin-iodine bonds and forms strong ionic 

bonding with the neighbouring iodine anions, thus suppresses the formation of I and 

Sn vacancies. Furthermore, the Na ion also enhances the binding strength of the surface 

ligands with the perovskite QDs surface. According to the results from AIMD 

simulations, the enhanced surface ligand binding is only effective on a specific surface 

configuration. The position of Na ion remains intact on a CsI-terminated surface but 

diffuses vigorously on MI2-terminated surface. The latter leads to the detachment of 

ligands and the perovskite surface layer, therefore fast degradation of the MI2-

terminated surface. The above results indicate that the combination of the Na doping 

and CsI-termination of the QDs may result in the best improvement in maintaining a 

long lifetime of high photoluminescence efficiency. Therefore, we foresee the surface 

termination engineering could offer a breakthrough in improving the efficiency and 

the lifetime of perovskite QDs for near-infrared applications. 

Next, to understand the effect of the compositional tuning of precursors solutions 

in affecting the perovskite crystallization process, in Chapter 6, we make a 

comprehensive investigation to understand the crystallization chemistry. Here, using 

MAPbI3 as an example, we study the complex evolution of the molecular species from 

the solution to the initial stage of the nucleation and determine the reaction pathways 

for the formation of a polynuclear iodoplumbate in different solvents environments. 

The advantage of the usage of DMF-DMSO binary solvents in the experiment is 

explained. The results obtained for formation enthalpies indicate that the formation of 

[PbI3Ln]1- iodoplumbate and its further coordination should be one of the key steps 
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which determine the final crystallinity of MAPbI3. The DMF-DMSO binary solvent 

shows slower formation of high-I coordinated iodoplumbates as compared to DMF, 

which benefits the crystallization of MAPbI3 with better crystallinity. 

Finally, in Chapter 7, we summarize our main conclusions and discuss directions 

for future research directions. 
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